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This Research Topic will focus on how the visual 
system recognizes objects regardless of variations 
in the viewpoint, illumination, retinal size, 
background, etc.

Contributors are encouraged to submit articles 
describing novel results, models, viewpoints, 
perspectives and/or methodological innovations 
relevant to this topic.

The issues we wish to cover include, but are not 
limited to, perceptual invariance under one or 
more of the following types of image variation:

• Object shape
• Task
•  Viewpoint (from the translation and rotation of 

the object relative to the viewer)
• Illumination, shading, and shadows
• Degree of occlusion
• Retinal size
• Color
• Surface texture
•  Visual context, including background clutter and 

crowding
• Object motion (including biological motion).

INVARIANT RECOGNITION OF  
VISUAL OBJECTS

The visual system can recognize objects 
regardless of image variations, including 
those in illumination, surface color, 
surface texture, size, viewpoint and 
occlusions, as illustrated here. Is there 
more than one unique object in this 
picture, or are all objects variations of the 
same object?*

Image courtesy of Jay Hegdé and Evgeniy 
Bart.

*Answer: all objects in this picture are the same.
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Examples of questions that are particularly interesting in this context include, but are not 
limited to:

•  Empirical characterizations of properties of invariance: Does invariance always exist? 
How wide is its range and how strong is the tolerance to viewing conditions within this 
range?

•  Invariance in naïve vs. experienced subjects: Is invariance built-in or learned? How can it be 
learned, under which conditions and how effectively? Is it learned incidentally, or are specific 
task and reward structures necessary for learning? How is generalizability and transfer of 
learning related to the generalizability/invariance of perception?

•  Invariance during inference: Are there conditions (e.g. fast presentation time or otherwise 
resource-constrained recognition) when invariance breaks?

•  What are some plausible computational or neural mechanisms by which invariance could be 
achieved?
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StrategieS of Learning invariance
In a supervised setting, cues to object invariance may be provided 
externally (e.g., Bart and Hegdé, 2012). In unsupervised settings, 
finding cues to invariance is more challenging. One type of cues 
arises from the fact that even when an object changes in appear-
ance, the change is generally smooth. Thus, over short, selected 
stretches of space and/or time, the changes in object appearance 
tend to be rather small, so that the visual system can, in principle, 
infer that the same object is changing its appearance. A theoretical 
approach for exploiting this contiguity is given by the continuous 
transformation (CT) learning (Stringer et al., 2006). A related cue 
arises from the fact that objects often stay in view for extended 
periods of time; two observations at nearby time points are there-
fore likely to correspond to the same object. An approach that 
exploits this temporal contiguity is given by the trace learning 
rule (Földiák, 1991).

Many articles in this issue describe models that exploit one or 
more of these rules to learn object invariance. The VisNet model 
can incorporate one or both of these strategies, depending on the 
particular implementation. The article by Rolls (2012) describes 
the various capabilities of VisNet. The article by Tromans et al. 
(2012) highlights the capability of VisNet to learn with clutter 
and occlusion. VisNet, like most neural network models, uses 
rate coding, in which the firing rate of a neuron determines the 
information coded by that neuron. The firing rate of a neuron is 
usually specified as a scalar, without the neuron having to actu-
ally fire spikes. The article by Evans and Stringer (2012) imple-
ments VisNet in which individual neurons actually fire spikes, 
and detail the merits of this implementation. The model by Isik 
et al. (2012) describes a different model, HMAX (also see Serre 
et al., 2007), that simulates many invariance properties in the 
primate visual system.

It is worth noting that, while it is generally thought that object 
invariance is represented by neurons in the higher levels of the 
visual pathway, such as the inferotemporal cortex, neurons in the 
lower levels, such as the primary visual cortex or V1, can also play 
key roles in implementing various aspects of invariance. The article 
by Vidal-Naquet and Gepshtein (2012) shows that populations of 
V1 complex cells, but not individual complex cells, can compute 
information about stereoscopic disparity in a spatially invariant 
fashion.

Invariant object recognition refers to recognizing an object regard-
less of irrelevant image variations, such as variations in viewpoint, 
lighting, retinal size, background, etc. The perceptual result of 
invariance, where the perception of a given object property is 
unaffected by irrelevant image variations, is often referred to as 
perceptual constancy (Kofka, 1935; Walsh and Kulikowski, 2010).

Mechanisms of invariant object recognition have, to a sig-
nificant extent, remained unclear. This is both because experi-
mental and computational studies have so far largely focused 
on understanding object recognition without these variations, 
and because the underlying computational problems are pro-
foundly difficult.

The 10 articles in this Research Topic Issue focus on some of the 
key computational issues in invariant object recognition. There is 
no pretending that the articles cover all key areas of current research 
exhaustively or seamlessly. For instance, none of the articles in this 
issue address size invariance (Kilpatrick and Ittelson, 1953) or color 
constancy (Foster, 2011). Nonetheless, the articles collectively paint 
a useful pointillist picture of current research on computational 
principles of invariance.

StrategieS of repreSenting invariance
Several articles address various strategies of exploiting or rep-
resenting the information in the visual image to achieve object 
invariance. Chuang et al. (2012) show, using psychophysical 
experiments, that non-rigid motion provides a cue to the invari-
ance of dynamic objects. Groen et al. (2012) show that low-level 
image statistics can cue the extent to which natural textures are 
invariant across samples. Using electroencephalography (EEG), 
they also show that the differences in edge statistics predict the 
differences in the evoked neural responses to individual images. 
Using psychophysical experiments, Bart and Hegdé (2012)1 show 
that human subjects can use small informative fragments of an 
image to recognize an object regardless of variations in illumina-
tion. A more radical idea is proposed by Edelman and Shahbazi 
(2012), who argue that representing objects by their similarity 
to a set of prototypes can explain many properties of the visual 
system, including invariance.

Invariant recognition of visual objects: some emerging 
computational principles

Evgeniy Bart1* and Jay Hegdé 2*
1 Palo Alto Research Center, Palo Alto, CA, USA
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Some important caveatS
It is important to emphasize a few caveats about the implications 
of these articles for future research. First, at the perceptual level, 
object invariance neither is perfect nor needs to be (Bülthoff and 
Edelman, 1992; DiCarlo and Cox, 2007). Thus, the underlying neural 
mechanisms need not deliver perfect invariance. Second, not all 
types of invariance are equal. Some types of invariance may be more 
important or useful to the visual system than others, depending 
on the behavioral context (see Milivojevic, 2012). Third, the visual 
system does not necessarily have to rely on prolonged supervised 
learning to learn invariance. It is possible that the system is able to 
either learn or, alternatively, infer invariance on the fly, and without 
any feedback (see Rolls, 2012). Fourth, top-down factors, such as 
the behavioral context, play an important role in object invariance 
and lack thereof. This is not fully addressed by the articles in this 
issue, which mostly focus on bottom-up processing of invariance 
information. Finally, for practical reasons, current research tends to 
deal with invariance along the various individual stimulus param-
eters (e.g., viewpoint, illumination, etc.) separately from each other. 
But in actuality, the visual system may combine invariance across 
multiple visual parameters, and indeed multiple sensory modalities.
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Neurophysiological evidence for invariant representations of objects and faces in the pri-
mate inferior temporal visual cortex is described. Then a computational approach to how
invariant representations are formed in the brain is described that builds on the neuro-
physiology. A feature hierarchy model in which invariant representations can be built by
self-organizing learning based on the temporal and spatial statistics of the visual input pro-
duced by objects as they transform in the world is described. VisNet can use temporal
continuity in an associative synaptic learning rule with a short-term memory trace, and/or
it can use spatial continuity in continuous spatial transformation learning which does not
require a temporal trace. The model of visual processing in the ventral cortical stream can
build representations of objects that are invariant with respect to translation, view, size, and
also lighting. The model has been extended to provide an account of invariant representa-
tions in the dorsal visual system of the global motion produced by objects such as looming,
rotation, and object-based movement. The model has been extended to incorporate top-
down feedback connections to model the control of attention by biased competition in, for
example, spatial and object search tasks.The approach has also been extended to account
for how the visual system can select single objects in complex visual scenes, and how
multiple objects can be represented in a scene. The approach has also been extended to
provide, with an additional layer, for the development of representations of spatial scenes
of the type found in the hippocampus.

Keywords: VisNet, invariance, face recognition, object recognition, inferior temporal visual cortex, trace learning
rule, hippocampus, spatial scene representation

1. INTRODUCTION
One of the major problems that is solved by the visual system in
the cerebral cortex is the building of a representation of visual
information which allows object and face recognition to occur rel-
atively independently of size, contrast, spatial-frequency, position
on the retina, angle of view, lighting, etc. These invariant rep-
resentations of objects, provided by the inferior temporal visual
cortex (Rolls, 2008b), are extremely important for the operation
of many other systems in the brain, for if there is an invari-
ant representation, it is possible to learn on a single trial about
reward/punishment associations of the object, the place where
that object is located, and whether the object has been seen
recently, and then to correctly generalize to other views, etc. of
the same object (Rolls, 2008b). The way in which these invariant
representations of objects are formed is a major issue in under-
standing brain function, for with this type of learning, we must
not only store and retrieve information, but we must solve in
addition the major computational problem of how all the differ-
ent images on the retina (position, size, view, etc.) of an object
can be mapped to the same representation of that object in the
brain. It is this process with which we are concerned in this
paper.

In Section 2 of this paper, I summarize some of the evi-
dence on the nature of the invariant representations of objects

and faces found in the inferior temporal visual cortex as shown
by neuronal recordings. A fuller account is provided in Memory,
Attention, and Decision-Making, Chapter 4 (Rolls, 2008b). Then
I build on that foundation a closely linked computational the-
ory of how these invariant representations of objects and faces
may be formed by self-organizing learning in the brain, which
has been investigated by simulations in a model network, VisNet
(Rolls, 1992, 2008b; Wallis and Rolls, 1997; Rolls and Milward,
2000).

This paper reviews this combined neurophysiological and com-
putational neuroscience approach developed by the author which
leads to a theory of invariant visual object recognition, and relates
this approach to other research.

2. INVARIANT REPRESENTATIONS OF FACES AND
OBJECTS IN THE INFERIOR TEMPORAL VISUAL CORTEX

2.1. PROCESSING TO THE INFERIOR TEMPORAL CORTEX IN THE
PRIMATE VISUAL SYSTEM

A schematic diagram to indicate some aspects of the processing
involved in object identification from the primary visual cor-
tex, V1, through V2 and V4 to the posterior inferior temporal
cortex (TEO) and the anterior inferior temporal cortex (TE) is
shown in Figure 1 (Rolls and Deco, 2002; Rolls, 2008b; Blumberg
and Kreiman, 2010; Orban, 2011). The approximate location of
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these visual cortical areas on the brain of a macaque monkey is
shown in Figure 2, which also shows that TE has a number of
different subdivisions. The different TE areas all contain visually
responsive neurons, as do many of the areas within the cortex in
the superior temporal sulcus (Baylis et al., 1987). For the pur-
poses of this summary, these areas will be grouped together as
the anterior inferior temporal cortex (IT), except where otherwise
stated.

The object and face-selective neurons described in this paper
are found mainly between 7 and 3 mm posterior to the sphe-
noid reference, which in a 3–4 kg macaque corresponds to

approximately 11–15 mm anterior to the interaural plane (Baylis
et al., 1987; Rolls, 2007a,b, 2008b). For comparison, the “middle
face patch” of Tsao et al. (2006) was at A6, which is probably
part of the posterior inferior temporal cortex (Tsao and Liv-
ingstone, 2008). In the anterior inferior temporal cortex areas
we have investigated, there are separate regions specialized for
face identity in areas TEa and TEm on the ventral lip of the
superior temporal sulcus and the adjacent gyrus, for face expres-
sion and movement in the cortex deep in the superior tem-
poral sulcus (Baylis et al., 1987; Hasselmo et al., 1989a; Rolls,
2007b), and separate neuronal clusters for objects (Booth and

FIGURE 1 | Convergence in the visual system. Right – as it occurs
in the brain. V1, visual cortex area V1; TEO, posterior inferior temporal
cortex; TE, inferior temporal cortex (IT). Left – as implemented in

VisNet. Convergence through the network is designed to provide
fourth layer neurons with information from across the entire input
retina.

FIGURE 2 | Lateral view of the macaque brain (left hemisphere) showing the different architectonic areas (e.g.,TEm,TEa) in and bordering the anterior
part of the superior temporal sulcus (STS) of the macaque (see text). The STS has been drawn opened to reveal the cortical areas inside it, and is
circumscribed by a thick line.
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Rolls, 1998; Kriegeskorte et al., 2008; Rolls, 2008b). A possi-
ble way in which VisNet could produce separate representations
of face identity and expression has been investigated (Tromans
et al., 2011). Similarly, in humans there are a number of sepa-
rate visual representations of faces and other body parts (Spiridon
et al., 2006; Weiner and Grill-Spector, 2011), with the clustering
together of neurons with similar responses influenced by the self-
organizing map processes that are a result of cortical design (Rolls,
2008b).

2.2. TRANSLATION INVARIANCE AND RECEPTIVE FIELD SIZE
There is convergence from each small part of a region to the suc-
ceeding region (or layer in the hierarchy) in such a way that the
receptive field sizes of neurons (for example, 1˚ near the fovea in
V1) become larger by a factor of approximately 2.5 with each suc-
ceeding stage. (The typical parafoveal receptive field sizes found
would not be inconsistent with the calculated approximations
of, for example, 8˚ in V4, 20˚ in TEO, and 50˚ in inferior tem-
poral cortex Boussaoud et al., 1991; see Figure 1). Such zones
of convergence would overlap continuously with each other (see
Figure 1). This connectivity provides part of the basis for the
fact that many neurons in the temporal cortical visual areas
respond to a stimulus relatively independently of where it is in
their receptive field, and moreover maintain their stimulus selec-
tivity when the stimulus appears in different parts of the visual
field (Gross et al., 1985; Tovee et al., 1994; Rolls et al., 2003).
This is called translation or shift invariance. In addition to hav-
ing topologically appropriate connections, it is necessary for the
connections to have the appropriate synaptic weights to perform
the mapping of each set of features, or object, to the same set
of neurons in IT. How this could be achieved is addressed in
the computational neuroscience models described later in this
paper.

2.3. REDUCED TRANSLATION INVARIANCE IN NATURAL SCENES, AND
THE SELECTION OF A REWARDED OBJECT

Until recently, research on translation invariance considered the
case in which there is only one object in the visual field. What
happens in a cluttered, natural, environment? Do all objects that
can activate an inferior temporal neuron do so whenever they are
anywhere within the large receptive fields of inferior temporal neu-
rons (Sato, 1989; Rolls and Tovee, 1995a)? If so, the output of the
visual system might be confusing for structures that receive inputs
from the temporal cortical visual areas. If one of the objects in the
visual field was associated with reward, and another with punish-
ment, would the output of the inferior temporal visual cortex to
emotion-related brain systems be an amalgam of both stimuli? If
so, how would we be able to choose between the stimuli, and have
an emotional response to one but not perhaps the other, and select
one for action and not the other (see Figure 3).

To investigate how information is passed from the inferior
temporal cortex (IT) to other brain regions to enable stimuli
to be selected from natural scenes for action, Rolls et al. (2003)
analyzed the responses of single and simultaneously recorded IT
neurons to stimuli presented in complex natural backgrounds. In
one situation, a visual fixation task was performed in which the
monkey fixated at different distances from the effective stimulus.

FIGURE 3 | Objects shown in a natural scene, in which the task was to
search for and touch one of the stimuli. The objects in the task as run
were smaller. The diagram shows that if the receptive fields of inferior
temporal cortex neurons are large in natural scenes with multiple objects
(in this scene, bananas, and a face), then any receiving neuron in structures
such as the orbitofrontal cortex and amygdala would receive information
from many stimuli in the field of view, and would not be able to provide
evidence about each of the stimuli separately.

In another situation the monkey had to search for two objects
on a screen, and a touch of one object was rewarded with juice,
and of another object was punished with saline (see Figure 3 for
a schematic overview and Figure 30 for the actual display). In
both situations neuronal responses to the effective stimuli for the
neurons were compared when the objects were presented in the
natural scene or on a plain background. It was found that the
overall response of the neuron to objects was sometimes some-
what reduced when they were presented in natural scenes, though
the selectivity of the neurons remained. However, the main finding
was that the magnitudes of the responses of the neurons typically
became much less in the real scene the further the monkey fixated
in the scene away from the object (see Figures 4 and 31 and Section
5.8.1).

It is proposed that this reduced translation invariance in natural
scenes helps an unambiguous representation of an object which
may be the target for action to be passed to the brain regions
that receive from the primate inferior temporal visual cortex. It
helps with the binding problem, by reducing in natural scenes
the effective receptive field of inferior temporal cortex neurons to
approximately the size of an object in the scene. The computa-
tional utility and basis for this is considered in Section 5.8 and
by Rolls and Deco (2002), Trappenberg et al. (2002), Deco and
Rolls (2004), Aggelopoulos and Rolls (2005), and Rolls and Deco
(2006), and includes an advantage for what is at the fovea because
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of the large cortical magnification of the fovea, and shunting inter-
actions between representations weighted by how far they are from
the fovea.

These findings suggest that the principle of providing strong
weight to whatever is close to the fovea is an important princi-
ple governing the operation of the inferior temporal visual cortex,
and in general of the output of the ventral visual system in natural
environments. This principle of operation is very important in
interfacing the visual system to action systems, because the effec-
tive stimulus in making inferior temporal cortex neurons fire is in
natural scenes usually on or close to the fovea. This means that the
spatial coordinates of where the object is in the scene do not have
to be represented in the inferior temporal visual cortex, nor passed
from it to the action selection system, as the latter can assume that
the object making IT neurons fire is close to the fovea in natural
scenes. Thus the position in visual space being fixated provides
part of the interface between sensory representations of objects
and their coordinates as targets for actions in the world. The small
receptive fields of IT neurons in natural scenes make this possible.
After this, local, egocentric, processing implemented in the dorsal
visual processing stream using, e.g., stereodisparity may be used to
guide action toward objects being fixated (Rolls and Deco, 2002).

The reduced receptive field size in complex natural scenes also
enables emotions to be selective to just what is being fixated,
because this is the information that is transmitted by the firing
of IT neurons to structures such as the orbitofrontal cortex and
amygdala.

There is an important comparison to be made here with some
approaches in engineering in which attempts are made to analyze a
whole visual scene at once. This is a massive computational prob-
lem, not yet solved in engineering. It is very instructive to see that
this is not the approach taken by the (primate and human) brain,
which instead analyses in complex natural scenes what is close to

FIGURE 4 | Firing of a temporal cortex cell to an effective stimulus
presented either in a blank background or in a natural scene, as a
function of the angle in degrees at which the monkey was fixating
away from the effective stimulus. The task was to search for and touch
the stimulus. (After Rolls et al., 2003.)

the fovea, just massively reducing the computational including fea-
ture binding problems. The brain then deals with a complex scene
by fixating different parts serially, using processes such as bottom-
up saliency to guide where fixations should occur (Itti and Koch,
2000; Zhao and Koch, 2011).

Interestingly, although the size of the receptive fields of inferior
temporal cortex neurons becomes reduced in natural scenes so
that neurons in IT respond primarily to the object being fixated,
there is nevertheless frequently some asymmetry in the receptive
fields (see Section 5.9 and Figure 35). This provides a partial solu-
tion to how multiple objects and their positions in a scene can be
captured with a single glance (Aggelopoulos and Rolls, 2005).

2.4. SIZE AND SPATIAL-FREQUENCY INVARIANCE
Some neurons in the inferior temporal visual cortex and cortex in
the anterior part of the superior temporal sulcus (IT/STS) respond
relatively independently of the size of an effective face stimulus,
with a mean size-invariance (to a half maximal response) of 12
times (3.5 octaves; Rolls and Baylis, 1986). An example of the
responses of an inferior temporal cortex face-selective neuron to
faces of different sizes is shown in Figure 5. This is not a property
of a simple single-layer network (see Figure 7), nor of neurons
in V1, which respond best to small stimuli, with a typical size-
invariance of 1.5 octaves. Also, the neurons typically responded to
a face when the information in it had been reduced from 3D to a
2D representation in gray on a monitor, with a response that was
on average 0.5 of that to a real face.

Another transform over which recognition is relatively invari-
ant is spatial-frequency. For example, a face can be identified when
it is blurred (when it contains only low-spatial frequencies), and
when it is high-pass spatial-frequency filtered (when it looks like a
line drawing). If the face images to which these neurons respond
are low-pass filtered in the spatial-frequency domain (so that they
are blurred), then many of the neurons still respond when the
images contain frequencies only up to 8 cycles per face. Similarly,

FIGURE 5 |Typical response of an inferior temporal cortex
face-selective neuron to faces of different sizes. The size subtended at
the retina in degrees is shown. (From Rolls and Baylis, 1986.)
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the neurons still respond to high-pass filtered images (with only
high-spatial-frequency edge information) when frequencies down
to only 8 cycles per face are included (Rolls et al., 1985). Face recog-
nition shows similar invariance with respect to spatial-frequency
(see Rolls et al., 1985). Further analysis of these neurons with
narrow (octave) bandpass spatial-frequency filtered face stimuli
shows that the responses of these neurons to an unfiltered face can
not be predicted from a linear combination of their responses to
the narrow bandstimuli (Rolls et al., 1987). This lack of linearity
of these neurons, and their responsiveness to a wide range of spa-
tial frequencies (see also their broad critical bandmasking Rolls,
2008a), indicate that in at least this part of the primate visual
system recognition does not occur using Fourier analysis of the
spatial-frequency components of images.

The utility of this representation for memory systems in the
brain is that the output of the visual system will represent an object
invariantly with respect to position on the retina, size, etc. and this
simplifies the functionality required of the (multiple) memory sys-
tems, which need then simply associate the object representation
with reward (orbitofrontal cortex and amygdala), associate it with
position in the environment (hippocampus), recognize it as famil-
iar (perirhinal cortex), associate it with a motor response in a habit
memory (basal ganglia), etc. (Rolls, 2008b). The associations can
be relatively simple, involving, for example, Hebbian associativity
(Rolls, 2008b).

Some neurons in the temporal cortical visual areas actually rep-
resent the absolute size of objects such as faces independently of
viewing distance (Rolls and Baylis, 1986). This could be called neu-
rophysiological size constancy. The utility of this representation by
a small population of neurons is that the absolute size of an object
is a useful feature to use as an input to neurons that perform object
recognition. Faces only come in certain sizes.

2.5. COMBINATIONS OF FEATURES IN THE CORRECT SPATIAL
CONFIGURATION

Many neurons in this ventral processing stream respond to com-
binations of features (including objects), but not to single features
presented alone, and the features must have the correct spatial
arrangement. This has been shown, for example, with faces, for
which it has been shown by masking out or presenting parts of
the face (for example, eyes, mouth, or hair) in isolation, or by
jumbling the features in faces, that some cells in the cortex in
IT/STS respond only if two or more features are present, and are
in the correct spatial arrangement (Perrett et al., 1982; Rolls et al.,
1994; Freiwald et al., 2009; Rolls, 2011b). Figure 6 shows exam-
ples of four neurons, the top one of which responds only if all
the features are present, and the others of which respond not
only to the full-face, but also to one or more features. Corre-
sponding evidence has been found for non-face cells. For example
Tanaka et al. (1990) showed that some posterior inferior tempo-
ral cortex neurons might only respond to the combination of an
edge and a small circle if they were in the correct spatial relation-
ship to each other. Consistent evidence for face part configuration
sensitivity has been found in human fMRI studies (Liu et al.,
2010).

These findings are important for the computational theory, for
they show that neurons selective to feature combinations are part

FIGURE 6 | Responses of four temporal cortex neurons to whole faces
and to parts of faces. The mean firing rate± sem are shown. The
responses are shown as changes from the spontaneous firing rate of each
neuron. Some neurons respond to one or several parts of faces presented
alone. Other neurons (of which the top one is an example) respond only to
the combination of the parts (and only if they are in the correct spatial
configuration with respect to each other as shown by Rolls et al., 1994). The
control stimuli were non-face objects. (After Perrett et al., 1982.)

of the process by which the cortical hierarchy operates, and this is
incorporated into VisNet (Elliffe et al., 2002).

Evidence consistent with the suggestion that neurons are
responding to combinations of a few variables represented at the
preceding stage of cortical processing is that some neurons in
V2 and V4 respond to end-stopped lines, to tongues flanked by
inhibitory subregions, to combinations of lines, to combinations
of colors, or to surfaces (Hegde and Van Essen, 2000, 2003, 2007;
Ito and Komatsu, 2004; Brincat and Connor, 2006; Anzai et al.,
2007; Orban, 2011). In the inferior temporal visual cortex, some
neurons respond to spatial configurations of surface fragments to
help specify the three-dimensional structure of objects (Yamane
et al., 2008).
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2.6. A VIEW-INVARIANT REPRESENTATION
For recognizing and learning about objects (including faces), it is
important that an output of the visual system should be not only
translation and size invariant, but also relatively view-invariant.
In an investigation of whether there are such neurons, we found
that some temporal cortical neurons reliably responded differently
to the faces of two different individuals independently of viewing
angle (Hasselmo et al., 1989b), although in most cases (16/18 neu-
rons) the response was not perfectly view-independent. Mixed
together in the same cortical regions there are neurons with view-
dependent responses (for example, Hasselmo et al., 1989b; Rolls
and Tovee, 1995b). Such neurons might respond, for example, to
a view of a profile of a monkey but not to a full-face view of the
same monkey (Perrett et al., 1985; Hasselmo et al., 1989b).

These findings of view-dependent, partially view-independent,
and view-independent representations in the same cortical regions
are consistent with the hypothesis discussed below that view-
independent representations are being built in these regions by
associating together the outputs of neurons that have different
view-dependent responses to the same individual. These findings
also provide evidence that one output of the visual system includes
representations of what is being seen, in a view-independent way
that would be useful for object recognition and for learning asso-
ciations about objects; and that another output is a view-based
representation that would be useful in social interactions to deter-
mine whether another individual is looking at one, and for select-
ing details of motor responses, for which the orientation of the
object with respect to the viewer is required (Rolls, 2008b).

Further evidence that some neurons in the temporal cortical
visual areas have object-based rather than view-based responses
comes from a study of a population of neurons that responds to
moving faces (Hasselmo et al., 1989b). For example, four neu-
rons responded vigorously to a head undergoing ventral flexion,
irrespective of whether the view of the head was full-face, of either
profile, or even of the back of the head. These different views could
only be specified as equivalent in object-based coordinates. Fur-
ther, the movement specificity was maintained across inversion,
with neurons responding, for example, to ventral flexion of the
head irrespective of whether the head was upright or inverted. In
this procedure, retinally encoded or viewer-centered movement
vectors are reversed, but the object-based description remains
the same.

Also consistent with object-based encoding is the finding of
a small number of neurons that respond to images of faces of a
given absolute size, irrespective of the retinal image size, or distance
(Rolls and Baylis, 1986).

Neurons with view-invariant responses to objects seen naturally
by macaques have also been described (Booth and Rolls,1998). The
stimuli were presented for 0.5 s on a color video monitor while the
monkey performed a visual fixation task. The stimuli were images
of 10 real plastic objects that had been in the monkey’s cage for
several weeks, to enable him to build view-invariant representa-
tions of the objects. Control stimuli were views of objects that
had never been seen as real objects. The neurons analyzed were in
the TE cortex in and close to the ventral lip of the anterior part
of the superior temporal sulcus. Many neurons were found that
responded to some views of some objects. However, for a smaller

number of neurons, the responses occurred only to a subset of
the objects (using ensemble encoding), irrespective of the viewing
angle. Moreover, the firing of a neuron on any one trial, taken at
random and irrespective of the particular view of any one object,
provided information about which object had been seen, and this
information increased approximately linearly with the number of
neurons in the sample. This is strong quantitative evidence that
some neurons in the inferior temporal cortex provide an invariant
representation of objects. Moreover, the results of Booth and Rolls
(1998) show that the information is available in the firing rates,
and has all the desirable properties of distributed representations,
including exponentially high-coding capacity, and rapid speed of
read-out of the information (Rolls, 2008b; Rolls and Treves, 2011).

Further evidence consistent with these findings is that some
studies have shown that the responses of some visual neurons in
the inferior temporal cortex do not depend on the presence or
absence of critical features for maximal activation (Perrett et al.,
1982; Tanaka, 1993, 1996). For example, neuron 4 in Figure 6
responded to several of the features in a face when these features
were presented alone (Perrett et al., 1982). In another example,
Mikami et al. (1994) showed that some TE cells respond to partial
views of the same laboratory instrument(s), even when these par-
tial views contain different features. Such functionality is impor-
tant for object recognition when part of an object is occluded, by,
for example, another object. In a different approach, Logothetis
et al. (1994) have reported that in monkeys extensively trained
(over thousands of trials) to treat different views of computer
generated wire-frame “objects” as the same, a small population
of neurons in the inferior temporal cortex did respond to differ-
ent views of the same wire-frame object (see also Logothetis and
Sheinberg, 1996). However, extensive training is not necessary for
invariant representations to be formed, and indeed no explicit
training in invariant object recognition was given in the experi-
ment by Booth and Rolls (1998), as Rolls’ hypothesis (Rolls, 1992)
is that view-invariant representations can be learned by associat-
ing together the different views of objects as they are moved and
inspected naturally in a period that may be in the order of a few
seconds. Evidence for this is described in Section 2.7.

2.7. LEARNING OF NEW REPRESENTATIONS IN THE TEMPORAL
CORTICAL VISUAL AREAS

To investigate the idea that visual experience might guide the for-
mation of the responsiveness of neurons so that they provide an
economical and ensemble-encoded representation of items actu-
ally present in the environment (and indeed any rapid learning
found might help in the formation of invariant representations),
the responses of inferior temporal cortex face-selective neurons
have been analyzed while a set of new faces were shown. Some
of the neurons studied in this way altered the relative degree to
which they responded to the different members of the set of novel
faces over the first few (1–2) presentations of the set (Rolls et al.,
1989). If in a different experiment a single novel face was intro-
duced when the responses of a neuron to a set of familiar faces
were being recorded, the responses to the set of familiar faces were
not disrupted, while the responses to the novel face became stable
within a few presentations. Alteration of the tuning of individual
neurons in this way may result in a good discrimination over the
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population as a whole of the faces known to the monkey. This
evidence is consistent with the categorization being performed by
self-organizing competitive neuronal networks, as described else-
where (Rolls and Treves, 1998; Rolls, 2008b). Further evidence has
been found to support the hypothesis (Rolls, 1992, 2008b) that
unsupervised natural experience rapidly alters invariant object
representation in the visual cortex (Li and DiCarlo, 2008; Li et al.,
2011; cf. Folstein et al., 2010).

Further evidence that these neurons can learn new representa-
tions very rapidly comes from an experiment in which binarized
black and white (two-tone) images of faces that blended with the
background were used. These did not activate face-selective neu-
rons. Full gray-scale images of the same photographs were then
shown for ten 0.5 s presentations. In a number of cases, if the neu-
ron happened to be responsive to that face, when the binarized
version of the same face was shown next, the neurons responded
to it (Tovee et al., 1996). This is a direct parallel to the same phe-
nomenon that is observed psychophysically, and provides dramatic
evidence that these neurons are influenced by only a very few sec-
onds (in this case 5 s) of experience with a visual stimulus. We
have shown a neural correlate of this effect using similar stimuli
and a similar paradigm in a PET (positron emission tomography)
neuroimaging study in humans, with a region showing an effect
of the learning found for faces in the right temporal lobe, and for
objects in the left temporal lobe (Dolan et al., 1997).

Once invariant representations of objects have been learned in
the inferior temporal visual cortex based on the statistics of the
spatio-temporal continuity of objects in the visual world (Rolls,
1992, 2008b; Yi et al., 2008), later processes may be required to
categorize objects based on other properties than their properties
as objects. One such property is that certain objects may need to be
treated as similar for the correct performance of a task, and others
as different, and that demand can influence the representations of
objects in a number of brain areas (Fenske et al., 2006; Freedman
and Miller, 2008; Kourtzi and Connor, 2011). That process may in
turn influence representations in the inferior temporal visual cor-
tex, for example, by top-down bias (Rolls and Deco, 2002; Rolls,
2008b,c).

2.8. DISTRIBUTED ENCODING
An important question for understanding brain function is
whether a particular object (or face) is represented in the brain by
the firing of one or a few gnostic (or“grandmother”) cells (Barlow,
1972), or whether instead the firing of a group or ensemble of cells
each with somewhat different responsiveness provides the repre-
sentation. Advantages of distributed codes include generalization
and graceful degradation (fault tolerance), and a potentially very
high capacity in the number of stimuli that can be represented
(that is exponential growth of capacity with the number of neu-
rons in the representation; Rolls and Treves, 1998, 2011; Rolls,
2008b). If the ensemble encoding is sparse, this provides a good
input to an associative memory, for then large numbers of stim-
uli can be stored (Rolls, 2008b; Rolls and Treves, 2011). We have
shown that in the inferior temporal visual cortex and cortex in
the anterior part of the superior temporal sulcus (IT/STS), there
is a sparse distributed representation in the firing rates of neurons
about faces and objects (Rolls, 2008b; Rolls and Treves, 2011).

The information from a single cell is informative about a set of
stimuli, but the information increases approximately linearly with
the number of neurons in the ensemble, and can be read mod-
erately efficiently by dot product decoding. This is what neurons
can do: produce in their depolarization or firing rate a synapti-
cally weighted sum of the firing rate inputs that they receive from
other neurons (Rolls, 2008b). This property is fundamental to the
mechanisms implemented in VisNet. There is little information
in whether IT neurons fire synchronously or not (Aggelopoulos
et al., 2005; Rolls and Treves, 2011), so that temporal syntactic
binding (Singer, 1999) may not be part of the mechanism. Each
neuron has an approximately exponential probability distribution
of firing rates in a sparse distributed representation (Franco et al.,
2007; Rolls and Treves, 2011).

These generic properties are described in detail elsewhere
(Rolls, 2008b; Rolls and Treves, 2011), as are their implications
for understanding brain function (Rolls, 2012), and so are not
further described here. They are incorporated into the design of
VisNet, as will become evident.

It is consistent with this general conceptual background that
Krieman et al. (2000) have described some neurons in the human
temporal lobe that seem to respond selectively to an object. This
is consistent with the principles just described, though the brain
areas in which these recordings were made may be beyond the
inferior temporal visual cortex and the tuning appears to be more
specific, perhaps reflecting backprojections from language or other
cognitive areas concerned, for example, with tool use that might
influence the categories represented in high-order cortical areas
(Farah et al., 1996; Farah, 2000; Rolls, 2008b).

3. APPROACHES TO INVARIANT OBJECT RECOGNITION
A goal of my approach is to provide a biologically based and bio-
logically plausible approach to how the brain computes invariant
representations for use by other brain systems (Rolls, 2008b). This
leads me to propose a hierarchical feed-forward series of competi-
tive networks using convergence from stage to stage; and the use of
a modified Hebb synaptic learning rule that incorporates a short-
term memory trace of previous neuronal activity to help learn the
invariant properties of objects from the temporo-spatial statis-
tics produced by the normal viewing of objects (Wallis and Rolls,
1997; Rolls and Milward, 2000; Stringer and Rolls, 2000, 2002;
Rolls and Stringer, 2001, 2006; Elliffe et al., 2002; Rolls and Deco,
2002; Deco and Rolls, 2004; Rolls, 2008b). In Sections 3.1–3.5, I
summarize some other approaches to invariant object recognition,
and in Section 3.6. I introduce feature hierarchies as part of the
background to VisNet, which is described starting in Section 4.

I start by emphasizing that generalization to different posi-
tions, sizes, views, etc. of an object is not a simple property of
one-layer neural networks. Although neural networks do general-
ize well, the type of generalization they show naturally is to vectors
which have a high-dot product or correlation with what they have
already learned. To make this clear, Figure 7 is a reminder that the
activation hi of each neuron is computed as

hi =
∑

j

xj wij (1)

where the sum is over the C input axons, indexed by j.
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FIGURE 7 | A neuron that computes a dot product of the input pattern
with its synaptic weight vector generalizes well to other patterns
based on their similarity measured in terms of dot product or
correlation, but shows no translation (or size, etc.) invariance.

Now consider translation (or shift) of the input (random
binary) pattern vector by one position. The dot product will now
drop to a low-level, and the neuron will not respond, even though
it is the same pattern, just shifted by one location. This makes
the point that special processes are needed to compute invariant
representations. Network approaches to such invariant pattern
recognition are described in this paper. Once an invariant rep-
resentation has been computed by a sensory system, it is in a
form that is suitable for presentation to a pattern association or
autoassociation neural network (Rolls, 2008b).

3.1. FEATURE SPACES
One very simple possibility for performing object classification is
based on feature spaces, which amount to lists of (the extent to
which) different features are present in a particular object. The
features might consist of textures, colors, areas, ratios of length to
width, etc. The spatial arrangement of the features is not taken
into account. If n different properties are used to characterize an
object, each viewed object is represented by a set of n real numbers.
It then becomes possible to represent an object by a point Rn in an
n-dimensional space (where R is the resolution of the real num-
bers used). Such schemes have been investigated (Gibson, 1950,
1979; Selfridge, 1959; Tou and Gonzalez, 1974; Bolles and Cain,
1982; Mundy and Zisserman, 1992; Mel, 1997), but, because the
relative positions of the different parts are not implemented in
the object recognition scheme, are not sensitive to spatial jum-
bling of the features. For example, if the features consisted of
nose, mouth, and eyes, such a system would respond to faces with
jumbled arrangements of the eyes, nose, and mouth, which does
not match human vision, nor the responses of macaque inferior
temporal cortex neurons, which are sensitive to the spatial arrange-
ment of the features in a face (Rolls et al., 1994). Similarly, such

an object recognition system might not distinguish a normal car
from a car with the back wheels removed and placed on the roof.
Such systems do not therefore perform shape recognition (where
shape implies something about the spatial arrangement of features
within an object, see further Ullman, 1996), and something more
is needed, and is implemented in the primate visual system. How-
ever, I note that the features that are present in objects, e.g., a furry
texture, are useful to incorporate in object recognition systems,
and the brain may well use, and the model VisNet in principle
can use, evidence from which features are present in an object as
part of the evidence for identification of a particular object. I note
that the features might consist also of, for example, the pattern of
movement that is characteristic of a particular object (such as a
buzzing fly), and might use this as part of the input to final object
identification.

The capacity to use shape in invariant object recognition is
fundamental to primate vision, but may not be used or fully
implemented in the visual systems of some other animals with
less developed visual systems. For example, pigeons may correctly
identify pictures containing people, a particular person, trees,
pigeons, etc. but may fail to distinguish a figure from a scrambled
version of a figure (Herrnstein, 1984; Cerella, 1986). Thus their
object recognition may be based more on a collection of parts than
on a direct comparison of complete figures in which the relative
positions of the parts are important. Even if the details of the con-
clusions reached from this research are revised (Wasserman et al.,
1998), it nevertheless does appear that at least some birds may use
computationally simpler methods than those needed for invariant
shape recognition. For example, it may be that when some birds
are trained to discriminate between images in a large set of pic-
tures, they tend to rely on some chance detail of each picture (such
as a spot appearing by mistake on the picture), rather than on
recognition of the shapes of the object in the picture (Watanabe
et al., 1993).

3.2. STRUCTURAL DESCRIPTIONS AND SYNTACTIC PATTERN
RECOGNITION

A second approach to object recognition is to decompose the
object or image into parts, and to then produce a structural
description of the relations between the parts. The underlying
assumption is that it is easier to capture object invariances at a level
where parts have been identified. This is the type of scheme for
which Marr and Nishihara (1978) and Marr (1982) opted (Rolls,
2011a). The particular scheme (Binford, 1981) they adopted con-
sists of generalized cones, series of which can be linked together to
form structural descriptions of some, especially animate, stimuli
(see Figure 8).

Such schemes assume that there is a 3D internal model (struc-
tural description) of each object. Perception of the object consists
of parsing or segmenting the scene into objects, and then into
parts, then producing a structural description of the object, and
then testing whether this structural description matches that of any
known object stored in the system. Other examples of structural
description schemes include those of Sutherland (1968), Winston
(1975), and Milner (1974). The relations in the structural descrip-
tion may need to be quite complicated, for example, “connected
together,”“inside of,”“larger than,” etc.
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FIGURE 8 | A 3D structural description of an object-based on
generalized cone parts. Each box corresponds to a 3D model, with its
model axis on the left side of the box and the arrangement of its component

axes on the right. In addition, some component axes have 3D models
associated with them, as indicated by the way the boxes overlap. (After
Marr and Nishihara, 1978.)

Perhaps the most developed model of this type is the recogni-
tion by components (RBC) model of Biederman (1987), imple-
mented in a computational model by Hummel and Biederman
(1992). His small set (less than 50) of primitive parts named
“geons” includes simple 3D shapes such as boxes, cylinders,
and wedges. Objects are described by a syntactically linked list
of the relations between each of the geons of which they are
composed. Describing a table in this way (as a flat top sup-
ported by three or four legs) seems quite economical. Other
schemes use 2D surface patches as their primitives (Dane and
Bajcsy, 1982; Brady et al., 1985; Faugeras and Hebert, 1986;
Faugeras, 1993). When 3D objects are being recognized, the
implication is that the structural description is a 3D descrip-
tion. This is in contrast to feature hierarchical systems, in which
recognition of a 3D object from any view might be accom-
plished by storing a set of associated 2D views (see below,
Section 3.6).

There are a number of difficulties with schemes based on
structural descriptions, some general, and some with particular
reference to the potential difficulty of their implementation in the
brain. First, it is not always easy to decompose the object into
its separate parts, which must be performed before the structural
description can be produced. For example, it may be difficult to
produce a structural description of a cat curled up asleep from
separately identifiable parts. Identification of each of the parts
is also frequently very difficult when 3D objects are seen from
different viewing angles, as key parts may be invisible or highly
distorted. This is particularly likely to be difficult in 3D shape
perception. It appears that being committed to producing a cor-
rect description of the parts before other processes can operate
is making too strong a commitment early on in the recognition
process.

A second difficulty is that many objects or animals that can be
correctly recognized have rather similar structural descriptions.

For example, the structural description of many four-legged ani-
mals is rather similar. Rather more than a structural description
seems necessary to identify many objects and animals.

A third difficulty, which applies especially to biological sys-
tems, is the difficulty of implementing the syntax needed to hold
the structural description as a 3D model of the object, of produc-
ing a syntactic structural description on the fly (in real time, and
with potentially great flexibility of the possible arrangement of
the parts), and of matching the syntactic description of the object
in the image to all the stored representations in order to find a
match. An example of a structural description for a limb might be
body> thigh> shin> foot> toes. In this description>means “is
linked to,”and this link must be between the correct pair of descrip-
tors. If we had just a set of parts, without the syntactic or relational
linking, then there would be no way of knowing whether the toes
are attached to the foot or to the body. In fact, worse than this,
there would be no evidence about what was related to what, just
a set of parts. Such syntactical relations are difficult to implement
in any biologically plausible neuronal networks used in vision,
because if the representations of all the features or parts just men-
tioned were active simultaneously, how would the spatial relations
between the features also be encoded? (How would it be apparent
just from the firing of neurons that the toes were linked to the rest
of the foot but not to the body?) It would be extremely difficult
to implement this “on the fly” syntactic binding in a biologically
plausible network (though cf. Hummel and Biederman, 1992), and
the only suggested mechanism for flexible syntactic binding, tem-
poral synchronization of the firing of different neurons, is not well
supported as a quantitatively important mechanism for informa-
tion encoding in the ventral visual system, and would have major
difficulties in implementing correct, relational, syntactic binding
(Section 5.4.1; Rolls, 2008b; Rolls and Treves, 2011).

A fourth difficulty of the structural description approach is
that segmentation into objects must occur effectively before object
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recognition, so that the linked structural description list can be of
one object. Given the difficulty of segmenting objects in typical
natural cluttered scenes (Ullman, 1996), and the compounding
problem of overlap of parts of objects by other objects, segmen-
tation as a first necessary stage of object recognition adds another
major difficulty for structural description approaches.

A fifth difficulty is that metric information, such as the relative
size of the parts that are linked syntactically, needs to be specified
in the structural description (Stan-Kiewicz and Hummel, 1994),
which complicates the parts that have to be syntactically linked.

It is because of these difficulties that even in artificial vision sys-
tems implemented on computers, where almost unlimited syntac-
tic binding can easily be implemented, the structural description
approach to object recognition has not yet succeeded in producing
a scheme which actually works in more than an environment in
which the types of objects are limited, and the world is far from
the natural world, consisting, for example, of 2D scenes (Mundy
and Zisserman, 1992).

Although object recognition in the brain is unlikely to be
based on the structural description approach, for the reasons given
above, and the fact that the evidence described in this paper sup-
ports a feature hierarchy rather than the structural description
implementation in the brain, it is certainly the case that humans
can provide verbal, syntactic, descriptions of objects in terms of
the relations of their parts, and that this is often a useful type of
description. Humans may therefore, it is suggested, supplement
a feature hierarchical object recognition system built into their
ventral visual system with the additional ability to use the type
of syntax that is necessary for language to provide another level
of description of objects. This ability is useful in, for example,
engineering applications.

3.3. TEMPLATE MATCHING AND THE ALIGNMENT APPROACH
Another approach is template matching, comparing the image on
the retina with a stored image or picture of an object. This is con-
ceptually simple, but there are in practice major problems. One
major problem is how to align the image on the retina with the
stored images, so that all possible images on the retina can be
compared with the stored template or templates of each object.

The basic idea of the alignment approach (Ullman, 1996) is to
compensate for the transformations separating the viewed object
and the corresponding stored model, and then compare them. For
example, the image and the stored model may be similar, except for
a difference in size. Scaling one of them will remove this discrep-
ancy and improve the match between them. For a 2D world, the
possible transforms are translation (shift), scaling, and rotation.
Given, for example, an input letter of the alphabet to recognize, the
system might, after segmentation (itself a very difficult process if
performed independently of (prior to) object recognition), com-
pensate for translation by computing the center of mass of the
object, and shifting the character to a “canonical location.” Scale
might be compensated for by calculating the convex hull (the
smallest envelope surrounding the object), and then scaling the
image. Of course how the shift and scaling would be accomplished
is itself a difficult point – easy to perform on a computer using
matrix multiplication as in simple computer graphics, but not the
sort of computation that could be performed easily or accurately

by any biologically plausible network. Compensating for rotation
is even more difficult (Ullman, 1996). All this has to happen before
the segmented canonical representation of the object is compared
to the stored object templates with the same canonical represen-
tation. The system of course becomes vastly more complicated
when the recognition must be performed of 3D objects seen in a
3D world, for now the particular view of an object after segmen-
tation must be placed into a canonical form, regardless of which
view, or how much of any view, may be seen in a natural scene
with occluding contours. However, this process is helped, at least
in computers that can perform high-precision matrix multiplica-
tion, by the fact that (for many continuous transforms such as 3D
rotation, translation, and scaling) all the possible views of an object
transforming in 3D space can be expressed as the linear combina-
tion of other views of the same object (see Chapter 5 of Ullman,
1996; Koenderink and van Doorn, 1991; Koenderink, 1990).

This alignment approach is the main theme of the book by
Ullman (1996), and there are a number of computer implemen-
tations (Lowe, 1985; Grimson, 1990; Huttenlocher and Ullman,
1990; Shashua, 1995). However, as noted above, it seems unlikely
that the brain is able to perform the high-precision calculations
needed to perform the transforms required to align any view of a
3D object with some canonical template representation. For this
reason, and because the approach also relies on segmentation of
the object in the scene before the template alignment algorithms
can start, and because key features may need to be correctly iden-
tified to be used in the alignment (Edelman, 1999), this approach
is not considered further here.

We may note here in passing that some animals with a less com-
putationally developed visual system appear to attempt to solve the
alignment problem by actively moving their heads or eyes to see
what template fits, rather than starting with an image on the eye
and attempting to transform it into canonical coordinates. This
“active vision” approach used, for example, by some invertebrates
has been described by Land (1999) and Land and Collett (1997).

3.4. SOME FURTHER MACHINE LEARNING APPROACHES
Learning the transformations and invariances of the signal is
another approach to invariant object recognition at the interface
of machine learning and theoretical neuroscience. For example,
rather than focusing on the templates, “map-seeking circuit the-
ory” focuses on the transforms (Arathorn, 2002, 2005). The theory
provides a general computational mechanism for discovery of cor-
respondences in massive transformation spaces by exploiting an
ordering property of superpositions. The latter allows a set of
transformations of an input image to be formed into a sequence of
superpositions which are then “culled” to a composition of single
mappings by a competitive process which matches each superposi-
tion against a superposition of inverse transformations of memory
patterns. Earlier work considered how to minimize the variance
in the output when the image transformed (Leen, 1995). Another
approach is to add transformation invariance to mixture models,
by approximating the non-linear transformation manifold by a
discrete set of points (Frey and Jojic, 2003). They showed how
the expectation maximization algorithm can be used to jointly
learn clusters, while at the same time inferring the transformation
associated with each input. In another approach, an unsupervised
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algorithm for learning Lie group operators for in-plane transforms
from input data was described (Rao and Ruderman, 1999).

3.5. NETWORKS THAT CAN RECONSTRUCT THEIR INPUTS
Hinton et al. (1995) and Hinton and Ghahramani (1997) have
argued that cortical computation is invertible, so that, for exam-
ple, the forward transform of visual information from V1 to higher
areas loses no information, and there can be a backward transform
from the higher areas to V1. A comparison of the reconstructed
representation in V1 with the actual image from the world might
in principle be used to correct all the synaptic weights between
the two (in both the forward and the reverse directions), in such a
way that there are no errors in the transform (Hinton, 2010). This
suggested reconstruction scheme would seem to involve non-local
synaptic weight correction (though see Hinton and Sejnowski,
1986; O’Reilly and Munakata, 2000) for a suggested, although still
biologically implausible, neural implementation, contrastive Heb-
bian learning), or other biologically implausible operations. The
scheme also does not seem to provide an account for why or how
the responses of inferior temporal cortex neurons become the way
they are (providing information about which object is seen rela-
tively independently of position on the retina, size, or view). The
whole forward transform performed in the brain seems to lose
much of the information about the size, position, and view of the
object, as it is evidence about which object is present invariant of
its size, view, etc. that is useful to the stages of processing about
objects that follow (Rolls, 2008b). Because of these difficulties, and
because the backprojections are needed for processes such as recall
(Rolls, 2008b), this approach is not considered further here.

In the context of recall, if the visual system were to perform a
reconstruction in V1 of a visual scene from what is represented
in the inferior temporal visual cortex, then it might be supposed
that remembered visual scenes might be as information-rich (and
subjectively as full of rich detail) as seeing the real thing. This is not
the case for most humans, and indeed this point suggests that at
least what reaches consciousness from the inferior temporal visual
cortex (which is activated during the recall of visual memories) is
the identity of the object (as made explicit in the firing rate of the
neurons), and not the low-level details of the exact place, size, and
view of the object in the recalled scene, even though, according to
the reconstruction argument, that information should be present
in the inferior temporal visual cortex.

3.6. FEATURE HIERARCHIES AND 2D VIEW-BASED OBJECT
RECOGNITION

Another approach, and one that is much closer to what appears to
be present in the primate ventral visual system (Wurtz and Kandel,
2000a; Rolls and Deco, 2002; Rolls, 2008b), is a feature hierarchy
system (see Figure 9).

In this approach, the system starts with some low-level descrip-
tion of the visual scene, in terms, for example, of oriented straight
line segments of the type that are represented in the responses of
primary visual cortex (V1) neurons, and then builds in repeated
hierarchical layers features based on what is represented in previ-
ous layers. A feature may thus be defined as a combination of what
is represented in the previous layer. For example, after V1, fea-
tures might consist of combinations of straight lines, which might

FIGURE 9 |The feature hierarchy approach to object recognition. The
inputs may be neurons tuned to oriented straight line segments. In early
intermediate-layers neurons respond to a combination of these inputs in
the correct spatial position with respect to each other. In further
intermediate layers, of which there may be several, neurons respond with
some invariance to the feature combinations represented early, and form
higher order feature combinations. Finally, in the top layer, neurons respond
to combinations of what is represented in the preceding intermediate layer,
and thus provide evidence about objects in a position (and scale and even
view) invariant way. Convergence through the network is designed to
provide top layer neurons with information from across the entire input
retina, as part of the solution to translation invariance, and other types of
invariance are treated similarly.

represent longer curved lines (Zucker et al., 1989), or terminated
lines (in fact represented in V1 as end-stopped cells), corners, “T”
junctions which are characteristic of obscuring edges, and (at least
in humans) the arrow and “Y” vertices which are characteristic
properties of man-made environments. Evidence that such fea-
ture combination neurons are present in V2 is that some neurons
respond to combinations of line elements that join at different
angles (Hegde and Van Essen, 2000, 2003, 2007; Ito and Komatsu,
2004; Anzai et al., 2007). (An example of this might be a neu-
ron responding to a “V” shape at a particular orientation.) As
one ascends the hierarchy, neurons might respond to more com-
plex trigger features. For example, two parts of a complex figure
may need to be in the correct spatial arrangement with respect
to each other, as shown by Tanaka (1996) for V4 and posterior
inferior temporal cortex neurons. In another example, V4 neu-
rons may respond to the curvature of the elements of a stimulus
(Carlson et al., 2011). Further on, neurons might respond to com-
binations of several such intermediate-level feature combination
neurons, and thus come to respond systematically differently to
different objects, and thus to convey information about which
object is present. This approach received neurophysiological sup-
port early on from the results of Hubel and Wiesel (1962) and
Hubel and Wiesel (1968) in the cat and monkey, and many of the
data described in Chapter 5 of Rolls and Deco (2002) are consistent
with this scheme.

A number of problems need to be solved for such feature hierar-
chy visual systems to provide a useful model of object recognition
in the primate visual system.
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First, some way needs to be found to keep the number of feature
combination neurons realistic at each stage, without undergoing a
combinatorial explosion. If a separate feature combination neuron
was needed to code for every possible combination of n types of
feature each with a resolution of 2 levels (binary encoding) in the
preceding stage, then 2n neurons would be needed. The suggestion
that is made in Section 4 is that by forming neurons that respond to
low-order combinations of features (neurons that respond to just
say 2–4 features from the preceding stage), the number of actual
feature analyzing neurons can be kept within reasonable numbers.
By reasonable we mean the number of neurons actually found at
any one stage of the visual system, which, for V4 might be in the
order of 60× 106 neurons (assuming a volume for macaque V4
of approximately 2,000 mm3, and a cell density of 20,000–40,000
neurons per mm3, Rolls, 2008b). This is certainly a large num-
ber; but the fact that a large number of neurons is present at each
stage of the primate visual system is in fact consistent with the
hypothesis that feature combination neurons are part of the way
in which the brain solves object recognition. A factor which also
helps to keep the number of neurons under control is the statis-
tics of the visual world, which contain great redundancies. The
world is not random, and indeed the statistics of natural images
are such that many regularities are present (Field, 1994), and not
every possible combination of pixels on the retina needs to be sep-
arately encoded. A third factor which helps to keep the number
of connections required onto each neuron under control is that in
a multilayer hierarchy each neuron can be set up to receive con-
nections from only a small region of the preceding layer. Thus an
individual neuron does not need to have connections from all the
neurons in the preceding layer. Over multiple-layers, the required
convergence can be produced so that the same neurons in the top
layer can be activated by an image of an effective object anywhere
on the retina (see Figure 1).

A second problem of feature hierarchy approaches is how to
map all the different possible images of an individual object
through to the same set of neurons in the top layer by modifying
the synaptic connections (see Figure 1). The solution discussed in
Sections 4, 5.1.1, and 5.3 is the use of a synaptic modification rule
with a short-term memory trace of the previous activity of the
neuron, to enable it to learn to respond to the now transformed
version of what was seen very recently, which, given the statistics
of looking at the visual world, will probably be an input from the
same object.

A third problem of feature hierarchy approaches is how they
can learn in just a few seconds of inspection of an object to recog-
nize it in different transforms, for example, in different positions
on the retina in which it may never have been presented during
training. A solution to this problem is provided in Section 5.4,
in which it is shown that this can be a natural property of fea-
ture hierarchy object recognition systems, if they are trained first
for all locations on the intermediate-level feature combinations of
which new objects will simply be a new combination, and therefore
requiring learning only in the upper layers of the hierarchy.

A fourth potential problem of feature hierarchy systems is that
when solving translation invariance they need to respond to the
same local spatial arrangement of features (which are needed to
specify the object), but to ignore the global position of the whole

object. It is shown in Section 5.4 that feature hierarchy systems
can solve this problem by forming feature combination neurons
at an early stage of processing (e.g., V1 or V2 in the brain) that
respond with high-spatial precision to the local arrangement of
features. Such neurons would respond differently, for example,
to L, +, and T if they receive inputs from two line-responding
neurons. It is shown in Section 5.4 that at later layers of the hier-
archy, where some of the intermediate-level feature combination
neurons are starting to show translation invariance, then correct
object recognition may still occur because only one object contains
just those sets of intermediate-level neurons in which the spatial
representation of the features is inherent in the encoding.

The type of representation developed in a hierarchical object
recognition system, in the brain, and by VisNet as described in the
rest of this paper would be suitable for recognition of an object,
and for linking associative memories to objects, but would be less
good for making actions in 3D space to particular parts of, or
inside, objects, as the 3D coordinates of each part of the object
would not be explicitly available. It is therefore proposed that
visual fixation is used to locate in foveal vision part of an object
to which movements must be made, and that local disparity and
other measurements of depth (made explicit in the dorsal visual
system) then provide sufficient information for the motor system
to make actions relative to the small part of space in which a local,
view-dependent, representation of depth would be provided (cf.
Ballard, 1990).

One advantage of feature hierarchy systems is that they can
operate fast (Rolls, 2008b).

A second advantage is that the feature analyzers can be built out
of the rather simple competitive networks (Rolls, 2008b) which
use a local learning rule, and have no external teacher, so that they
are rather biologically plausible. Another advantage is that, once
trained on subset features common to most objects, the system
can then learn new objects quickly.

A related third advantage is that, if implemented with compet-
itive nets as in the case of VisNet (see Section 5), then neurons
are allocated by self-organization to represent just the features
present in the natural statistics of real images (cf. Field, 1994), and
not every possible feature that could be constructed by random
combinations of pixels on the retina.

A related fourth advantage of feature hierarchy networks is
that because they can utilize competitive networks, they can still
produce the best guess at what is in the image under non-ideal
conditions, when only parts of objects are visible because, for
example, of occlusion by other objects, etc. The reasons for this
are that competitive networks assess the evidence for the presence
of certain “features” to which they are tuned using a dot prod-
uct operation on their inputs, so that they are inherently tolerant
of missing input evidence; and reach a state that reflects the best
hypothesis or hypotheses (with soft competition) given the whole
set of inputs, because there are competitive interactions between
the different neurons (Rolls, 2008b).

A fifth advantage of a feature hierarchy system is that, as shown
in Section 5.5, the system does not need to perform segmentation
into objects as part of pre-processing, nor does it need to be able
to identify parts of an object, and can also operate in cluttered
scenes in which the object may be partially obscured. The reason
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for this is that once trained on objects, the system then oper-
ates somewhat like an associative memory, mapping the image
properties forward onto whatever it has learned about before, and
then by competition selecting just the most likely output to be
activated. Indeed, the feature hierarchy approach provides a mech-
anism by which processing at the object recognition level could
feed back using backprojections to early cortical areas to provide
top-down guidance to assist segmentation. Although backprojec-
tions are not built into VisNet2 (Rolls and Milward, 2000), they
have been added when attentional top-down processing must be
incorporated (Deco and Rolls, 2004), are present in the brain,
and are incorporated into the models described elsewhere (Rolls,
2008b). Although the operation of the ventral visual system can
proceed as a feed-forward hierarchy, as shown by backward mask-
ing experiments (Rolls and Tovee, 1994; Rolls et al., 1999; Rolls,
2003, 2006), top-down influences can of course be implemented
by the backprojections, and may be useful in further shaping the
activity of neurons at lower levels in the hierarchy based on the
neurons firing at a higher level as a result of dynamical interactions
of neurons at different layers of the hierarchy (Rolls, 2008b; Jiang
et al., 2011).

A sixth advantage of feature hierarchy systems is that they can
naturally utilize features in the images of objects which are not
strictly part of a shape description scheme, such as the fact that
different objects have different textures, colors, etc. Feature hierar-
chy systems, because they utilize whatever is represented at earlier
stages in forming feature combination neurons at the next stage,
naturally incorporate such “feature list” evidence into their analy-
sis, and have the advantages of that approach (see Section 3.1 and
also Mel, 1997). Indeed, the feature space approach can utilize a
hybrid representation, some of whose dimensions may be discrete
and defined in structural terms, while other dimensions may be
continuous and defined in terms of metric details, and others may
be concerned with non-shape properties such as texture and color
(cf. Edelman, 1999).

A seventh advantage of feature hierarchy systems is that they
do not need to utilize “on the fly” or run-time arbitrary binding of
features. Instead, the spatial syntax is effectively hard-wired into
the system when it is trained, in that the feature combination neu-
rons have learned to respond to their set of features when they are
in a given spatial arrangement on the retina.

An eighth advantage of feature hierarchy systems is that they
can self-organize (given the right functional architecture, trace
synaptic learning rule, and the temporal statistics of the normal
visual input from the world), with no need for an external teacher
to specify that the neurons must learn to respond to objects. The
correct, object, representation self-organizes itself given rather
economically specified genetic rules for building the network (cf.
Rolls and Stringer, 2000).

Ninth, it is also noted that hierarchical visual systems may rec-
ognize 3D objects based on a limited set of 2D views of objects,
and that the same architectural rules just stated and implemented
in VisNet will correctly associate together the different views of
an object. It is part of the concept (see below), and consistent
with neurophysiological data (Tanaka, 1996), that the neurons
in the upper layers will generalize correctly within a view (see
Section 5.6).

After the immediately following description of early models of
a feature hierarchy approach implemented in the Cognitron and
Neocognitron, we turn for the remainder of this paper to analy-
ses of how a feature hierarchy approach to invariant visual object
recognition might be implemented in the brain, and how key com-
putational issues could be solved by such a system. The analyses
are developed and tested with a model, VisNet, which will shortly
be described. Much of the data we have on the operation of the
high-order visual cortical areas (Section 2; Rolls and Deco, 2002;
Anzai et al., 2007; Rolls, 2008b) suggest that they implement a fea-
ture hierarchy approach to visual object recognition, as is made
evident in the remainder of this paper.

3.6.1. The cognitron and neocognitron
An early computational model of a hierarchical feature-based
approach to object recognition, joining other early discussions
of this approach (Selfridge, 1959; Sutherland, 1968; Barlow, 1972;
Milner, 1974), was proposed by Fukushima (1975, 1980, 1989,
1991). His model used two types of cell within each layer to
approach the problem of invariant representations. In each layer,
a set of “simple cells,” with defined position, orientation, etc. sen-
sitivity for the stimuli to which they responded, was followed by
a set of “complex cells,” which generalized a little over position,
orientation, etc. This simple cell – complex cell pairing within
each layer provided some invariance. When a neuron in the net-
work using competitive learning with its stimulus set, which was
typically letters on a 16× 16 pixel array, learned that a particular
feature combination had occurred, that type of feature analyzer
was replicated in a non-local manner throughout the layer, to pro-
vide further translation invariance. Invariant representations were
thus learned in a different way from VisNet. Up to eight layers were
used. The network could learn to differentiate letters, even with
some translation, scaling, or distortion. Although internally it is
organized and learns very differently to VisNet, it is an indepen-
dent example of the fact that useful invariant pattern recognition
can be performed by multilayer hierarchical networks. A major
biological implausibility of the system is that once one neuron
within a layer learned, other similar neurons were set up through-
out the layer by a non-local process. A second biological limitation
was that no learning rule or self-organizing process was specified
as to how the complex cells can provide translation-invariant rep-
resentations of simple cell responses – this was simply handwired.
Solutions to both these issues are provided by VisNet.

4. HYPOTHESES ABOUT THE COMPUTATIONAL
MECHANISMS IN THE VISUAL CORTEX FOR OBJECT
RECOGNITION

The neurophysiological findings described in Section 2, and wider
considerations on the possible computational properties of the
cerebral cortex (Rolls, 1992, 2000, 2008b; Rolls and Treves, 1998;
Rolls and Deco, 2002), lead to the following outline working
hypotheses on object recognition by visual cortical mechanisms
(see Rolls, 1992). The principles underlying the processing of faces
and other objects may be similar, but more neurons may become
allocated to represent different aspects of faces because of the need
to recognize the faces of many different individuals, that is to
identify many individuals within the category faces.
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Cortical visual processing for object recognition is considered
to be organized as a set of hierarchically connected cortical regions
consisting at least of V1, V2, V4, posterior inferior temporal cor-
tex (TEO), inferior temporal cortex (e.g., TE3, TEa, and TEm),
and anterior temporal cortical areas (e.g., TE2 and TE1). (This
stream of processing has many connections with a set of cortical
areas in the anterior part of the superior temporal sulcus, includ-
ing area TPO.) There is convergence from each small part of a
region to the succeeding region (or layer in the hierarchy) in such
a way that the receptive field sizes of neurons (e.g., 1˚ near the
fovea in V1) become larger by a factor of approximately 2.5 with
each succeeding stage (and the typical parafoveal receptive field
sizes found would not be inconsistent with the calculated approx-
imations of, e.g., 8˚ in V4, 20˚ in TEO, and 50˚ in the inferior
temporal cortex Boussaoud et al., 1991; see Figure 1). Such zones
of convergence would overlap continuously with each other (see
Figure 1). This connectivity would be part of the architecture by
which translation-invariant representations are computed.

Each layer is considered to act partly as a set of local
self-organizing competitive neuronal networks with overlapping
inputs. (The region within which competition would be imple-
mented would depend on the spatial properties of inhibitory
interneurons, and might operate over distances of 1–2 mm in the
cortex.) These competitive nets operate by a single set of forward
inputs leading to (typically non-linear, e.g., sigmoid) activation
of output neurons; of competition between the output neurons
mediated by a set of feedback inhibitory interneurons which
receive from many of the principal (in the cortex, pyramidal) cells
in the net and project back (via inhibitory interneurons) to many
of the principal cells and serve to decrease the firing rates of the less
active neurons relative to the rates of the more active neurons; and
then of synaptic modification by a modified Hebb rule, such that
synapses to strongly activated output neurons from active input
axons strengthen, and from inactive input axons weaken (Rolls,
2008b). A biologically plausible form of this learning rule that
operates well in such networks is

δwij = αyi(xj − wij) (2)

where δwij is the change of the synaptic weight,α is a learning rate
constant, yi is the firing rate of the ith postsynaptic neuron, and
xj and wij are in appropriate units (Rolls, 2008b). Such compet-
itive networks operate to detect correlations between the activity
of the input neurons, and to allocate output neurons to respond
to each cluster of such correlated inputs. These networks thus
act as categorizers. In relation to visual information processing,
they would remove redundancy from the input representation, and
would develop low-entropy representations of the information (cf.
Barlow, 1985; Barlow et al., 1989). Such competitive nets are bio-
logically plausible, in that they utilize Hebb-modifiable forward
excitatory connections, with competitive inhibition mediated by
cortical inhibitory neurons. The competitive scheme I suggest
would not result in the formation of “winner-take-all” or “grand-
mother”cells, but would instead result in a small ensemble of active
neurons representing each input (Rolls and Treves, 1998; Rolls,
2008b). The scheme has the advantages that the output neurons
learn better to distribute themselves between the input patterns
(cf. Bennett, 1990), and that the sparse representations formed

have utility in maximizing the number of memories that can be
stored when, toward the end of the visual system, the visual repre-
sentation of objects is interfaced to associative memory (Rolls and
Treves, 1998; Rolls, 2008b).

Translation invariance would be computed in such a system by
utilizing competitive learning to detect regularities in inputs when
real objects are translated in the physical world. The hypothesis
is that because objects have continuous properties in space and
time in the world, an object at one place on the retina might acti-
vate feature analyzers at the next stage of cortical processing, and
when the object was translated to a nearby position, because this
would occur in a short period (e.g., 0.5 s), the membrane of the
post-synaptic neuron would still be in its “Hebb-modifiable” state
(caused, for example, by calcium entry as a result of the voltage-
dependent activation of NMDA receptors), and the presynaptic
afferents activated with the object in its new position would thus
become strengthened on the still-activated post-synaptic neuron.
It is suggested that the short temporal window (e.g., 0.5 s) of Hebb-
modifiability helps neurons to learn the statistics of objects moving
in the physical world, and at the same time to form different rep-
resentations of different feature combinations or objects, as these
are physically discontinuous and present less regular correlations
to the visual system. Földiák (1991) has proposed computing an
average activation of the post-synaptic neuron to assist with the
same problem. One idea here is that the temporal properties of
the biologically implemented learning mechanism are such that it
is well suited to detecting the relevant continuities in the world of
real objects. Another suggestion is that a memory trace for what
has been seen in the last 300 ms appears to be implemented by
a mechanism as simple as continued firing of inferior temporal
neurons after the stimulus has disappeared, as has been found in
masking experiments (Rolls and Tovee, 1994; Rolls et al., 1994,
1999; Rolls, 2003).

I also suggested (Rolls, 1992) that other invariances, for exam-
ple, size, spatial-frequency, and rotation invariance, could be
learned by a comparable process. (Early processing in V1 which
enables different neurons to represent inputs at different spatial
scales would allow combinations of the outputs of such neurons
to be formed at later stages. Scale invariance would then result
from detecting at a later stage which neurons are almost conjunc-
tively active as the size of an object alters.) It is suggested that this
process takes place at each stage of the multiple-layer cortical pro-
cessing hierarchy, so that invariances are learned first over small
regions of space, and then over successively larger regions. This
limits the size of the connection space within which correlations
must be sought.

Increasing complexity of representations could also be built in
such a multiple-layer hierarchy by similar mechanisms. At each
stage or layer the self-organizing competitive nets would result in
combinations of inputs becoming the effective stimuli for neu-
rons. In order to avoid the combinatorial explosion, it is proposed,
following Feldman (1985), that low-order combinations of inputs
would be what is learned by each neuron. (Each input would not
be represented by activity in a single input axon, but instead by
activity in a set of active input axons.) Evidence consistent with
this suggestion that neurons are responding to combinations of
a few variables represented at the preceding stage of cortical pro-
cessing is that some neurons in V1 respond to combinations of
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bars or edges (Shevelev et al., 1995; Sillito et al., 1995); V2 and
V4 respond to end-stopped lines, to angles formed by a combi-
nation of lines, to tongues flanked by inhibitory subregions, or to
combinations of colors (Hegde and Van Essen, 2000, 2003, 2007;
Ito and Komatsu, 2004; Anzai et al., 2007; Orban, 2011); in poste-
rior inferior temporal cortex to stimuli which may require two or
more simple features to be present (Tanaka et al., 1990); and in the
temporal cortical face processing areas to images that require the
presence of several features in a face (such as eyes, hair, and mouth)
in order to respond (Perrett et al., 1982; Yamane et al., 1988; Rolls,
2011b; see Figure 6). (Precursor cells to face-responsive neurons
might, it is suggested, respond to combinations of the outputs of
the neurons in V1 that are activated by faces, and might be found
in areas such as V4.) It is an important part of this suggestion that
some local spatial information would be inherent in the features
which were being combined. For example, cells might not respond
to the combination of an edge and a small circle unless they were
in the correct spatial relation to each other. (This is in fact consis-
tent with the data of Tanaka et al. (1990), and with our data on
face neurons, in that some face neurons require the face features
to be in the correct spatial configuration, and not jumbled, Rolls
et al. (1994).) The local spatial information in the features being
combined would ensure that the representation at the next level
would contain some information about the (local) arrangement
of features. Further low-order combinations of such neurons at
the next stage would include sufficient local spatial information so
that an arbitrary spatial arrangement of the same features would
not activate the same neuron, and this is the proposed, and lim-
ited, solution which this mechanism would provide for the feature
binding problem (Elliffe et al., 2002; cf. von der Malsburg, 1990).
By this stage of processing a view-dependent representation of
objects suitable for view-dependent processes such as behavioral
responses to face expression and gesture would be available.

It is suggested that view-independent representations could be
formed by the same type of computation, operating to combine a
limited set of views of objects. The plausibility of providing view-
independent recognition of objects by combining a set of different
views of objects has been proposed by a number of investigators
(Koenderink and Van Doorn, 1979; Poggio and Edelman, 1990;
Logothetis et al., 1994; Ullman, 1996). Consistent with the sug-
gestion that the view-independent representations are formed by
combining view-dependent representations in the primate visual
system, is the fact that in the temporal cortical areas, neurons
with view-independent representations of faces are present in the
same cortical areas as neurons with view-dependent representa-
tions (from which the view-independent neurons could receive
inputs; Perrett et al., 1985; Hasselmo et al., 1989b; Booth and Rolls,
1998). This solution to “object-based” representations is very dif-
ferent from that traditionally proposed for artificial vision systems,
in which the coordinates in 3D space of objects are stored in a data-
base, and general-purpose algorithms operate on these to perform
transforms such as translation, rotation, and scale change in 3D
space (e.g., Marr, 1982). In the present, much more limited but
more biologically plausible scheme, the representation would be
suitable for recognition of an object, and for linking associative
memories to objects, but would be less good for making actions
in 3D space to particular parts of, or inside, objects, as the 3D

coordinates of each part of the object would not be explicitly avail-
able. It is therefore proposed that visual fixation is used to locate
in foveal vision part of an object to which movements must be
made, and that local disparity and other measurements of depth
then provide sufficient information for the motor system to make
actions relative to the small part of space in which a local, view-
dependent, representation of depth would be provided (cf. Ballard,
1990).

The computational processes proposed above operate by an
unsupervised learning mechanism, which utilizes statistical regu-
larities in the physical environment to enable representations to
be built. In some cases it may be advantageous to utilize some
form of mild teaching input to the visual system, to enable it to
learn, for example, that rather similar visual inputs have very dif-
ferent consequences in the world, so that different representations
of them should be built. In other cases, it might be helpful to bring
representations together, if they have identical consequences, in
order to use storage capacity efficiently. It is proposed elsewhere
(Rolls, 1989a,b, 2008b; Rolls and Treves, 1998) that the backpro-
jections from each adjacent cortical region in the hierarchy (and
from the amygdala and hippocampus to higher regions of the
visual system) play such a role by providing guidance to the com-
petitive networks suggested above to be important in each cortical
area. This guidance, and also the capability for recall, are it is sug-
gested implemented by Hebb-modifiable connections from the
backprojecting neurons to the principal (pyramidal) neurons of
the competitive networks in the preceding stages (Rolls, 1989a,b,
2008b; Rolls and Treves, 1998).

The computational processes outlined above use sparse distrib-
uted coding with relatively finely tuned neurons with a graded
response region centered about an optimal response achieved
when the input stimulus matches the synaptic weight vector on a
neuron. The distributed nature of the coding but with fine tuning
would help to limit the combinatorial explosion, to keep the num-
ber of neurons within the biological range. The graded response
region would be crucial in enabling the system to generalize cor-
rectly to solve, for example, the invariances. However, such a system
would need many neurons, each with considerable learning capac-
ity, to solve visual perception in this way. This is fully consistent
with the large number of neurons in the visual system, and with
the large number of, probably modifiable, synapses on each neu-
ron (e.g., 10,000). Further, the fact that many neurons are tuned
in different ways to faces is consistent with the fact that in such a
computational system, many neurons would need to be sensitive
(in different ways) to faces, in order to allow recognition of many
individual faces when all share a number of common properties.

5. THE FEATURE HIERARCHY APPROACH TO INVARIANT
OBJECT RECOGNITION: COMPUTATIONAL ISSUES

The feature hierarchy approach to invariant object recognition
was introduced in Section 3.6, and advantages and disadvantages
of it were discussed. Hypotheses about how object recognition
could be implemented in the brain which are consistent with
much of the neurophysiology discussed in Section 2 and by Rolls
and Deco (2002) and Rolls (2008b) were set out in Section 4.
These hypotheses effectively incorporate a feature hierarchy sys-
tem while encompassing much of the neurophysiological evidence.
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In this Section (5), we consider the computational issues that arise
in such feature hierarchy systems, and in the brain systems that
implement visual object recognition. The issues are considered
with the help of a particular model, VisNet, which requires precise
specification of the hypotheses, and at the same time enables them
to be explored and tested numerically and quantitatively. However,
I emphasize that the issues to be covered in Section 5 are key and
major computational issues for architectures of this feature hierar-
chical type (Rolls, 2008b), and are very relevant to understanding
how invariant object recognition is implemented in the brain.

VisNet is a model of invariant object recognition based on Rolls’
(Rolls, 1992) hypotheses. It is a computer simulation that allows
hypotheses to be tested and developed about how multilayer hier-
archical networks of the type believed to be implemented in the
visual cortical pathways operate. The architecture captures a num-
ber of aspects of the architecture of the visual cortical pathways,
and is described next. The model of course, as with all mod-
els, requires precise specification of what is to be implemented,
and at the same time involves specified simplifications of the real
architecture, as investigations of the fundamental aspects of the
information processing being performed are more tractable in
a simplified and at the same time quantitatively specified model.
First the architecture of the model is described, and this is followed
by descriptions of key issues in such multilayer feature hierarchical
models, such as the issue of feature binding, the optimal form of
training rule for the whole system to self-organize, the operation of
the network in natural environments and when objects are partly
occluded, how outputs about individual objects can be read out
from the network, and the capacity of the system.

5.1. THE ARCHITECTURE OF VisNet
Fundamental elements of Rolls’ (1992) theory for how cortical net-
works might implement invariant object recognition are described
in Section 4. They provide the basis for the design of VisNet, and
can be summarized as:

• A series of competitive networks, organized in hierarchical lay-
ers, exhibiting mutual inhibition over a short range within each
layer. These networks allow combinations of features or inputs
occurring in a given spatial arrangement to be learned by neu-
rons, ensuring that higher order spatial properties of the input
stimuli are represented in the network.
• A convergent series of connections from a localized population

of cells in preceding layers to each cell of the following layer,
thus allowing the receptive field size of cells to increase through
the visual processing areas or layers.
• A modified Hebb-like learning rule incorporating a temporal

trace of each cell’s previous activity, which, it is suggested, will
enable the neurons to learn transform invariances.

The first two elements of Rolls’ theory are used to constrain the
general architecture of a network model, VisNet, of the processes
just described that is intended to learn invariant representations
of objects. The simulation results described in this paper using
VisNet show that invariant representations can be learned by
the architecture. It is moreover shown that successful learning
depends crucially on the use of the modified Hebb rule. The

general architecture simulated in VisNet, and the way in which
it allows natural images to be used as stimuli, has been chosen to
enable some comparisons of neuronal responses in the network
and in the brain to similar stimuli to be made.

5.1.1. The trace rule
The learning rule implemented in the VisNet simulations utilizes
the spatio-temporal constraints placed upon the behavior of “real-
world” objects to learn about natural object transformations. By
presenting consistent sequences of transforming objects the cells
in the network can learn to respond to the same object through all
of its naturally transformed states, as described by Földiák (1991),
Rolls (1992), Wallis et al. (1993), and Wallis and Rolls (1997). The
learning rule incorporates a decaying trace of previous cell activity
and is henceforth referred to simply as the “trace” learning rule.
The learning paradigm we describe here is intended in principle
to enable learning of any of the transforms tolerated by inferior
temporal cortex neurons, including position, size, view, lighting,
and spatial-frequency (Rolls, 1992, 2000, 2008b; Rolls and Deco,
2002).

To clarify the reasoning behind this point, consider the situa-
tion in which a single neuron is strongly activated by a stimulus
forming part of a real-world object. The trace of this neuron’s acti-
vation will then gradually decay over a time period in the order of
0.5 s. If, during this limited time window, the net is presented with
a transformed version of the original stimulus then not only will
the initially active afferent synapses modify onto the neuron, but so
also will the synapses activated by the transformed version of this
stimulus. In this way the cell will learn to respond to either appear-
ance of the original stimulus. Making such associations works in
practice because it is very likely that within short-time periods
different aspects of the same object will be being inspected. The
cell will not, however, tend to make spurious links across stimuli
that are part of different objects because of the unlikelihood in the
real-world of one object consistently following another.

Various biological bases for this temporal trace have been
advanced as follows: [The precise mechanisms involved may alter
the precise form of the trace rule which should be used. Földiák
(1992) describes an alternative trace rule which models individual
NMDA channels. Equally, a trace implemented by extended cell
firing should be reflected in representing the trace as an external
firing rate, rather than an internal signal.]

• The persistent firing of neurons for as long as 100–400 ms
observed after presentations of stimuli for 16 ms (Rolls and
Tovee, 1994) could provide a time window within which to
associate subsequent images. Maintained activity may poten-
tially be implemented by recurrent connections between as well
as within cortical areas (Rolls and Treves, 1998; Rolls and Deco,
2002; Rolls, 2008b). [The prolonged firing of inferior temporal
cortex neurons during memory delay periods of several sec-
onds, and associative links reported to develop between stimuli
presented several seconds apart (Miyashita, 1988) are on too
long a time scale to be immediately relevant to the present
theory. In fact, associations between visual events occurring
several seconds apart would, under normal environmental con-
ditions, be detrimental to the operation of a network of the type
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described here,because they would probably arise from different
objects. In contrast, the system described benefits from associa-
tions between visual events which occur close in time (typically
within 1 s), as they are likely to be from the same object.]
• The binding period of glutamate in the NMDA channels, which

may last for 100 ms or more, may implement a trace rule by
producing a narrow time window over which the average activ-
ity at each presynaptic site affects learning (Hestrin et al., 1990;
Földiák, 1992; Rhodes, 1992; Rolls, 1992; Spruston et al., 1995).
• Chemicals such as nitric oxide may be released during high

neural activity and gradually decay in concentration over a
short-time window during which learning could be enhanced
(Montague et al., 1991; Földiák, 1992; Garthwaite, 2008).

The trace update rule used in the baseline simulations of VisNet
(Wallis and Rolls, 1997) is equivalent to both Földiák’s used in the
context of translation invariance (Wallis et al., 1993) and to the
earlier rule of Sutton and Barto (1981) explored in the context of
modeling the temporal properties of classical conditioning, and
can be summarized as follows:

δwj = α yτ xj (3)

where

ȳτ = (1− η) yτ + ηȳτ−1 (4)

and

xj: jth input to the neuron. y : Output from the neuron.

ȳ τ : Trace value of the output of

the neuron at time step τ .

α: Learning rate. Annealed

between unity and zero.

wj: Synaptic weight between jth

input and the neuron.

η: Trace value. The optimal value

varies with presentation

sequence length.

To bound the growth of each neuron’s synaptic weight vec-
tor, wi for the ith neuron, its length is explicitly normalized (a
method similarly employed by von der Malsburg (1973) which
is commonly used in competitive networks (Rolls, 2008b). An
alternative, more biologically relevant implementation, using a
local weight bounding operation which utilizes a form of het-
erosynaptic long-term depression (Rolls, 2008b), has in part been
explored using a version of the Oja (1982) rule (see Wallis and
Rolls, 1997).

5.1.2. The network implemented in VisNet
The network itself is designed as a series of hierarchical, conver-
gent, competitive networks, in accordance with the hypotheses
advanced above. The actual network consists of a series of four
layers, constructed such that the convergence of information from
the most disparate parts of the network’s input layer can potentially
influence firing in a single neuron in the final layer – see Figure 1.
This corresponds to the scheme described by many researchers
(Rolls, 1992, 2008b; Van Essen et al., 1992) as present in the pri-
mate visual system – see Figure 1. The forward connections to
a cell in one-layer are derived from a topologically related and
confined region of the preceding layer. The choice of whether a

connection between neurons in adjacent layers exists or not is
based upon a Gaussian distribution of connection probabilities
which roll off radially from the focal point of connections for each
neuron. (A minor extra constraint precludes the repeated connec-
tion of any pair of cells.) In particular, the forward connections
to a cell in one layer come from a small region of the preceding
layer defined by the radius in Table 1 which will contain approx-
imately 67% of the connections from the preceding layer. Table 1
shows the dimensions for VisNetL, the system we are currently
using (Perry et al., 2010), which is a (16×) larger version of the
version of VisNet than used in most of our previous investiga-
tions, which utilized 32× 32 neurons per layer. Figure 1 shows the
general convergent network architecture used. Localization and
limitation of connectivity in the network is intended to mimic
cortical connectivity, partially because of the clear retention of
retinal topology through regions of visual cortex. This architecture
also encourages the gradual combination of features from layer to
layer which has relevance to the binding problem, as described in
Section 5.4.

Modeling topological constraints in connectivity leads to an
issue concerning neurons at the edges of the network layers. In
principle these neurons may either receive no input from beyond
the edge of the preceding layer, or have heir connections repeat-
edly sample neurons at the edge of the previous layer. In practice
either solution is liable to introduce artificial weighting on the
few active inputs at the edge and hence cause the edge to have
unwanted influence over the development of the network as a
whole. In the real brain such edge-effects would be naturally
smoothed by the transition of the locus of cellular input from the
fovea to the lower acuity periphery of the visual field. However,
it poses a problem here because we are in effect only simulat-
ing the small high-acuity foveal portion of the visual field in our
simulations. As an alternative to the former solutions Wallis and
Rolls (1997) elected to form the connections into a toroid, such
that connections wrap back onto the network from opposite sides.
This wrapping happens at all four layers of the network, and in
the way an image on the “retina” is mapped to the input filters.
This solution has the advantage of making all of the boundaries
effectively invisible to the network. Further, this procedure does
not itself introduce problems into evaluation of the network for
the problems set, as many of the critical comparisons in VisNet
involve comparisons between a network with the same architec-
ture trained with the trace rule, or with the Hebb rule, or not
trained at all. In practice, it is shown below that only the network
trained with the trace rule solves the problem of forming invariant
representations.

Table 1 | VisNet dimensions.

Dimensions # Connections Radius

Layer 4 128×128 100 48

Layer 3 128×128 100 36

Layer 2 128×128 100 24

Layer 1 128×128 272 24

Input layer 256×256×32 – –
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5.1.3. Competition and lateral inhibition
In order to act as a competitive network some form of mutual inhi-
bition is required within each layer, which should help to ensure
that all stimuli presented are evenly represented by the neurons
in each layer. This is implemented in VisNet by a form of lateral
inhibition. The idea behind the lateral inhibition, apart from this
being a property of cortical architecture in the brain, was to pre-
vent too many neurons that received inputs from a similar part
of the preceding layer responding to the same activity patterns.
The purpose of the lateral inhibition was to ensure that different
receiving neurons coded for different inputs. This is important
in reducing redundancy (Rolls, 2008b). The lateral inhibition is
conceived as operating within a radius that was similar to that of
the region within which a neuron received converging inputs from
the preceding layer (because activity in one zone of topologically
organized processing within a layer should not inhibit processing
in another zone in the same layer, concerned perhaps with another
part of the image). [Although the extent of the lateral inhibition
actually investigated by Wallis and Rolls (1997) in VisNet oper-
ated over adjacent pixels, the lateral inhibition introduced by Rolls
and Milward (2000) in what they named VisNet2 and which has
been used in subsequent simulations operates over a larger region,
set within a layer to approximately half of the radius of conver-
gence from the preceding layer. Indeed, Rolls and Milward (2000)
showed in a problem in which invariant representations over 49
locations were being used with a 17 face test set, that the best per-
formance was with intermediate-range lateral inhibition, using the
parameters for σ shown in Table 3. These values of σ set the lateral
inhibition radius within a layer to be approximately half that of
the spread of the excitatory connections from the preceding layer.]

The lateral inhibition and contrast enhancement just described
are actually implemented in VisNet2 (Rolls and Milward, 2000)
and VisNetL (Perry et al., 2010) in two stages, to produce filtering
of the type illustrated in Figure 10. This lateral inhibition is imple-
mented by convolving the activation of the neurons in a layer with
a spatial filter, I, where δ controls the contrast and σ controls the
width, and a and b index the distance away from the center of the
filter

Ia,b =

−δe
−

a2
+b2

σ2 if a 6= 0 or b 6= 0,

1−
∑

a 6=0,b 6=0
Ia,b if a = 0 and b = 0.

(5)

This is a filter that leaves the average activity unchanged. A modi-
fied version of this filter designed as a difference of Gaussians with
the same inhibition but shorter range local excitation is being
tested to investigate whether the self-organizing maps that this
promotes (Rolls, 2008b) helps the system to provide some conti-
nuity in the representations formed. The concept is that this may
help the system to code efficiently for large numbers of untrained
stimuli that fall between trained stimuli in similarity space.

The second stage involves contrast enhancement. In VisNet
(Wallis and Rolls, 1997), this was implemented by raising the neu-
ronal activations to a fixed power and normalizing the resulting
firing within a layer to have an average firing rate equal to 1.0. In
VisNet2 (Rolls and Milward, 2000) and in subsequent simulations

FIGURE 10 | Contrast-enhancing filter, which has the effect of local
lateral inhibition. The parameters δ and σ are variables used in equation (5)
to modify the amount and extent of inhibition, respectively.

a more biologically plausible form of the activation function, a
sigmoid, was used:

y = fsigmoid(r) =
1

1+ e−2β(r−α)
(6)

where r is the activation (or firing rate) of the neuron after the lat-
eral inhibition, y is the firing rate after the contrast enhancement
produced by the activation function, and β is the slope or gain and
α is the threshold or bias of the activation function. The sigmoid
bounds the firing rate between 0 and 1 so global normalization
is not required. The slope and threshold are held constant within
each layer. The slope is constant throughout training, whereas the
threshold is used to control the sparseness of firing rates within
each layer. The (population) sparseness of the firing within a layer
is defined (Rolls and Treves, 1998, 2011; Franco et al., 2007; Rolls,
2008b) as:

a =

(∑
iyi
/

n
)2∑

iy
2
i

/
n

(7)

where n is the number of neurons in the layer. To set the sparseness
to a given value, e.g., 5%, the threshold is set to the value of the
95th percentile point of the activations within the layer. (Unless
otherwise stated here, the neurons used the sigmoid activation
function as just described.)

In most simulations with VisNet2 and later, the sigmoid activa-
tion function was used with parameters (selected after a number
of optimization runs) as shown in Table 2.

In addition, the lateral inhibition parameters normally used in
VisNet2 simulations are as shown in Table 3. (Where a power acti-
vation function was used in the simulations of Wallis and Rolls
(1997), the power for layer 1 was 6, and for the other layers was 2.)

5.1.4. The input to VisNet
VisNet is provided with a set of input filters which can be applied
to an image to produce inputs to the network which correspond
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Table 2 | Sigmoid parameters for the runs with 25 locations by Rolls

and Milward, 2000).

Layer 1 2 3 4

Percentile 99.2 98 88 91

Slope β 190 40 75 26

Table 3 | Lateral inhibition parameters for the 25-location runs.

Layer 1 2 3 4

Radius, σ 1.38 2.7 4.0 6.0

Contrast, δ 1.5 1.5 1.6 1.4

to those provided by simple cells in visual cortical area 1 (V1).
The purpose of this is to enable within VisNet the more com-
plicated response properties of cells between V1 and the inferior
temporal cortex (IT) to be investigated, using as inputs natural
stimuli such as those that could be applied to the retina of the
real visual system. This is to facilitate comparisons between the
activity of neurons in VisNet and those in the real visual sys-
tem, to the same stimuli. In VisNet no attempt is made to train
the response properties of simple cells, but instead we start with a
defined series of filters to perform fixed feature extraction to a level
equivalent to that of simple cells in V1, as have other researchers
in the field (Fukushima, 1980; Buhmann et al., 1991; Hummel and
Biederman, 1992), because we wish to simulate the more com-
plicated response properties of cells between V1 and the inferior
temporal cortex (IT). The elongated orientation-tuned input fil-
ters used accord with the general tuning profiles of simple cells in
V1 (Hawken and Parker, 1987) and in earlier versions of VisNet
were computed by weighting the difference of two Gaussians by a
third orthogonal Gaussian as described in detail elsewhere (Wal-
lis and Rolls, 1997; Rolls and Milward, 2000; Perry et al., 2010).
Each individual filter is tuned to spatial-frequency (0.0039–0.5
cycles/pixel over eight octaves); orientation (0–135˚ in steps of
45˚); and sign (±1). Of the 272 layer 1 connections, the num-
ber to each group in VisNetL is as shown in Table 4. In VisNet2
(Rolls and Milward, 2000; used for most VisNet simulations) only
even symmetric – “bar detecting” – filter shapes are used, which
take the form of a Gaussian shape along the axis of orienta-
tion tuning for the filter, and a difference of Gaussians along the
perpendicular axis.

This filter is referred to as an oriented difference of Gaussians,
or DOG filter. Any zero D.C. filter can of course produce a negative
as well as positive output, which would mean that this simulation
of a simple cell would permit negative as well as positive firing.
In contrast to some other models the response of each filter is
zero thresholded and the negative results used to form a sepa-
rate anti-phase input to the network. The filter outputs are also
normalized across scales to compensate for the low-frequency bias
in the images of natural objects.

However, Gabor filters have also been tested, also produce good
results with VisNet (Deco and Rolls, 2004), and are what we
implement at present in VisNetL. Following Daugman (1988) the

receptive fields of the simple cell-like input neurons are modeled
by 2D-Gabor functions. The Gabor receptive fields have five
degrees of freedom given essentially by the product of an ellip-
tical Gaussian and a complex plane wave. The first two degrees
of freedom are the 2D-locations of the receptive field’s center;
the third is the size of the receptive field; the fourth is the ori-
entation of the boundaries separating excitatory and inhibitory
regions; and the fifth is the symmetry. This fifth degree of free-
dom is given in the standard Gabor transform by the real and
imaginary part, i.e., by the phase of the complex function rep-
resenting it, whereas in a biological context this can be done by
combining pairs of neurons with even and odd receptive fields.
This design is supported by the experimental work of Pollen and
Ronner (1981), who found simple cells in quadrature-phase pairs.
Even more, Daugman (1988) proposed that an ensemble of simple
cells is best modeled as a family of 2D-Gabor wavelets sampling
the frequency domain in a log-polar manner as a function of
eccentricity. Experimental neurophysiological evidence constrains
the relation between the free parameters that define a 2D-Gabor
receptive field (De Valois and De Valois, 1988). There are three
constraints fixing the relation between the width, height, ori-
entation, and spatial-frequency (Lee, 1996). The first constraint
posits that the aspect ratio of the elliptical Gaussian envelope is
2:1. The second constraint postulates that the plane wave tends
to have its propagating direction along the short axis of the
elliptical Gaussian. The third constraint assumes that the half-
amplitude bandwidth of the frequency response is about 1–1.5
octaves along the optimal orientation. Further, we assume that the
mean is zero in order to have an admissible wavelet basis (Lee,
1996).

In more detail, the Gabor filters are constructed as follows
(Deco and Rolls, 2004). We consider a pixelized gray-scale image

given by a N ×N matrix0
orig
ij . The subindices ij denote the spatial

position of the pixel. Each pixel value is given a gray-level bright-
ness value coded in a scale between 0 (black) and 255 (white).
The first step in the pre-processing consists of removing the DC
component of the image (i.e., the mean value of the gray-scale
intensity of the pixels). (The equivalent in the brain is the low-
pass filtering performed by the retinal ganglion cells and lateral
geniculate cells. The visual representation in the LGN is essen-
tially a contrast-invariant pixel representation of the image, i.e.,
each neuron encodes the relative brightness value at one location
in visual space referred to the mean value of the image bright-
ness.) We denote this contrast-invariant LGN representation by
the N ×N matrix 0ij defined by the equation

0ij = 0
orig
ij −

1

N 2

N∑
i=1

N∑
j=1

0
orig
ij . (8)

Feed-forward connections to a layer of V1 neurons perform the
extraction of simple features like bars at different locations, orien-
tations and sizes. Realistic receptive fields for V1 neurons that
extract these simple features can be represented by 2D-Gabor
wavelets. Lee (1996) derived a family of discretized 2D-Gabor
wavelets that satisfy the wavelet theory and the neurophysiological
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constraints for simple cells mentioned above. They are given by an
expression of the form

Gpqkl
(
x , y

)
= a−k92l

(
a−k (x − 2p

)
, a−k (y − 2q

))
(9)

where

92l =9
(
x cos (l20) + y sin (l20) ,−x sin (l20)+ y cos (l20)

)
,

(10)

and the mother wavelet is given by

9
(
x , y

)
=

1
√

2π
e−

1
8 (4x2

+y2)
[

e iκx
− e−

κ2

2

]
. (11)

In the above equations 20=π /L denotes the step size of each
angular rotation; l the index of rotation corresponding to the pre-
ferred orientation2l= lπ /L; k denotes the octave; and the indices
pq the position of the receptive field center at cx= p and cy= q. In
this form, the receptive fields at all levels cover the spatial domain
in the same way, i.e., by always overlapping the receptive fields in
the same fashion. In the model we use a= 2, b= 1, and κ =π cor-
responding to a spatial-frequency bandwidth of one octave. We
now use in VisNetL both symmetric and asymmetric filters (as
both are present in V1 Ringach, 2002); with the angular spacing
between the different orientations set to 45˚; and with 8 filter fre-
quencies spaced one octave apart starting with 0.5 cycles per pixel,

and with the sampling from the spatial frequencies set as shown
in Table 4.

Cells of layer 1 receive a topologically consistent, localized, ran-
dom selection of the filter responses in the input layer, under the
constraint that each cell samples every filter spatial-frequency and
receives a constant number of inputs. Figure 11 shows pictorially
the general filter sampling paradigm.

5.1.5. Measures for network performance
A neuron can be said to have learnt an invariant representation
if it discriminates one set of stimuli from another set, across all
transformations. For example, a neuron’s response is translation-
invariant if its response to one set of stimuli irrespective of presen-
tation is consistently higher than for all other stimuli irrespective
of presentation location. Note that we state “set of stimuli” since
neurons in the inferior temporal cortex are not generally selec-
tive for a single stimulus but rather a subpopulation of stimuli
(Baylis et al., 1985; Abbott et al., 1996; Rolls et al., 1997b; Rolls and
Treves, 1998, 2011; Rolls and Deco, 2002; Franco et al., 2007; Rolls,
2007b, 2008b). The measure of network performance used in Vis-
Net1 (Wallis and Rolls, 1997), the “Fisher metric” (referred to in
some figure labels as the Discrimination Factor), reflects how well
a neuron discriminates between stimuli, compared to how well it
discriminates between different locations (or more generally the
images used rather than the objects, each of which is represented
by a set of images, over which invariant stimulus or object repre-
sentations must be learned). The Fisher measure is very similar to
taking the ratio of the two F values in a two-way ANOVA, where

Table 4 | VisNet layer 1 connectivity.

Frequency 0.5 0.25 0.125 0.0625 0.03125 0.0156 0.0078 0.0039

# Connections 180 45 12 7 7 7 7 7

The frequency is in cycles per pixel.

FIGURE 11 |The filter sampling paradigm. Here each square
represents the retinal image presented to the network after being
filtered by a Gabor filter of the appropriate orientation sign and
frequency. The circles represent the consistent retinotopic coordinates

used to provide input to a layer 1 cell. The filters double in
spatial-frequency toward the reader. Left to right the orientation tuning
increases from 0˚ in steps of 45˚, with segregated pairs of positive (P)
and negative (N) filter responses.
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one factor is the stimulus shown, and the other factor is the posi-
tion in which a stimulus is shown. The measure takes a value
greater than 1.0 if a neuron has more different responses to the
stimuli than to the locations. That is, values greater than 1 indicate
invariant representations when this measure is used in the follow-
ing figures. Further details of how the measure is calculated are
given by Wallis and Rolls (1997).

Measures of network performance based on information the-
ory and similar to those used in the analysis of the firing of
real neurons in the brain (Rolls, 2008b; Rolls and Treves, 2011)
were introduced by Rolls and Milward (2000) for VisNet2, and
are used in later papers. A single cell information measure was
introduced which is the maximum amount of information the
cell has about any one stimulus/object independently of which
transform (e.g., position on the retina) is shown. Because the
competitive algorithm used in VisNet tends to produce local rep-
resentations (in which single cells become tuned to one stimulus
or object), this information measure can approach log2 Ns bits,
where Ns is the number of different stimuli. Indeed, it is an
advantage of this measure that it has a defined maximal value,
which enables how well the network is performing to be quanti-
fied. Rolls and Milward (2000) showed that the Fisher and sin-
gle cell information measures were highly correlated, and given
the advantage just noted of the information measure, it was
adopted in Rolls and Milward (2000) and subsequent papers.
Rolls and Milward (2000) also introduced a multiple cell infor-
mation measure, which has the advantage that it provides a mea-
sure of whether all stimuli are encoded by different neurons in
the network. Again, a high value of this measure indicates good
performance.

For completeness, we provide further specification of the two
information theoretic measures, which are described in detail by
Rolls and Milward (2000), (see Rolls, 2008b) Rolls and Treves
(2011) for an introduction to the concepts). The measures assess
the extent to which either a single cell, or a population of cells,
responds to the same stimulus invariantly with respect to its loca-
tion, yet responds differently to different stimuli. The measures
effectively show what one learns about which stimulus was pre-
sented from a single presentation of the stimulus at any randomly
chosen location. Results for top (4th) layer cells are shown. High
information measures thus show that cells fire similarly to the dif-
ferent transforms of a given stimulus (object), and differently to
the other stimuli. The single cell stimulus-specific information, I (s,
R), is the amount of information the set of responses, R, has about
a specific stimulus, s (see Rolls et al., 1997c; Rolls and Milward,
2000). I (s, R) is given by

I (s, R) =
∑
r∈R

P (r |s) log2
P (r |s)

P (r)
(12)

where r is an individual response from the set of responses R of
the neuron. For each cell the performance measure used was the
maximum amount of information a cell conveyed about any one
stimulus. This (rather than the mutual information, I (S, R) where
S is the whole set of stimuli s), is appropriate for a competitive
network in which the cells tend to become tuned to one stimu-
lus. (I (s, R) has more recently been called the stimulus-specific

surprise (DeWeese and Meister, 1999; Rolls and Treves, 2011). Its
average across stimuli is the mutual information I (S, R).)

If all the output cells of VisNet learned to respond to the same
stimulus, then the information about the set of stimuli S would be
very poor, and would not reach its maximal value of log2 of the
number of stimuli (in bits). The second measure that is used here
is the information provided by a set of cells about the stimulus set,
using the procedures described by Rolls et al. (1997b) and Rolls
and Milward (2000). The multiple cell information is the mutual
information between the whole set of stimuli S and of responses
R calculated using a decoding procedure in which the stimulus s ′

that gave rise to the particular firing rate response vector on each
trial is estimated. (The decoding step is needed because the high
dimensionality of the response space would lead to an inaccurate
estimate of the information if the responses were used directly,
as described by Rolls et al. (1997b) and Rolls and Treves (1998).)
A probability table is then constructed of the real stimuli s and
the decoded stimuli s ′. From this probability table, the mutual
information between the set of actual stimuli S and the decoded
estimates S′ is calculated as

I
(
S, S′

)
=

∑
s,s′

P
(
s, s ′

)
log2

P
(
s, s ′

)
P (s) P (s ′)

(13)

This was calculated for the subset of cells which had as single cells
the most information about which stimulus was shown. In par-
ticular, in Rolls and Milward (2000) and subsequent papers, the
multiple cell information was calculated from the first five cells for
each stimulus that had maximal single cell information about that
stimulus, that is from a population of 35 cells if there were seven
stimuli (each of which might have been shown in, for example, 9
or 25 positions on the retina).

5.2. INITIAL EXPERIMENTS WITH VisNet
Having established a network model, Wallis and Rolls (1997)
following a first report by Wallis et al. (1993) described four exper-
iments in which the theory of how invariant representations could
be formed was tested using a variety of stimuli undergoing a num-
ber of natural transformations. In each case the network produced
neurons in the final layer whose responses were largely invariant
across a transformation and highly discriminating between stimuli
or sets of stimuli. A summary showing how the network performed
is presented here, with much more evidence of the factors that
influence the network’s performance described elsewhere (Wallis
and Rolls, 1997; Rolls, 2008b).

5.2.1. “T,” “L,” and “+” as stimuli: learning translation invariance
One of the classical properties of inferior temporal cortex face
cells is their invariant response to face stimuli translated across
the visual field (Tovee et al., 1994). In this first experiment, the
learning of translation-invariant representations by VisNet was
investigated.

In order to test the network a set of three stimuli, based upon
probable 3D edge cues – consisting of a “T,” “L,” and “+” shape –
was constructed. Chakravarty (1979) describes the application of
these shapes as cues for the 3D interpretation of edge junctions,
and Tanaka et al. (1991) have demonstrated the existence of cells
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responsive to such stimuli in IT.) These stimuli were chosen partly
because of their significance as form cues, but on a more practical
note because they each contain the same fundamental features –
namely a horizontal bar conjoined with a vertical bar. In practice
this means that the oriented simple cell filters of the input layer
cannot distinguish these stimuli on the basis of which features are
present. As a consequence of this, the representation of the stimuli
received by the network is non-orthogonal and hence considerably
more difficult to classify than was the case in earlier experiments
involving the trace rule described by Földiák (1991). The expec-
tation is that layer 1 neurons would learn to respond to spatially
selective combinations of the basic features thereby helping to
distinguish these non-orthogonal stimuli. The trajectory followed
by each stimulus consisted of sweeping left to right horizontally
across three locations in the top row, and then sweeping back, right
to left across the middle row, before returning to the right hand
side across the bottom row – tracing out a “Z” shape path across
the retina. Unless stated otherwise this pattern of nine presenta-
tion locations was adopted in all image translation experiments
described by Wallis and Rolls (1997).

Training was carried out by permutatively presenting all stimuli
in each location a total of 800 times. The sequence described above
was followed for each stimulus, with the sequence start point and
direction of sweep being chosen at random for each of the 800
training trials.

Figures 12 and 13 shows the response after training of a first
layer neuron selective for the“T”stimulus. The weighted sum of all
filter inputs reveals the combination of horizontally and vertically
tuned filters in identifying the stimulus. In this case many connec-
tions to the lower frequency filters have been reduced to zero by the
learning process, except at the relevant orientations. This contrasts
strongly with the random wiring present before training (Wallis
and Rolls, 1997; Rolls, 2008b). It is important that neurons at early
stages of feature hierarchy networks respond to combinations of
features in defined relative spatial positions, before invariance is
built into the system, as this is part of the way that the binding
problem is solved, as described in more detail in Section 5.4 and by

Elliffe et al. (2002). The feature combination tuning is illustrated
by the VisNet layer 1 neuron shown in Figures 12 and 13.

The results for layer 4 neurons are illustrated in Figure 14.
By this stage translation-invariant, stimulus-identifying, cells have
emerged. The response profiles confirm the high level of neural
selectivity for a particular stimulus irrespective of location. Neu-
rons in layers 2 and 3 of VisNet had intermediate-levels of
translation invariance to those illustrated for layer 1 and layer
4. The gradual increase in the invariance that the tolerance to
shifts of the preferred stimulus gradually builds up through the
layers.

The trace used in VisNet enables successive features that, based
on the natural statistics of the visual input, are likely to be from the
same object or feature complex to be associated together. For good
performance, the temporal trace needs to be sufficiently long that
it covers the period in which features seen by a particular neuron
in the hierarchy are likely to come from the same object. On the
other hand, the trace should not be so long that it produces asso-
ciations between features that are parts of different objects, seen
when, for example, the eyes move to another object. One possibil-
ity is to reset the trace during saccades between different objects. If
explicit trace resetting is not implemented, then the trace should,
to optimize the compromise implied by the above, lead to strong
associations between temporally close stimuli, and increasingly
weaker associations between temporally more distant stimuli. In
fact, the trace implemented in VisNet has an exponential decay,
and it has been shown that this form is optimal in the situation
where the exact duration over which the same object is being
viewed varies, and where the natural statistics of the visual input
happen also to show a decreasing probability that the same object
is being viewed as the time period in question increases (Wallis
and Baddeley, 1997). Moreover, performance can be enhanced if
the duration of the trace does at the same time approximately
match the period over which the input stimuli are likely to come
from the same object or feature complex (Wallis and Rolls, 1997;
Rolls, 2008b). Nevertheless, good performance can be obtained in
conditions under which the trace rule allows associations to be

FIGURE 12 |The left graph shows the response of a layer 1 neuron to the three training stimuli for the nine training locations. Alongside this are the
results of summating all the filter inputs to the neuron. The discrimination factor for this cell was 1.04.
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FIGURE 13 |The connections to a single cell in layer 1 of VisNet
from the filters after training in theT, L, and + stimulus set,
represented by plotting the receptive fields of every input layer cell
connected to the particular layer 1 cell. Separate input layer cells
have activity that represents a positive (P) or negative (N) output from
the bank of filters which have different orientations in degrees (the
columns) and different spatial frequencies (the rows). Here the overall

receptive field of the layer 1 cell is centered just below the center-point
of the retina. The connection scheme allows for relatively fewer
connections to lower frequency cells than to high-frequency cells in
order to cover a similar region of the input at each frequency. The blank
squares indicate that no connection exists between the layer 1 cell
chosen and the filters of that particular orientation, sign, and
spatial-frequency.

FIGURE 14 | Response profiles for two fourth layer neurons – discrimination factors 4.07 and 3.62 – in the L,T, and + experiment.

formed only between successive items in the visual stream (Rolls
and Milward, 2000; Rolls and Stringer, 2001).

It is also the case that the optimal value of η in the trace rule is
likely to be different for different layers of VisNet, and for cortical
processing in the “what” visual stream. For early layers of the sys-
tem, small movements of the eyes might lead to different feature
combinations providing the input to cells (which at early stages
have small receptive fields), and a short duration of the trace would
be optimal. However, these small eye movements might be around
the same object, and later layers of the architecture would bene-
fit from being able to associate together their inputs over longer

times, in order to learn about the larger scale properties that char-
acterize individual objects, including, for example, different views
of objects observed as an object turns or is turned. Thus the sug-
gestion is made that the temporal trace could be effectively longer
at later stages (e.g., inferior temporal visual cortex) compared to
early stages (e.g., V2 and V4) of processing in the visual system. In
addition, as will be shown in Section 5.4, it is important to form
feature combinations with high-spatial precision before invariance
learning supported by a temporal trace starts, in order that the fea-
ture combinations and not the individual features have invariant
representations. This leads to the suggestion that the trace rule
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should either not operate, or be short, at early stages of cortical
visual processing such as V1. This is reflected in the operation of
VisNet2, which does not use a temporal trace in layer 1 (Rolls and
Milward, 2000).

5.2.2. Faces as stimuli: translation invariance
The aim of the next set of experiments described by Wallis and
Rolls (1997) was to start to address the issues of how the net-
work operates when invariant representations must be learned for
a larger number of stimuli, and whether the network can learn
when much more complicated, real biological stimuli, faces, are
used.

Figure 15 contrasts the measure of invariance, or discrimi-
nation factor, achieved by cells in the four layers, averaged over
five separate runs of the network (Wallis and Rolls, 1997; Rolls,
2008b). Translation invariance clearly increases through the layers,
as expected.

Having established that invariant cells have emerged in the final
layer, we now consider the role of the trace rule, by assessing the
network tested under two new conditions. Firstly, the performance
of the network was measured before learning occurs, that is with
its initially random connection weights. Secondly, the network
was trained with η in the trace rule set to 0, which causes learn-
ing to proceed in a traceless, standard Hebbian, fashion. (Hebbian
learning is purely associative Rolls, 2008b.) Figure 16 shows the
results under the three training conditions. The results show that
the trace rule is the decisive factor in establishing the invariant
responses in the layer 4 neurons. It is interesting to note that the
Hebbian learning results are actually worse than those achieved by
chance in the untrained net. In general, with Hebbian learning,
the most highly discriminating cells barely rate higher than 1. This
value of discrimination corresponds to the case in which a cell
responds to only one stimulus and in only one location. The poor
performance with the Hebb rule comes as a direct consequence
of the presentation paradigm being employed. If we consider an
image as representing a vector in multidimensional space, a partic-
ular image in the top left-hand corner of the input retina will tend

FIGURE 15 | Variation in network performance for the top 30 most
highly discriminating cells through the four layers of the network,
averaged over five runs of the network. The net was trained on 7 faces
each in 9 locations.

to look more like any other image in that same location than the
same image presented elsewhere. A simple competitive network
using just Hebbian learning will thus tend to categorize images by
where they are rather than what they are – the exact opposite of
what the net was intended to learn. This comparison thus indi-
cates that a small memory trace acting in the standard Hebbian
learning paradigm can radically alter the normal vector averaging,
image classification, performed by a Hebbian-based competitive
network.

In order to check that there was an invariant representation
in layer 4 of VisNet that could be read by a receiving popula-
tion of neurons, a fifth layer was added to the net which fully
sampled the fourth layer cells. This layer was in turn trained in
a supervised manner using gradient descent or with a Hebbian
associative learning rule. (Wallis and Rolls, 1997) showed that the
object classification performed by the layer 5 network was better
if the network had been trained with the trace rule than when it
was untrained or was trained with a Hebb rule.

5.2.3. Faces as stimuli: view-invariance
Given that the network had been shown to be able to operate
usefully with a more difficult translation invariance problem, we
next addressed the question of whether the network can solve
other types of transform invariance, as we had intended. The next
experiment addressed this question, by training the network on the
problem of 3D stimulus rotation, which produces non-isomorphic
transforms, to determine whether the network can build a view-
invariant categorization of the stimuli (Wallis and Rolls, 1997).
The trace rule learning paradigm should, in conjunction with the
architecture described here, prove capable of learning any of the
transforms tolerated by IT neurons, so long as each stimulus is pre-
sented in short sequences during which the transformation occurs
and can be learned. This experiment continued with the use of
faces but now presented them centrally in the retina in a sequence
of different views of a face (Wallis and Rolls, 1997; Rolls, 2008b).
The faces were again smoothed at the edges to erase the harsh
image boundaries, and the D.C. term was removed. During the
800 epochs of learning, each stimulus was chosen at random, and

FIGURE 16 | Variation in network performance for the top 30 most
highly discriminating cells in the fourth layer for the three training
regimes, averaged over five runs of the network. The net was trained on
7 faces each in 9 locations.
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a sequence of preset views of it was shown, rotating the face either
to the left or to the right.

Although the actual number of images being presented is
smaller, some 21 views in all, there is good reason to think that
this problem may be harder to solve than the previous transla-
tion experiments. This is simply due to the fact that all 21 views
exactly overlap with one another. The net was indeed able to solve
the invariance problem, with examples of invariant layer 4 neuron
response profiles appearing in Figure 17.

Further analyses confirmed the good performance on view-
invariance learning (Wallis and Rolls, 1997; Rolls, 2008b).

5.3. DIFFERENT FORMS OF THE TRACE-LEARNING RULE, AND THEIR
RELATION TO ERROR CORRECTION AND TEMPORAL DIFFERENCE
LEARNING

The original trace-learning rule used in the simulations of Wallis
and Rolls (1997) took the form

δwj = αȳτ xτj (14)

where the trace ȳτ is updated according to

ȳτ = (1− η) yτ + ηȳτ−1. (15)

The parameter η∈ [0, 1] controls the relative contributions to
the trace ȳτ from the instantaneous firing rate yτ and the trace at
the previous time step ȳτ−1, where for η= 0 we have ȳτ = yτ and
equation (14) becomes the standard Hebb rule

δwj = αyτ xτj . (16)

At the start of a series of investigations of different forms of the
trace-learning rule (Rolls and Milward, 2000) demonstrated that
VisNet’s performance could be greatly enhanced (see Figure 18)
with a modified Hebbian trace-learning rule (equation (17)) that
incorporated a trace of activity from the preceding time steps, with
no contribution from the activity being produced by the stimulus
at the current time step. This rule took the form

δwj = α yτ−1 xτj . (17)

FIGURE 17 | Response profiles for cells in the last two layers of the network – discrimination factors 11.12 and 12.40 – in the experiment with seven
different views of each of three faces.

FIGURE 18 | Numerical results with the standard trace rule (14), the
modified trace-learning rule (17), the Hebb rule (16), and random weights,

trained on 7 faces in 9 locations: single cell information measure (left),
multiple cell information measure (right). (After Rolls and Stringer, 2001a.)
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The trace shown in equation (17) is in the post-synaptic term,
and similar effects were found if the trace was in the presynaptic
term, or in both the pre- and the post-synaptic terms. The crucial
difference from the earlier rule (see equation (14)) was that the
trace should be calculated up to only the preceding timestep, with
no contribution to the trace from the firing on the current trial to
the current stimulus. How might this be understood?

One way to understand this is to note that the trace rule is
trying to set up the synaptic weight on trial τ based on whether
the neuron, based on its previous history, is responding to that
stimulus (in other transforms, e.g., position). Use of the trace rule
at τ − 1 does this that is it takes into account the firing of the
neuron on previous trials, with no contribution from the firing
being produced by the stimulus on the current trial. On the other
hand, use of the trace at time τ in the update takes into account
the current firing of the neuron to the stimulus in that particu-
lar position, which is not a good estimate of whether that neuron
should be allocated to invariantly represent that stimulus. Effec-
tively, using the trace at time τ introduces a Hebbian element
into the update, which tends to build position-encoded analyzers,
rather than stimulus-encoded analyzers. (The argument has been
phrased for a system learning translation invariance, but applies
to the learning of all types of invariance.) A particular advantage
of using the trace at τ − 1 is that the trace will then on different
occasions (due to the randomness in the location sequences used)
reflect previous histories with different sets of positions, enabling
the learning of the neuron to be based on evidence from the stim-
ulus present in many different positions. Using a term from the
current firing in the trace (i.e., the trace calculated at time τ )
results in this desirable effect always having an undesirable ele-
ment from the current firing of the neuron to the stimulus in its
current position.

5.3.1. The modified Hebbian trace rule and its relation to error
correction

The rule of equation (17) corrects the weights using a post-
synaptic trace obtained from the previous firing (produced by
other transforms of the same stimulus), with no contribution to
the trace from the current post-synaptic firing (produced by the
current transform of the stimulus). Indeed, insofar as the current
firing yτ is not the same as ȳτ−1, this difference can be thought of
as an error. This leads to a conceptualization of using the differ-
ence between the current firing and the preceding trace as an error
correction term, as noted in the context of modeling the temporal
properties of classical conditioning by Sutton and Barto (1981),
and developed next in the context of invariance learning (see Rolls
and Stringer, 2001).

First, we re-express the rule of equation (17) in an alternative
form as follows. Suppose we are at timestep τ and have just cal-
culated a neuronal firing rate yτ and the corresponding trace ȳτ

from the trace update equation (15). If we assume η∈ (0, 1), then
rearranging equation (15) gives

ȳτ−1
=

1

η

(
ȳτ − (1− η) yτ

)
, (18)

and substituting equation (18) into equation (17) gives

δwj = α
1

η

(
ȳτ − (1− η) yτ

)
xτj

= α
1− η

η

(
1

1− η
ȳτ − yτ

)
xτj

= α̂
(
β̂ ȳτ − yτ

)
xτj

(19)

where α̂ = α
1−η
η

and β̂ = 1
1−η . The modified Hebbian trace-

learning rule (17) is thus equivalent to equation (19) which is in
the general form of an error correction rule (Hertz et al., 1991).
That is, rule (19) involves the subtraction of the current firing rate
yτ from a target value, in this case β̂ ȳτ .

Although above we have referred to rule (17) as a modified
Hebbian rule, we note that it is only associative in the sense of
associating previous cell firing with the current cell inputs. In the
next section we continue to explore the error correction paradigm,
examining five alternative examples of this sort of learning rule.

5.3.2. Five forms of error correction learning rule
Error correction learning rules are derived from gradient descent
minimization (Hertz et al., 1991), and continually compare the
current neuronal output to a target value t and adjust the synap-
tic weights according to the following equation at a particular
timestep τ

δwj = α
(
t − yτ

)
xτj . (20)

In this usual form of gradient descent by error correction, the tar-
get t is fixed. However, in keeping with our aim of encouraging
neurons to respond similarly to images that occur close together in
time it seems reasonable to set the target at a particular timestep,
t τ , to be some function of cell activity occurring close in time,
because encouraging neurons to respond to temporal classes will
tend to make them respond to the different variants of a given
stimulus (Földiák, 1991; Rolls, 1992; Wallis and Rolls, 1997). For
this reason, Rolls and Stringer (2001) explored a range of error
correction rules where the targets t τ are based on the trace of
neuronal activity calculated according to equation (15). We note
that although the target is not a fixed value as in standard error
correction learning, nevertheless the new learning rules perform
gradient descent on each timestep, as elaborated below. Although
the target may be varying early on in learning, as learning pro-
ceeds the target is expected to become more and more constant,
as neurons settle to respond invariantly to particular stimuli. The
first set of five error correction rules we discuss are as follows.

δwj = α
(
β ȳτ−1

− yτ
)

xτj , (21)

δwj = α
(
βyτ−1

− yτ
)

xτj , (22)

δwj = α
(
β ȳτ − yτ

)
xτj , (23)

δwj = α
(
β ȳτ+1

− yτ
)

xτj , (24)

δwj = α
(
βyτ+1

− yτ
)

xτj , (25)

where updates (21–23) are performed at timestep τ , and updates
(24) and (25) are performed at timestep τ + 1. (The reason for
adopting this convention is that the basic form of the error correc-
tion rule (20) is kept, with the five different rules simply replacing
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the term t.) It may be readily seen that equations (22) and (25) are
special cases of equations (21) and (24), respectively, with η= 0.

These rules are all similar except for their targets t τ , which are
all functions of a temporally nearby value of cell activity. In partic-
ular, rule (23) is directly related to rule (19), but is more general in
that the parameter β̂ = 1

1−η is replaced by an unconstrained para-

meter β. In addition, we also note that rule (21) is closely related
to a rule developed in Peng et al. (1998) for view-invariance learn-
ing. The above five error correction rules are biologically plausible
in that the targets t τ are all local cell variables (see Rolls and
Treves, 1998 and Rolls, 2008b). In particular, rule (23) uses the
trace ȳτ from the current time level τ , and rules (22) and (25)
do not need exponential trace values ȳ , instead relying only on
the instantaneous firing rates at the current and immediately pre-
ceding timesteps. However, all five error correction rules involve
decrementing of synaptic weights according to an error which is
calculated by subtracting the current activity from a target.

Numerical results with the error correction rules trained on 7
faces in 9 locations are presented by Rolls and Stringer (2001).
For all the results the synaptic weights were clipped to be pos-
itive during the simulation, because it is important to test that
decrementing synaptic weights purely within the positive inter-
val w ∈ [0,∞] will provide significantly enhanced performance.
That is, it is important to show that error correction rules do not
necessarily require possibly biologically implausible modifiable
negative weights. For each of the rules (21–25), the parameter β
has been individually optimized to the following respective values:
4.9, 2.2, 2.2, 3.8, 2.2. All five error correction rules offer consider-
ably improved performance over both the standard trace rule (14)
and rule (17). Networks trained with rule (21) performed best, and
this is probably due to two reasons. Firstly, rule (21) incorporates
an exponential trace ȳτ−1 in its target t τ , and we would expect this
to help neurons to learn more quickly to respond invariantly to
a class of inputs that occur close together in time. Hence, setting
η= 0 as in rule (22) results in reduced performance. Secondly,
unlike rules (23) and (24), rule (21) does not contain any compo-
nent of yτ in its target. If we examine rules (23), (24), we see that
their respective targetsβ ȳτ ,β ȳτ+1 contain significant components
of yτ .

5.3.3. Relationship to temporal difference learning
Rolls and Stringer (2001) not only considered the relationship of
rule (17) to error correction, but also considered how the error cor-
rection rules shown in equations (21–25) are related to temporal
difference learning (Sutton, 1988; Sutton and Barto, 1998). Sut-
ton (1988) described temporal difference methods in the context
of prediction learning. These methods are a class of incremen-
tal learning techniques that can learn to predict final outcomes
through comparison of successive predictions from the preceding
time steps. This is in contrast to traditional supervised learning,
which involves the comparison of predictions only with the final
outcome. Consider a series of multistep prediction problems in
which for each problem there is a sequence of observation vectors,
x1, x2, . . ., xm, at successive timesteps, followed by a final scalar
outcome z. For each sequence of observations temporal differ-
ence methods form a sequence of predictions y1, y2, . . ., ym, each
of which is a prediction of z. These predictions are based on the

observation vectors xτ and a vector of modifiable weights w; i.e.,
the prediction at time step τ is given by yτ (xτ , w), and for a linear
dependency the prediction is given by yτ =wTxτ . (Note here that
wT is the transpose of the weight vector w.) The problem of pre-
diction is to calculate the weight vector w such that the predictions
yτ are good estimates of the outcome z.

The supervised learning approach to the prediction problem
is to form pairs of observation vectors xτ and outcome z for all
time steps, and compute an update to the weights according to the
gradient descent equation

δw = α
(
z − yτ

)
∇wyτ (26)

where α is a learning rate parameter and ∇w indicates the gra-
dient with respect to the weight vector w. However, this learning
procedure requires all calculation to be done at the end of the
sequence, once z is known. To remedy this, it is possible to replace
method (26) with a temporal difference algorithm that is mathe-
matically equivalent but allows the computational workload to be
spread out over the entire sequence of observations. Temporal dif-
ference methods are a particular approach to updating the weights
based on the values of successive predictions, yτ , yτ+1. Sutton
(1988) showed that the following temporal difference algorithm is
equivalent to method (26)

δw = α
(
yτ+1
− yτ

) τ∑
k=1

∇wyk , (27)

where ym+1
≡ z. However, unlike method (26) this can be com-

puted incrementally at each successive time step since each update
depends only on yτ+1, yτ and the sum of ∇wyk over previous
time steps k. The next step taken in Sutton (1988) is to generalize
equation (27) to the following final form of temporal difference
algorithm, known as “TD(λ)”

δw = α
(
yτ+1
− yτ

) τ∑
k=1

λτ−k
∇wyk (28)

where λ∈ [0, 1] is an adjustable parameter that controls the
weighting on the vectors ∇wyk. Equation (28) represents a much
broader class of learning rules than the more usual gradient
descent-based rule (27), which is in fact the special case TD(1).

A further special case of equation (28) is for λ= 0, i.e., TD(0),
as follows

δw = α(yτ+1
− yτ )∇wyτ . (29)

But for problems where yτ is a linear function of xτ and w, we
have ∇wyτ = xτ , and so equation (29) becomes

δw = α
(
yτ+1
− yτ

)
xτ . (30)

If we assume the prediction process is being performed by a neuron
with a vector of inputs xτ , synaptic weight vector w, and output
yτ =wTxτ , then we see that the TD(0) algorithm (30) is identical
to the error correction rule (25) with β = 1. In understanding this
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comparison with temporal difference learning, it may be useful to
note that the firing at the end of a sequence of the transformed
exemplars of a stimulus is effectively the temporal difference tar-
get z. This establishes a link to temporal difference learning (Rolls,
2008b). Further, we note that from learning epoch to learning
epoch, the target z for a given neuron will gradually settle down to
be more and more fixed as learning proceeds.

We now explore in more detail the relation between the error
correction rules described above and temporal difference learn-
ing. For each sequence of observations with a single outcome the
temporal difference method (30), when viewed as an error correc-
tion rule, is attempting to adapt the weights such that yτ+1

= yτ

for all successive pairs of time steps – the same general idea
underlying the error correction rules (21–25). Furthermore, in
Sutton and Barto (1998), where temporal difference methods are
applied to reinforcement learning, the TD(λ) approach is again
further generalized by replacing the target yτ+1 by any weighted
average of predictions y from arbitrary future timesteps, e.g.,
t τ = 1

2 yτ+3
+

1
2 yτ+7, including an exponentially weighted average

extending forward in time. So a more general form of the temporal
difference algorithm has the form

δw = α
(
t τ − yτ

)
xτ , (31)

where here the target t τ is an arbitrary weighted average of the
predictions y over future timesteps. Of course, with standard tem-
poral difference methods the target t τ is always an average over
future timesteps k = τ + 1, τ + 2, etc. But in the five error cor-
rection rules this is only true for the last exemplar (25). This is
because with the problem of prediction, for example, the ultimate
target of the predictions y1,. . .,ym is a final outcome ym+1

≡z.
However, this restriction does not apply to our particular applica-
tion of neurons trained to respond to temporal classes of inputs
within VisNet. Here we only wish to set the firing rates y1,. . .,ym

to the same value, not some final given value z. However, the more
general error correction rules clearly have a close relationship to
standard temporal difference algorithms. For example, it can be
seen that equation (22) with β = 1 is in some sense a temporal
mirror image of equation (30), particularly if the updates δwj are
added to the weights wj only at the end of a sequence. That is, rule
(22) will attempt to set y1,. . .,ym to an initial value y0

≡ 0. This
relationship to temporal difference algorithms allows us to begin
to exploit established temporal difference analyses to investigate
the convergence properties of the error correction methods (Rolls
and Stringer, 2001).

Although the main aim of Rolls and Stringer (2001) in relat-
ing error correction rules to temporal difference learning was
to begin to exploit established temporal difference analyses, they
observed that the most general form of temporal difference learn-
ing, TD(λ), in fact suggests an interesting generalization to the
existing error correction learning rules for which we currently have
λ= 0. Assuming yτ =wTxτ and∇wyτ = xτ , the general equation
(28) for TD(λ) becomes

δw = α
(
yτ+1
− yτ

) τ∑
k=1

λτ−k xk (32)

where the term
∑τ

k=1 λ
τ−k xk is a weighted sum of the vectors

xk. This suggests generalizing the original five error correction
rules (21–25) by replacing the term xτj by a weighted sum x̂τj =∑τ

k=1 λ
τ−k xk

j with λ∈ [0, 1]. In Sutton (1988) x̂τj is calculated

according to

x̂τj = xτj + λ x̂τ−1
j (33)

with x̂0
j ≡ 0. This gives the following five temporal difference-

inspired error correction rules

δwj = α
(
β ȳτ−1

− yτ
)

x̂τj , (34)

δwj = α
(
βyτ−1

− yτ
)

x̂τj , (35)

δwj = α
(
β yτ −yτ

)
x̂τj , (36)

δwj = α
(
β yτ+1

−yτ
)

x̂τj , (37)

δwj = α
(
βyτ+1

− yτ
)

x̂τj , (38)

where it may be readily seen that equation (35) and (38) are spe-
cial cases of equations (34) and (37), respectively, with η= 0. As
with the trace ȳτ , the term x̂τj is reset to zero when a new stimulus

is presented. These five rules can be related to the more general
TD(λ) algorithm, but continue to be biologically plausible using
only local cell variables. Setting λ= 0 in rules (34–38), gives us
back the original error correction rules (21–25) which may now
be related to TD(0).

Numerical results with error correction rules (34–38), and
x̂τj calculated according to equation (33) with λ= 1, with pos-

itive clipping of weights, trained on 7 faces in 9 locations are
presented by Rolls and Stringer (2001). For each of the rules
(34–38), the parameter β has been individually optimized to
the following respective values: 1.7, 1.8, 1.5, 1.6, 1.8. Compar-
ing these five temporal difference-inspired rules it was found
that the best performance is obtained with rule (38) where
many more cells reach the maximum level of performance pos-
sible with respect to the single cell information measure. In
fact, this rule offered the best such results. This may well be
due to the fact that this rule may be directly compared to the
standard TD(1) learning rule, which itself may be related to
classical supervised learning for which there are well known
optimality results, as discussed further by Rolls and Stringer
(2001).

From the simulations described by Rolls and Stringer (2001)
it appears that the form of optimization described above associ-
ated with TD(1) rather than TD(0) leads to better performance
within VisNet. The TD(1)-like rule (38) with λ= 1.0 and β = 1.8
gave considerably superior results to the TD(0)-like rule (25) with
β = 2.2. In fact, the former of these two rules provided the best
single cell information results in these studies. We hypothesize that
these results are related to the fact that only a finite set of image
sequences is presented to VisNet, and so the type of optimization
performed by TD(1) for repeated presentations of a finite data set
is more appropriate for this problem than the form of optimization
performed by TD(0).
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5.3.4. Discussion of the different training rules
In terms of biological plausibility, we note the following. First,
all the learning rules investigated by Rolls and Stringer (2001)
are local learning rules, and in this sense are biologically plausi-
ble (Rolls and Treves, 1998; Rolls, 2008b). (The rules are local in
that the terms used to modify the synaptic weights are potentially
available in the pre- and post-synaptic elements.)

Second we note that all the rules do require some evidence of
the activity on one or more previous stimulus presentations to
be available when the synaptic weights are updated. Some of the
rules, e.g., learning rule (23), use the trace ȳτ from the current
time level, while rules (22) and (25) do not need to use an expo-
nential trace of the neuronal firing rate, but only the instantaneous
firing rates y at two successive time steps. It is known that synap-
tic plasticity does involve a combination of separate processes
each with potentially differing time courses (Koch, 1999), and
these different processes could contribute to trace rule learning.
Another mechanism suggested for implementing a trace of pre-
vious neuronal activity is the continuing firing for often 300 ms
produced by a short (16 ms) presentation of a visual stimulus
(Rolls and Tovee, 1994) which is suggested to be implemented
by local cortical recurrent attractor networks (Rolls and Treves,
1998).

Third, we note that in utilizing the trace in the targets t τ , the
error correction (or temporal difference-inspired) rules perform
a comparison of the instantaneous firing yτ with a temporally
nearby value of the activity, and this comparison involves a sub-
traction. The subtraction provides an error, which is then used
to increase or decrease the synaptic weights. This is a somewhat
different operation from long-term depression (LTD) as well as
long-term potentiation (LTP), which are associative changes which
depend on the pre- and post-synaptic activity. However, it is inter-
esting to note that an error correction rule which appears to
involve a subtraction of current firing from a target might be
implemented by a combination of an associative process oper-
ating with the trace, and an anti-Hebbian process operating to
remove the effects of the current firing. For example, the synap-
tic updates δwj = α(t τ − yτ )xτj can be decomposed into two

separate associative processes αt τ xτj and−αyτ xτj , that may occur

independently. (The target, t τ , could in this case be just the trace
of previous neural activity from the preceding trials, excluding any
contribution from the current firing.) Another way to implement
an error correction rule using associative synaptic modification
would be to force the post-synaptic neuron to respond to the error
term. Although this has been postulated to be an effect which
could be implemented by the climbing fiber system in the cerebel-
lum (Ito, 1984, 1989; Rolls and Treves, 1998), there is no similar
system known for the neocortex, and it is not clear how this par-
ticular implementation of error correction might operate in the
neocortex.

In Section 5.3.2 we describe five learning rules as error cor-
rection rules. We now discuss an interesting difference of these
error correction rules from error correction rules as conventionally
applied. It is usual to derive the general form of error correction
learning rule from gradient descent minimization in the follow-
ing way (Hertz et al., 1991). Consider the idealized situation of a

single neuron with a number of inputs xj and output y =
∑

j wj xj ,
where wj are the synaptic weights. We assume that there are a
number of input patterns and that for the kth input pattern,
xk
= [xk

1 , xk
2 , ...]T , the output yk has a target value tk. Hence an

error measure or cost function can be defined as

e (w) =
1

2

∑
k

(
t k
− yk

)2
=

1

2

∑
k

t k
−

∑
j

wj x
k
j

2

. (39)

This cost function is a function of the input patterns xk and the
synaptic weight vector w= [w1, w2, . . .]T. With a fixed set of input
patterns, we can reduce the error measure by employing a gradient
descent algorithm to calculate an improved set of synaptic weights.
Gradient descent achieves this by moving downhill on the error
surface defined in w space using the update

δwj = −α
∂e

∂wj
= α

∑
k

(
t k
− yk

)
xk

j . (40)

If we update the weights after each pattern k, then the update takes
the form of an error correction rule

δwj = α
(

t k
− yk

)
xk

j , (41)

which is also commonly referred to as the delta rule or Widrow–
Hoff rule (see Widrow and Hoff, 1960; Widrow and Stearns, 1985).
Error correction rules continually compare the neuronal output
with its pre-specified target value and adjust the synaptic weights
accordingly. In contrast, the way Rolls and Stringer (2001) intro-
duced of utilizing error correction is to specify the target as the
activity trace based on the firing rate at nearby timesteps. Now the
actual firing at those nearby time steps is not a pre-determined
fixed target, but instead depends on how the network has actually
evolved. This effectively means the cost function e(w) that is being
minimized changes from timestep to timestep. Nevertheless, the
concept of calculating an error, and using the magnitude and direc-
tion of the error to update the synaptic weights, is the similarity
Rolls and Stringer (2001) made to gradient descent learning.

To conclude this discussion, the error correction and tempo-
ral difference rules explored by Rolls and Stringer (2001) provide
interesting approaches to help understand invariant pattern recog-
nition learning. Although we do not know whether the full power
of these rules is expressed in the brain, we provided suggestions
about how they might be implemented. At the same time, we note
that the original trace rule used by Földiák (1991), Rolls (1992),
and Wallis and Rolls (1997) is a simple associative rule, is therefore
biologically very plausible, and, while not as powerful as many of
the other rules introduced by Rolls and Stringer (2001), can never-
theless solve the same class of problem. Rolls and Stringer (2001)
also emphasized that although they demonstrated how a number
of new error correction and temporal difference rules might play a
role in the context of view-invariant object recognition, they may
also operate elsewhere where it is important for neurons to learn to
respond similarly to temporal classes of inputs that tend to occur
close together in time.
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5.4. THE ISSUE OF FEATURE BINDING, AND A SOLUTION
In this section we investigate two key issues that arise in hierarchi-
cal layered network architectures, such as VisNet, other examples
of which have been described and analyzed by Fukushima (1980),
Ackley et al. (1985), Rosenblatt (1961), and Riesenhuber and Pog-
gio (1999b). One issue is whether the network can discriminate
between stimuli that are composed of the same basic alphabet of
features. The second issue is whether such network architectures
can find solutions to the spatial binding problem. These issues are
addressed next and by Elliffe et al. (2002) and Rolls (2008b).

The first issue investigated is whether a hierarchical layered
network architecture of the type exemplified by VisNet can dis-
criminate stimuli that are composed of a limited set of features
and where the different stimuli include cases where the feature sets
are subsets and supersets of those in the other stimuli. An issue is
that if the network has learned representations of both the parts
and the wholes, will the network identify that the whole is present
when it is shown, and not just that one or more parts is present. (In
many investigations with VisNet, complex stimuli (such as faces)
were used where each stimulus might contain unique features not
present in the other stimuli.) To address this issue Elliffe et al.
(2002) used stimuli that are composed from a set of four features
which are designed so that each feature is spatially separate from
the other features, and no unique combination of firing caused,
for example, by overlap of horizontal and vertical filter outputs in
the input representation distinguishes any one stimulus from the
others. The results described in Section 5.4.4 show that VisNet can
indeed learn correct invariant representations of stimuli which do
consist of feature sets where individual features do not overlap
spatially with each other and where the stimuli can be composed
of sets of features which are supersets or subsets of those in other
stimuli. Fukushima and Miyake (1982) did not address this cru-
cial issue where different stimuli might be composed of subsets or
supersets of the same set of features, although they did show that
stimuli with partly overlapping features could be discriminated by
the Neocognitron.

In Section 5.4.5 we address the spatial binding problem in archi-
tectures such as VisNet. This computational problem that needs to
be addressed in hierarchical networks such as the primate visual
system and VisNet is how representations of features can be (e.g.,
translation) invariant, yet can specify stimuli or objects in which
the features must be specified in the correct spatial arrangement.
This is the feature binding problem, discussed, for example, by
von der Malsburg (1990), and arising in the context of hierarchi-
cal layered systems (Rosenblatt, 1961; Fukushima, 1980; Ackley
et al., 1985). The issue is whether or not features are bound into
the correct combinations in the correct relative spatial positions,
or if alternative combinations of known features or the same fea-
tures in different relative spatial positions would elicit the same
responses. All this has to be achieved while at the same time pro-
ducing position-invariant recognition of the whole combination
of features, that is, the object. This is a major computational issue
that needs to be solved for memory systems in the brain to operate
correctly. This can be achieved by what is effectively a learning
process that builds into the system a set of neurons in the hier-
archical network that enables the recognition process to operate
correctly with the appropriate position, size, view, etc. invariances.

5.4.1. Syntactic binding of separate neuronal ensembles by
synchronization

The problem of syntactic binding of neuronal representations,
in which some features must be bound together to form one
object, and other simultaneously active features must be bound
together to represent another object, has been addressed by von
der Malsburg (1990). He has proposed that this could be per-
formed by temporal synchronization of those neurons that were
temporarily part of one representation in a different time slot
from other neurons that were temporarily part of another rep-
resentation. The idea is attractive in allowing arbitrary relinking
of features in different combinations. Singer, Engel, Konig, and
colleagues (Singer et al., 1990; Engel et al., 1992; Singer and
Gray, 1995; Singer, 1999; Fries, 2005, 2009; Womelsdorf et al.,
2007), and others (Abeles, 1991) have obtained some evidence
that when features must be bound, synchronization of neu-
ronal populations can occur (but see Shadlen and Movshon,
1999), and this has been modeled (Hummel and Biederman,
1992).

Synchronization to implement syntactic binding has a number
of disadvantages and limitations (Rolls and Treves, 1998, 2011;
Riesenhuber and Poggio, 1999a; Rolls, 2008b). The greatest com-
putational problem is that synchronization does not by itself define
the spatial relations between the features being bound, so is not
just as a binding mechanism adequate for shape recognition. For
example, temporal binding might enable features 1, 2, and 3, which
might define one stimulus to be bound together and kept separate
from, for example, another stimulus consisting of features 2, 3,
and 4, but would require a further temporal binding (leading in
the end potentially to a combinatorial explosion) to indicate the
relative spatial positions of the 1, 2, and 3 in the 123 stimulus, so
that it can be discriminated from, e.g., 312.

A second problem with the synchronization approach to the
spatial binding of features is that, when stimulus-dependent tem-
poral synchronization has been rigorously tested with information
theoretic approaches, it has so far been found that most of the
information available is in the number of spikes, with rather little,
less than 5% of the total information, in stimulus-dependent syn-
chronization (Franco et al., 2004; Rolls et al., 2004; Aggelopoulos
et al., 2005; Rolls, 2008b; Rolls and Treves, 2011). For exam-
ple, Aggelopoulos et al. (2005) showed that when macaques used
object-based attention to search for one of two objects to touch in
a complex natural scene, between 99 and 94% of the information
was present in the firing rates of inferior temporal cortex neu-
rons, and less that 5% in any stimulus-dependent synchrony that
was present between the simultaneously recorded inferior tem-
poral cortex neurons. The implication of these results is that any
stimulus-dependent synchrony that is present is not quantitatively
important as measured by information theoretic analyses under
natural scene conditions when feature binding, segmentation of
objects from the background, and attention are required. This
has been found for the inferior temporal cortex, a brain region
where features are put together to form representations of objects
(Rolls and Deco, 2002; Rolls, 2008b), and where attention has
strong effects, at least in scenes with blank backgrounds (Rolls
et al., 2003). It would of course also be of interest to test the same
hypothesis in earlier visual areas, such as V4, with quantitative,
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information theoretic, techniques (Rolls and Treves, 2011). In con-
nection with rate codes, it should be noted that a rate code implies
using the number of spikes that arrive in a given time, and that
this time can be very short, as little as 20–50 ms, for very useful
amounts of information to be made available from a population
of neurons (Tovee et al., 1993; Rolls and Tovee, 1994; Rolls et al.,
1994, 1999, 2006a; Tovee and Rolls, 1995; Rolls, 2003, 2008b; Rolls
and Treves, 2011).

A third problem with the synchronization or “communication
through coherence” approach (Fries, 2005, 2009) is that when
information transmission between connected networks is ana-
lyzed, synchronization is not produced at the levels of synaptic
strength necessary for information transmission between the net-
works, and indeed does not appear to affect the information
transmission between a pair of weakly coupled networks that
model weakly coupled cortical networks (Rolls et al., 2012).

In the context of VisNet, and how the real visual system may
operate to implement object recognition, the use of synchroniza-
tion does not appear to match the way in which the visual system is
organized. For example, von der Malsburg’s argument would indi-
cate that, using only a two-layer network, synchronization could
provide the necessary feature linking to perform object recogni-
tion with relatively few neurons, because they can be reused again
and again, linked differently for different objects. In contrast, the
primate uses a considerable part of its cortex, perhaps 50% in
monkeys, for visual processing, with therefore what could be in the
order of 6× 108 neurons and 6× 1012 synapses involved (Rolls,
2008b), so that the solution adopted by the real visual system may
be one which relies on many neurons with simpler processing than
arbitrary syntax implemented by synchronous firing of separate
assemblies suggests. On the other hand, a solution such as that
investigated by VisNet, which forms low-order combinations of
what is represented in previous layers, is very demanding in terms
of the number of neurons required, and this matches what is found
in the primate visual system.

5.4.2. Sigma-Pi neurons
Another approach to a binding mechanism is to group spatial fea-
tures based on local mechanisms that might operate for closely
adjacent synapses on a dendrite (in what is a Sigma-Pi type of
neuron, see Section 7; Finkel and Edelman, 1987; Mel et al., 1998;
Rolls, 2008b). A problem for such architectures is how to force
one particular neuron to respond to the same feature combina-
tion invariantly with respect to all the ways in which that feature
combination might occur in a scene.

5.4.3. Binding of features and their relative spatial position by
feature combination neurons

The approach to the spatial binding problem that is proposed for
VisNet is that individual neurons at an early stage of processing
are set up (by learning) to respond to low-order combinations of
input features occurring in a given relative spatial arrangement
and position on the retina (Rolls, 1992, 1994, 1995; Wallis and
Rolls, 1997; Rolls and Treves, 1998; Elliffe et al., 2002; Rolls and
Deco, 2002; cf. Feldman, 1985). (By low-order combinations of
input features we mean combinations of a few input features. By
forming neurons that respond to combinations of a few features

in the correct spatial arrangement the advantages of the scheme
for syntactic binding are obtained, yet without the combinatorial
explosion that would result if the feature combination neurons
responded to combinations of many input features so produc-
ing potentially very specifically tuned neurons which very rarely
responded.) Then invariant representations are developed in the
next layer from these feature combination neurons which already
contain evidence on the local spatial arrangement of features.
Finally, in later layers, only one stimulus would be specified by the
particular set of low-order feature combination neurons present,
even though each feature combination neuron would itself be
somewhat invariant. The overall design of the scheme is shown
in Figure 9. Evidence that many neurons in V1 respond to combi-
nations of spatial features with the correct spatial configuration is
now starting to appear (see Section 4), and neurons that respond
to feature combinations (such as two lines with a defined angle
between them, and overall orientation) are found in V2 (Hegde
and Van Essen, 2000; Ito and Komatsu, 2004). The tuning of a
VisNet layer 1 neuron to a combination of features in the correct
relative spatial position is illustrated in Figures 12 and 13.

5.4.4. Discrimination between stimuli with super- and sub-set
feature combinations

Some investigations with VisNet (Wallis and Rolls, 1997) have
involved groups of stimuli that might be identified by some unique
feature common to all transformations of a particular stimulus.
This might allow VisNet to solve the problem of transform invari-
ance by simply learning to respond to a unique feature present
in each stimulus. For example, even in the case where VisNet was
trained on invariant discrimination of T, L, and +, the repre-
sentation of the T stimulus at the spatial-filter level inputs to
VisNet might contain unique patterns of filter outputs where
the horizontal and vertical parts of the T join. The unique filter
outputs thus formed might distinguish the T from, for example,
the L.

Elliffe et al. (2002) tested whether VisNet is able to form trans-
form invariant cells with stimuli that are specially composed from
a common alphabet of features, with no stimulus containing any
firing in the spatial-filter inputs to VisNet not present in at least
one of the other stimuli. The limited alphabet enables the set of
stimuli to consist of feature sets which are subsets or supersets of
those in the other stimuli.

For these experiments the common pool of stimulus features
chosen was a set of two horizontal and two vertical 8× 1 bars,
each aligned with the sides of a 32× 32 square. The stimuli can
be constructed by arbitrary combination of these base level fea-
tures. We note that effectively the stimulus set consists of four
features, a top bar (T), a bottom bar (B), a left bar (L), and a
right bar (R). Figure 19 shows the complete set used, containing
the possible image feature combination. Subsequent discussion
will group these objects by the number of features each contains:
single-; double-; triple-; and quadruple-feature objects correspond
to the respective rows of Figure 19. Stimuli are referred to by the
list of features they contain; e.g., “LBR” contains the left, bottom,
and right features, while “TL” contains top and left only. Further
details of how the stimuli were prepared are provided by Elliffe
et al. (2002).
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FIGURE 19 | Merged feature objects. All members of the full object set are
shown, using a dotted line to represent the central 32× 32 square on which
the individual features are positioned, with the features themselves shown
as dark line segments. Nomenclature is by acronym of the features present,
where T, top; B, bottom; L, left; and R, right. (After Elliffe et al., 2002.)

To train the network a stimulus was presented in a randomized
sequence of nine locations in a square grid across the 128× 128
input retina of VisNet2. The central location of the square grid
was in the center of the “retina,” and the eight other locations were
offset 8 pixels horizontally and/or vertically from this. Two differ-
ent learning rules were used,“Hebbian” (16), and “trace” (17), and
also an untrained condition with random weights. As in earlier
work (Wallis and Rolls, 1997; Rolls and Milward, 2000) only the
trace rule led to any cells with invariant responses, and the results
shown are for networks trained with the trace rule.

The results with VisNet trained on the set of stimuli shown in
Figure 19 with the trace rule are as follows. First, it was found that
single neurons in the top layer learned to differentiate between the
stimuli in that the responses of individual neurons were maximal
for one of the stimuli and had no response to any of the other stim-
uli invariantly with respect to location. Moreover, the translation
invariance was perfect for every stimulus (by different neurons)
over every location (for all stimuli except “RTL” and “TLBR”).

The results presented show clearly that the VisNet paradigm
can accommodate networks that can perform invariant discrim-
ination of objects that have a subset–superset relationship. The
result has important consequences for feature binding and for dis-
criminating stimuli for other stimuli which may be supersets of the
first stimulus. For example, a VisNet cell which responds invari-
antly to feature combination TL can genuinely signal the presence
of exactly that combination, and will not necessarily be activated

by T alone, or by TLB. The basis for this separation by competitive
networks of stimuli which are subsets and supersets of each other
is described by Rolls and Treves, 1998, Section 4.3.6) and by Rolls
(2008b).

5.4.5. Feature binding in a hierarchical network with invariant
representations of local feature combinations

In this section we consider the ability of output layer neurons to
learn new stimuli if the lower layers are trained solely through
exposure to simpler feature combinations from which the new
stimuli are composed. A key question we address is how invari-
ant representations of low-order feature combinations in the early
layers of the visual system are able to uniquely specify the cor-
rect spatial arrangement of features in the overall stimulus and
contribute to preventing false recognition errors in the output
layer.

The problem, and its proposed solution, can be treated as fol-
lows. Consider an object 1234 made from the features 1, 2, 3,
and 4. The invariant low-order feature combinations might rep-
resent 12, 23, and 34. Then if neurons at the next layer respond
to combinations of the activity of these neurons, the only neu-
rons in the next layer that would respond would be those tuned
to 1234, not to, for example, 3412, which is distinguished from
1234 by the input of a pair neuron responding to 41 rather than
to 23. The argument (Rolls, 1992) is that low-order spatial-feature
combination neurons in the early stage contain sufficient spatial
information so that a particular combination of those low-order
feature combination neurons specifies a unique object, even if the
relative positions of the low-order feature combination neurons
are not known, because they are somewhat invariant.

The architecture of VisNet is intended to solve this problem
partly by allowing high-spatial precision combinations of input
features to be formed in layer 1. The actual input features in VisNet
are, as described above, the output of oriented spatial-frequency
tuned filters, and the combinations of these formed in layer 1
might thus be thought of in a simple way as, for example, a T or
an L or for that matter a Y. Then in layer 2, application of the trace
rule might enable neurons to respond to a T with limited spatial
invariance (limited to the size of the region of layer 1 from which
layer 2 cells receive their input). Then an “object” such as H might
be formed at a higher layer because of a conjunction of two Ts in
the same small region.

To show that VisNet can actually solve this problem, Elliffe et al.
(2002) performed the experiments described next. They trained
the first two layers of VisNet with feature pair combinations,
forming representations of feature pairs with some translation
invariance in layer 2. Then they used feature triples as input stimuli,
allowed no more learning in layers 1 and 2, and then investi-
gated whether layers 3 and 4 could be trained to produce invariant
representations of the triples where the triples could only be distin-
guished if the local spatial arrangement of the features within the
triple had effectively to be encoded in order to distinguish the dif-
ferent triples. For this experiment, they needed stimuli that could
be specified in terms of a set of different features (they chose verti-
cal (1), diagonal (2), and horizontal (3) bars) each capable of being
shown at a set of different relative spatial positions (designated A,
B, and C), as shown in Figure 20.
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The stimuli are thus defined in terms of what features are
present and their precise spatial arrangement with respect to each
other. The length of the horizontal and vertical feature bars shown
in Figure 20 is 8 pixels. To train the network a stimulus (that is a
pair or triple feature combination) is presented in a randomized
sequence of nine locations in a square grid across the 128× 128
input retina. The central location of the square grid is in the cen-
ter of the “retina,” and the eight other locations are offset 8 pixels
horizontally and/or vertically from this. We refer to the two and
three feature stimuli as “pairs” and “triples,” respectively. Indi-
vidual stimuli are denoted by three numbers which refer to the
individual features present in positions A, B and C, respectively.
For example, a stimulus with positions A and C containing a verti-
cal and diagonal bar, respectively, would be referred to as stimulus
102, where the 0 denotes no feature present in position B. In total
there are 18 pairs (120, 130, 210, 230, 310, 320, 012, 013, 021, 023,
031, 032, 102, 103, 201, 203, 301, 302) and 6 triples (123, 132, 213,
231, 312, 321). This nomenclature not only defines which fea-
tures are present within objects, but also the spatial relationships
of their component features. Then the computational problem
can be illustrated by considering the triple 123. If invariant rep-
resentations are formed of single features, then there would be
no way that neurons higher in the hierarchy could distinguish the
object 123 from 213 or any other arrangement of the three fea-
tures. An approach to this problem (see, e.g., Rolls, 1992) is to form
early on in the processing neurons that respond to overlapping
combinations of features in the correct spatial arrangement, and

FIGURE 20 | Feature combinations for experiments of Section 5.4.5:
there are 3 features denoted by 1, 2, and 3 (including a blank space 0)
that can be placed in any of 3 positions A, B, and C. Individual stimuli are
denoted by three consecutive numbers which refer to the individual
features present in positions A, B, and C, respectively. In the experiments in
Section 5.4.5, layers 1 and 2 were trained on stimuli consisting of pairs of
the features, and layers 3 and 4 were trained on stimuli consisting of triples.
Then the network was tested to show whether layer 4 neurons would
distinguish between triples, even though the first two layers had only been
trained on pairs. In addition, the network was tested to show whether
individual cells in layer 4 could distinguish between triples even in locations
where the triples were not presented during training. (After Elliffe et al.,
2002.)

then to develop invariant representations in the next layer from
these neurons which already contain evidence on the local spa-
tial arrangement of features. An example might be that with the
object 123, the invariant feature pairs would represent 120, 023,
and 103. Then if neurons at the next layer correspond to combi-
nations of these neurons, the only next layer neurons that would
respond would be those tuned to 123, not to, for example, 213.
The argument is that the low-order spatial-feature combination
neurons in the early stage contain sufficient spatial information
so that a particular combination of those low-order feature com-
bination neurons specifies a unique object, even if the relative
positions of the low-order feature combination neurons are not
known because these neurons are somewhat translation-invariant
(cf. also Fukushima, 1988).

The stimuli used in the experiments of Elliffe et al. (2002) were
constructed from pre-processed component features as discussed
in Section 5.4.4. That is, base stimuli containing a single feature
were constructed and filtered, and then the pairs and triples were
constructed by merging these pre-processed single feature images.
In the first experiment layers 1 and 2 of VisNet were trained with
the 18 feature pairs, each stimulus being presented in sequences of
9 locations across the input. This led to the formation of neurons
that responded to the feature pairs with some translation invari-
ance in layer 2. Then they trained layers 3 and 4 on the 6 feature
triples in the same 9 locations, while allowing no more learning
in layers 1 and 2, and examined whether the output layer of Vis-
Net had developed transform invariant neurons to the 6 triples.
The idea was to test whether layers 3 and 4 could be trained to
produce invariant representations of the triples where the triples
could only be distinguished if the local spatial arrangement of the
features within the triple had effectively to be encoded in order
to distinguish the different triples. The results from this experi-
ment were compared and contrasted with results from three other
experiments which involved different training regimes for layers 1,
2 and layers 3, 4. All four experiments are summarized in Table 5.
Experiment 2 involved no training in layers 1, 2 and 3, 4, with the
synaptic weights left unchanged from their initial random values.
These results are included as a baseline performance with which
to compare results from the other experiments 1, 3, and 4. The
model parameters used in these experiments were as described by
Rolls and Milward (2000) and Rolls and Stringer (2001).

In Figure 21 we present numerical results for the four experi-
ments listed in Table 5. On the left are the single cell information
measures for all top (4th) layer neurons ranked in order of their

Table 5 |The different training regimes used in VisNet experiments 1–4

of Section 5.4.5.

Layers 1, 2 Layers 3, 4

Experiment 1 Trained on pairs Trained on triples

Experiment 2 No training No training

Experiment 3 No training Trained on triples

Experiment 4 Trained on triples Trained on triples

In the no training condition the synaptic weights were left in their initial untrained

random values.

Frontiers in Computational Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 35 | 39

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Rolls Invariant visual object recognition

FIGURE 21 | Numerical results for experiments 1–4 as described inTable 5, with the trace-learning rule (17). On the left are single cell information
measures, and on the right are multiple cell information measures. (After Elliffe et al., 2002.)

invariance to the triples, while on the right are multiple cell infor-
mation measures. To help to interpret these results we can compute
the maximum single cell information measure according to

Maximum single cell information = log2(Number of triples),

(42)

where the number of triples is 6. This gives a maximum single
cell information measure of 2.6 bits for these test cases. First, com-
paring the results for experiment 1 with the baseline performance
of experiment 2 (no training) demonstrates that even with the
first two layers trained to form invariant responses to the pairs,
and then only layers 3 and 4 trained on feature triples, layer 4 is
indeed capable of developing translation-invariant neurons that
can discriminate effectively between the 6 different feature triples.
Indeed, from the single cell information measures it can be seen
that a number of cells have reached the maximum level of perfor-
mance in experiment 1. In addition, the multiple cell information
analysis presented in Figure 21 shows that all the stimuli could be
discriminated from each other by the firing of a number of cells.
Analysis of the response profiles of individual cells showed that a
fourth layer cell could respond to one of the triple feature stimuli
and have no response to any other of the triple feature stimuli
invariantly with respect to location.

A comparison of the results from experiment 1 with those from
experiment 3 (see Table 5 and Figure 21) reveals that training the
first two layers to develop neurons that respond invariantly to
the pairs (performed in experiment 1) actually leads to improved
invariance of 4th layer neurons to the triples, as compared with
when the first two layers are left untrained (experiment 3).

Two conclusions follow from these results (Elliffe et al., 2002).
First, a hierarchical network that seeks to produce invariant repre-
sentations in the way used by VisNet can solve the feature binding
problem. In particular, when feature pairs in layer 2 with some
translation invariance are used as the input to later layers, these
later layers can nevertheless build invariant representations of
objects where all the individual features in the stimulus must
occur in the correct spatial position relative to each other. This

is possible because the feature combination neurons formed in
the first layer (which could be trained just with a Hebb rule) do
respond to combinations of input features in the correct spatial
configuration, partly because of the limited size of their receptive
fields. The second conclusion is that even though early layers can
in this case only respond to small feature subsets, these provide,
with no further training of layers 1 and 2, an adequate basis for
learning to discriminate in layers 3 and 4 stimuli consisting of
combinations of larger numbers of features. Indeed, comparing
results from experiment 1 with experiment 4 (in which all layers
were trained on triples, see Table 5) demonstrates that training
the lower layer neurons to develop invariant responses to the pairs
offers almost as good performance as training all layers on the
triples (see Figure 21).

5.4.6. Stimulus generalization to untrained transforms of new
objects

Another important aspect of the architecture of VisNet is that it
need not be trained with every stimulus in every possible location.
Indeed, part of the hypothesis (Rolls, 1992) is that training early
layers (e.g., 1–3) with a wide range of visual stimuli will set up
feature analyzers in these early layers which are appropriate later
on with no further training of early layers for new objects. For
example, presentation of a new object might result in large num-
bers of low-order feature combination neurons in early layers of
VisNet being active, but the particular set of feature combination
neurons active would be different for the new object. The later lay-
ers of the network (in VisNet, layer 4) would then learn this new
set of active layer 3 neurons as encoding the new object. However,
if the new object was then shown in a new location, the same set of
layer 3 neurons would be active because they respond with spatial
invariance to feature combinations, and given that the layer 3–4
connections had already been set up by the new object, the correct
layer 4 neurons would be activated by the new object in its new
untrained location, and without any further training.

To test this hypothesis Elliffe et al. (2002) repeated the general
procedure of experiment 1 of Section 5.4.5, training layers 1 and
2 with feature pairs, but then instead trained layers 3 and 4 on the
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triples in only 7 of the original 9 locations. The crucial test was
to determine whether VisNet could form top layer neurons that
responded invariantly to the 6 triples when presented over all nine
locations, not just the seven locations at which the triples had been
presented during training.

It was found that VisNet is still able to develop some fourth
layer neurons with perfect invariance, that is which have invari-
ant responses over all nine locations, as shown by the single cell
information analysis. The response profiles of individual fourth
layer cells showed that they can continue to discriminate between
the triples even in the two locations where the triples were not
presented during training. In addition, the multiple cell analysis
showed that a small population of cells was able to discriminate
between all of the stimuli irrespective of location, even though for
two of the test locations the triples had not been trained at those
particular locations during the training of layers 3 and 4.

The use of transformation rules learned by early stages of the
hierarchy to enable later stages to perform correctly on trans-
formed views never seen before of objects is now being investigated
by others (Leibo et al., 2010).

5.4.7. Discussion of feature binding in hierarchical layered
networks

Elliffe et al. (2002) thus first showed (see Section 5.4.4) that hier-
archical feature-detecting neural networks can learn to respond
differently to stimuli that consist of unique combinations of non-
unique input features, and that this extends to stimuli that are
direct subsets or supersets of the features present in other stimuli.

Second Elliffe et al. (2002) investigated (see Section 5.4.5)
the hypothesis that hierarchical layered networks can produce
identification of unique stimuli even when the feature combi-
nation neurons used to define the stimuli are themselves partly
translation-invariant. The stimulus identification should work
correctly because feature combination neurons in which the spa-
tial features are bound together with high-spatial precision are
formed in the first layer. Then at later layers when neurons with
some translation invariance are formed, the neurons neverthe-
less contain information about the relative spatial position of the
original features. There is only then one object which will be con-
sistent with the set of active neurons at earlier layers, which though
somewhat translation-invariant as combination neurons, reflect in
the activity of each neuron information about the original spatial
position of the features. I note that the trace rule training used in
early layers (1 and 2) in Experiments 1 and 4 would set up partly
invariant feature combination neurons, and yet the late layers (3
and 4) were able to produce during training neurons in layer 4
that responded to stimuli that consisted of unique spatial arrange-
ments of lower order feature combinations. Moreover, and very
interestingly Elliffe et al. (2002) were able to demonstrate that Vis-
Net layer 4 neurons would respond correctly to visual stimuli at
untrained locations, provided that the feature subsets had been
trained in early layers of the network at all locations, and that the
whole stimulus had been trained at some locations in the later
layers of the network.

The results described by Elliffe et al. (2002) thus provide one
solution to the feature binding problem. The solution which has
been shown to work in the model is that in a multilayer competitive

network, feature combination neurons which encode the spatial
arrangement of the bound features are formed at intermediate
layers of the network. Then neurons at later layers of the net-
work which respond to combinations of active intermediate-layer
neurons do contain sufficient evidence about the local spatial
arrangement of the features to identify stimuli because the local
spatial arrangement is encoded by the intermediate-layer neurons.
The information required to solve the visual feature binding prob-
lem thus becomes encoded by self-organization into what become
hard-wired properties of the network. In this sense, feature binding
is not solved at run-time by the necessity to instantaneously set up
arbitrary syntactic links between sets of co-active neurons. The
computational solution proposed to the superset/subset aspect
of the binding problem will apply in principle to other multi-
layer competitive networks, although the issues considered here
have not been explicitly addressed in architectures such as the
Neocognitron (Fukushima and Miyake, 1982).

Consistent with these hypotheses about how VisNet operates to
achieve, by layer 4, position-invariant responses to stimuli defined
by combinations of features in the correct spatial arrangement,
investigations of the effective stimuli for neurons in intermediate
layers of VisNet showed as follows. In layer 1, cells responded to
the presence of individual features, or to low-order combinations
of features (e.g., a pair of features) in the correct spatial arrange-
ment at a small number of nearby locations. In layers 2 and 3,
neurons responded to single features or to higher order combina-
tions of features (e.g., stimuli composed of feature triples) in more
locations. These findings provide direct evidence that VisNet does
operate as described above to solve the feature binding problem.

A further issue with hierarchical multilayer architectures such
as VisNet is that false binding errors might occur in the following
way (Mozer, 1991; Mel and Fiser, 2000). Consider the output of
one-layer in such a network in which there is information only
about which pairs are present. How then could a neuron in the
next layer discriminate between the whole stimulus (such as the
triple 123 in the above experiment) and what could be considered a
more distributed stimulus or multiple different stimuli composed
of the separated subparts of that stimulus (e.g., the pairs 120, 023,
103 occurring in 3 of the 9 training locations in the above exper-
iment)? The problem here is to distinguish a single object from
multiple other objects containing the same component combi-
nations (e.g., pairs). We propose that part of the solution to this
general problem in real visual systems is implemented through lat-
eral inhibition between neurons in individual layers, and that this
mechanism, implemented in VisNet, acts to reduce the possibility
of false recognition errors in the following two ways.

First, consider the situation in which neurons in layer N have
learned to represent low-order feature combinations with loca-
tion invariance, and where a neuron n in layer N + 1 has learned
to respond to a particular set � of these feature combinations.
The problem is that neuron n receives the same input from layer
N as long as the same set � of feature combinations is present,
and cannot distinguish between different spatial arrangements of
these feature combinations. The question is how can neuron n
respond only to a particular favored spatial arrangement 9 of
the feature combinations contained within the set �. We suggest
that as the favored spatial arrangement9 is altered by rearranging
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the spatial relationships of the component feature combinations,
the new feature combinations that are formed in new locations
will stimulate additional neurons nearby in layer N + 1, and these
will tend to inhibit the firing of neuron n. Thus, lateral inhibition
within a layer will have the effect of making neurons more selective,
ensuring neuron n responds only to a single spatial arrangement
9 from the set of feature combinations�, and hence reducing the
possibility of false recognition.

The second way in which lateral inhibition may help to reduce
binding errors is through limiting the sparseness of neuronal firing
rates within layers. In our discussion above the spurious stimuli
we suggested that might lead to false recognition of triples were
obtained from splitting up the component feature combinations
(pairs) so that they occurred in separate training locations. How-
ever, this would lead to an increase in the number of features
present in the complete stimulus; triples contain 3 features while
their spurious counterparts would contain 6 features (resulting
from 3 separate pairs). For this trivial example, the increase in the
number of features is not dramatic, but if we consider, say, stimuli
composed of 4 features where the component feature combina-
tions represented by lower layers might be triples, then to form
spurious stimuli we need to use 12 features (resulting from 4 triples
occurring in separate locations). But if the lower layers also rep-
resented all possible pairs then the number of features required in
the spurious stimuli would increase further. In fact, as the size of
the stimulus increases in terms of the number of features, and as
the size of the component feature combinations represented by the
lower layers increases, there is a combinatorial explosion in terms
of the number of features required as we attempt to construct
spurious stimuli to trigger false recognition. And the construction
of such spurious stimuli will then be prevented through setting a
limit on the sparseness of firing rates within layers, which will in
turn set a limit on the number of features that can be represented.
Lateral inhibition is likely to contribute in both these ways to the
performance of VisNet when the stimuli consist of subsets and
supersets of each other, as described in Section 5.4.4.

Another way is which the problem of multiple objects is
addressed is by limiting the size of the receptive fields of inferior
temporal cortex neurons so that neurons in IT respond primarily
to the object being fixated, but with nevertheless some asymme-
try in the receptive fields (see Section 5.9). Multiple objects are
then “seen” by virtue of being added to a visuo-spatial scratchpad
(Rolls, 2008b).

A related issue that arises in this class of network is whether
forming neurons that respond to feature combinations in the way
described here leads to a combinatorial explosion in the number
of neurons required. The solution to this issue that is proposed
is to form only low-order combinations of features at any one
stage of the network (Rolls, 1992; cf. Feldman, 1985). Using low-
order combinations limits the number of neurons required, yet
enables the type of computation that relies on feature combina-
tion neurons that is analyzed here to still be performed. The actual
number of neurons required depends also on the redundancies
present in the statistics of real-world images. Even given these fac-
tors, it is likely that a large number of neurons would be required
if the ventral visual system performs the computation of invari-
ant representations in the manner captured by the hypotheses

implemented in VisNet. Consistent with this, a considerable part
of the non-human primate brain is devoted to visual informa-
tion processing. The fact that large numbers of neurons and a
multilayer organization are present in the primate ventral visual
system is actually thus consistent with the type of model of visual
information processing described here.

5.5. OPERATION IN A CLUTTERED ENVIRONMENT
In this section we consider how hierarchical layered networks of
the type exemplified by VisNet operate in cluttered environments.
Although there has been much work involving object recognition
in cluttered environments with artificial vision systems, many such
systems typically rely on some form of explicit segmentation fol-
lowed by search and template matching procedure (see Ullman,
1996 for a general review). In natural environments, objects may
not only appear against cluttered (natural) backgrounds, but also
the object may be partially occluded. Biological nervous systems
operate in quite a different manner to those artificial vision sys-
tems that rely on search and template matching, and the way in
which biological systems cope with cluttered environments and
partial occlusion is likely to be quite different also.

One of the factors that will influence the performance of
the type of architecture considered here, hierarchically organized
series of competitive networks, which form one class of approaches
to biologically relevant networks for invariant object recognition
(Fukushima, 1980; Poggio and Edelman, 1990; Rolls, 1992, 2008b;
Wallis and Rolls, 1997; Rolls and Treves, 1998), is how lateral inhi-
bition and competition are managed within a layer. Even if an
object is not obscured, the effect of a cluttered background will be
to fire additional neurons, which will in turn to some extent com-
pete with and inhibit those neurons that are specifically tuned to
respond to the desired object. Moreover, where the clutter is adja-
cent to part of the object, the feature analyzing neurons activated
against a blank background might be different from those activated
against a cluttered background, if there is no explicit segmentation
process. We consider these issues next, following investigations of
Stringer and Rolls (2000).

5.5.1. VisNet simulations with stimuli in cluttered backgrounds
In this section we show that recognition of objects learned previ-
ously against a blank background is hardly affected by the presence
of a natural cluttered background. We go on to consider what hap-
pens when VisNet is set the task of learning new stimuli presented
against cluttered backgrounds.

The images used for training and testing VisNet in the sim-
ulations described next performed by Stringer and Rolls (2000)
were specially constructed. There were 7 face stimuli approxi-
mately 64 pixels in height constructed without backgrounds. In
addition there were 3 possible backgrounds: a blank background
(gray-scale 127, where the range is 0–255), and two cluttered back-
grounds as shown in Figure 22 which are 128× 128 pixels in size.
Each image presented to VisNet’s 128× 128 input retina was com-
posed of a single face stimulus positioned at one of 9 locations on
either a blank or cluttered background. The cluttered background
was intended to be like the background against which an object
might be viewed in a natural scene. If a background is used in an
experiment described here, the same background is always used,
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FIGURE 22 | Cluttered backgrounds used in VisNet simulations:
backgrounds 1 and 2 are on the left and right, respectively.

and it is always in the same position, with stimuli moved to dif-
ferent positions on it. The 9 stimulus locations are arranged in a
square grid across the background, where the grid spacings are 32
pixels horizontally or vertically. Before images were presented to
VisNet’s input layer they were pre-processed by the standard set
of input filters which accord with the general tuning profiles of
simple cells in V1 (Hawken and Parker, 1987); full details are given
in Rolls and Milward (2000). To train the network a sequence of
images is presented to VisNet’s retina that corresponds to a single
stimulus occurring in a randomized sequence of the 9 locations
across a background. At each presentation the activation of indi-
vidual neurons is calculated, then their firing rates are calculated,
and then the synaptic weights are updated. After a stimulus has
been presented in all the training locations, a new stimulus is cho-
sen at random and the process repeated. The presentation of all the
stimuli across all locations constitutes 1 epoch of training. In this
manner the network is trained one-layer at a time starting with
layer 1 and finishing with layer 4. In the investigations described
in this subsection, the numbers of training epochs for layers 1–4
were 50, 100, 100, and 75, respectively.

In this experiment (see Stringer and Rolls, 2000, experiment 2),
VisNet was trained with the 7 face stimuli presented on a blank
background, but tested with the faces presented on each of the 2
cluttered backgrounds.

The single and multiple cell information showed perfect per-
formance. Compared to performance when shown against a blank
background, there was very little deterioration in performance
when testing with the faces presented on either of the two cluttered
backgrounds.

This is an interesting result to compare with many artificial
vision systems that would need to carry out computationally inten-
sive serial searching and template matching procedures in order
to achieve such results. In contrast, the VisNet neural network
architecture is able to perform such recognition relatively quickly
through a simple feed-forward computation.

Further results from this experiment showed that different neu-
rons can achieve excellent invariant responses to each of the 7
faces even with the faces presented on a cluttered background.
The response profiles are independent of location but differenti-
ate between the faces in that the responses are maximal for only
one of the faces and minimal for all other faces.

This is an interesting and important result, for it shows that after
learning, special mechanisms for segmentation and for attention
are not needed in order for neurons already tuned by previous
learning to the stimuli to be activated correctly in the output
layer. Although the experiments described here tested for posi-
tion invariance, we predict and would expect that the same results
would be demonstrable for size and view-invariant representations
of objects.

In experiments 3 and 4 of Stringer and Rolls (2000), VisNet
was trained with the 7 face stimuli presented on either one of
the 2 cluttered backgrounds, but tested with the faces presented
on a blank background. Results for this experiment showed poor
performance. The results of experiments 3 and 4 suggest that in
order for a cell to learn invariant responses to different transforms
of a stimulus when it is presented during training in a cluttered
background, some form of segmentation is required in order to
separate the Figure (i.e., the stimulus or object) from the back-
ground. This segmentation might be performed using evidence in
the visual scene about different depths, motions, colors, etc. of the
object from its background. In the visual system, this might mean
combining evidence represented in different cortical areas, and
might be performed by cross-connections between cortical areas
to enable such evidence to help separate the representations of
objects from their backgrounds in the form-representing cortical
areas.

Another mechanism that helps the operation of architectures
such as VisNet and the primate visual system to learn about new
objects in cluttered scenes is that the receptive fields of inferior
temporal cortex neurons become much smaller when objects are
seen against natural backgrounds (Sections 5.8.1 and 5.8). This
will help greatly to learn about new objects that are being fix-
ated, by reducing responsiveness to other features elsewhere in the
scene.

Another mechanism that might help the learning of new objects
in a natural scene is attention. An attentional mechanism might
highlight the current stimulus being attended to and suppress the
effects of background noise, providing a training representation of
the object more like that which would be produced when it is pre-
sented against a blank background. The mechanisms that could
implement such attentional processes are described elsewhere
(Rolls, 2008b). If such attentional mechanisms do contribute to
the development of view-invariance, then it follows that cells in the
temporal cortex may only develop transform invariant responses
to objects to which attention is directed.

Part of the reason for the poor performance in experiments 3
and 4 was probably that the stimuli were always presented against
the same fixed background (for technical reasons), and thus the
neurons learned about the background rather than the stimuli.
Part of the difficulty that hierarchical multilayer competitive net-
works have with learning in cluttered environments may more
generally be that without explicit segmentation of the stimulus
from its background, at least some of the features that should be
formed to encode the stimuli are not formed properly, because the
neurons learn to respond to combinations of inputs which come
partly from the stimulus, and partly from the background. To
investigate this Stringer and Rolls (2000) performed experiment 5
in which layers 1–3 were pre-trained with stimuli to ensure that
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good feature combination neurons for stimuli were available, and
then allowed learning in only layer 4 when stimuli were presented
in the cluttered backgrounds. Layer 4 was then trained in the usual
way with the 7 faces presented against a cluttered background. The
results showed that prior random exposure to the face stimuli led
to much improved performance.

These results demonstrated that the problem of developing
position-invariant neurons to stimuli occurring against clut-
tered backgrounds may be ameliorated by the prior existence of
stimulus-tuned feature-detecting neurons in the early layers of the
visual system, and that these feature-detecting neurons may be
set up through previous exposure to the relevant class of objects.
When tested in cluttered environments, the background clutter
may of course activate some other neurons in the output layer, but
at least the neurons that have learned to respond to the trained
stimuli are activated. The result of this activity is sufficient for
the activity in the output layer to be useful, in the sense that
it can be read-off correctly by a pattern associator connected to
the output layer. Indeed, Stringer and Rolls (2000) tested this by
connecting a pattern associator to layer 4 of VisNet. The pattern
associator had seven neurons, one for each face, and 1,024 inputs,
one from each neuron in layer 4 of VisNet. The pattern associ-
ator learned when trained with a simple associative Hebb rule
(equation (16)) to activate the correct output neuron whenever
one of the faces was shown in any position in the uncluttered
environment. This ability was shown to be dependent on invari-
ant neurons for each stimulus in the output layer of VisNet, for
the pattern associator could not be taught the task if VisNet had
not been previously trained with a trace-learning rule to produce
invariant representations. Then it was shown that exactly the cor-
rect neuron was activated when any of the faces was shown in
any position with the cluttered background. This read-off by a
pattern associator is exactly what we hypothesize takes place in
the brain, in that the inferior temporal visual cortex (where neu-
rons with invariant responses are found) projects to structures
such as the orbitofrontal cortex and amygdala, where associations
between the invariant visual representations and stimuli such as
taste and touch are learned (Rolls and Treves, 1998; Rolls, 1999,
2005, 2008b, 2013; Rolls and Grabenhorst, 2008; Grabenhorst and
Rolls, 2011). Thus testing whether the output of an architecture
such as VisNet can be used effectively by a pattern associator is a
very biologically relevant way to evaluate the performance of this
class of architecture.

5.5.2. Learning invariant representations of an object with multiple
objects in the scene and with cluttered backgrounds

The results of the experiments just described suggest that in order
for a neuron to learn invariant responses to different transforms
of a stimulus when it is presented during training in a cluttered
background, some form of segmentation is required in order to
separate the figure (i.e., the stimulus or object) from the back-
ground. This segmentation might be performed using evidence in
the visual scene about different depths, motions, colors, etc. of the
object from its background. In the visual system, this might mean
combining evidence represented in different cortical areas, and
might be performed by cross-connections between cortical areas
to enable such evidence to help separate the representations of

objects from their backgrounds in the form-representing cortical
areas.

A second way in which training a feature hierarchy network in
a cluttered natural scene may be facilitated follows from the find-
ing that the receptive fields of inferior temporal cortex neurons
shrink from in the order of 70˚ in diameter when only one object
is present in a blank scene to much smaller values of as little as 5–
10˚ close to the fovea in complex natural scenes (Rolls et al., 2003).
The proposed mechanism for this is that if there is an object at the
fovea, this object, because of the high-cortical magnification fac-
tor at the fovea, dominates the activity of neurons in the inferior
temporal cortex by competitive interactions (Trappenberg et al.,
2002; Deco and Rolls, 2004; see Section 5.8). This allows primarily
the object at the fovea to be represented in the inferior temporal
cortex, and, it is proposed, for learning to be about this object, and
not about the other objects in a whole scene.

Third, top-down spatial attention (Deco and Rolls, 2004, 2005a;
Rolls, 2008b) could bias the competition toward a region of visual
space where the object to be learned is located.

Fourth, if object 1 is presented during training with other
different objects present on different trials, then the competitive
networks that are part of VisNet will learn to represent each object
separately, because the features that are part of each object will
be much more strongly associated together, than are those fea-
tures with the other features present in the different objects seen
on some trials during training (Stringer et al., 2007; Stringer and
Rolls, 2008). It is a natural property of competitive networks that
input features that co-occur very frequently together are allocated
output neurons to represent the pattern as a result of the learn-
ing. Input features that do not co-occur frequently, may not have
output neurons allocated to them. This principle may help feature
hierarchy systems to learn representations of individual objects,
even when other objects with some of the same features are present
in the visual scene, but with different other objects on different tri-
als. With this fundamental and interesting property of competitive
networks, it has now become possible for VisNet to self-organize
invariant representations of individual objects, even though each
object is always presented during training with at least one other
object present in the scene (Stringer et al., 2007; Stringer and Rolls,
2008). This has been extended to learning separate representations
of face expression and face identity from the same set of images,
depending on the statistics with which the images are presented
(Tromans et al., 2011); and learning separate representations of
independently rotating objects (Tromans et al., 2012).

5.5.3. VisNet simulations with partially occluded stimuli
In this section we examine the recognition of partially occluded
stimuli. Many artificial vision systems that perform object recog-
nition typically search for specific markers in stimuli, and hence
their performance may become fragile if key parts of a stimulus
are occluded. However, in contrast we demonstrate that the model
of invariance learning in the brain discussed here can continue
to offer robust performance with this kind of problem, and that
the model is able to correctly identify stimuli with considerable
flexibility about what part of a stimulus is visible.

In these simulations (Stringer and Rolls, 2000), training
and testing was performed with a blank background to avoid
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confounding the two separate problems of occlusion and back-
ground clutter. In object recognition tasks, artificial vision systems
may typically rely on being able to locate a small number of key
markers on a stimulus in order to be able to identify it. This
approach can become fragile when a number of these markers
become obscured. In contrast, biological vision systems may gen-
eralize or complete from a partial input as a result of the use of
distributed representations in neural networks, and this could lead
to greater robustness in situations of partial occlusion.

In this experiment (6 of Stringer and Rolls, 2000), the network
was first trained with the 7 face stimuli without occlusion, but dur-
ing testing there were two options: either (i) the top halves of all the
faces were occluded or (ii) the bottom halves of all the faces were
occluded. Since VisNet was tested with either the top or bottom
half of the stimuli no stimulus features were common to the two
test options. This ensures that if performance is good with both
options, the performance cannot be based on the use of a single
feature to identify a stimulus. Results for this experiment are shown
in Figure 23, with single and multiple cell information measures
on the left and right, respectively. When compared with the per-
formance without occlusion (Stringer and Rolls, 2000), Figure 23
shows that there is only a modest drop in performance in the single
cell information measures when the stimuli are partially occluded.

For both options (i) and (ii), even with partially occluded stim-
uli, a number of cells continue to respond maximally to one
preferred stimulus in all locations, while responding minimally
to all other stimuli. However, comparing results from options
(i) and (ii) shows that the network performance is better when
the bottom half of the faces is occluded. This is consistent with
psychological results showing that face recognition is performed
more easily when the top halves of faces are visible rather than
the bottom halves (see Bruce, 1988). The top half of a face will
generally contain salient features, e.g., eyes and hair, that are
particularly helpful for recognition of the individual, and it is
interesting that these simulations appear to further demonstrate
this point. Furthermore, the multiple cell information measures
confirm that performance is better with the upper half of the face

visible (option (ii)) than the lower half (option (i)). When the
top halves of the faces are occluded the multiple cell information
measure asymptotes to a suboptimal value reflecting the difficulty
of discriminating between these more difficult images.

Thus this model of the ventral visual system offers robust
performance with this kind of problem, and the model is able
to correctly identify stimuli with considerable flexibility about
what part of a stimulus is visible, because it is effectively using
distributed representations and associative processing.

5.6. LEARNING 3D TRANSFORMS
In this section we describe investigations of Stringer and Rolls
(2002) which show that trace-learning can in the VisNet archi-
tecture solve the problem of in-depth rotation invariant object
recognition by developing representations of the transforms which
features undergo when they are on the surfaces of 3D objects.
Moreover, it is shown that having learned how features on 3D
objects transform as the object is rotated in-depth, the network
can correctly recognize novel 3D variations within a generic view
of an object which is composed of previously learned feature
combinations.

Rolls’ hypothesis of how object recognition could be imple-
mented in the brain postulates that trace rule learning helps
invariant representations to form in two ways (Rolls, 1992, 1994,
1995, 2000). The first process enables associations to be learned
between different generic 3D views of an object where there are
different qualitative shape descriptors. One example of this would
be the front and back views of an object, which might have very
different shape descriptors. Another example is provided by con-
sidering how the shape descriptors typical of 3D shapes, such as
Y vertices, arrow vertices, cusps, and ellipse shapes, alter when
most 3D objects are rotated in 3 dimensions. At some point in the
3D rotation, there is a catastrophic rearrangement of the shape
descriptors as a new generic view can be seen (Koenderink, 1990).
An example of a catastrophic change to a new generic view is when
a cup being viewed from slightly below is rotated so that one can see
inside the cup from slightly above. The bottom surface disappears,

FIGURE 23 | Effects of partial occlusion of a stimulus: numerical
results for experiment 6 of Stringer and Rolls (2000), with the 7 faces
presented on a blank background during both training and testing.
Training was performed with the whole face. However, during testing there

are two options: either (i) the top half of all the faces are occluded, or (ii)
the bottom half of all the faces are occluded. On the left are single cell
information measures, and on the right are multiple cell information
measures.
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the top surface of the cup changes from a cusp to an ellipse, and the
inside of the cup with a whole set of new features comes into view.
The second process is that within a generic view, as the object
is rotated in-depth, there will be no catastrophic changes in the
qualitative 3D shape descriptors, but instead the quantitative val-
ues of the shape descriptors alter. For example, while the cup is
being rotated within a generic view seen from somewhat below,
the curvature of the cusp forming the top boundary will alter, but
the qualitative shape descriptor will remain a cusp. Trace-learning
could help with both processes. That is, trace-learning could help
to associate together qualitatively different sets of shape descrip-
tors that occur close together in time, and describe, for example,
the generically different views of a cup. Trace-learning could also
help with the second process, and learn to associate together the
different quantitative values of shape descriptors that typically
occur when objects are rotated within a generic view.

We note that there is evidence that some neurons in the inferior
temporal cortex may show the two types of 3D invariance. First
Booth and Rolls (1998) showed that some inferior temporal cor-
tex neurons can respond to different generic views of familiar 3D
objects. Second, some neurons do generalize across quantitative
changes in the values of 3D shape descriptors while faces (Has-
selmo et al., 1989b) and objects (Logothetis et al., 1995; Tanaka,
1996) are rotated within-generic views. Indeed, Logothetis et al.
(1995) showed that a few inferior temporal cortex neurons can
generalize to novel (untrained) values of the quantitative shape
descriptors typical of within-generic view object rotation.

In addition to the qualitative shape descriptor changes that
occur catastrophically between different generic views of an object,
and the quantitative changes of 3D shape descriptors that occur
within a generic view, there is a third type of transform that
must be learned for correct invariant recognition of 3D objects
as they rotate in-depth. This third type of transform is that
which occurs to the surface features on a 3D object as it trans-
forms in-depth. The main aim here is to consider mechanisms
that could enable neurons to learn this third type of transform,
that is how to generalize correctly over the changes in the sur-
face markings on 3D objects that are typically encountered as 3D
objects rotate within a generic view. Examples of the types of
perspectival transforms investigated are shown in Figure 24. Sur-
face markings on the sphere that consist of combinations of three
features in different spatial arrangements undergo characteristic
transforms as the sphere is rotated from 0˚ to −60˚ and +60˚. We
investigated whether the class of architecture exemplified by Vis-
Net, and the trace-learning rule, can learn about the transforms
that surface features of 3D objects typically undergo during 3D
rotation in such a way that the network generalizes across the
change of the quantitative values of the surface features produced
by the rotation, and yet still discriminates between the different
objects (in this case spheres). In the cases being considered, each
object is identified by surface markings that consist of a different
spatial arrangement of the same three features (a horizontal, ver-
tical, and diagonal line, which become arcs on the surface of the
object).

We note that it has been suggested that the finding that neurons
may offer some degree of 3D rotation invariance after training with
a single view (or limited set of views) represents a challenge for

FIGURE 24 | Learning 3D perspectival transforms of features.
Representations of the 6 visual stimuli with 3 surface features (triples)
presented to VisNet during the simulations described in Section 5.6. Each
stimulus is a sphere that is uniquely identified by a unique combination of
three surface features (a vertical, diagonal, and horizontal arc), which occur
in 3 relative positions A, B, and C. Each row shows one of the stimuli
rotated through the 5 different rotational views in which the stimulus is
presented to VisNet. From left to right the rotational views shown are: (i)
–60˚, (ii) –30˚, (iii) 0˚ (central position), (iv) +30˚, and (v) +60˚. (After Stringer
and Rolls, 2002.)

existing trace-learning models, because these models assume that
an initial exposure is required during learning to every transfor-
mation of the object to be recognized (Riesenhuber and Poggio,
1998). Stringer and Rolls (2002) showed as described here that
this is not the case, and that such models can generalize to novel
within-generic views of an object provided that the characteristic
changes that the features show as objects are rotated have been
learned previously for the sets of features when they are present in
different objects.

Elliffe et al. (2002) demonstrated for a 2D system how the exis-
tence of translation-invariant representations of low-order feature
combinations in the early layers of the visual system could allow
correct stimulus identification in the output layer even when the
stimulus was presented in a novel location where the stimulus had
not previously occurred during learning. The proposal was that the
low-order spatial-feature combination neurons in the early stages
contain sufficient spatial information so that a particular combi-
nation of those low-order feature combination neurons specifies
a unique object, even if the relative positions of the low-order fea-
ture combination neurons are not known because these neurons
are somewhat translation-invariant (see Section 5.4.5). Stringer
and Rolls (2002) extended this analysis to feature combinations
on 3D objects, and indeed in their simulations described in this
section therefore used surface markings for the 3D objects that
consisted of triples of features.
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The images used for training and testing VisNet were specially
constructed for the purpose of demonstrating how the trace-
learning paradigm might be further developed to give rise to neu-
rons that are able to respond invariantly to novel within-generic
view perspectives of an object, obtained by rotations in-depth
up to 30˚ from any perspectives encountered during learning.
The stimuli take the form of the surface feature combinations
of 3-dimensional rotating spheres, with each image presented to
VisNet’s retina being a 2-dimensional projection of the surface
features of one of the spheres. Each stimulus is uniquely identi-
fied by two or three surface features, where the surface features
are (1) vertical, (2) diagonal, and (3) horizontal arcs, and where
each feature may be centered at three different spatial positions,
designated A, B, and C, as shown in Figure 24. The stimuli are
thus defined in terms of what features are present and their pre-
cise spatial arrangement with respect to each other. We refer to the
two and three feature stimuli as “pairs” and “triples,” respectively.
Individual stimuli are denoted by three numbers which refer to the
individual features present in positions A, B and C, respectively.
For example, a stimulus with positions A and C containing a verti-
cal and diagonal bar, respectively, would be referred to as stimulus
102, where the 0 denotes no feature present in position B. In total
there are 18 pairs (120, 130, 210, 230, 310, 320, 012, 013, 021, 023,
031, 032, 102, 103, 201, 203, 301, 302) and 6 triples (123, 132, 213,
231, 312, 321).

To train the network each stimulus was presented to VisNet in a
randomized sequence of five orientations with respect to VisNet’s
input retina, where the different orientations are obtained from
successive in-depth rotations of the stimulus through 30˚. That is,
each stimulus was presented to VisNet’s retina from the follow-
ing rotational views: (i) −60˚, (ii) −30˚, (iii) 0˚ (central position
with surface features facing directly toward VisNet’s retina), (iv)
30˚, and (v) 60˚. Figure 24 shows representations of the 6 visual
stimuli with 3 surface features (triples) presented to VisNet dur-
ing the simulations. (For the actual simulations described here,
the surface features and their deformations were what VisNet was
trained and tested with, and the remaining blank surface of each
sphere was set to the same gray-scale as the background.) Each row
shows one of the stimuli rotated through the 5 different rotational
views in which the stimulus is presented to VisNet. At each presen-
tation the activation of individual neurons is calculated, then the
neuronal firing rates are calculated, and then the synaptic weights
are updated. Each time a stimulus has been presented in all the
training orientations, a new stimulus is chosen at random and
the process repeated. The presentation of all the stimuli through
all 5 orientations constitutes 1 epoch of training. In this manner
the network was trained one-layer at a time starting with layer 1
and finishing with layer 4. In the investigations described here, the
numbers of training epochs for layers 1–4 were 50, 100, 100, and
75, respectively.

In experiment 1, VisNet was trained in two stages. In the first
stage, the 18 feature pairs were used as input stimuli, with each
stimulus being presented to VisNet’s retina in sequences of five
orientations as described above. However, during this stage, learn-
ing was only allowed to take place in layers 1 and 2. This led to
the formation of neurons which responded to the feature pairs
with some rotation invariance in layer 2. In the second stage, we

used the 6 feature triples as stimuli, with learning only allowed
in layers 3 and 4. However, during this second training stage, the
triples were only presented to VisNet’s input retina in the first 4
orientations (i–iv). After the two stages of training were completed
Stringer and Rolls (2002) examined whether the output layer of
VisNet had formed top layer neurons that responded invariantly
to the 6 triples when presented in all 5 orientations, not just the 4
in which the triples had been presented during training. To pro-
vide baseline results for comparison, the results from experiment
1 were compared with results from experiment 2 which involved
no training in layers 1, 2 and 3, 4, with the synaptic weights left
unchanged from their initial random values.

In Figure 25 numerical results are given for the experiments
described. On the left are the single cell information measures for
all top (4th) layer neurons ranked in order of their invariance to the
triples, while on the right are multiple cell information measures.
To help to interpret these results we can compute the maximum
single cell information measure according to

Maximum single cell information = log2(Number of triples),

(43)

where the number of triples is 6. This gives a maximum single cell
information measure of 2.6 bits for these test cases. The informa-
tion results from the experiment demonstrate that even with the
triples presented to the network in only four of the five orientations
during training, layer 4 is indeed capable of developing rotation
invariant neurons that can discriminate effectively between the 6
different feature triples in all 5 orientations, that is with correct
recognition from all five perspectives. In addition, the multiple
cell information for the experiment reaches the maximal level of
2.6 bits, indicating that the network as a whole is capable of perfect
discrimination between the 6 triples in any of the 5 orientations.

These results may be compared with the very poor baseline
performance from the control experiment, where no learning was
allowed before testing.

Stringer and Rolls (2002) also performed a control experiment
to show that the network really had learned invariant repre-
sentations specific to the kinds of 3D deformations undergone
by the surface features as the objects rotated in-depth. In the
control experiment the network was trained on “spheres” with
non-deformed surface features; and then as predicted the network
failed to operate correctly when it was tested with objects with the
features present in the transformed way that they appear on the
surface of a real 3D object.

Stringer and Rolls (2002) were thus able to show how trace-
learning can form neurons that can respond invariantly to novel
rotational within-generic view perspectives of an object, obtained
by within-generic view 3D rotations up to 30˚ from any view
encountered during learning. They were able to show in addi-
tion that this could occur for a novel view of an object which was
not an interpolation from previously shown views. This was possi-
ble given that the low-order feature combination sets from which
an object was composed had been learned about in early layers of
VisNet previously. The within-generic view transform invariant
object recognition described was achieved through the develop-
ment of true 3-dimensional representations of objects based on
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FIGURE 25 | Learning 3D perspectival transforms of features. Numerical results for experiments 1 and 2: on the left are single cell information measures,
and on the right are multiple cell information measures. (After Stringer and Rolls, 2002.)

3-dimensional features and feature combinations, which, unlike
2-dimensional feature combinations, are invariant under moder-
ate in-depth rotations of the object. Thus, in a sense, these rotation
invariant representations encode a form of 3-dimensional knowl-
edge with which to interpret the visual input from the real-world,
that is able provide a basis for robust rotation invariant object
recognition with novel perspectives. The particular finding in the
work described here was that VisNet can learn how the surface
features on 3D objects transform as the object is rotated in-depth,
and can use knowledge of the characteristics of the transforms
to perform 3D object recognition. The knowledge embodied in
the network is knowledge of the 3D properties of objects, and in
this sense assists the recognition of 3D objects seen from different
views.

The process investigated by Stringer and Rolls (2002) will only
allow invariant object recognition over moderate 3D object rota-
tions, since rotating an object through a large angle may lead to a
catastrophic change in the appearance of the object that requires
the new qualitative 3D shape descriptors to be associated with
those of the former view. In that case, invariant object recogni-
tion must rely on the first process referred to at the start of this
Section (6) in order to associate together the different generic
views of an object to produce view-invariant object identification.
For that process, association of a few cardinal or generic views is
likely to be sufficient (Koenderink, 1990). The process described in
this section of learning how surface features transform is likely to
make a major contribution to the within-generic view transform
invariance of object identification and recognition.

5.7. CAPACITY OF THE ARCHITECTURE, AND INCORPORATION OF A
TRACE RULE INTO A RECURRENT ARCHITECTURE WITH OBJECT
ATTRACTORS

One issue that has not been considered extensively so far is the
capacity of hierarchical feed-forward networks of the type exem-
plified byVisNet that are used for invariant object recognition. One
approach to this issue is to note that VisNet operates in the general
mode of a competitive network, and that the number of different
stimuli that can be categorized by a competitive network is in the
order of the number of neurons in the output layer (Rolls, 2008b).

Given that the successive layers of the real visual system (V1, V2,
V4, posterior inferior temporal cortex, anterior inferior temporal
cortex) are of the same order of magnitude, VisNet is designed to
work with the same number of neurons in each successive layer.
(Of course the details are worth understanding further. V1 is, for
example, somewhat larger than earlier layers, but on the other
hand serves the dorsal as well as the ventral stream of visual corti-
cal processing.) The hypothesis is that because of redundancies in
the visual world, each layer of the system by its convergence and
competitive categorization can capture sufficient of the statistics
of the visual input at each stage to enable correct specification
of the properties of the world that specify objects. For example,
V1 does not compute all possible combinations of a few lateral
geniculate inputs, but instead represents linear series of geniculate
inputs to form edge-like and bar-like feature analyzers, which are
the dominant arrangement of pixels found at the small scale in
natural visual scenes. Thus the properties of the visual world at
this stage can be captured by a small proportion of the total num-
ber of combinations that would be needed if the visual world were
random. Similarly, at a later stage of processing, just a subset of all
possible combinations of line or edge analyzers would be needed,
partly because some combinations are much more frequent in the
visual world, and partly because the coding because of conver-
gence means that what is represented is for a larger area of visual
space (that is, the receptive fields of the neurons are larger), which
also leads to economy and limits what otherwise would be a com-
binatorial need for feature analyzers at later layers. The hypothesis
thus is that the effects of redundancies in the input space of stimuli
that result from the statistical properties of natural images (Field,
1987), together with the convergent architecture with competi-
tive learning at each stage, produces a system that can perform
invariant object recognition for large numbers of objects. Large in
this case could be within one or two orders of magnitude of the
number of neurons in any one-layer of the network (or cortical
area in the brain). The extent to which this can be realized can
be explored with simulations of the type implemented in VisNet,
in which the network can be trained with natural images which
therefore reflect fully the natural statistics of the stimuli presented
to the real brain.
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We should note that a rich variety of information in perceptual
space may be represented by subtle differences in the distributed
representation provided by the output of the visual system. At
the same time, the actual number of different patterns that may be
stored in, for example, a pattern associator connected to the output
of the visual system is limited by the number of input connections
per neuron from the output neurons of the visual system (Rolls,
2008b). One essential function performed by the ventral visual
system is to provide an invariant representation which can be read
by a pattern associator in such a way that if the pattern associ-
ator learns about one view of the object, then the visual system
allows generalization to another view of the same object, because
the same output neurons are activated by the different view. In the
sense that any view can and must activate the same output neurons
of the visual system (the input to the associative network), then
we can say the invariance is made explicit in the representation.
Making some properties of an input representation explicit in an
output representation has a major function of enabling associa-
tive networks that use visual inputs in, for example, recognition,
episodic memory, emotion and motivation to generalize correctly,
that is invariantly with respect to image transforms that are all
consistent with the same object in the world (Rolls and Treves,
1998).

Another approach to the issue of the capacity of networks
that use trace learning to associate together different instances
(e.g., views) of the same object is to reformulate the issue in
the context of autoassociation (attractor) networks, where ana-
lytic approaches to the storage capacity of the network are well
developed (Amit, 1989; Rolls and Treves, 1998; Rolls, 2008b).
This approach to the storage capacity of networks that associate
together different instantiations of an object to form invariant
representations has been developed by Parga and Rolls (1998) and
Elliffe et al. (2000), and is described next.

In this approach, the storage capacity of a recurrent net-
work which performs, for example, view-invariant recognition of
objects by associating together different views of the same object
which tend to occur close together in time, was studied (Parga
and Rolls, 1998; Elliffe et al., 2000). The architecture with which
the invariance is computed is a little different to that described
earlier. In the model of Rolls (1992, 1994, 1995), Wallis and Rolls
(1997), Rolls and Milward (2000) Rolls and Stringer (2006), the
post-synaptic memory trace enabled different afferents from the
preceding stage to modify onto the same post-synaptic neuron
(see Figure 26). In that model there were no recurrent connections
between the neurons, although such connections were one way in
which it was postulated the memory trace might be implemented,
by simply keeping the representation of one view or aspect active
until the next view appeared. Then an association would occur
between representations that were active close together in time
(within, e.g., 100–300 ms).

In the model developed by Parga and Rolls (1998) and Elliffe
et al. (2000), there is a set of inputs with fixed synaptic weights to a
network. The network itself is a recurrent network,with a trace rule
incorporated in the recurrent collaterals (see Figure 27). When
different views of the same object are presented close together in
time, the recurrent collaterals learn using the trace rule that the
different views are of the same object. After learning, presentation

FIGURE 26 |The learning scheme implemented in VisNet. A
trace-learning rule is implemented in the feed-forward inputs to a
competitive network.

of any of the views will cause the network to settle into an attractor
that represents all the views of the object, that is which is a view-
invariant representation of an object. (In this Section, the different
exemplars of an object which need to be associated together are
called views, for simplicity, but could at earlier stages of the hierar-
chy represent, for example, similar feature combinations (derived
from the same object) in different positions in space.)

We envisage a set of neuronal operations which set up a synaptic
weight matrix in the recurrent collaterals by associating together
because of their closeness in time the different views of the same
object.

In more detail Parga and Rolls (1998) considered two main
approaches. First, one could store in a synaptic weight matrix the s
views of an object. This consists of equally associating all the views
to each other, including the association of each view with itself.
Choosing in Figure 28 an example such that objects are defined
in terms of five different views, this might produce (if each view
produced firing of one neuron at a rate of 1) a block of 5× 5 pairs
of views contributing to the synaptic efficacies each with value
1. Object 2 might produce another block of synapses of value 1
further along the diagonal, and symmetric about it. Each object
or memory could then be thought of as a single attractor with a
distributed representation involving five elements (each element
representing a different view).

Then the capacity of the system in terms of the number Po of
objects that can be stored is just the number of separate attractors
which can be stored in the network. For random fully distributed
patterns this is as shown numerically by Hopfield (1982)

Po = 0.14 C (44)

where there are C inputs per neuron (and N =C neurons if the
network is fully connected). Now the synaptic matrix envisaged
here does not consist of random fully distributed binary elements,
but instead we will assume has a sparseness a= s/N, where s is
the number of views stored for each object, from any of which
the whole representation of the object must be recognized. In this
case, one can show (Gardner, 1988; Tsodyks and Feigel’man, 1988;
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FIGURE 27 |The learning scheme considered by Parga and Rolls (1998)
and Elliffe et al. (2000). There are inputs to the network from the preceding
stage via unmodifiable synapses, and a trace or pairwise associative learning

rule is implemented in the recurrent collateral synapses of an autoassociative
memory to associate together the different exemplars (e.g., views) of the
same object.

FIGURE 28 | A schematic illustration of the first type of associations contributing to the synaptic matrix considered by Parga and Rolls (1998). Object 1
(O1) has five views labeled v 1 to v 5, etc. The matrix is formed by associating the pattern presented in the columns with itself, that is with the same pattern
presented as rows.

Treves and Rolls, 1991) that the number of objects that can be
stored and correctly retrieved is

Po =
k C

a ln (1/a)
(45)

where C is the number of synapses on each neuron devoted to the
recurrent collaterals from other neurons in the network, and k is
a factor that depends weakly on the detailed structure of the rate
distribution, on the connectivity pattern, etc., but is approximately
in the order of 0.2–0.3. A problem with this proposal is that as the

number of views of each object increases to a large number (e.g.,
>20), the network will fail to retrieve correctly the internal repre-
sentation of the object starting from any one view (which is only
a fraction 1/s of the length of the stored pattern that represents an
object).

The second approach, taken by Parga and Rolls (1998) and
Elliffe et al. (2000), is to consider the operation of the network
when the associations between pairs of views can be described
by a matrix that has the general form shown in Figure 29. Such
an association matrix might be produced by different views of an
object appearing after a given view with equal probability, and
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FIGURE 29 | A schematic illustration of the second and main type of
associations contributing to the synaptic matrix considered by Parga
and Rolls (1998) and Elliffe et al. (2000). Object 1 (O1) has five views

labeled v 1 to v 5, etc. The association of any one view with itself has
strength 1, and of any one with another view of the same object has
strength b.

synaptic modification occurring of the view with itself (giving
rise to the diagonal term), and of any one view with that which
immediately follows it.

The same weight matrix might be produced not only by pair-
wise association of successive views because the association rule
allows for associations over the short-time scale of, e.g., 100–
200 ms, but might also be produced if the synaptic trace had an
exponentially decaying form over several hundred milliseconds,
allowing associations with decaying strength between views sepa-
rated by one or more intervening views. The existence of a regime,
for values of the coupling parameter between pairs of views in a
finite interval, such that the presentation of any of the views of
one object leads to the same attractor regardless of the particular
view chosen as a cue, is one of the issues treated by Parga and
Rolls (1998) and Elliffe et al. (2000). A related problem also dealt
with was the capacity of this type of synaptic matrix: how many
objects can be stored and retrieved correctly in a view-invariant
way? Parga and Rolls (1998) and Elliffe et al. (2000) showed that
the number grows linearly with the number of recurrent collateral
connections received by each neuron. Some of the groundwork
for this approach was laid by the work of Amit and collaborators
(Amit, 1989; Griniasty et al., 1993).

A variant of the second approach is to consider that the remain-
ing entries in the matrix shown in Figure 29 all have a small value.
This would be produced by the fact that sometimes a view of one
object would be followed by a view of a different object, when, for
example, a large saccade was made, with no explicit resetting of
the trace. On average, any one object would follow another rarely,
and so the case is considered when all the remaining associations
between pairs of views have a low value.

Parga and Rolls (1998) and Elliffe et al. (2000) were able to show
that invariant object recognition is feasible in attractor neural
networks in the way described. The system is able to store and
retrieve in a view-invariant way an extensive number of objects,
each defined by a finite set of views. What is implied by extensive
is that the number of objects is proportional to the size of the
network. The crucial factor that defines this size is the number of
connections per neuron. In the case of the fully connected net-
works considered in this section, the size is thus proportional to

the number of neurons. To be particular, the number of objects
that can be stored is 0.081 N /5, when there are five views of each
object. The number of objects is 0.073 N /11, when there are eleven
views of each object. This is an interesting result in network terms,
in that s views each represented by an independent random set
of active neurons can, in the network described, be present in the
same “object” attraction basin. It is also an interesting result in
neurophysiological terms, in that the number of objects that can
be represented in this network scales linearly with the number of
recurrent connections per neuron. That is, the number of objects
Po that can be stored is approximately

Po =
k C

s
(46)

where C is the number of synapses on each neuron devoted to
the recurrent collaterals from other neurons in the network, s is
the number of views of each object, and k is a factor that is in the
region of 0.07–0.09 (Parga and Rolls, 1998).

Although the explicit numerical calculation was done for a
rather small number of views for each object (up to 11), the basic
result, that the network can support this kind of “object” phase, is
expected to hold for any number of views (the only requirement
being that it does not increase with the number of neurons). This
is of course enough: once an object is defined by a set of views,
when the network is presented with a somewhat different stimulus
or a noisy version of one of them it will still be in the attraction
basin of the object attractor.

Parga and Rolls (1998) thus showed that multiple (e.g., “view”)
patterns could be within the basin of attraction of a shared (e.g.,
“object”) representation, and that the capacity of the system was
proportional to the number of synapses per neuron divided by the
number of views of each object.

Elliffe et al. (2000) extended the analysis of Parga and Rolls
(1998) by showing that correct retrieval could occur where
retrieval “view” cues were distorted; where there was some associ-
ation between the views of different objects; and where there was
only partial and indeed asymmetric connectivity provided by the
associatively modified recurrent collateral connections in the net-
work. The simulations also extended the analysis by showing that
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the system can work well with sparse patterns, and indeed that
the use of sparse patterns increases (as expected) the number of
objects that can be stored in the network.

Taken together, the work described by Parga and Rolls (1998)
and Elliffe et al. (2000) introduced the idea that the trace rule
used to build invariant representations could be implemented in
the recurrent collaterals of a neural network (as well as or as an
alternative to its incorporation in the forward connections from
one-layer to another incorporated in VisNet), and provided a pre-
cise analysis of the capacity of the network if it operated in this
way. In the brain, it is likely that the recurrent collateral connec-
tions between cortical pyramidal cells in visual cortical areas do
contribute to building invariant representations, in that if they
are associatively modifiable, as seems likely, and because there is
continuing firing for typically 100–300 ms after a stimulus has
been shown, associations between different exemplars of the same
object that occur together close in time would almost necessar-
ily become built into the recurrent synaptic connections between
pyramidal cells.

Invariant representation of faces in the context of attractor
neural networks has also been discussed by Bartlett and Sejnowski
(1997) in terms of a model where different views of faces are
presented in a fixed sequence (Griniasty et al., 1993). This is
not however the general situation; normally any pair of views
can be seen consecutively and they will become associated. The
model described by Parga and Rolls (1998) treats this more general
situation.

I wish to note the different nature of the invariant object recog-
nition problem studied here, and the paired associate learning
task studied by Miyashita (1988), Miyashita and Chang (1988),
and Sakai and Miyashita (1991). In the invariant object recogni-
tion case no particular learning protocol is required to produce an
activity of the inferior temporal cortex cells responsible for invari-
ant object recognition that is maintained for 300 ms. The learning
can occur rapidly, and the learning occurs between stimuli (e.g.,
different views) which occur with no intervening delay. In the
paired associate task, which had the aim of providing a model of
semantic memory, the monkeys must learn to associate together
two stimuli that are separated in time (by a number of seconds),
and this type of learning can take weeks to train. During the delay
period the sustained activity is rather low in the experiments, and
thus the representation of the first stimulus that remains is weak,
and can only poorly be associated with the second stimulus. How-
ever, formally the learning mechanism could be treated in the same
way as that used by Parga and Rolls (1998) for invariant object
recognition. The experimental difference is just that in the paired
associate task used by Miyashita et al., it is the weak memory of
the first stimulus that is associated with the second stimulus. In
contrast, in the invariance learning, it would be the firing activity
being produced by the first stimulus (not the weak memory of
the first stimulus) that can be associated together. It is possible
that the perirhinal cortex makes a useful contribution to invariant
object recognition by providing a short-term memory that helps
successive views of the same objects to become associated together
(Buckley et al., 2001; Rolls et al., 2005a).

The mechanisms described here using an attractor network
with a trace associative learning rule would apply most naturally

when a small number of representations need to be associ-
ated together to represent an object. One example is associat-
ing together what is seen when an object is viewed from dif-
ferent perspectives. Another example is scale, with respect to
which neurons early in the visual system tolerate scale changes
of approximately 1.5 octaves, so that the whole scale range could
be covered by associating together a limited number of such
representations (see Chapter 5 of Rolls and Deco (2002) and
Figure 1). The mechanism would not be so suitable when a
large number of different instances would need to be associ-
ated together to form an invariant representation of objects, as
might be needed for translation invariance. For the latter, the
standard model of VisNet with the associative trace-learning rule
implemented in the feed-forward connections (or trained by con-
tinuous spatial transformation learning as described in Section
5.10) would be more appropriate. However, both types of mech-
anism, with the trace rule in the feed-forward or in recurrent
collateral synapses, could contribute (separately or together) to
achieve invariant representations. Part of the interest of the attrac-
tor approach described in this section is that it allows analytic
investigation.

Another approach to training invariance is the purely asso-
ciative mechanism continuous spatial transformation learning,
described in Section 5.10. With this training procedure, the capac-
ity is increased with respect to the number of training locations,
with, for example, 169 training locations producing translation-
invariant representations for two face stimuli (Perry et al., 2010).
When we scaled up the 32× 32 VisNet used for most of the inves-
tigations described here to 128× 128 neurons per layer in the
VisNetL specified in Table 1, it was demonstrated that perfect
translation-invariant representations were produced over at least
1,089 locations for 5 objects. Thus the indications are that scaling
up the size of VisNet does markedly improve performance, and
in this case allows invariant representations for 5 objects across
more than 1,000 locations to be trained with continuous spatial
transformation learning (Perry et al., 2010).

It will be of interest in future research to investigate how the
VisNet architecture, whether trained with a trace or purely asso-
ciative rule, scales up with respect to capacity as the number of
neurons in the system increases further. More distributed repre-
sentations in the output layer may also help to increase the capacity.
In recent investigations, we have been able to train VisNetL (i.e.,
128× 128 neurons in each layer, a 256× 256 input image, and 8
spatial frequencies for the Gabor filters as shown in Table 4) on
a view-invariance learning problem, and have found good scal-
ing up with respect to the original VisNet (i.e., 32× 32 neurons
in each layer, a 64× 64 input image, and 4 spatial frequencies for
the filters). For example, VisNetL can learn with the trace rule
perfect invariant representations of 32 objects each shown in 24
views (T. J. Webb and E. T. Rolls, recent observations). The objects
were made with Blender 3D modeling software, so the image views
generated were carefully controlled for lighting, background inten-
sity, etc. When trained on half of these views for each object,
with the other half used for cross-validation testing, the perfor-
mance was reasonable at approximately 68% correct for the 32
objects, and having the full set of 8 spatial frequencies did improve
performance.
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5.8. VISION IN NATURAL SCENES – EFFECTS OF BACKGROUND
VERSUS ATTENTION

Object-based attention refers to attention to an object. For exam-
ple, in a visual search task the object might be specified as what
should be searched for, and its location must be found. In spa-
tial attention, a particular location in a scene is pre-cued, and the
object at that location may need to be identified. Here we consider
some of the neurophysiology of object selection and attention in
the context of a feature hierarchy approach to invariant object
recognition. The computational mechanisms of attention, includ-
ing top-down biased competition, are described elsewhere (Rolls
and Deco, 2002; Deco and Rolls, 2005b; Rolls, 2008b).

5.8.1. Neurophysiology of object selection and translation
invariance in the inferior temporal visual cortex

Much of the neurophysiology, psychophysics, and modeling of
attention has been with a small number, typically two, of objects
in an otherwise blank scene. In this Section, I consider how atten-
tion operates in complex natural scenes, and in particular describe
how the inferior temporal visual cortex operates to enable the
selection of an object in a complex natural scene (see also Rolls
and Deco, 2006). The inferior temporal visual cortex contains dis-
tributed and invariant representations of objects and faces (Rolls
and Baylis, 1986; Hasselmo et al., 1989a; Tovee et al., 1994; Rolls
and Tovee, 1995b; Rolls et al., 1997b; Booth and Rolls, 1998; Rolls,
2000, 2007a,b,c, 2011b; Rolls and Deco, 2002; Rolls and Treves,
2011).

To investigate how attention operates in complex natural
scenes, and how information is passed from the inferior temporal
cortex (IT) to other brain regions to enable stimuli to be selected
from natural scenes for action, Rolls et al. (2003) analyzed the
responses of inferior temporal cortex neurons to stimuli presented

in complex natural backgrounds. The monkey had to search for
two objects on a screen, and a touch of one object was rewarded
with juice, and of another object was punished with saline (see
Figure 3 for a schematic illustration and Figure 30 for a version of
the display with examples of the stimuli shown to scale). Neuronal
responses to the effective stimuli for the neurons were compared
when the objects were presented in the natural scene or on a plain
background. It was found that the overall response of the neuron
to objects was hardly reduced when they were presented in natural
scenes, and the selectivity of the neurons remained. However, the
main finding was that the magnitudes of the responses of the neu-
rons typically became much less in the real scene the further the
monkey fixated in the scene away from the object (see Figure 4). A
small receptive field size has also been found in inferior temporal
cortex neurons when monkeys have been trained to discriminate
closely spaced small visual stimuli (DiCarlo and Maunsell, 2003).

It is proposed that this reduced translation invariance in natural
scenes helps an unambiguous representation of an object which
may be the target for action to be passed to the brain regions
that receive from the primate inferior temporal visual cortex. It
helps with the binding problem, by reducing in natural scenes the
effective receptive field of at least some inferior temporal cortex
neurons to approximately the size of an object in the scene.

It is also found that in natural scenes, the effect of object-based
attention on the response properties of inferior temporal cortex
neurons is relatively small, as illustrated in Figure 31 (Rolls et al.,
2003).

5.8.2. Attention and translation invariance in natural scenes – a
computational account

The results summarized in Figure 31 for 5˚ stimuli show that the
receptive fields were large (77.6˚) with a single stimulus in a blank

FIGURE 30 |The visual search task. The monkey had to search for and
touch an object (in this case a banana) when shown in a complex natural
scene, or when shown on a plain background. In each case a second

object is present (a bottle) which the monkey must not touch. The stimuli
are shown to scale. The screen subtended 70˚×55˚ (After Rolls et al.,
2003.)

Frontiers in Computational Neuroscience www.frontiersin.org June 2012 | Volume 6 | Article 35 | 53

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Rolls Invariant visual object recognition

FIGURE 31 | Summary of the receptive field sizes of inferior temporal
cortex neurons to a 5˚ effective stimulus presented in either a blank
background (blank screen) or in a natural scene (complex background).
The stimulus that was a target for action in the different experimental
conditions is marked by T. When the target stimulus was touched, a reward
was obtained. The mean receptive field diameter of the population of
neurons analyzed, and the mean firing rate in spikes/s, is shown. The
stimuli subtended 5˚×3.5˚ at the retina, and occurred on each trial in a
random position in the 70˚×55˚ screen. The dashed circle is proportional to
the receptive field size. Top row: responses with one visual stimulus in a
blank (left) or complex (right) background. Middle row: responses with two
stimuli, when the effective stimulus was not the target of the visual search.
Bottom row: responses with two stimuli, when the effective stimulus was
the target of the visual search. (After Rolls et al., 2003.)

background (top left), and were greatly reduced in size (to 22.0˚)
when presented in a complex natural scene (top right). The results
also show that there was little difference in receptive field size or

firing rate in the complex background when the effective stimu-
lus was selected for action (bottom right, 19.2˚), and when it was
not (middle right, 15.6˚; Rolls et al., 2003). (For comparison, the
effects of attention against a blank background were much larger,
with the receptive field increasing from 17.2˚ to 47.0˚ as a result
of object-based attention, as shown in Figure 31, left middle and
bottom.)

Trappenberg et al. (2002) have suggested what underlying
mechanisms could account for these findings, and simulated a
model to test the ideas. The model utilizes an attractor network
representing the inferior temporal visual cortex (implemented
by the recurrent connections between inferior temporal cortex
neurons), and a neural input layer with several retinotopically
organized modules representing the visual scene in an earlier visual
cortical area such as V4 (see Figure 32). The attractor network
aspect of the model produces the property that the receptive fields
of IT neurons can be large in blank scenes by enabling a weak
input in the periphery of the visual field to act as a retrieval cue for
the object attractor. On the other hand, when the object is shown
in a complex background, the object closest to the fovea tends to
act as the retrieval cue for the attractor, because the fovea is given
increased weight in activating the IT module because the magni-
tude of the input activity from objects at the fovea is greatest due
to the higher magnification factor of the fovea incorporated into
the model. This results in smaller receptive fields of IT neurons in
complex scenes, because the object tends to need to be close to the
fovea to trigger the attractor into the state representing that object.
(In other words, if the object is far from the fovea, then it will not
trigger neurons in IT which represent it, because neurons in IT are
preferentially being activated by another object at the fovea.) This
may be described as an attractor model in which the competition
for which attractor state is retrieved is weighted toward objects at
the fovea.

Attentional top-down object-based inputs can bias the com-
petition implemented in this attractor model, but have relatively
minor effects (in, for example, increasing receptive field size) when
they are applied in a complex natural scene, as then as usual the
stronger forward inputs dominate the states reached. In this net-
work, the recurrent collateral connections may be thought of as
implementing constraints between the different inputs present,
to help arrive at firing in the network which best meets the con-
straints. In this scenario, the preferential weighting of objects close
to the fovea because of the increased magnification factor at the
fovea is a useful principle in enabling the system to provide use-
ful output. The attentional object biasing effect is much more
marked in a blank scene, or a scene with only two objects present
at similar distances from the fovea, which are conditions in which
attentional effects have frequently been examined. The results of
the investigation (Trappenberg et al., 2002) thus suggest that top-
down attention may be a much more limited phenomenon in
complex, natural, scenes than in reduced displays with one or two
objects present. The results also suggest that the alternative prin-
ciple, of providing strong weight to whatever is close to the fovea,
is an important principle governing the operation of the inferior
temporal visual cortex, and in general of the output of the visual
system in natural environments. This principle of operation is
very important in interfacing the visual system to action systems,
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FIGURE 32 |The architecture of the inferior temporal cortex (IT) model
ofTrappenberg et al. (2002) operating as an attractor network with
inputs from the fovea given preferential weighting by the greater
magnification factor of the fovea. The model also has a top-down
object-selective bias input. The model was used to analyze how object
vision and recognition operate in complex natural scenes.

because the effective stimulus in making inferior temporal cortex
neurons fire is in natural scenes usually on or close to the fovea.
This means that the spatial coordinates of where the object is in
the scene do not have to be represented in the inferior temporal
visual cortex, nor passed from it to the action selection system,
as the latter can assume that the object making IT neurons fire is
close to the fovea in natural scenes.

There may of course be in addition a mechanism for object
selection that takes into account the locus of covert attention when

actions are made to locations not being looked at. However, the
simulations described in this section suggest that in any case covert
attention is likely to be a much less significant influence on visual
processing in natural scenes than in reduced scenes with one or
two objects present.

Given these points, one might question why inferior temporal
cortex neurons can have such large receptive fields, which show
translation invariance. At least part of the answer to this may be
that inferior temporal cortex neurons must have the capability
to be large if they are to deal with large objects. A V1 neuron,
with its small receptive field, simply could not receive input from
all the features necessary to define an object. On the other hand,
inferior temporal cortex neurons may be able to adjust their size
to approximately the size of objects, using in part the interactive
effects involved in attention (Rolls, 2008b), and need the capabil-
ity for translation invariance because the actual relative positions
of the features of an object could be at different relative positions
in the scene. For example, a car can be recognized whichever way
it is viewed, so that the parts (such as the bonnet or hood) must
be identifiable as parts wherever they happen to be in the image,
though of course the parts themselves also have to be in the correct
relative positions, as allowed for by the hierarchical feature analysis
architecture described in this paper.

Some details of the simulations follow. Each independent mod-
ule within “V4” in Figure 32 represents a small part of the visual
field and receives input from earlier visual areas represented by an
input vector for each possible location which is unique for each
object. Each module was 6˚ in width, matching the size of the
objects presented to the network. For the simulations Trappen-
berg et al. (2002) chose binary random input vectors representing
objects with N V4aV4 components set to ones and the remaining
N V4(1− aV4) components set to zeros. N V4 is the number of nodes
in each module and aV4 is the sparseness of the representation
which was set to be aV4

= 0.2 in the simulations.
The structure labeled “IT” represents areas of visual association

cortex such as the inferior temporal visual cortex and cortex in the
anterior part of the superior temporal sulcus in which neurons
provide distributed representations of faces and objects (Booth
and Rolls, 1998; Rolls, 2000). Nodes in this structure are governed
by leaky integrator dynamics with time constant τ

τ
dhIT

i (t )

dt
= −hIT

i (t )+
∑

j

(
w IT

ij − c IT
)

y IT
j (t )

+

∑
k

w IT−V4
ik yV4

k (t )+ kIT_BIASI OBJ
i . (47)

The firing rate y IT
i of the ith node is determined by a sigmoidal

function from the activation hIT
i as follows

y IT
i (t ) =

1

1+ exp
[
−2β

(
hIT

i (t )− α
)] , (48)

where the parameters β = 1 and α= 1 represent the gain and the
bias, respectively.

The recognition functionality of this structure is modeled as an
attractor neural network (ANN) with trained memories indexed
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by µ representing particular objects. The memories are formed
through Hebbian learning on sparse patterns,

w IT
ij = kIT

∑
µ

(
ξ
µ
i − aIT

) (
ξ
µ
j − aIT

)
, (49)

where kIT (set to 1 in the simulations) is a normalization constant
that depends on the learning rate, aIT

= 0.2 is the sparseness of the
training pattern in IT, and ξµi are the components of the pattern

used to train the network. The constant c IT in equation (47) rep-
resents the strength of the activity-dependent global inhibition
simulating the effects of inhibitory interneurons. The external
“top-down” input vector I OBJ produces object-selective inputs,
which are used as the attentional drive when a visual search task
is simulated. The strength of this object bias is modulated by the
value of kIT_BIAS in equation (47).

The weights w IT−V4
ij between the V4 nodes and IT nodes were

trained by Hebbian learning of the form

w IT−V4
ij = kIT−V4 (k)

∑
µ

(
ξ
µ
i − aV 4) (ξµj − aIT

)
. (50)

to produce object representations in IT based on inputs in V4. The
normalizing modulation factor kIT−V4(k) allows the gain of inputs
to be modulated as a function of their distance from the fovea, and
depends on the module k to which the presynaptic node belongs.
The model supports translation-invariant object recognition of a
single object in the visual field if the normalization factor is the
same for each module and the model is trained with the objects
placed at every possible location in the visual field. The translation
invariance of the weight vectors between each “V4” module and
the IT nodes is however explicitly modulated in the model by the
module-dependent modulation factor kIT−V4(k) as indicated in
Figure 32 by the width of the lines connecting V4 with IT. The
strength of the foveal V4 module is strongest, and the strength
decreases for modules representing increasing eccentricity. The
form of this modulation factor was derived from the parameter-
ization of the cortical magnification factors given by Dow et al.
(1981).

To study the ability of the model to recognize trained objects
at various locations relative to the fovea the system was trained
on a set of objects. The network was then tested with distorted
versions of the objects, and the “correlation” between the target
object and the final state of the attractor network was taken as a
measure of the performance. The correlation was estimated from
the normalized dot product between the target object vector that
was used during training the IT network, and the state of the IT
network after a fixed amount of time sufficient for the network
to settle into a stable state. The objects were always presented on
backgrounds with some noise (introduced by flipping 2% of the
bits in the scene which were not the test stimulus) in order to utilize
the properties of the attractor network, and because the input to
IT will inevitably be noisy under normal conditions of operation.

In the first simulation only one object was present in the visual
scene in a plain (blank) background at different eccentricities from
the fovea. As shown in Figure 33A by the line labeled “blank back-
ground,” the receptive fields of the neurons were very large. The

FIGURE 33 | Correlations as measured by the normalized dot product
between the object vector used to train IT and the state of the IT
network after settling into a stable state with a single object in the
visual scene (blank background) or with other trained objects at all
possible locations in the visual scene (natural background). There is no
object bias included in the results shown in graph (A), whereas an object
bias is included in the results shown in (B) with k IT_BIAS

=0.7 in the
experiments with a natural background and k IT_BIAS

=0.1 in the experiments
with a blank background. (After Trappenberg et al., 2002.)

value of the object bias kIT_BIAS was set to 0 in these simulations.
Good object retrieval (indicated by large correlations) was found
even when the object was far from the fovea, indicating large IT
receptive fields with a blank background. The reason that any drop
is seen in performance as a function of eccentricity is because flip-
ping 2% of the bits outside the object introduces some noise into
the recall process. This demonstrates that the attractor dynamics
can support translation-invariant object recognition even though
the translation-invariant weight vectors between V4 and IT are
explicitly modulated by the modulation factor kIT−V4 derived from
the cortical magnification factor.

In a second simulation individual objects were placed at all
possible locations in a natural and cluttered visual scene. The
resulting correlations between the target pattern and the asymp-
totic IT state are shown in Figure 33A with the line labeled“natural
background.” Many objects in the visual scene are now competing
for recognition by the attractor network, and the objects around
the foveal position are enhanced through the modulation fac-
tor derived from the cortical magnification factor. This results
in a much smaller size of the receptive field of IT neurons when
measured with objects in natural backgrounds.

In addition to this major effect of the background on the size
of the receptive field, which parallels and may account for the
physiological findings outlined above and in Section 5.8.1, there
is also a dependence of the size of the receptive fields on the level
of object bias provided to the IT network. Examples are shown in
Figure 33B where an object bias was used. The object bias biases
the IT network toward the expected object with a strength deter-
mined by the value of kIT−BIAS, and has the effect of increasing the
size of the receptive fields in both blank and natural backgrounds
(see Figure 33B compared to Figure 33A). This models the effect
found neurophysiologically (Rolls et al., 2003).

Some of the conclusions are as follows (Trappenberg et al.,
2002). When single objects are shown in a scene with a blank
background, the attractor network helps neurons to respond to an
object with large eccentricities of this object relative to the fovea
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of the agent. When the object is presented in a natural scene, other
neurons in the inferior temporal cortex become activated by the
other effective stimuli present in the visual field, and these forward
inputs decrease the response of the network to the target stimu-
lus by a competitive process. The results found fit well with the
neurophysiological data, in that IT operates with almost complete
translation invariance when there is only one object in the scene,
and reduces the receptive field size of its neurons when the object
is presented in a cluttered environment. The model described here
provides an explanation of the responses of real IT neurons in
natural scenes.

In natural scenes, the model is able to account for the neuro-
physiological data that the IT neuronal responses are larger when
the object is close to the fovea, by virtue of fact that objects close to
the fovea are weighted by the cortical magnification factor related
modulation kIT−V4.

The model accounts for the larger receptive field sizes from the
fovea of IT neurons in natural backgrounds if the target is the
object being selected compared to when it is not selected (Rolls
et al., 2003). The model accounts for this by an effect of top-down
bias which simply biases the neurons toward particular objects
compensating for their decreasing inputs produced by the decreas-
ing magnification factor modulation with increasing distance from
the fovea. Such object-based attention signals could originate in
the prefrontal cortex and could provide the object bias for the
inferior temporal visual cortex (Renart et al., 2000; Rolls, 2008b).

Important properties of the architecture for obtaining the
results just described are the high magnification factor at the fovea
and the competition between the effects of different inputs, imple-
mented in the above simulation by the competition inherent in an
attractor network.

We have also been able to obtain similar results in a hierarchical
feed-forward network where each layer operates as a competitive
network (Deco and Rolls, 2004). This network thus captures many
of the properties of our hierarchical model of invariant object
recognition (Rolls, 1992; Wallis and Rolls, 1997; Rolls and Mil-
ward, 2000; Stringer and Rolls, 2000, 2002; Rolls and Stringer,
2001, 2006, 2007; Elliffe et al., 2002; Rolls and Deco, 2002; Stringer
et al., 2006), but incorporates in addition a foveal magnification
factor and top-down projections with a dorsal visual stream so
that attentional effects can be studied, as shown in Figure 34.

Deco and Rolls (2004) trained the network shown in Figure 34
with two objects, and used the trace-learning rule (Wallis and
Rolls, 1997; Rolls and Milward, 2000) in order to achieve trans-
lation invariance. In a first experiment we placed only one object
on the retina at different distances from the fovea (i.e., different
eccentricities relative to the fovea). This corresponds to the blank
background condition. In a second experiment, we also placed the
object at different eccentricities relative to the fovea, but on a clut-
tered natural background. Larger receptive fields were found with
the blank as compared to the cluttered natural background.

Deco and Rolls (2004) also studied the influence of object-
based attentional top-down bias on the effective size of the recep-
tive field of an inferior temporal cortex neuron for the case of
an object in a blank or a cluttered background. To do this, they
repeated the two simulations but now considered a non-zero top-
down bias coming from prefrontal area 46v and impinging on

the inferior temporal cortex neuron specific for the object tested.
When no attentional object bias was introduced, a shrinkage of
the receptive field size was observed in the complex vs the blank
background. When attentional object bias was introduced, the
shrinkage of the receptive field due to the complex background was
somewhat reduced. This is consistent with the neurophysiological
results (Rolls et al., 2003). In the framework of the model (Deco
and Rolls, 2004), the reduction of the shrinkage of the receptive
field is due to the biasing of the competition in the inferior tem-
poral cortex layer in favor of the specific IT neuron tested, so that
it shows more translation invariance (i.e., a slightly larger recep-
tive field). The increase of the receptive field size of an IT neuron,
although small, produced by the external top-down attentional
bias offers a mechanism for facilitation of the search for specific
objects in complex natural scenes (Rolls, 2008b).

I note that it is possible that a “spotlight of attention” (Desi-
mone and Duncan, 1995) can be moved covertly away from the
fovea (Rolls, 2008b). However, at least during normal visual search
tasks in natural scenes, the neurons are sensitive to the object at
which the monkey is looking, that is primarily to the object that
is on the fovea, as shown by Rolls et al. (2003) and Aggelopoulos
and Rolls (2005), and described in Sections 1 and 9.

5.9. THE REPRESENTATION OF MULTIPLE OBJECTS IN A SCENE
When objects have distributed representations, there is a prob-
lem of how multiple objects (whether the same or different) can
be represented in a scene, because the distributed representa-
tions overlap, and it may not be possible to determine whether
one has an amalgam of several objects, or a new object (Mozer,
1991), or multiple instances of the same object, let alone the
relative spatial positions of the objects in a scene. Yet humans
can determine the relative spatial locations of objects in a scene
even in short presentation times without eye movements (Bieder-
man, 1972; and this has been held to involve some spotlight of
attention). Aggelopoulos and Rolls (2005) analyzed this issue by
recording from single inferior temporal cortex neurons with five
objects simultaneously present in the receptive field. They found
that although all the neurons responded to their effective stim-
ulus when it was at the fovea, some could also respond to their
effective stimulus when it was in some but not other parafoveal
positions 10˚ from the fovea. An example of such a neuron is shown
in Figure 35. The asymmetry is much more evident in a scene
with 5 images present (Figure 35A) than when only one image is
shown on an otherwise blank screen (Figure 35B). Competition
between different stimuli in the receptive field thus reveals the
asymmetry in the receptive field of inferior temporal visual cortex
neurons.

The asymmetry provides a way of encoding the position of
multiple objects in a scene. Depending on which asymmetric neu-
rons are firing, the population of neurons provides information to
the next processing stage not only about which image is present at
or close to the fovea, but where it is with respect to the fovea.

Simulations with VisNet with an added layer to simulate hip-
pocampal scene memory have demonstrated that receptive field
asymmetry appears when multiple objects are simultaneously
present because of the probabilistic connectivity from the preced-
ing stage which introduces asymmetry, which becomes revealed
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FIGURE 34 | Cortical architecture for hierarchical and attention-based
visual perception after Deco and Rolls (2004). The system is essentially
composed of five modules structured such that they resemble the two known
main visual paths of the mammalian visual cortex. Information from the
retino-geniculo-striate pathway enters the visual cortex through area V1 in the
occipital lobe and proceeds into two processing streams. The
occipital-temporal stream leads ventrally through V2–V4 and IT (inferior

temporal visual cortex), and is mainly concerned with object recognition. The
occipito-parietal stream leads dorsally into PP (posterior parietal complex),
and is responsible for maintaining a spatial map of an object’s location. The
solid lines with arrows between levels show the forward connections, and
the dashed lines the top-down backprojections. Short-term memory systems
in the prefrontal cortex (PF46) apply top-down attentional bias to the object or
spatial processing streams. (After Deco and Rolls, 2004.)
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FIGURE 35 | (A) The responses (firing rate with the spontaneous rate
subtracted, means± sem) of an inferior temporal cortex neuron when
tested with 5 stimuli simultaneously present in the close (10˚)
configuration with the parafoveal stimuli located 10˚ from the fovea.
(B) The responses of the same neuron when only the effective

stimulus was presented in each position. The firing rate for each
position is that when the effective stimulus (in this case the hand) for
the neuron was in that position. The p value is that from the ANOVA
calculated over the four parafoveal positions. (After Aggelopoulos and
Rolls, 2005.)

by the enhanced lateral inhibition when multiple objects are
presented simultaneously (Rolls et al., 2008).

The information in the inferior temporal visual cortex is pro-
vided by neurons that have firing rates that reflect the relevant
information, and stimulus-dependent synchrony is not necessary
(Aggelopoulos and Rolls, 2005). Top-down attentional biasing
input could thus, by biasing the appropriate neurons, facilitate
bottom-up information about objects without any need to alter
the time relations between the firing of different neurons. The
exact position of the object with respect to the fovea, and effec-
tively thus its spatial position relative to other objects in the scene,
would then be made evident by the subset of asymmetric neurons
firing.

This is thus the solution that these experiments (Aggelopoulos
and Rolls, 2005; Rolls et al., 2008) indicate is used for the represen-
tation of multiple objects in a scene, an issue that has previously
been difficult to account for in neural systems with distributed
representations (Mozer, 1991) and for which “attention” has been
a proposed solution.

The learning of invariant representations of objects when mul-
tiple objects are present in a scene is considered in Section 5.5.2.

5.10. LEARNING INVARIANT REPRESENTATIONS USING SPATIAL
CONTINUITY: CONTINUOUS SPATIAL TRANSFORMATION
LEARNING

The temporal continuity typical of objects has been used in an
associative learning rule with a short-term memory trace to help
build invariant object representations in the networks described
previously in this paper. Stringer et al. (2006) showed that spa-
tial continuity can also provide a basis for helping a system to
self-organize invariant representations. They introduced a new
learning paradigm“continuous spatial transformation (CT) learn-
ing” which operates by mapping spatially similar input patterns
to the same post-synaptic neurons in a competitive learning sys-
tem. As the inputs move through the space of possible continuous
transforms (e.g., translation, rotation, etc.), the active synapses
are modified onto the set of post-synaptic neurons. Because other
transforms of the same stimulus overlap with previously learned
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exemplars, a common set of post-synaptic neurons is activated by
the new transforms, and learning of the new active inputs onto the
same post-synaptic neurons is facilitated.

The concept is illustrated in Figure 36. During the presenta-
tion of a visual image at one position on the retina that activates
neurons in layer 1, a small winning set of neurons in layer 2 will
modify (through associative learning) their afferent connections
from layer 1 to respond well to that image in that location. When
the same image appears later at nearby locations, so that there
is spatial continuity, the same neurons in layer 2 will be activated
because some of the active afferents are the same as when the image
was in the first position. The key point is that if these afferent con-
nections have been strengthened sufficiently while the image is in
the first location, then these connections will be able to continue
to activate the same neurons in layer 2 when the image appears
in overlapping nearby locations. Thus the same neurons in the
output layer have learned to respond to inputs that have similar
vector elements in common.

As can be seen in Figure 36, the process can be continued for
subsequent shifts, provided that a sufficient proportion of input
cells stay active between individual shifts. This whole process is
repeated throughout the network, both horizontally as the image
moves on the retina, and hierarchically up through the network.
Over a series of stages, transform invariant (e.g., location invari-
ant) representations of images are successfully learned, allowing
the network to perform invariant object recognition. A similar CT
learning process may operate for other kinds of transformation,
such as change in view or size.

Stringer et al. (2006) demonstrated that VisNet can be trained
with continuous spatial transformation learning to form view-
invariant representations. They showed that CT learning requires
the training transforms to be relatively close together spatially so
that spatial continuity is present in the training set; and that the
order of stimulus presentation is not crucial, with even inter-
leaving with other objects possible during training, because it
is spatial continuity rather the temporal continuity that drives
the self-organizing learning with the purely associative synaptic
modification rule.

Perry et al. (2006) extended these simulations with VisNet of
view-invariant learning using CT to more complex 3D objects, and
using the same training images in human psychophysical investiga-
tions, showed that view-invariant object learning can occur when
spatial but not temporal continuity applies in a training condition
in which the images of different objects were interleaved. How-
ever, they also found that the human view-invariance learning was
better if sequential presentation of the images of an object was
used, indicating that temporal continuity is an important factor in
human invariance learning.

Perry et al. (2010) extended the use of continuous spatial trans-
formation learning to translation invariance. They showed that
translation-invariant representations can be learned by continu-
ous spatial transformation learning; that the transforms must be
close for this to occur; that the temporal order of presentation of
each transformed image during training is not crucial for learn-
ing to occur; that relatively large numbers of transforms can be
learned; and that such continuous spatial transformation learning
can be usefully combined with temporal trace training.

FIGURE 36 | An illustration of how continuous spatial transformation
(CT) learning would function in a network with a single-layer of
forward synaptic connections between an input layer of neurons and
an output layer. Initially the forward synaptic weights are set to random
values. The top part (A) shows the initial presentation of a stimulus to the
network in position 1. Activation from the (shaded) active input cells is
transmitted through the initially random forward connections to stimulate
the cells in the output layer. The shaded cell in the output layer wins the
competition in that layer. The weights from the active input cells to the
active output neuron are then strengthened using an associative learning
rule. The bottom part (B) shows what happens after the stimulus is shifted
by a small amount to a new partially overlapping position 2. As some of the
active input cells are the same as those that were active when the stimulus
was presented in position 1, the same output cell is driven by these
previously strengthened afferents to win the competition again. The
rightmost shaded input cell activated by the stimulus in position 2, which
was inactive when the stimulus was in position 1, now has its connection
to the active output cell strengthened (denoted by the dashed line). Thus
the same neuron in the output layer has learned to respond to the two
input patterns that have similar vector elements in common. As can be
seen, the process can be continued for subsequent shifts, provided that a
sufficient proportion of input cells stay active between individual shifts.
(After Stringer et al., 2006.)

5.11. LIGHTING INVARIANCE
Object recognition should occur correctly even despite variations
of lighting. In an investigation of this, Rolls and Stringer (2006)
trained VisNet on a set of 3D objects generated with OpenGL in
which the viewing angle and lighting source could be indepen-
dently varied (see Figure 37). After training with the trace rule
on all the 180 views (separated by 1˚, and rotated about the ver-
tical axis in Figure 37) of each of the four objects under the left
lighting condition, we tested whether the network would recog-
nize the objects correctly when they were shown again, but with
the source of the lighting moved to the right so that the objects
appeared different (see Figure 37). With this protocol, lighting
invariant object recognition by VisNet was demonstrated (Rolls
and Stringer, 2006).
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FIGURE 37 | Lighting invariance. VisNet was trained on a set of 3D objects
(cube, tetrahedron, octahedron, and torus) generated with OpenGL in which
for training the objects had left lighting, and for testing the objects had right

lighting. Just one view of each object is shown in the Figure, but for training
and testing 180 views of each object separated by 1˚ were used. (After Rolls
and Stringer, 2006.)

Some insight into the good performance with a change of light-
ing is that some neurons in the inferior temporal visual cortex
respond to the outlines of 3D objects (Vogels and Biederman,
2002), and these outlines will be relatively consistent across light-
ing variations. Although the features about the object represented
in VisNet will include more than the representations of the out-
lines, the network may because it uses distributed representations
of each object generalize correctly provided that some of the fea-
tures are similar to those present during training. Under very
difficult lighting conditions, it is likely that the performance of
the network could be improved by including variations in the
lighting during training, so that the trace rule could help to
build representations that are explicitly invariant with respect to
lighting.

5.12. INVARIANT GLOBAL MOTION IN THE DORSAL VISUAL SYSTEM
A key issue in understanding the cortical mechanisms that under-
lie motion perception is how we perceive the motion of objects
such as a rotating wheel invariantly with respect to position on
the retina, and size. For example, we perceive the wheel shown in
Figure 38A rotating clockwise independently of its position on the
retina. This occurs even though the local motion for the wheels in
the different positions may be opposite. How could this invariance
of the visual motion perception of objects arise in the visual sys-
tem? Invariant motion representations are known to be developed
in the cortical dorsal visual system. Motion-sensitive neurons in
V1 have small receptive fields (in the range 1–2˚ at the fovea), and
can therefore not detect global motion, and this is part of the aper-
ture problem (Wurtz and Kandel, 2000b). Neurons in MT, which
receives inputs from V1 and V2, have larger receptive fields (e.g.,
5˚ at the fovea), and are able to respond to planar global motion,
such as a field of small dots in which the majority (in practice
as few as 55%) move in one direction, or to the overall direction
of a moving plaid, the orthogonal grating components of which
have motion at 45˚ to the overall motion (Movshon et al., 1985;
Newsome et al., 1989). Further on in the dorsal visual system,
some neurons in macaque visual area MST (but not MT) respond

to rotating flow fields or looming with considerable translation
invariance (Graziano et al., 1994; Geesaman and Andersen, 1996).
In the cortex in the anterior part of the superior temporal sulcus,
which is a convergence zone for inputs from the ventral and dor-
sal visual systems, some neurons respond to object-based motion,
for example, to a head rotating clockwise but not anticlockwise,
independently of whether the head is upright or inverted which
reverses the optic flow across the retina (Hasselmo et al., 1989b).

In a unifying hypothesis with the design of the ventral cortical
visual system Rolls and Stringer (2007) proposed that the dorsal
visual system uses a hierarchical feed-forward network architec-
ture (V1, V2, MT, MSTd, parietal cortex) with training of the
connections with a short-term memory trace associative synaptic
modification rule to capture what is invariant at each stage. The
principle is illustrated in Figure 38A. Simulations showed that the
proposal is computationally feasible, in that invariant representa-
tions of the motion flow fields produced by objects self-organize in
the later layers of the architecture (see examples in Figures 38B–E).
The model produces invariant representations of the motion flow
fields produced by global in-plane motion of an object, in-plane
rotational motion, looming vs receding of the object. The model
also produces invariant representations of object-based rotation
about a principal axis. Thus it is proposed that the dorsal and
ventral visual systems may share some unifying computational
principles Rolls and Stringer (2007). Indeed, the simulations of
Rolls and Stringer (2007) used a standard version of VisNet, with
the exception that instead of using oriented bar receptive fields as
the input to the first layer, local motion flow fields provided the
inputs.

6. LEARNING INVARIANT REPRESENTATIONS OF SCENES
AND PLACES

The primate hippocampal system has neurons that respond to a
view of a spatial scene, or when that location in a scene is being
looked at in the dark or when it is obscured (Rolls et al., 1997a,
1998; Robertson et al., 1998; Georges-François et al., 1999; Rolls
and Xiang, 2006; Rolls, 2008b). The representation is relatively
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FIGURE 38 | (A) Two rotating wheels at different locations rotating in
opposite directions. The local flow field is ambiguous. Clockwise or
counterclockwise rotation can only be diagnosed by a global flow
computation, and it is shown how the network is expected to solve the
problem to produce position-invariant global motion-sensitive neurons.
One rotating wheel is presented at any one time, but the need is to
develop a representation of the fact that in the case shown the rotating
flow field is always clockwise, independently of the location of the flow
field. (B–D) Translation invariance, with training on 9 locations. (B) Single
cell information measures showing that some layer 4 neurons have

perfect performance of 1 bit (clockwise vs anticlockwise) after training
with the trace rule, but not with random initial synaptic weights in the
untrained control condition. (C) The multiple cell information measure
shows that small groups of neurons have perfect performance. (D)
Position invariance illustrated for a single cell from layer 4, which
responded only to the clockwise rotation, and for every one of the 9
positions. (E) Size-invariance illustrated for a single cell from layer 4,
which after training with three different radii of rotating wheel,
responded only to anticlockwise rotation, independently of the size of
the rotating wheels. (After Rolls and Stringer, 2007.)

invariant with respect to the position of the macaque in the envi-
ronment, and of head direction, and eye position. The requirement
for these spatial view neurons is that a position in the spatial scene

is being looked at. (There is an analogous set of place neurons
in the rat hippocampus that respond in this case when the rat is
in a given position in space, relatively invariantly with respect to
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head direction (McNaughton et al., 1983; O’Keefe, 1984; Muller
et al., 1991).) How might these spatial view neurons be set up in
primates?

Before addressing this, it is useful to consider the difference
between a spatial view or scene representation, and an object rep-
resentation. An object can be moved to different places in space or
in a spatial scene. An example is a motor car that can be moved to
different places in space. The object is defined by a combination
of features or parts in the correct relative spatial position, but its
representation is independent of where it is in space. In contrast, a
representation of space has objects in defined relative spatial posi-
tions, which cannot be moved relative to one another in space. An
example might be Trafalgar Square, in which Nelson’s column is in
the middle, and the National Gallery and St Martin’s in the Fields
church are at set relative locations in space, and cannot be moved
relative to one another. This draws out the point that there may
be some computational similarities between the construction of
an objects and of a scene or a representation of space, but there
are also important differences in how they are used. In the present
context we are interested in how the brain may set up a spatial
view representation in which the relative position of the objects in
the scene defines the spatial view. That spatial view representation
may be relatively invariant with respect to the exact position from
which the scene is viewed (though extensions are needed if there
are central objects in a space through which one moves).

It is now possible to propose a unifying hypothesis of the rela-
tion between the ventral visual system, and primate hippocampal
spatial view representations (Rolls, 2008b; Rolls et al., 2008). Let
us consider a computational architecture in which a fifth layer is
added to the VisNet architecture, as illustrated in Figure 39. In

the anterior inferior temporal visual cortex, which corresponds to
the fourth layer of VisNet, neurons respond to objects, but sev-
eral objects close to the fovea (within approximately 10˚) can be
represented because many object-tuned neurons have asymmet-
ric receptive fields with respect to the fovea (Aggelopoulos and
Rolls, 2005; see Section 5.9). If the fifth layer of VisNet performs
the same operation as previous layers, it will form neurons that
respond to combinations of objects in the scene with the positions
of the objects relative spatially to each other incorporated into the
representation (as described in Section 5.4). The result will be spa-
tial view neurons in the case of primates when the visual field of
the primate has a narrow focus (due to the high-resolution fovea),
and place cells when as in the rat the visual field is very wide (De
Araujo et al., 2001; Rolls, 2008b). The trace-learning rule in layer
5 should help the spatial view or place fields that develop to be
large and single, because of the temporal continuity that is inher-
ent when the agent moves from one part of the view or place space
to another, in the same way as has been shown for the entorhinal
grid cell to hippocampal place cell mapping (Rolls et al., 2006b;
Rolls, 2008b).

The hippocampal dentate granule cells form a network
expected to be important in this competitive learning of spa-
tial view or place representations based on visual inputs. As the
animal navigates through the environment, different spatial view
cells would be formed. Because of the overlapping fields of adja-
cent spatial view neurons, and hence their coactivity as the animal
navigates, recurrent collateral associative connections at the next
stage of the system, CA3, could form a continuous attractor rep-
resentation of the environment (Rolls, 2008b). We thus have a
hypothesis for how the spatial representations are formed as a

FIGURE 39 | Adding a fifth layer, corresponding to the
parahippocampal gyrus/hippocampal system, after the inferior
temporal visual cortex (corresponding to layer 4) may lead to the
self-organization of spatial view/place cells in layer 5 when whole
scenes are presented (see text). Convergence in the visual system is

shown in the earlier layers. Right – as it occurs in the brain. V1, visual
cortex area V1; TEO, posterior inferior temporal cortex; TE, inferior
temporal cortex (IT). Left – as implemented in VisNet (layers 1–4).
Convergence through the network is designed to provide fourth layer
neurons with information from across the entire input retina.
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natural extension of the hierarchically organized competitive net-
works in the ventral visual system. The expression of such spatial
representations in CA3 may be particularly useful for associating
those spatial representations with other inputs, such as objects or
rewards (Rolls, 2008b).

We have performed simulations to test this hypothesis with
VisNet simulations with conceptually a fifth layer added (Rolls
et al., 2008). Training now with whole scenes that consist of a set
of objects in a given fixed spatial relation to each other results
in neurons in the added layer that respond to one of the trained
whole scenes, but do not respond if the objects in the scene are
rearranged to make a new scene from the same objects. The for-
mation of these scene-specific representations in the added layer is
related to the fact that in the inferior temporal cortex (Aggelopou-
los and Rolls, 2005), and in the VisNet model (Rolls et al., 2008),
the receptive fields of inferior temporal cortex neurons shrink and
become asymmetric when multiple objects are present simultane-
ously in a natural scene. This also provides a solution to the issue
of the representation of multiple objects, and their relative spatial
positions, in complex natural scenes (Rolls, 2008b).

Consistently, in a more artificial network trained by gradient
ascent with a goal function that included forming relatively time
invariant representations and decorrelating the responses of neu-
rons within each layer of the 5-layer network, place-like cells were
formed at the end of the network when the system was trained with
a real or simulated robot moving through spatial environments
(Wyss et al., 2006), and slowness as an asset in learning spatial
representations has also been investigated by others (Wiskott and
Sejnowski, 2002; Wiskott, 2003; Franzius et al., 2007). It will be
interesting to test whether spatial view cells develop in a VisNet
fifth layer if trained with foveate views of the environment, or place
cells if trained with wide angle views of the environment (cf. De
Araujo et al., 2001), and the utility of testing this with a VisNet-like
architecture is that it is embodies a biologically plausible imple-
mentation based on neuronally plausible competitive learning and
a short-term memory trace-learning rule.

It is an interesting part of the hypothesis just described that
because spatial views and places are defined by the relative spatial
positions of fixed landmarks (such a buildings), slow learning of
such representations over a number of trials might be useful, so
that the neurons come to represent spatial views or places, and do
not learn to represent a random collection of moveable objects
seen once in conjunction. In this context, an alternative brain
region to the dentate gyrus for this next layer of VisNet-like pro-
cessing might be the parahippocampal areas that receive from the
inferior temporal visual cortex. Spatial view cells are present in the
parahippocampal areas (Rolls et al., 1997a, 1998, 2005b; Robertson
et al., 1998; Georges-François et al., 1999), and neurons with place-
like fields (though in some cases as a grid, Hafting et al., 2005)
are found in the rat medial entorhinal cortex (Moser and Moser,
1998; Brun et al., 2002; Fyhn et al., 2004; Moser, 2004). These spa-
tial view and place-like representations could be formed in these
regions as, effectively, an added layer to VisNet. Moreover, these
cortical regions have recurrent collateral connections that could
implement a continuous attractor representation. Alternatively,
it is possible that these parahippocampal spatial representations
reflect the effects of backprojections from the hippocampus to the

entorhinal cortex and thus to parahippocampal areas. In either
case, it is an interesting and unifying hypothesis that an effect of
adding an additional layer to VisNet-like ventral stream visual pro-
cessing might with training in a natural environment lead to the
self-organization, using the same principles as in the ventral visual
stream, of spatial view or place representations in parahippocam-
pal or hippocampal areas (Rolls, 2008b; Rolls et al., 2008). Such
spatial view representations are relatively invariant with respect
to the position from which the scene is viewed (Georges-François
et al., 1999), but are selective to the relative spatial position of the
objects that define the spatial view (Rolls, 2008b; Rolls et al., 2008).

7. FURTHER APPROACHES TO INVARIANT OBJECT
RECOGNITION

A related approach to invariant object recognition is described
by Riesenhuber and Poggio (1999b), and builds on the hypothesis
that not just shift invariance (as implemented in the Neocognitron
of Fukushima (1980)), but also other invariances such as scale,
rotation, and even view, could be built into a feature hierarchy
system, as suggested by Rolls (1992) and incorporated into Vis-
Net (Wallis et al., 1993; Wallis and Rolls, 1997; Rolls and Milward,
2000; Rolls and Stringer, 2007; Rolls, 2008b; see also Perrett and
Oram, 1993). The approach of Riesenhuber and Poggio (1999b)
and its developments (Riesenhuber and Poggio, 1999a, 2000; Serre
et al., 2007a,b,c) is a feature hierarchy approach that uses alter-
nate “simple cell” and “complex cell” layers in a way analogous to
(Fukushima, 1980; see Figure 40).

The function of each S cell layer is to build more complicated
features from the inputs, and works by template matching. The
function of each “C” cell layer is to provide some translation
invariance over the features discovered in the preceding simple cell
layer (as in Fukushima, 1980), and operates by performing a MAX
function on the inputs. The non-linear MAX function makes a
complex cell respond only to whatever is the highest activity input
being received, and is part of the process by which invariance is
achieved according to this proposal. This C layer process involves
“implicitly scanning over afferents of the same type differing in
the parameter of the transformation to which responses should
be invariant (for instance, feature size for scale invariance), and
then selecting the best-matching afferent” (Riesenhuber and Pog-
gio, 1999b). Brain mechanisms by which this computation could
be set up are not part of the scheme, and the model does not
incorporate learning in its architecture, so does not yet provide a
biologically plausible model of invariant object recognition. The
model receives as its inputs a set of symmetric spatial-frequency
filters that are closely spaced in spatial-frequency, and maps these
through pairs of convergence followed by MAX function layers,
without learning. Whatever output appears in the final layer is
then tested with a support vector machine to measure how well
the output can be used by this very powerful subsequent learning
stage to categorize different types of image. Whether that is a good
test of invariance learning is a matter for discussion (Pinto et al.,
2008; see Section 8). The approach taken in VisNet is that instead
of using a benchmark test of image exemplars from which to learn
categories (Serre et al., 2007a,b,c), instead VisNet is trained to gen-
eralize across transforms of objects that provide the training set.
However, the fact that the model of Poggio, Riesenhuber, Serre and
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FIGURE 40 | Sketch of Riesenhuber and Poggio’s (1999a,b) model of invariant object recognition. The model includes layers of “S” cells which perform
template matching (solid lines), and “C” cells (solid lines) which pool information by a non-linear MAX function to achieve invariance (see text). (After
Riesenhuber and Poggio, 1999a,b.)

colleagues does use a hierarchical approach to object recognition
does represent useful convergent thinking toward how invariant
object recognition may be implemented in the brain. Similarly,
the approach of training a five-layer network with a more artificial
gradient ascent approach with a goal function that does how-
ever include forming relatively time invariant representations and
decorrelating the responses of neurons within each layer (Wyss
et al., 2006; both processes that have their counterpart in VisNet),
also reflects convergent thinking.

Further evidence consistent with the approach developed in the
investigations of VisNet described in this paper comes from psy-
chophysical studies. Wallis and Bülthoff (1999) and Perry et al.
(2006) describe psychophysical evidence for learning of view-
invariant representations by experience, in that the learning can
be shown in special circumstances to be affected by the temporal
sequence in which different views of objects are seen.

Another related approach, from the machine learning area, is
that of convolutional networks. Convolutional Networks are a bio-
logically inspired trainable architecture that can learn invariant
features. Each stage in a ConvNet is composed of a filter bank, some
non-linearities, and feature pooling layers. With multiple stages, a
ConvNet can learn multi-level hierarchies of features (LeCun et al.,
2010). Non-linearities that include rectification and local contrast
normalization are important in such systems (Jarrett et al., 2009;
and are of course properties of VisNet). Applications have been

developed to visual object recognition and vision navigation for
off-road mobile robots. Ullman has considered the use of features
in a hierarchy to help with processes such as segmentation and
object recognition (Ullman, 2007).

Another approach to the implementation of invariant represen-
tations in the brain is the use of neurons with Sigma-Pi synapses.
Sigma-Pi synapses effectively allow one input to a synapse to be
multiplied or gated by a second input to the synapse (Rolls, 2008b).
The multiplying input might gate the appropriate set of the other
inputs to a synapse to produce the shift or scale change required.
For example, the multiplying input could be a signal that varies
with the shift required to compute translation invariance, effec-
tively mapping the appropriate set of xj inputs through to the
output neurons depending on the shift required (Olshausen et al.,
1993, 1995; Mel et al., 1998; Mel and Fiser, 2000). Local opera-
tions on a dendrite could be involved in such a process (Mel et al.,
1998). The explicit neural implementation of the gating mecha-
nism seems implausible, given the need to multiply and thus remap
large parts of the retinal input depending on shift and scale modi-
fying connections to a particular set of output neurons. Moreover,
the explicit control signal to set the multiplication required in V1
has not been identified. Moreover, if this was the solution used by
the brain, the whole problem of shift and scale invariance could
in principle be solved in one-layer of the system, rather than with
the multiple hierarchically organized set of layers actually used
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in the brain, as shown schematically in Figure 1. The multiple-
layers actually used in the brain are much more consistent with
the type of scheme incorporated in VisNet. Moreover, if a multi-
plying system of the type hypothesized by Olshausen et al. (1993),
Mel et al. (1998), and Olshausen et al. (1995) was implemented
in a multilayer hierarchy with the shift and scale change emerging
gradually, then the multiplying control signal would need to be
supplied to every stage of the hierarchy. A further problem with
such approaches is how the system is trained in the first place.

8. MEASURING THE CAPACITY OF VisNet
For a theory of the brain mechanisms of invariant object recog-
nition, it is important that the system should scale up, so that
if a model such as VisNet was the size of the human visual sys-
tem, it would have comparable performance. Most of the research
with VisNet to date has focused on the principles of operation of
the system, and what aspects of invariant object recognition the
model can solve (Rolls, 2008b). In this section I consider how the
system performs in its scaled up version (VisNetL, with 128× 128
neurons in each of 4 layers). I compare the capacity of VisNetL
with that of another model, HMAX, as that has been described
as competing with state of the art systems (Serre et al., 2007a,b,c;
Mutch and Lowe, 2008), and I raise interesting issues about how
to measure the capacity of systems for invariant object recognition
in natural scenes.

The tests (performed by L. Robinson of the Department of
Computer Science, University of Warwick, UK and E. T. Rolls)
utilized a benchmark approach incorporated in the work of Serre,
Mutch, Poggio and colleagues (Serre et al., 2007b,c; Mutch and
Lowe, 2008) and indeed typical of many standard approaches in
computer vision. This uses standard datasets such as the Caltech-
256 (Griffin et al., 2007) in which sets of images from different
categories are to be classified.

8.1. OBJECT BENCHMARK DATABASES
The Caltech-256 dataset (Griffin et al., 2007) is comprised of 256
object classes made up of images that have many aspect ratios, sizes
and differ quite significantly in quality (having being manually
collated from web searches). The objects within the images show
significant intra-class variation and have a variety of poses, illumi-
nation, scale, and occlusion as expected from natural images (see
examples in Figure 41). In this sense, the Caltech-256 database is
considered to be a difficult challenge to object recognition systems.
I come to the conclusion below that the benchmarking approach
with this type of dataset is not useful for training a system that
must learn invariant object representations. The reason for this is
that the exemplars of each category in the Caltech-256 dataset are
too discontinuous to provide a basis for learning invariant object
representations. For example, the exemplars within a category in
these datasets may be very different indeed.

Partly because of the limitations of the Caltech-256 database
for training in invariant object recognition, we also investigated
training with the Amsterdam Library of Images (ALOI; Geuse-
broek et al., 2005) database1. The ALOI database takes a different

1http://staff.science.uva.nl/aloi/

approach to the Caltech-256, and instead of focusing on a set of
natural images within a category, provides images with a system-
atic variation of pose and illumination for 1,000 small objects.
Each object is placed onto a turntable and photographed in con-
sistent conditions at 5˚ increments, resulting in a set of images
that not only show the whole object (with regard to out of plane
rotations), but does so with some continuity from one image to
the next (see examples in Figure 42).

8.2. THE HMAX MODELS USED FOR COMPARISON WITH VISNETL
The performance of VisNetL was compared against a standard
HMAX model (Serre et al., 2007b,c; Mutch and Lowe, 2008), and
a HMAX model scaled down to have a comparable complexity (in
terms, for example, of the number of neurons) to that of VisNetL.
The scaled down HMAX model is referred to as HMAX_min. The
current HMAX family models have in the order of 10 million com-
putational units (Serre et al., 2007b), which is at least 100 times the
number contained within the current implementation of VisNetL
(which uses 128× 128 neurons in each of 4 layers, i.e., 65,536
neurons). In producing HMAX_min, we aimed to maintain the
architectural features of HMAX, and primarily to scale it down.
HMAX_min is based upon the “base” implementation of Mutch
and Lowe (2008)2. The minimal version used in the comparisons
differs from this base HMAX implementation in two significant
ways. First, HMAX_min has only 4 scales compared to the 10
scales of HMAX. (Care was taken to ensure that HMAX_min still
covered the same image size range – 256, 152, 90, and 53 pixels.)
Second, the number of distinct units in the S2“template matching”
layer was limited to only 25 in HMAX_min, compared to 2,000 in
HMAX. This results in a scaled down model HMAX_min, with
approximately 12,000 units in the C1 layer, 75,000 units in the S2
layer, and 25 in the upper C2 layer, which is much closer to the
65,536 neurons of VisNetL. (The 75,000 units in S2 allow for every
C2 neuron to be connected by its own weight to a C1 neuron.;
When counting the number of neurons in the models, the num-
ber of neurons in S1 is not included, as they just provide the inputs
to the models.)

8.3. PERFORMANCE ON A CALTECH-256 TEST
VisNetL and the two HMAX models were trained to discrimi-
nate between two object classes from the Caltech-256 database,
the teddy-bear and cowboy-hat (see examples in Figure 41). Sixty
image examples of each class were rescaled to 256× 256 and
converted to gray-scale, so that shape recognition was being inves-
tigated. The 60 images from each class were randomly partitioned
into training and testing sets, with the training set size ranging
over 1, 5, 15 and 30 images, and the corresponding testing set being
the remainder of the 60 images in the cross-validation design. A
linear support vector machine (libSVM, Chang and Lin, 2011)
approach operating on the output of layer 4 of VisnetL was used
to compare the categorization of the trained images with that of
the test images, as that is the approach used by HMAX (Serre et al.,
2007b,c; Mutch and Lowe, 2008). The standard default parameters
of the support vector machine were used in identical form for the
VisNetL and HMAX tests.

2http://cbcl.mit.edu/jmutch/cns/index.html
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FIGURE 41 | Example images from the Caltech-256 database for two object classes, teddy-bears and cowboy-hats.

FIGURE 42 | Example images from the two object classes within the ALOI database, (A) 90 (rubber duck) and (B) 93 (black shoe). Only the 45˚
increments are shown.

Figure 43 shows the performance of all three models when
performing the task with the Caltech-256 dataset. It is clear that
VisNetL performed better than HMAX_min as soon as there were
reasonable numbers of training images, and this was confirmed
statistically using the Chi-square test. It is also shown that the
full HMAX model (as expected given its very large number of
neurons) exhibits higher performance than that of VisNetL and
HMAX_min.

8.4. PERFORMANCE WITH THE AMSTERDAM LIBRARY OF IMAGES
Eight classes of object (with designations 36, 90, 93, 103, 138, 156,
203, 161) from the dataset were chosen (see Figure 42, for exam-
ple). Each class comprises of 72 images taken at 5˚ increments
through the full 360˚ out of plane rotation. Three sets of train-
ing images were used. (1) Three training images per class were
taken at 315, 0, and 45˚. (2) Eight training images encompassing
the entire rotation of the object were taken in 45˚ increments.
(3) Eighteen training images also encompassing the entire rota-
tion of the object were taken in 20˚ increments. The testing set
consisted for each object of the remaining orientations from the
set of 72 that were not present in the particular training set. The
aim of using the different training sets was to investigate how

close in viewing angle the training images need to be; and also
to investigate the effects of using different numbers of training
images.

Figure 44 shows that VisNetL performed better than
HMAX_min as soon as there were even a few training images,
with HMAX as expected performing better. VisNetL performed
almost as well as the very much larger HMAX as soon as there
were reasonable numbers of training images.

What VisNetL can do here is to learn view-invariant represen-
tations using its trace-learning rule to build feature analyzers that
reflect the similarity across at least adjacent views of the training
set. Very interestingly, with 8 training images, the view spacing
of the training images was 45˚, and the test images in the cross-
validation design were the intermediate views, 22.5˚ away from the
nearest trained view. This is promising, for it shows that enormous
numbers of training images with many different closely spaced
views are not necessary for VisNetL. Even 8 training views spaced
45˚ apart produced reasonable training.

8.5. INDIVIDUAL LAYER PERFORMANCE
To test whether the VisNet hierarchy is actually performing use-
ful computations with these datasets the simulations were re-run,
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FIGURE 43 | Performance of VisNetL, HMAX, and HMAX_min on the
classification task using the Caltech-256 dataset. The error bars show
the standard error of the means over 5 cross-validation trials with different
images chosen at random for the training set on each trial. It is clear that

VisNetL performs better than HMAX_min, and this was confirmed
statistically using the Chi-square test performed with 30 training images
and 30 cross-validation test images in each of two categories
(Chi-square=8.09, df=1, p=0.0025).

FIGURE 44 | Performance of VisNetL, HMAX_min, and HMAX on the
classification task with 8 classes using the Amsterdam Library of Images
dataset. It is clear that VisNetL performs better than HMAX_min, and this

was confirmed statistically using the Chi-square test performed with 18
training images 20˚ apart in view and 54 cross-validation testing images 5˚
apart in each of eight categories (Chi-square=110.58, df=1, p=10−3).

though this time instead of only training the SVM on the activity
generated in the final layer, four identical SVM’s were trained inde-
pendently on the activities of each of the four layers. If the VisNet

hierarchy is actually forming useful representations with these
datasets then we should see the discriminatory power of SVMs
trained on each layer increase as we traverse the hierarchy.
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When the Caltech-256 dataset was used to train VisNetL there
was very little difference in the measured performance of classi-
fiers trained on each layer. This is revealing, for it shows that the
Caltech-256 dataset does not have sufficient similarity between the
exemplars within a given class for the trace-learning rule utilized in
VisNet to perform useful learning. Thus, at least with a convergent
feature hierarchy network trained in this way, there is insufficient
similarity and information in the exemplars of each category of
the Caltech-256 to learn to generalize in a view-invariant way to
further exemplars of that category.

In contrast, when the ALOI dataset was used to train Vis-
NetL the later layers performed better (layer 2–72% correct; layer
3–84% correct; layer 4–86% correct: p< 0.001). Thus there is suf-
ficient continuity in the images in the ALOI dataset to support
view-invariance learning in this feature hierarchy network.

8.6. EVALUATION
One conclusion is that VisNetL performs comparably to a scaled
down version of HMAX on benchmark tests. This is reassuring,
for HMAX has been described as competing with state of the art
systems (Serre et al., 2007a,b,c; Mutch and Lowe, 2008).

A second conclusion is that image databases such as the Caltech-
256 that are used to test the performance of object recognition
systems (Serre et al., 2007a,b,c; Mutch and Lowe, 2008; and in
many computer vision approaches) are inappropriate as training
sets for systems that perform invariant visual object recognition.
Instead, for such systems, it will be much more relevant to train
on image sets in which the image exemplars within a class show
much more continuous variation. This provides the system with
the opportunity to learn invariant representations, instead of just
doing its best to categorize images into classes from relatively lim-
ited numbers of images that do not allow the system to learn the
rules of the transforms that objects undergo in the real-world,
and that can be used to help object recognition when objects may
be seen from different views. This is an important conclusion for
research in the area. Consistently, others are realizing that invari-
ant visual object recognition is a hard problem (Pinto et al., 2008;
DiCarlo et al., 2012). In this context, the hypotheses presented in
this paper are my theory of how invariant visual object recognition
is performed by the brain (Rolls, 1992, 2008b), and the model Vis-
Net tests those hypotheses and provides a model for how invariant
visual object representations can be learned (Rolls, 2008b).

Third, the findings described here are encouraging with respect
to training view-invariant representations, in that the training
images with the ALOI dataset could be separated by as much
as 45˚ to still provide for view-invariant object recognition with
cross-validation images that were never closer than 22.5˚ to a
training image. This is helpful, for it is an indication that large
numbers of different views will not need to be trained with the
VisNet architecture in order to achieve good view-invariant object
recognition.

9. DIFFERENT PROCESSES INVOLVED IN DIFFERENT TYPES
OF OBJECT IDENTIFICATION

To conclude this paper, it is proposed that there are (at least) three
different types of process that could be involved in object identifi-
cation. The first is the simple situation where different objects can

be distinguished by different non-overlapping sets of features (see
Section 3.1). An example might be a banana and an orange, where
the list of features of the banana might include yellow, elongated,
and smooth surface; and of the orange its orange color, round
shape, and dimpled surface. Such objects could be distinguished
just on the basis of a list of the properties, which could be processed
appropriately by a competitive network, pattern associator, etc. No
special mechanism is needed for view-invariance, because the list
of properties is very similar from most viewing angles. Object
recognition of this type may be common in animals, especially
those with visual systems less developed than those of primates.
However, this approach does not describe the shape and form of
objects, and is insufficient to account for primate vision. Never-
theless, the features present in objects are valuable cues to object
identity, and are naturally incorporated into the feature hierarchy
approach.

A second type of process might involve the ability to gener-
alize across a small range of views of an object, that is within a
generic view, where cues of the first type cannot be used to solve
the problem. An example might be generalization across a range of
views of a cup when looking into the cup, from just above the near
lip until the bottom inside of the cup comes into view. This type
of process includes the learning of the transforms of the surface
markings on 3D objects which occur when the object is rotated, as
described in Section 5.6. Such generalization would work because
the neurons are tuned as filters to accept a range of variation of
the input within parameters such as relative size and orientation of
the components of the features. Generalization of this type would
not be expected to work when there is a catastrophic change in
the features visible, as, for example, occurs when the cup is rotated
so that one can suddenly no longer see inside it, and the outside
bottom of the cup comes into view.

The third type of process is one that can deal with the sud-
den catastrophic change in the features visible when an object is
rotated to a completely different view, as in the cup example just
given (cf. Koenderink, 1990). Another example, quite extreme to
illustrate the point, might be when a card with different images
on its two sides is rotated so that one face and then the other is
in view. This makes the point that this third type of process may
involve arbitrary pairwise association learning, to learn which fea-
tures and views are different aspects of the same object. Another
example occurs when only some parts of an object are visible. For
example, a red-handled screwdriver may be recognized either from
its round red handle, or from its elongated silver-colored blade.

The full view-invariant recognition of objects that occurs even
when the objects share the same features, such as color, texture,
etc. is an especially computationally demanding task which the
primate visual system is able to perform with its highly devel-
oped temporal lobe cortical visual areas. The neurophysiological
evidence and the neuronal network analyses described here and
elsewhere (Rolls, 2008b) provide clear hypotheses about how the
primate visual system may perform this task.

10. CONCLUSION
We have seen that the feature hierarchy approach has a num-
ber of advantages in performing object recognition over other
approaches (see Section 3),and that some of the key computational
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issues that arise in these architectures have solutions (see Sections
4 and 5). The neurophysiological and computational approach
taken here focuses on a feature hierarchy model in which invari-
ant representations can be built by self-organizing learning based
on the statistics of the visual input.

The model can use temporal continuity in an associative synap-
tic learning rule with a short-term memory trace, and/or it can use
spatial continuity in continuous spatial transformation learning.

The model of visual processing in the ventral cortical stream
can build representations of objects that are invariant with respect
to translation, view, size, and lighting.

The model uses a feature combination neuron approach with
the relative spatial positions of the objects specified in the feature
combination neurons, and this provides a solution to the binding
problem.

The model has been extended to provide an account of invari-
ant representations in the dorsal visual system of the global motion
produced by objects such as looming, rotation, and object-based
movement.

The model has been extended to incorporate top-down feed-
back connections to model the control of attention by biased
competition in, for example, spatial and object search tasks (Deco
and Rolls, 2004; Rolls, 2008b).

The model has also been extended to account for how the visual
system can select single objects in complex visual scenes, how
multiple objects can be represented in a scene, and how invari-
ant representations of single objects can be learned even when
multiple objects are present in the scene.

It has also been suggested in a unifying proposal that adding
a fifth layer to the model and training the system in spatial envi-
ronments will enable hippocampus-like spatial view neurons or
place cells to develop, depending on the size of the field of view
(Section 6).

We have thus seen how many of the major computational
issues that arise when formulating a theory of object recognition
in the ventral visual system (such as feature binding, invari-
ance learning, the recognition of objects when they are in clut-
tered natural scenes, the representation of multiple objects in
a scene, and learning invariant representations of single objects
when there are multiple objects in the scene), could be solved
in the brain, with tests of the hypotheses performed by simula-
tions that are consistent with complementary neurophysiological
results.

The approach described here is unifying in a number of ways.
First, a set of simple organizational principles involving a hier-
archy of cortical areas with convergence from stage to stage, and

competitive learning using a modified associative learning rule
with a short-term memory trace of preceding neuronal activ-
ity, provide a basis for understanding much processing in the
ventral visual stream, from V1 to the inferior temporal visual cor-
tex. Second, the same principles help to understand some of the
processing in the dorsal visual stream by which invariant repre-
sentations of the global motion of objects may be formed. Third,
the same principles continued from the ventral visual stream
onward to the hippocampus help to show how spatial view and
place representations may be built from the visual input. Fourth,
in all these cases, the learning is possible because the system is
able to extract invariant representations because it can utilize
the spatio-temporal continuities and statistics in the world that
help to define objects, moving objects, and spatial scenes. Fifth,
a great simplification and economy in terms of brain design is
that the computational principles need not be different in each
of the cortical areas in these hierarchical systems, for some of
the important properties of the processing in these systems to be
performed.

In conclusion, we have seen how the invariant recognition of
objects involves not only the storage and retrieval of information,
but also major computations to produce invariant representations.
Once these invariant representations have been formed, they are
used for many processes including not only recognition mem-
ory (Rolls, 2008b), but also associative learning of the rewarding
and punishing properties of objects for emotion and motivation
(Rolls, 2005, 2008b, 2013), the memory for the spatial locations of
objects and rewards, the building of spatial representations based
on visual input, and as an input to short-term memory, attention,
decision, and action selection systems (Rolls, 2008b).
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As we move through our environment, we 
encounter familiar objects from various 
viewpoints. Despite the ensuing variabil-
ity of the images projected onto the retina, 
we have seemingly little difficulty when it 
comes to recognizing objects we encoun-
ter. We can, however, see how the objects 
are oriented, suggesting that object rec-
ognition is to a certain degree dissociable 
from perception of other object “features” 
such as orientation. Changes in orienta-
tion of objects, particularly inversion, can 
also affect how we perceive the objects. A 
particularly illustrative example (shown in 
Figure 1) is that of the Thatcher illusion 
(Thompson, 1980), where the grotesque 
appearance of a face with its inverted eyes 
and mouth is “hidden” when the whole 
face is also inverted. The percept itself, 
therefore, is affected by the change in ori-
entation. In addition, there are also sub-
tle effects of viewpoint changes on object 
recognition itself. For example, identifying 
rotated objects is more difficult when they 
are briefly presented than when viewing 
time is unlimited (Lawson and Jolicoeur, 
2003), and identifying a face is considerably 
more difficult the face has been inverted 
(Yin, 1969), as is discrimination between 
characters “b” and “d,” or “p” and “q” which 
requires (physical or mental) rotation of 
the characters to upright, before we can 
be certain which letter we are looking at 
(Corballis and McLaren, 1984).

These subtle, yet persistent, effects of view-
point changes on perception and recognition 
arise as a consequence of how visual object 
processing is handled by the brain. Here, I 
discuss how neural mechanisms underlying 
visual processing give rise to perception and 
recognition which can be both viewpoint 
dependent and viewpoint invariant depend-
ing on the timing of those processes, as well as 
specific task demands or current “perceptual 
goals” of an individual. To do so, I will firstly 
explain how temporal dynamics of low-level 
visual processing may give rise to impaired 

recognition at short viewing latencies and 
suggest that this may also relate to effects of 
viewpoint changes on perceptual experience. 
I will then discuss how the perceptual goals of 
an individual determines whether recogni-
tion is accomplished in viewpoint invariant 
or dependent manner with a particular focus 
on cognitive operations thought to be sub-
served by ventral and dorsal visual streams, 
namely object recognition and mental rota-
tion, respectively.

PercePtion is affected by  
Point of view
Change in orientation must affect process-
ing of visual information. For example, as 
our viewpoint changes, so does the shape of 
the image that falls on the retina. In the case 
of picture-plane rotations, the orientation 
of the edges of that shape will also change 
and thus stimulate different populations of 
orientation-tuned visually responsive neu-
rons in primary visual cortex. However, 
these initial effects of orientation-changes 
on neural processing probably do not give 
rise to altered perceptual experience such 
as those associated with inversion of a 
Thatcherized face.

Inversion affects how we perceive the spa-
tial relations between objects’ features and 
may, as James (1890) suggested, depend on 
perceptual experience with an object at a 
given orientation. This could explain why 
recognition of faces is particularly impaired 
by inversion: faces are most frequently seen 
the right way up, and are thought to be 
recognized using information about the 
configuration of the constituent features. 
As mirror reversal is also a special case of a 
configural change where the relative config-
uration of object’s features remains the same 
but reverses in its left–right orientation, this 
could also explain why mirror–images are 
difficult to tell apart when they are rotated 
away from a canonical viewpoint, and which 
is why we must rotate objects into alignment 
with our egocentric reference frames before 

we can distinguish between parity-defined 
characters such as “b” and “d” (Corballis 
and McLaren, 1984). Interestingly, neural 
responses to unaltered and thatcherized 
images also follow the perceptual illusion 
and disappear as the face is rotated away 
from upright (Milivojevic et al., 2003a).

On neural level, large changes in the 
viewpoint of an object, such as inversion 
of faces (Rossion et al., 2000) and alphanu-
meric characters (Milivojevic et al., 2008), 
result in delays of the N170 component. The 
N170 is thought to reflect object classifica-
tion, and inversion-related delays of N170 
possibly reflect increases in time required 
to accumulate sufficient neural activity 
to reach a threshold at which recognition 
can occur (Perrett et al., 1998; Heekeren 
et al., 2008). If changes in viewpoint delay 
visual object encoding, this could explain 
why accurate recognition of rotated objects 
requires longer viewing times than rec-
ognition of canonically oriented objects 
(Jolicoeur and Landau, 1984; Lawson and 
Jolicoeur, 2003; Mack and Palmeri, 2011).

viewPoint matters only for some 
PercePtual goals
Task-dependent effect of viewpoint changes 
on neural processing are only observed 
around 250 ms after stimulus onset and 
coincide with the P2 component of the ERP. 
For example, if the observers need to deter-
mine whether a rotated alphanumeric char-
acter is normal or mirror-reversed, they will 
mentally rotate it to upright before mak-
ing the decision. Although the beginning of 
mental rotation is later than the P2, parity 
decisions are associated with linear increases 
of P2 amplitudes while this is not the case 
for P2 preceding categorization of alpha-
numeric characters which does not require 
mental rotation (Milivojevic et al., 2011). 
Interestingly, similar increases in P2 ampli-
tudes can be observed as a consequence of 
stimulus degradation, either by addition of 
noise (Banko et al., 2011) or by occlusion 
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an increase in activity in areas involved 
in object recognition within the inferior 
temporal cortex for various object classes 
such as faces (Haxby et al., 1999), bodies 
(Brandman and Yovel, 2010), landscapes 
(Epstein et al., 2006). Some authors have 
suggested that this increase in activity may 
reflect a shift in recognition strategy from 
one that is based on the whole shape to one 
that is based on the analysis of individual 
object features (i.e., details Jolicoeur, 1990).

recognizing Parity-defined 
shaPes requires mental rotation
Decisions regarding the direction of the 
left–right axis of an object, or its handed-
ness, require alignment between the object 
and our own egocentric frame of reference. 
For example, deciding whether a shoe is the 
left or the right one requires either physical 
or mental rotation of the shoe into align-
ment with our feet, or the feet with the shoe. 
The same holds for any object class that has 
a well-defined left–right orientation, such 
as alphanumeric characters, which can be 
readily recognized as “backward” if they 
have been mirror-reversed (Cooper and 
Shepard, 1973) – but only if they are pre-
sented at upright. Rotated characters require 
rotation to their canonical upright before we 
can notice if they are normal or backward, 
particularly if they are rotated by a large 
degree (Kung and Hamm, 2010). When the 
identity of an object depends on its left–right 
parity, as is the case with lower-case letters 
“b” and “d” or “p” and “q,” then the discrimi-
nation of such characters also requires rota-
tion to upright before it can be successfully 
recognized (Corballis and McLaren, 1984).

This suggests that information regarding 
the identity of the object must be extracted 
before information about the handedness 
of an object can be determined. Although 
generally we need to recognize an object 
before mental rotation begins (Heil et al., 
1996; Schendan and Lucia, 2009), this can-
not be the case for objects whose identity 
depends on their handedness, such as “b” 
and “d” or “p” and “q.” With the excep-
tion of alphanumeric characters, there are 
not many commonly encountered objects 
whose identity is defined by parity (i.e., a 
hand is a hand irrespective of whether it is a 
left one or a right one) and those objects can 
be seen as special case whose identity cannot 
be determined at all orientations. For these 
objects, identification from a feature-based 

nized as faces, what seems to be disrupted 
is the identification of the face as belonging 
to a particular person or  identification of an 
emotional expression, while differentiation 
between categories of “face” and “non-face” 
objects is largely unimpaired by inversion.

The difference in viewpoint-sensitivity 
of identification and categorization has also 
been established for other classes of objects. 
For example, identifying letters of the alpha-
bet is affected by character orientation while 
the same is not the case for between-category 
decisions such as letter–digit categorization 
(Corballis et al., 1978). In a sense, categori-
zation may relate to recognition at a basic or 
entry level described by Roch (Rosch et al., 
1976), while identification may be more 
closely related subordinate-level recogni-
tion. Object recognition at basic level (e.g., 
deciding a shape is a dog) are not affected 
by changes in viewpoint, while subordinate-
level decisions (e.g., identifying a dog as a 
poodle) are affected by viewpoint changes 
in terms of reaction times and accuracy 
(Hamm and McMullen, 1998).

Studies which have directly com-
pared identification and categorization 
of objects using neuroimaging methods 
are scarce. Nevertheless, studies investi-
gating neural correlates of rotated-object 
categorization show little evidence of 
 orientation-dependence at visual process-
ing stages beyond the initial encoding of 
the objects (see above). In contrast, stud-
ies investigating rotated-object recognition 
either as identity-matching or in terms of 
explicit identification show that there is 

(Doniger et al., 2000), but not size transfor-
mation (Muthukumaraswamy et al., 2003), 
suggesting that changes in  orientation 
degrade certain types of perceptual infor-
mation which may be required for task-
specific decision making, and may be, thus, 
associated with some form of perceptual 
decision making (Heekeren et al., 2008; 
Schendan and Lucia, 2009, 2010), such as 
whether sufficient information is available 
for the perceptual goal to be achieved. This 
decision would then trigger other visuos-
patial cognitive operations, such as men-
tal rotation or more detailed inspection 
of individual features of an object. Those 
cognitive operations would lead to acqui-
sition of additional information about the 
object which would, in turn, enable a more 
accurate completion of the perceptual task 
at hand. For the purpose of illustration, two 
types of “perceptual goals” that depend on 
object orientation will be described: object 
identification and parity-based recognition.

identification is viewPoint 
dePendent but categorisation  
is not
As already mentioned, face recognition is 
worse when faces are inverted (Yin, 1969), 
both in terms of reduced recognition accu-
racy and increased reaction times. This seems 
to be the case both for familiar and unfamil-
iar faces, and may be a consequence of dis-
rupted neural processing underlying object 
classification although a causal relationship 
has not been firmly established. It should be 
noted here that faces are nevertheless recog-

Figure 1 | unaltered and “thatcherized” version of Margaret Thatcher’s face. The grotesque 
appearance of the face when its eyes and mouth are inverted is hidden by the inversion of the whole 
image. Rotating the pictures to upright makes discrimination between the two versions of the face easier.

Milivojevic Viewpoint dependent and invariant recognition
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descriptor such as “a semi-circle attached at 
an end of a long stem” could lead to selec-
tion of possible four candidates, and the 
remaining possibilities would need to be 
resolved with mental rotation.

Mental rotation has been associated with 
linear increases in centro-parietal negativ-
ity between ∼400 and 800 ms after stimulus 
onset (e.g., Milivojevic et al., 2009b) which 
last somewhat longer for larger angu-
lar departures from upright (Milivojevic 
et al., 2003b; Hamm et al., 2004). The ERP 
correlates of mental rotation are prob-
ably generated by a distributed network of 
sources localized (Milivojevic et al., 2009b) 
within a network of prefrontal and poste-
rior parietal areas which has been identified 
using fMRI (e.g., Milivojevic et al., 2009a). 
Whether these areas also subserve recogni-
tion of rotated parity-defined objects is still 
unclear as this particular question has not 
been investigated using neuroimaging.

summary and conclusion
Although changes in viewpoint rarely inter-
fere with common perceptual goals, such 
as categorizing objects into basic catego-
ries, this type of viewpoint invariant rec-
ognition can only be achieved after initial 
viewpoint-dependent neural processing has 
been accomplished. Depending on current 
perceptual goals, changes in viewpoint may 
impose certain recognition costs, observ-
able in terms of increased response latencies 
or reduced accuracy. These costs are likely to 
reflect increased cognitive demands associ-
ated with recognition of misoriented shapes 
such as detailed analysis of object features or 
mental rotation of the shape to its canoni-
cal upright. In this sense, recognition of 
objects will always be affected by changes 
in viewpoint early on in the visual process-
ing stream, but these effects will taper off 
with time. At later visual processing stages, 
some types of perceptual goals such as 
object identification or parity discrimi-
nation, will require additional processing 
operations which will give rise to viewpoint 
dependent behavioral performance.
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In psychology, the concept of similarity has traditionally evoked a mixture of respect,
stemming from its ubiquity and intuitive appeal, and concern, due to its dependence
on the framing of the problem at hand and on its context. We argue for a renewed
focus on similarity as an explanatory concept, by surveying established results and new
developments in the theory and methods of similarity-preserving associative lookup and
dimensionality reduction—critical components of many cognitive functions, as well as of
intelligent data management in computer vision. We focus in particular on the growing
family of algorithms that support associative memory by performing hashing that respects
local similarity, and on the uses of similarity in representing structured objects and scenes.
Insofar as these similarity-based ideas and methods are useful in cognitive modeling and
in AI applications, they should be included in the core conceptual toolkit of computational
neuroscience. In support of this stance, the present paper (1) offers a discussion of
conceptual, mathematical, computational, and empirical aspects of similarity, as applied
to the problems of visual object and scene representation, recognition, and interpretation,
(2) mentions some key computational problems arising in attempts to put similarity
to use, along with their possible solutions, (3) briefly states a previously developed
similarity-based framework for visual object representation, the Chorus of Prototypes,
along with the empirical support it enjoys, (4) presents new mathematical insights into
the effectiveness of this framework, derived from its relationship to locality-sensitive
hashing (LSH) and to concomitant statistics, (5) introduces a new model, the Chorus
of Relational Descriptors (ChoRD), that extends this framework to scene representation
and interpretation, (6) describes its implementation and testing, and finally (7) suggests
possible directions in which the present research program can be extended in the future.

Keywords: object recognition, scene interpretation, scene space, shape space, similarity, view space, visual

structure

1. THE UBIQUITY OF SIMILARITY
The effectiveness of an embodied cognitive system in fending for
itself depends on its ability to gain insights into its situation that
may not be immediately obvious, either because the properties of
interest are not explicit in its sensory assessment of the outside
world, or, more interestingly, because they are projections into
a potential future. Species that share an ecological niche cannot
entirely avoid the need for forethought, or reasoning about the
future (Dewey, 1910; Craik, 1943; Dennett, 2003; Edelman, 2008;
Bar, 2011). Indeed, evolutionary experiments in which a species
seemingly drops out of the smarts race by opting for thicker
armor or bigger teeth are merely bets that these bodily attributes
will continue to be effective in the future. Such bets that are likely
to go horribly wrong when a competitor invents the next brainy
countermeasure to brawn.

Forethought works because the world is “well-behaved” in the
sense that the future resembles the remembered past and can be
often enough estimated from it, in relevant respects, and up to
a point. In particular, similar consequences are likely to follow
from similar observable causes—an observation that has influ-
enced philosophical thought since Aristotle and that has been
expressed forcefully by Hume (1748, ch. IX):

ALL our reasonings concerning matter of fact are founded on a
species of Analogy, which leads us to expect from any cause the

same events, which we have observed to result from similar causes.
Where the causes are entirely similar, the analogy is perfect, and
the inference, drawn from it, is regarded as certain and conclu-
sive. [. . . ] But where the objects have not so exact a similarity, the
analogy is less perfect, and the inference is less conclusive; though
still it has some force, in proportion to the degree of similarity and
resemblance.

While Hume’s observation applies to visual objects and scenes just
as it does to all of cognition, bringing out similarity in vision and
putting it to work requires some extra ingenuity on the part of
any visual system, natural or artificial. In particular, to obtain
information regarding the shapes of the objects that are present
in the scene, the visual system must overcome the effects of the
orientation of objects, of their juxtaposition, and of illumination.
As it turns out that these computational challenges are subsumed
under the general rubric of similarity-based processing, we shall
begin by considering the most general issues first1.

1We discuss a similarity-based approach to dealing with the effects of orien-
tation and juxtaposition of objects in scenes later in this paper. For related
approaches to countering the effect of illumination, which rely on similarity
to previously encountered exemplars, see for instance (Shashua, 1992; Sali and
Ullman, 1998). Evidence that the human visual system relies on prior experi-
ence in its treatment of illumination in face recognition is offered by Moses
et al. (1996).
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The past several decades saw a concerted effort to put the
explanatory role of similarity in psychology on a mathemati-
cal foundation. One well-known approach has employed set-
theoretical tools (Tversky, 1977; Tversky and Gati, 1978); another
one resulted in the development, from first principles, of a the-
ory of similarity based on metric representation spaces (Shepard,
1980, 1984, 1987). In the present brief overview, we initially focus
on the metric-space approach (although, as we shall see, the
differences between the two turn out to be immaterial).

The basic premise of the metric theory of similarity posits
that a perceiver encodes entities that are of interest to it, such
as visual objects, scenes, or events, as points in a representation
space in which perceived similarity between two items is mono-
tonically related to their proximity. Shepard (1987) showed that
a few fundamental assumptions, such as the Bayes theorem and
the maximum entropy principle, lead to a representation space
endowed with the Minkowski lp metric (with p = 1 if its dimen-
sions are separable (Attneave, 1950; Garner and Felfoldy, 1970)
and p = 2 if they are not), and that the dependence of generaliza-
tion from one item to another on their similarity—that is, on the
representation-space distance—is negative exponential.

This dependence of generalization on representation-space
distance had been found to hold for a range of taxa and tasks,
from hue discrimination in goldfish to vowel categorization in
humans. Shepard (1987) interpreted the ubiquity of this pat-
tern as evidence for a universal law of generalization. This idea
has been revisited in a special issue of the Behavioral and Brain
Sciences (Shepard, 2001), where it has also been given a Bayesian
formulation (Tenenbaum and Griffiths, 2001). Its empirical sup-
port has also been broadened. In a typical study, a confusion table
for a set of stimuli is first formed by measuring same/different
error rates for each pair of stimuli (this can be accomplished by
various means; cf. Cutzu and Edelman, 1998). The table is then
submitted to multidimensional scaling (MDS; Beals et al., 1968;
Shepard, 1980), which yields a spatial configuration of the stim-
uli in a metric space of prescribed dimensionality (usually two
or three) that best fits the confusion table data. Finally, the prob-
ability of generalization is plotted against distance in this “psy-
chological space,” invariably resulting in a negative exponential
dependence.

Chater and Vitányi (2003) have recently shown that this
dependence of generalization on similarity must hold in princi-
ple even without the assumption that items are represented by
points in a Minkowski metric space. Resorting instead to the
notion of algorithmic information distance, defined as the length
of the shortest program that transforms the representations of
the two items that are being compared into one another, Chater
and Vitányi derived the same negative exponential dependence
as in Shepard’s formulation. They also noted that their “gener-
alized law of generalization” holds even for “complex visual or
linguistic material that seems unlikely to embed naturally into a
multidimensional psychological space.”

Combined with the assumption that the world is well-behaved
in the sense that similar situations occur often enough and have
similar consequences, Shepard’s Universal Law of generalization
suggests that cognitive processes that guide behavior all conform
to the same functional template. A cognitive system faced with a

potentially novel situation needs (1) to determine where the new
representation lands in the space of prior experience, (2) to look
up records of the consequences of responses to similar situations,
(3) to use those in thinking ahead to likely outcomes of possi-
ble responses, and (4) to generate an actual response while taking
into account these data. Notably, this functional template applies
all across cognition, from perception (as when conceptual knowl-
edge is distilled from similar pieces of episodic information) to
thinking (as in case-based reasoning) and action (where behav-
ioral plans and motor programs are synthesized from whatever
worked in the past).

In the remainder of this paper, we offer a series of discussions
highlighting a series of conceptual, mathematical, computational,
and empirical aspects of similarity, as applied to the problems
of visual object and scene representation, recognition, and inter-
pretation. Section 2 discusses certain issues with similarity and
argues that these need not prevent it from being a useful explana-
tory concept in cognition. Sections 3 and 4 offer, respectively, a
very brief introduction to a similarity-based framework for visual
object representation, the Chorus of Prototypes, and an equally
brief overview of the empirical support it enjoys (with multiple
references to a detailed treatment elsewhere). In section 5, we
present some new mathematical insights into the effectiveness of
this framework, derived from its relationship to locality-sensitive
hashing (LSH) and to concomitant statistics. Section 6 introduces
a new model, the Chorus of Relational Descriptors (ChoRD),
that extends this framework to scene representation and interpre-
tation. An implementation and testing of the ChoRD model is
described in section 7. Finally, section 8 offers some conclusions
and suggests possible directions in which the present research
program can be extended in the future.

2. THE PROBLEMATICITY OF SIMILARITY
Although first-principles considerations of the kind invoked by
Shepard (1987), Tenenbaum and Griffiths (2001), and Chater and
Vitányi (2003) clearly suggest that similarity should serve as an
indispensable and broad foundation for cognition, its status as an
explanatory concept in psychology and in neuroscience has been
subject to much doubt (Goodman, 1972; Tversky, 1977; Tversky
and Gati, 1978; Rips, 1989; Medin et al., 1993; Townsend and
Thomas, 1993; Hahn and Chater, 1998). The prime reason for
this is the ambiguity of similarity with regard to items that vary
along independent or potentially conflicting dimensions.

Any two objects or situations that are not identical to each
other are bound to be similar in some respects and dissimilar in
others. As Eisler (1960, p. 77) put it, “An observer instructed to
estimate the similarity of e.g., two differently colored weights, is
supposed to ask: in what respect?” Because the respects in which
objects are to be compared do generally depend on the task and
on the mindset that the subject brings to it, similarity appears to
be too ill-defined to have explanatory value for the psychologist
or, indeed, practical value for the perceiver.

This conceptual difficulty is, however, not insurmountable.
Rather than seeking an ironclad, universally valid set of similar-
ity relations that are prior to any experience, cognitive systems use
their experience in interacting with the world to learn the respects
in which various situations should be considered as similar, by
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tracking the consequences of their actions. The similarity question
thus turns out to be an instance of the well-known computational
problem of credit assignment (Minsky, 1961). Here, it takes the
form of the need to differentiate between those features (dimen-
sions) of similarity of two items that are, in the context of the task,
predictive of the consequences of generalizing between them, and
those that are not2.

In general, the credit assignment problem has both tempo-
ral (diachronic) and structural aspects. The former has to do
with apportioning credit to each of a potentially long sequence
of actions, and the latter—to the various dimensions of the situ-
ation/action representation. With regard to similarity-based pro-
cessing, it is the dimensionality of the representation space that
is of prime concern. The three related computational problems
discussed below all arise from the typically high dimensionality of
measurement and representation spaces.

The need for high-dimensional representation spaces in cogni-
tion stems in turn from the foundational role of experience in the
planning of future behavior. To increase the chances that at least
some of the stored data would bring out the similarity patterns
on which generalization can be based, an advanced cognitive sys-
tem must measure up as many episodes of its interaction with the
world as possible, while making each measurement as detailed as
possible. It is no wonder, then, that the amount of information
that the brains of long-lived animals in complex ecosystems must
capture, process, and store is vast (Merker, 2004). To understand
how the brains of such animals, including ourselves, manage this
deluge of data, we must first identify the computational principles
that are in the play.

2.1. THE TUG OF WAR BETWEEN CONTENT-BASED RETRIEVAL
AND GENERALIZATION

Seeing that storage as such appears to be cheap (e.g., Brady et al.,
2008), the main problem here is retrieval. In other words, if a
vast amount of data is stored against a possible future need, the
efficiency of retrieval becomes all the more important. Clearly,
retrieval must be selective: only those records that are similar to
the present experience must be brought to the fore. Moreover,
retrieval must be fast: a sequential scan of the full contents of the
multitude of stored items will not do. A computational scheme
that fulfills these requirements is hashing (Aho et al., 1974). By
storing each item under a key that is computed from its con-
tent and that uniquely specifies a memory address, hashing allows
fast associative recall: a test item can be looked up in constant
time, independent of the number of stored items. In that respect,
hashing is like a massively parallel, content-addressable biological
memory system, in which a cue can be compared simultaneously
to multiple stored items (see Willshaw et al., 1969 for an early
computational model and Lamdan and Wolfson, 1988 for an early
application in a computer vision system for object recognition).

To minimize recall mistakes stemming from memory colli-
sions, hashing functions in data management applications were
traditionally engineered to map any two items, even similar ones,

2Cf. Shepard’s (1987) notion of consequential regions, and the need for dif-
ferential valuation of stimulus dimensions implied by the Ugly Duckling
Theorem (Watanabe, 1969, pp. 376–377).

to very different addresses. This way, the probability of confus-
ing distinct items could be kept low—but only at the expense
of destroying any similarity relationships that may hold over
the items. Because under a classical hashing scheme two sim-
ilar and therefore possibly related cues may wind up very far
apart in the representation space, simply “looking around” the
address of the best-matching item for anything that may be worth
retrieving along with it would not work. Thus, while enabling
content-based retrieval, classical hashing hinders similarity-based
generalization.

2.2. THE CHALLENGE OF DIMENSIONALITY REDUCTION
Earlier in this section we noted that the measurement space in
which objects external to the system are first represented is likely
to be high-dimensional. Indeed, in the human visual system,
the nominal dimensionality of the input signal from each eye
is equal to the number of axons that comprise the optic nerve,
or about 106. Any perceivable similarities over visual objects or
scenes must, therefore, exist as patterns in that multidimensional
signal 3. The task of finding such patterns is, however, extremely
hard.

What kind of measurement-space pattern could be useful for
similarity-based generalization? Two generic types of patterns are
those that afford categorization and those that support regres-
sion (Edelman and Intrator, 2002; Bishop, 2006). In the first case,
a number of previously encountered exemplars fall into a small
number of distinct categories according to some characteristics,
making it possible to categorize a new item by its similarity to
each of those. In the second case, exemplars cluster in a subspace
of dimensionality that is lower than that of the original measure-
ment space. In each of the two cases, subsequent generalization
becomes possible because the description of the data in terms of
the patterns is simpler than the original representation (as per the
Minimum Description Length (MDL) principle; cf. Adriaans and
Vitányi, 2007).

The problem is that the characteristics that define the “small
number” of clusters or the “lower-dimensional” subspace in the
above formulation need not correspond to any of the original
measurement dimensions by themselves. The similarity of two
spatially sampled visual objects, for instance, is always distributed
over a multitude of pixels (that is, dimensions) rather than being
confined to a single pixel. The visual system must find the right
function of pixel values (e.g., a rotation of the original space
followed by a projection onto a subspace, if the function is con-
strained to be linear) under which the sought-after similarity
pattern—in the two-category case, a bimodal distribution—is
made explicit (in the sense of Marr, 1982).

The linear version of the problem of finding such a function
is known as projection pursuit (Huber, 1985). By the central
limit theorem, most low-dimensional projections of a high-
dimensional “cloud” of points will be approximately normal,

3This observation applies to natural or analog similarities, not symbolic or
conventional ones. Thus, a heap of 19 marbles is naturally similar to a heap of
20 marbles under any of a wide range of visual measurement schemes, whereas
under most schemes the number 19 on this page is only conventionally sim-
ilar to the number 20. A natural similarity space for shapes is discussed in
(Edelman, 1999, 3.2–3.3).
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that is, they will look like noise. Consequently, an “interesting”
projection is one that yields a distribution that deviates from
normality, e.g., because it is bimodal, or perhaps heavy-tailed
(Intrator and Cooper, 1992). Algorithms based on this approach
can be extremely effective in cases where the pattern of interest is
indeed linear (e.g., two linearly separable clusters of data points
side by side). They are, however, of no avail in the general case,
where no linear projection can do the job (e.g., if the pattern
consists of two concentric spherical shells of data points).

2.3. THE COMPLEXITY OF LEARNING FROM EXAMPLES
A complementary problem to the separation of a pattern into a
few clusters or a subspace of a few dimensions is that of pattern
build-up. How many data points suffice to define a pattern that
can support reliable generalization? This question is of central
concern in machine learning (along with the related issue of the
number of degrees of freedom of the learning mechanism; e.g.,
Haussler, 1992). Intuitively, learning from examples can be seen
as an instance of function approximation (Poggio, 1990), which
suggests that the set of examples must cover the domain of the
sought-after function in a representative manner4.

The need to cover the representation space with exam-
ples implies that the number of required data points depends
exponentially on the number of dimensions of the representa-
tion space—a problem known as the curse of dimensionality
(Bellman, 1961). While it can be circumvented in supervised
learning on a task-by-task basis5, the problem of dimensionality
in an exploratory (unsupervised) setting or in a situation where
transfer of performance is expected between tasks (Intrator and
Edelman, 1996) must be addressed by undertaking dimensional-
ity reduction prior to learning.

2.4. THE TRUTH IS OUT THERE
The last computational consideration that we would like to
bring to bear on the problem of learning and use of similarity
is that perceptual similarity (as opposed to arbitrary associa-
tions that the cognitive system may form following experience)
is “out there” in the world, waiting to be transduced into the
measurement space and preserved and discovered in the reduced-
dimensionality representation. In the domain of visual object
shapes, for instance, natural similarity relations arise from the
mathematics of shape parametrization, where certain unique-
ness results have been proved (see Edelman, 1999, App.C for
references). As noted in the introduction, these relations are in
principle discoverable by agents situated in the world, insofar as
similar causes tend to lead to similar consequences.

This observation suggests that perceptual representations
should be evaluated on the basis of their veridi-cality—the degree
to which they preserve the qualities of the objects “out there.”
In particular, a veridical representation scheme that preserves

4Note that this formulation is related to the more general view of the problem
of learning from examples as the estimation of the joint probability density
over input and output variables.
5The support vector approach to supervised learning can solve classification
and regression tasks directly in a high-dimensional space; see Cortes and
Vapnik (1995) for an early formulation and Malisiewicz et al. (2011) for a
recent application.

relational qualities such as similarity amounts to what Shepard
(1987, 2001; cf. Shepard and Chipman, 1970) termed a second-
order isomorphism between the representations and their targets
(this must be distinguished from first-order isomorphism, which
posits representations that individually resemble their respective
objects and which, it should be noted, merely postpones the prob-
lem of making sense of the world rather than solving it; Edelman,
1999)6.

We may therefore conclude that the twofold computational
challenge that any perceptual system must address is (1) to achieve
veridical representation of similarities among objects, so as to
forge a link between sensory data and consequentially responsible
behavior, and (2) to do so in a low-dimensional representation
space, so as to allow effective pattern discovery and learning from
experience. The rest of this article offers a brief overview of a com-
prehensive computational theory that explains how the primate
system for visual object recognition solves these two problems.
This theory has been implemented and tested both as a com-
puter vision system and as a model of biological vision and is
backed by behavioral and neurobiological findings, as detailed in
the references.

3. A SIMILARITY-BASED FRAMEWORK FOR VISUAL OBJECT
PROCESSING: THE CHORUS OF PROTOTYPES

In problems that arise in visual object processing (see Table 1), the
nature of the stimulus universe and certain generic properties of
visual systems ensure that veridical representation of distal object
similarities in a low-dimensional space is easy to achieve (for
a detailed argument, based on properties of smooth mappings,
see Edelman, 1999). In this section, we outline a computational
framework that offers a solution to these problems, which is based
on the idea of putting similarity itself to work in constructing a
representation space for distal objects. Because it represents each

Table 1 | A hierarchy of tasks arising in visual object and scene

processing.

Task What needs to be done What it takes

Recognition Dealing with novel views
of shapes

Tolerance to extraneous
factors (pose,
illumination, etc.)

Categorization Dealing with novel
instances of known
categories

Tolerance to
within-category
differences

Open-ended
representation

Dealing with shapes that
differ from familiar
categories

Representing a novel
shape without
necessarily categorizing it

Structural
analysis

Reasoning about (i) the
arrangement of parts in an
object; (ii) the arrangement
of objects in a scene

Explicit coding of parts
and relationships of
objects and scenes

6Despite its intuitive appeal and deep roots that go back to Plato, the
first-order isomorphism approach is also infeasible in practice (given the com-
putational difficulties associated with the task of reconstructing the world
from sensory data) and is a poor model of human performance (given that
subjects are in fact very bad at such reconstruction).
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stimulus by a vector of its similarities to a small set of refer-
ence objects, this framework is called the “Chorus of Prototypes”
(Edelman, 1995, 1999).

The Chorus framework is founded on the observation that,
no matter how high-dimensional the measurement space of a
visual system is, certain events and relationships of interest “out
there” in the world give rise to representational signatures whose
structure ensures tractability. One behaviorally important type
of such event is the rotation of a rigid object in front of the
observer around a fixed axis (or, equivalently, the circumambu-
lation of the object by the observer). Provided that the imaging
function that maps the object’s geometry into the representa-
tion space is smooth, the footprint of the rotation event in
the representation space will be a one-dimensional manifold—
a smooth curve (which, moreover, will loop back upon itself,
due to the cyclic nature of the rotation event)7. For rotation
around three mutually orthogonal axes, the manifold will be
three-dimensional8.

3.1. OBJECT VIEW SPACES
Because the representation of the set of views of a rotating
object—its view space—has the manifold property, the views can
be related to one another by computationally tractable proce-
dures. In particular, given that the view space is smooth, a small
number of exemplars (representation-space points that encode
particular views of the object) typically suffice to interpolate it,
using any of the many existing methods for function approxima-
tion. One such method, which, as we shall see in the next section,
is especially interesting from the neurobiological standpoint, is
approximation by a linear superposition of radial basis functions
(Poggio and Edelman, 1990; Poggio and Girosi, 1990).

This corresponds to representing any view of the object by its
similarities to a handful of exemplar views that can be learned
from experience (Poggio and Edelman, 1990; this, in turn, implies
that the view space for the object, as well as a decision function for
object identity, can take the form of a weighted sum of the outputs
of a set of neurons each of which is broadly tuned to one of the
exemplar views). While recognition performance of this mecha-
nism can be highly tolerant to viewpoint changes (if the exemplars
are chosen so as to jointly cover the view space well), it is not fully
viewpoint-invariant—but neither is the performance of human
subjects (Bülthoff and Edelman, 1992; Edelman and Bülthoff,
1992; Edelman, 1999; DiCarlo and Cox, 2007; more about this
in section 4).

3.2. OBJECT SHAPE SPACES
Edelman (1995) noted that the principles that facilitate this kind
of low-dimensional representation of relationships between dif-
ferent views of the same object apply also to the relationships
between different object shapes. Specifically, object shapes that
are not too dissimilar from each other—say, a duck, a goose,
and a chicken—can be meaningfully morphed into one another
by simple linear interpolation of some fiducial features such as

7For definitions of formal concepts such as smoothness and manifolds, and
for other mathematical details, see Edelman (1999).
8If the object is opaque, the manifold will be piecewise smooth.

edge configurations, so that intermediate shapes do make sense.
Indeed, they form a smooth, low-dimensional manifold.

This implies that under a smooth representation mapping,
the set of view spaces of the objects in such a “tight” shape
category—its collective shape space—can be interpolated by the
same means that support the interpolation of individual view
spaces (Edelman, 1998). Moreover, because the view spaces of the
shapes in question will be roughly parallel to each other, learning
a view-related task for one shape would readily transfer to another
(Intrator and Edelman, 1996, 1997; Edelman and Duvdevani-Bar,
1997). For instance, learning to predict the appearance of a three
quarters view of one face from its frontal view would work also
for other faces (Lando and Edelman, 1995; Duvdevani-Bar et al.,
1998).

With regards to implementation, the shape space can be
approximated by the same means as the view space, as a weighted
sum of tuned unit responses, which serve as basis functions. If
each of the units is tuned to an entire view space of some object
(which may itself appear at a range of orientations), together
they will span the shape space for the family of objects in ques-
tion. Given a potentially novel stimulus, each such tuned unit
effectively signals how distant (that is, dissimilar) it is from its pre-
ferred shape, or “prototype.” The joint ensemble activity (which
inspired the name Chorus of Prototypes; Edelman, 1995) pinpoints
the location of the stimulus in shape space, just as in a land survey
the distances to a handful of landmarks jointly fix the location of
a test point in the terrain.

3.3. THE CHORUS TRANSFORM
Formally, representing a new view by its similarities to familiar
views or a new shape by its similarities to familiar shapes are both
instances of an application of the Chorus Transform (Edelman,
1999). Let p1, . . . , pn be n prototypes and let x be an input vector,
pk, x ∈ R

d. The Chorus Transform (CT) is defined as follows:

CT(x) = 1√
n

⎛
⎜⎝

‖x − p1‖
...

‖x − pn‖

⎞
⎟⎠ (1)

The application of this transform CT : R
d → R

n results in
dimensionality reduction, if the number of prototypical objects,
n, is smaller than the dimensionality of the measurement space d.

Edelman (1999, App.B) showed that the Chorus Transform
can support a logarithmic dimensionality reduction, while
approximately preserving the inter-point distances in the origi-
nal space (the proof of this claim is based on a theorem due to
Bourgain, 1985). In other words, even with a very small num-
ber of prototypes—O(log d), where d is the dimensionality of
the original space—the relative positions of the data points in
the new, low-dimensional space approximate their original lay-
out, implying that the original similarity relations, and with them
category boundaries, etc., are largely preserved9.

9Recent developments in neighborhood-preserving embedding and immer-
sion (Bartal et al., 2011) improve on the Johnson and Lindenstrauss (1984)
result that had been cited by Edelman (1999). The original J-L lemma states
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A statistically robust version of CT can be derived by observing
that a representation based on distances to a set of points (pro-
totypes) is related to vector quantization (Linde et al., 1980; the
following exposition is borrowed from Edelman, 1999, App.B). A
vector quantizer Q is a mapping from a d-dimensional Euclidean
space, S, into a finite set C of code vectors, Q : S → C,C =
(p1, p2, . . . , pn), pi ∈ S, i = 1, 2, . . . , n. Every n-point vector
quantizer partitions S into n regions, Ri = {x ∈ S : Q(x) = pi};
the Voronoi diagram is an example of such a partition. Whereas
vector quantization encodes each input pattern in terms of one of
the code vectors chosen by the nearest-neighbor principle (Cover
and Hart, 1967), Chorus does so in terms of similarities to several
prototypes. This parallel suggests that a discretized representa-
tion of the input space, related to the Voronoi diagram, can be
obtained by considering ranks of distances to prototypes, instead
of the distances themselves.

Let p1, . . . , pn be n prototypes, and consider a representation
that associates with each input stimulus the Rank Order of its
Distances to the prototypes (ROD). That is, an input x is rep-
resented by an ordered list of indices ROD(x) = (i1, i2, . . . in),
meaning that among all prototypes pi, x is the most similar to
pi1 , then to pi2 , and so on. Note that the index i always heads the
list ROD(pi) corresponding to the prototype pi (a prototype is
most similar to itself). The total number of distinct representa-
tions under the ROD scheme is n! (the number of permutations
of the n indices). To compare two representations, one may use
Spearman rank order correlation of the index lists.

4. EXPERIMENTAL SUPPORT FOR THE CHORUS
FRAMEWORK

The Chorus framework has been implemented and evaluated
as a computer vision system for recognition and categorization
of isolated objects (Duvdevani-Bar and Edelman, 1999) and for
class-based generalization (Lando and Edelman, 1995; Edelman
and Duvdevani-Bar, 1997). It had also generated predictions for
behavioral, electrophysiological, and imaging experiments, all
of which were subsequently corroborated. The relevant studies,
which are mentioned briefly in this section, have been discussed
at great length elsewhere (Edelman, 1998, 1999).

The basic tenet of the Chorus model—that object vision
is fundamentally viewpoint-dependent because its functional
building block is a unit broadly tuned to a specific view of
a specific object—received early support from psychophysical
(Bülthoff and Edelman, 1992; Edelman and Bülthoff, 1992) and
neurophysio-logical (Logothetis et al., 1994; Logothetis and Pauls,
1995; Wachsmuth et al., 1994; Perrett and Oram, 1998) exper-
iments. Subsequent studies consolidated the notion that object
recognition is characterized not by invariance but by tolerance to
extraneous factors such as orientation and retinal position, which,

that any n-point subset of Euclidean space can be embedded in O(ε−2 log n)

dimensions with at most (1 + ε) distortion of the inter-point distances. In
contrast, the new local dimension reduction lemma (Bartal et al., 2011) offers a
likewise bounded-distortion embedding into a space whose dimensionality
does not depend on n, as long as it is the local and not the global struc-
ture of the data set that is to be preserved. It remains to be seen whether
this embedding method can be carried out by mechanisms whose biological
implementation is as straightforward as that of the Chorus scheme.

furthermore, depends on the task and on the prior experience
with the objects in question (Dill and Edelman, 2001; DiCarlo
and Maunsell, 2003; Cox et al., 2005; Rust and DiCarlo, 2010).

A particularly interesting feature of the Chorus framework is
that object representations that it posits are generically veridi-
cal with regard to inter-object similarities. As noted above,
the dimensionality reduction method employed by the Chorus
model—representing each stimulus by its distances to shape-
space landmarks—is guaranteed to approximately preserve orig-
inal similarities among stimulus shapes, insofar as it implements
the random subspace projection method of near-isomorphic
embedding (Johnson and Lindenstrauss, 1984; Bourgain, 1985).
The predicted metrically veridical perception of object similarities
has indeed been demonstrated in behavioral and physiological
studies with humans (Cutzu and Edelman, 1996, 1998; Edelman
et al., 1998, 1999; Giese et al., 2008; Panis et al., 2008) and
monkeys (Sugihara et al., 1998; Op de Beeck et al., 2001).

In summary, results from human and monkey psychophysics
and physiology suggest, as predicted by the Chorus framework,
(1) that the visual system seeks tolerance rather than invariance to
object transformations (Rust and DiCarlo, 2010), as predicted by
the view- and shape-space idea (Edelman et al., 1998; DiCarlo and
Cox, 2007), (2) that object translation can be disruptive, especially
for structure representation (Dill and Edelman, 2001; Cox et al.,
2005; Kravitz et al., 2008), as predicted by the retinotopy of the
classical receptive fields that are the functional building blocks of
the Chorus model, (3) that this trait is compatible with extrastri-
ate neural response properties (Vogels, 1999; Gallant et al., 2000;
DiCarlo and Maunsell, 2003), and (4) that the peculiarities in
the manner in which primate vision deals with object structure
(Tsunoda et al., 2001; Newell et al., 2005; van Dam and Hommel,
2010) can be accounted for by a fragment-based scheme that relies
on binding by retinotopy Edelman and Intrator (2003).

5. A RENEWED INTEREST IN THE MATHEMATICS
OF SIMILARITY AND THE CHORUS TRANSFORM

The past decade saw a variety of new and exciting develop-
ments in the theory of similarity-preserving associative recall,
which are proving to be widely useful in computer vision, notably
LSH (Andoni and Indyk, 2008). Furthermore, some old ideas for
embedding structured data in vector spaces, such as holographic
reduced representations (Plate, 1991), are being rediscovered and
applied (Jones and Mewhort, 2007), albeit not in the visual
domain. We see both these sets of development as important to
visual scene representation and processing: the former contribute
to the struggle against the curse of dimensionality, while the latter
suggest computationally convenient and neurally plausible ways
of dealing with structure. In this section and in section 6, we
briefly describe representative methods from these two domains
and show that they are either related to the Chorus Transform or
can benefit from its application.

5.1. THE CHORUS TRANSFORM IMPLEMENTS LOCALITY-SENSITIVE
HASHING (LSH)

Significant progress in similarity-based high-dimensional data
management has been recently brought about by the development
of new algorithms that perform hashing while respecting local
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similarity (Andoni and Indyk, 2008; Paulevé et al., 2010). The
growing family of LSH algorithms “effectively enables the reduc-
tion of the approximate nearest neighbor problem for worst-
case data to the exact nearest neighbor problem over random
(or pseudorandom) point configurartion in low-dimensional
spaces” (Andoni and Indyk, 2008). Both steps in this process—
forming the random projections and quantizing the resulting
low-dimensional space into address bins—rely on the same com-
putational principles that underlies the Chorus Transform and
can be carried out by the same mechanism, namely, a set of
tuned units.

As outlined in Figure 1, the process begins by choosing a num-
ber of hash functions from a family of functions H = {h : R

d →
U} that satisfies the LSH condition: the probability P1 of mapping
two data points p, q ∈ R

d to the same bin must be larger than the
probability P2 of mapping them to different bins if the points are
close together —

if ||p − q|| ≤ R then PrH[h(p) = h(q)] ≥ P1 (2)

if ||p − q|| ≥ cR then PrH[h(p) = h(q)] ≤ P2 (3)

where R is the radius of the neighborhood that defines proximity
and c > 1 is a constant (which defines an “exclusion zone” around
the R-neighborhood). Each of the hash functions is then used to
construct a hash table, which are populated by points from the
given data-set. The lookup procedure for a query point q iterates
over the hash tables and returns retrieved points that fall within
an R-neighborhood of q.

Now, consider the “multidimensional line partitioning” LSH
family described by Andoni and Indyk (2008, p. 121). A hash
function from this family first performs a random projection of

the data point p into R
t , where t is super-constant [i.e., grows

slowly with n, as in t = o(log n)]. The space R
t is then partitioned

into cells, and the hash function is made to return the index of the
cell that contains the projected point p.

This last part suggests a ready parallel to the Chorus
Transform. Specifically, the receptive fields of the tuned units rep-
resenting the prototypes effectively function as the cells in the
second step of the above procedure (the first step being the pro-
jection of the probe point on the manifold defined implicitly by
the choice of prototypes). To complete the analogy, the outputs
of the tuned units can be thresholded (as in the ROD version of
the transform), so that the resulting code consists of the identi-
ties (that is, indices) of units whose activation by the probe point
exceeds the threshold.

The original Chorus Transform, without thresholding, can
be seen to carry out kernelized LSH (a variant introduced
by Kulis and Grauman (2009), which, as those authors note,
is applicable to both vector and non-vector data). In a
recent development of this approach, He et al. (2010, p.1133)
defined the space Vj onto which the data are projected by

the jth hashing function by a linear combination of “land-
marks” {zn} in the kernel space. This idea leads to the hash
function.

h(p) = sign(aT kp − b) (4)

where a are the linear combination weights and

kx = [K(x, z1), . . . , K(x, zn)]T (5)

are the kernel values between x and each of the landmark points
zn. With the distance function || · || serving as the kernel and zn

FIGURE 1 | The locality-sensitive hashing (LSH) scheme (after Andoni and Indyk, 2008, Figure 2). For an explanation of how the Chorus Transform
implements LSH, see section 5.1.
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as the prototypes, this corresponds precisely to an application of
the Chorus Transform to the data point x.

5.2. THE CHORUS TRANSFORM COMPUTES CONCOMITANT
STATISTICS

In their discussion of LSH families, Andoni and Indyk (2008,
p. 120) note that if the Jaccard similarity, defined for two sets
A and B as s(A, B) = |A ∩ B|/|A ∪ B|, is used as a basis for
hashing, the LSH framework is thereby extended to include the
so-called minwise hashing methods. Minwise hashing (Broder,
1997; Li and König, 2011) is a special case of pairwise char-
acterization of ordered sets through their concomitant statistics
(Eshghi and Rajaram, 2008, Section 4), and is best explained
as such.

Consider n independent sample pairs, {(x1, y1), (x2, y2),

. . . , (xn, yn)} obtained from a bivariate distribution f (x, y). In the
theory of rank order statistics, yk is called the concomitant of xk.
Formally, concomitant theory captures the relation between the
order statistics of x and y in the form of a rank distribution given
by Pr

[
Rank

(
yi

) = j | Rank (xi) = k
]
.

Let
∏n

1,1 be the probability that the smallest of xi is the con-
comitant of the smallest of yi. The link to the LSH theory now
becomes apparent: if the smallest element among xi is identical to
that of yi, it must lie in the intersection of the two sets, which
implies that the probability

∏n
1,1 is equal to the Jaccard simi-

larity between them (this is the defining insight behind minwise
hashing, due to Broder, 1997).

Eshghi and Rajaram (2008) observe that the same reasoning
holds not just for the smallest (lowest-ranking) pair but also for
any range of smallest concomitant ranking pairs of the two sets.
They proceed to define a “min k-multi-hash” LSH family based
on this observation. For us, it is of interest because the smallest
k values in a Chorus Transform—a representation that supports
LSH—are effectively computed by retaining the smallest k out of
the n distances to the prototypes that define it10.

In a related vein, Yagnik et al. (2011) introduce the Winner
Take All (WTA) hash, “a sparse embedding method that trans-
forms the input feature space into binary codes such that
Hamming distance in the resulting space closely correlates
with rank similarity measures.” Their hash functions define
the similarity between two points by the degree to which
their feature dimension rankings agree. Yagnik et al. (2011)
point out that the simplest of such measures is the pairwise
order function PO(x, y) = ∑

i

∑
j<i T((xi − xj)(yi − yj)), where

xi and yi are the ith dimension values of x, y ∈ R
n and

T is a threshold function, T(x) = 1 if x > 0 and T(x) = 0
otherwise.

Whereas Yagnik et al. (2011) proceed to define their WTA
hash family using random permutations of feature dimensions,
it can also be formulated in terms of the Chorus Transform.
To that end, in lieu of permuting the dimensions, all we have
to do is administer a vector of random biases (drawn from a

10These are the k landmarks that are the closest to the probe data point;
cf. the discussion of the relationship between CT and vector quantization
in section 3.3. We also note that this idea is related to the coding scheme of
Thorpe et al. (1996) and the MAX model of Rousselet et al. (2003).

predetermined set of random vectors) to the landmark units;
each such bias vector effectively permutes the rank order of the
unit responses. Given that under the Chorus Transform, the out-
put representation by distances to prototypes preserves the rank
order of data point similarities in the original space (Edelman,
1999, App.B), the above procedure is exactly equivalent to the
one proposed by Yagnik et al. (2011), with the added advan-
tage of being carried out in a more convenient low-dimensional
space.

6. EXTENDING THE CHORUS FRAMEWORK TO COVER
STRUCTURAL SIMILARITY

The kinds of visual stimuli discussed up to now in this paper
did not include objects composed of parts or scenes contain-
ing multiple objects, such as those depicted in Figure 2, or that
which you will see if you raise your eyes from this paragraph
and look around you. In this section we first list some of the
functional requirements posed by structured scenes and the chal-
lenges presented by those requirements. We then briefly mention
a previously published biologically motivated model of scene pro-
cessing (Edelman and Intrator, 2003). Finally, we outline a new
computational approach to scene interpretation, the Chorus of
Relational Descriptors (ChoRD), which uses CT on all the repre-
sentational levels: for representing shapes, their relationships, and
entire scenes.

6.1. FUNCTIONAL REQUIREMENTS AND CHALLENGES IN
COMPOSITE SCENE INTERPRETATION: SYSTEMATICITY
AND STRUCTURAL ALIGNMENT

Operational parsimony, which in animal vision translates into
evolutionary pressure, dictates that a visual system should rep-
resent a structured scene hierarchically, in terms of intermediate-
size parts and their spatial relations, if such a representation is
warranted for the family of scenes at hand by the MDL principle
(Rissanen, 1987; Adriaans and Vitányi, 2007). Ideally, therefore,
the representation of scene structure would be fully composi-
tional in the classical sense of Frege (1891)11.

A compositional representation would allow the visual system
to be systematic in its interpretation of parts and relations—a
desideratum that is traditionally invoked in support of composi-
tional models based on MDL (Bienenstock et al., 1997). Formally,
an agent employing symbolic representations is systematic if its
ability to entertain the proposition R(a, b) implies a concomi-
tant ability to entertain the proposition R(b, a). In vision, this
would mean that a system that can make sense of a scene in
which a man rides a donkey should also be able to make sense
of a scene in which a donkey rides a man (Edelman and Intrator,
2003, Figure 1). In practice, however, human cognition is often
far from systematic in its dealing with structure, and so is unlikely
to rely on fully compositional representations (see Johnson, 2004
for informal arguments and Edelman and Intrator, 2003 for
empirical evidence).

11For a thorough introduction to the principle of compositionality, see
(Szabó, 2008); for a discussion in the context of vision, see (Edelman and
Intrator, 2003).
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FIGURE 2 | Problem #75 of the 100-long sequence of challenges

to pattern recognition posed by Bongard (1970). The task is to determine
what distinguishes the scenes on the left from the scenes on the right.
To answer this question, it is not enough to list the shapes that appear in

the scenes: their spatial attitudes and relations must be made explicit too.
This representational requirement is often referred to as (a spatial counterpart
to) structural systematicity (Edelman and Intrator, 2003). See text for
discussion.

If a modicum of systematicity is to be preserved, a certain
amount of spatial analysis must be carried out (Edelman and
Intrator, 2003), so as to enable structural alignment (Markman
and Gentner, 1993)—a procedure in which parts and relations
found in one scene are matched to parts and relations found
in the other 12. Consider, for instance, the two scenes at the top
of Figure 3. Disparate as these scenes are, certain parallels can
be drawn between some fragments of one and fragments of the
other. In particular, the vertical ridge at the center of the sand-
stone depression in the scene on the left resembles the narrow
vertical lean-to attached to the wall of the building depicted in
the scene on the right. Furthermore, each of the two circular
windows on both sides of this vertical feature can be matched,
respectively, to two rounded (but not very circular) holes in the
scene on the left. In each of the two scenes, the spatial arrange-
ment of the matched fragments forms a stylized face (two eyes and
a nose between them)—a realization that in turn suggests struc-
tural similarity to the spatial composition of the head of the owl
in the scene on the bottom left and, stretching the imagination a
bit, to the Chinese character on the bottom right of Figure 3.

Structural alignment thus turns the question of scene inter-
pretation (and with it also the question of scene similarity) into a
nested set of questions about similarities of scene parts and their
relations. The four scenes resemble each other (up to a point)
because each one consists of individually alignable fragments (the

12Structural alignment differs from shape alignment for recognition, intro-
duced by Huttenlocher and Ullman (1987) and Ullman (1989), in that it
operates on the objects’ parts (which, further, could be defined in terms of
their function rather than shape) and relations, instead of on the global shapes
of the objects.

“eyes” and the “nose”) that, moreover, form the same spatial
pattern on a larger scale. Given a proper interpretation of each
of those scenes, we can answer questions such as “what shape
appears to the left of the vertical feature?”, “what
feature appears between the rounded ones?” or “what is the
structural counterpart of this vertical feature in the other
scene?”

What kind of representation can meet these functional needs
without running afoul of constraints imposed by neural imple-
mentation? Let us suppose for the moment that the represen-
tations of structured objects or scenes are themselves made to
possess an analogous symbolic structure. Following this logic, the
representation of a scene composed of two shapes, one above the
other, could take the form of an ordered pair of the two fea-
ture vectors corresponding to the two constituent shapes. This
approach, however, creates a dilemma. On the one hand, it relies
on abstract relational binding (which is how the ordered pair-
ing of constituents is implemented in symbolic models; see, e.g.,
Hummel and Holyoak, 1998; Hummel, 2001). Although such an
implementation, being fully compositional, would result in ideal
systematicity, it is not, we believe, entirely biologically or behav-
iorally plausible, as noted above13. On the other hand, eschew-
ing symbolic binding in favor of a more biologically relevant
approach, such as representing composite scenes by bags of fea-
tures each of which carries both shape and location information

13Concerns about biological plausibility arise also with regard to the other-
wise fascinating idea of representing structured objects in the same metric
space as simple ones, as in the Holographic Reduced Representations of Plate
(1991) and other approaches based on similar mathematical principles (e.g.,
Jones and Mewhort, 2007; Sahlgren et al., 2008; Basile et al., 2011).
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FIGURE 3 | Four scenes for which possibilities for structural

alignment can be profitably explored. Image sources: top left,
a pattern in weathered sandstone, Lower Muley Twist Canyon,
Capitol Reef National Park, Utah; top right, the eastern wall

of the Old Synagogue, Jewish Quarter, Prague; bottom left, a
proto-Corinthian figurine of an owl, ca. 640 B.C. (from the antiquities
collection at the Louvre); bottom right, the Chinese character for
“middle” (zhōng).

(cf. the “what + where” features of Rao et al., 1997; see also Op
de Beeck and Vogels, 2000) has problems of its own in supporting
structural alignment, insofar as scene constituents are not easy to
address selectively in such a representation.

6.2. AN EARLY APPROACH: THE CHORUS OF FRAGMENTS
Edelman and Intrator (2000; 2003) attempted to avoid both horns
of the above dilemma by developing the Chorus of Prototypes
into a non-compositional model of structure representation that
exhibits appropriately limited systematicity. Instead of positing
generic parts and abstract relations, their Chorus of Fragments
model relied on the scene layout and on binding by retinotopy to
represent structure and on multiple location-bound shape spaces
to represent its constituents. The resulting model exhibited a
degree of systematicity, in that it interpreted correctly spatial rear-
rangements of shapes familiar to it through training (namely,
digit shapes). It also showed productivity, in that it performed
nearly equally well for novel shapes, which had had no “what”
units dedicated to them (letter shapes).

The model, described in detail by Edelman and Intrator
(2003), consisted of “what + where” units, which by definition
respond selectively in a graded manner both to stimulus shape
and to its location (Rao et al., 1997; Op de Beeck and Vogels,
2000). During learning, it relied on multiple fixations to train
the functional equivalent of a shape-tuned (“what”) unit param-
eterized by location (“where”). This functionality, which can be
thought of as gain modulation through covert attention shifts
(Connor et al., 1997; Salinas and Abbott, 1997; Salinas and Thier,
2000), offers a solution of sorts to the problem of constituent

addressing, which, as we just mentioned, arises in structural
alignment. During testing, a single fixation of the composite stim-
ulus by the model sufficed for interpreting it—that is, for making
explicit, through the pattern of the units’ responses, of what shape
was present at what location in the stimulus.

6.3. A NEW IDEA: CHORUS OF RELATIONAL DESCRIPTORS
(ChoRD)

While the CoF model did the right thing in predicating a full rep-
resentation of a scene on multiple fixations of its constituents,
it implemented the “what + where” functionality using a black-
box learning mechanism (a bottleneck autoencoder; DeMers and
Cottrell, 1993) that performed the task while leaving its inner
workings opaque. In this section, we describe a new approach
to implementing limited systematicity and thereby supporting
various structure-related tasks, which is characterized by two
main features. First, similar, to the CoF model, it is constrained
by the architectural and functional considerations that call for
distributed, graded, low-dimensional representations. Second, it
improves on the CoF model by dealing explicitly with the many
related versions of the same scene arising from multiple fixations,
and by doing so through recourse to the same computational
mechanism that is at the core of CT: representation by similarities
to multiple prototypes. Because of that, the new approach has also
the advantage of being related to the similarity-preserving hash-
ing methods that are being currently used in computer vision (as
we pointed out in preceding sections).

The new approach, Chorus of Relational Descriptors, or
ChoRD, represents a given scene by multiple entries in an
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associative memory. The memory system is implemented by a
hash table of the LSH type, in which (1) each of the possibly many
entries for a given scene uses one of the scene’s regions of interest
(ROIs) as the key, and (2) key values falling within a certain range
of similarity to a given ROI are all mapped to the same record.
The record associated with a key ROI is the scene minus that ROI;
it is represented by a list of the remaining ROIs along with the
spatial displacement of each of them relative to the key ROI.

To give a concrete example, consider a scene consisting of
an object, A, which appears above another object, B (in gen-
eral, of course, a scene can consist of more than two objects).
Representations of this scene will be stored in the hash table under
two keys, ROI(A) and ROI(B)—and so will scenes that contain
objects sufficiently similar to A and B. In particular, the represen-
tation stored under ROI(A) will consist of the list {ROI (B), dir
(A, B)}, where the last element encodes the direction from A to B.

The ChoRD model that we just outlined uses CT on two lev-
els. First, and most fundamentally, both the ROIs comprising the
scene and their relative spatial displacements with regard to each
other are represented by vectors of distances to select sets of shape
and layout prototypes, respectively. Second, given that an LSH-
based representation is itself equivalent to CT (as we showed in
section 5.1), the entire scene is de facto represented in a dis-
tributed, redundant, graded fashion by the ensemble of records
associated with its constituent ROIs, in a manner that neither dis-
cards the spatial structure of the scene, nor attempts to capture it
categorically, as the symbolic models aim to do.

7. TESTING A SIMPLE IMPLEMENTATION OF ChoRD
We now describe a series of tests of the ChoRD model, carried
out in the simple domain of scenes composed of two ROIs each
(a detailed examination of the model’s performance and its scal-
ing to more complex scenes will be reported elsewhere; Shahbazi
and Edelman, in preparation). Each scene was constructed by

embedding two object images, drawn from six most populous
object categories in the LabelMe database (Russell et al., 2008), in
a black background. The objects were converted to grayscale and
scaled to a size of 50 × 50 pixels; the entire scene was 150 × 150
pixels (see Figure 7 for some scene examples). While this type of
test image will probably fail to impress computer vision practi-
tioners, it has the advantage of allowing a very tight control over
the scene parameters, which is why such scenes are at present
widely used in behavioral and imaging studies (e.g., Newell et al.,
2005; Hayworth et al., 2011; MacEvoy and Epstein, 2011; Zhang
et al., 2011), some of whose results we replicate below.

7.1. ENCODING THE ROIs AND THEIR LAYOUT
Regions of interest (ROIs) were detected in the scene by sliding a
Gaussian patch along the image and locating the ROI at the place
that resulted in a maximum sum of the pixel values of the con-
volved image. The size of the Gaussian patch was made to match
the size of the objects. Ten objects were chosen at random from
the list of LabelMe objects to serve as the prototypes for CT (see
Figure 4). Each of those was represented by a list of outputs of
Gabor filters at two different scales, 5 and 10 pixels, and two ori-
entations, 0◦ and 90◦14. Every detected ROI patch was represented
by the list of filter values, then encoded by the 10-prototype CT.

To encode the spatial structure or layout of the scene, we
represented it by similarities to a set of 10 layout prototypes.
Fixation-dependent encoding was simulated by using one such
set of 10 layouts for cases in which the top ROI was fixated
and another one for cases in which the bottom ROI was fixated
(see Figure 5). Each layout prototype consisted of two Gaussian

14The original implementation of CT-based object recognition (Duvdevani-
Bar and Edelman, 1999) used an even simpler ROI representation with great
effect. In a modern computer vision setting, a SIFT-based representation
(Lowe, 1999) would be used.

FIGURE 4 | The 10 shape prototypes used in conjunction with CT to encode the ROIs comprising the scenes (see section 7.1). Each ROI detected in a
scene was represented by a 10-dimensional vector of its respective similarities to these 10 images.

FIGURE 5 | The layout prototypes used in conjunction with CT to

encode the spatial structure of scenes (see section 7.1). There are two
different sets of such prototypes. One set of 10 prototypes is used for
encoding the scene when the top ROI is fixated; the other set of 10

prototypes is used when the bottom ROI is fixated. For each situation
(scene + fixation), the scene structure was thus represented by a
10-dimensional vector of similarities between the layout of the scene’s ROIs
and the 10 layout prototypes.
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image patches. The image location of one of these, correspond-
ing to the would-be scene placement of the reference or key ROI
for the given fixation, was fixed, and the location of the other
differed systematically among the 10 prototypes, spanning col-
lectively a range of displacements as illustrated in Figure 5. The
entire scene’s layout was therefore encoded relative to the fixa-
tion point (the location of the key ROI) by listing its image-based
similarities to the 10 displacement prototypes.

The entire procedure whereby the representation of a scene
was computed is illustrated in Figure 6. Altogether, the com-
plete representation of a scene for a given fixation (“entry” or
key) point consisted of the concatenation of (1) a 10-dimensional
representation of the fixation ROI, (2) a 10-dimensional represen-
tation of the other ROI, and (3) a 10-dimensional representation
of the spatial layout relative to fixation. Scene representations
constructed in this manner were entered into an LSH table, imple-
mented using Shakhnarovich’s Matlab code with ten 64-bit hash
tables (Shakhnarovich, 2008).

The LSH functionality (which, as we showed in section 6, is
equivalent to that of CT) subsequently allowed content-based
lookup—a key ingredient in testing the resulting ChoRD model
on additional scenes, which could be familiar or novel in some
respects. In the experiments described in the remainder of this
section, we tested the ability of the ChoRD model to sup-
port certain systematicity-related queries and to replicate several
behavioral and imaging studies involving human subjects.

Following training (that is, populating the LSH with scene
representations), each familiar scene is represented redundantly,

by as many records as it has ROIs. Given a test scene, the
model’s LSH table returns all the representations that match
the ROIs contained in it. Importantly, because of the locality-
sensitive property of the hashing scheme that we used, a novel
scene—that is, a scene that differs somewhat from the familiar
examples either in its ROIs or in their locations, or both—results
in the retrieval of familiar scenes that are sufficiently similar to
it. Thus, we expected the model’s performance to degrade grace-
fully when tested on progressively more novel stimuli, rather
than crash.

7.2. EXPERIMENT 1: PRODUCTIVITY
Our first experiment tested the model’s productivity: its abil-
ity to deal with moderate novelty as just defined. Each of the
test stimuli in this experiment had one novel and one familiar
object in a familiar configuration, two novel objects in a familiar
configuration, or two familiar objects in a novel configuration.
The dissimilarity between the test scene and the representation
retrieved in response to it was defined as

�k = ‖ROI11 − ROI12‖ + ‖D11 − D12‖
+‖ROI21 − ROI22‖ (6)

where ROIij is the ith ROI of scene j, and Dij, is the layout
representation of scene j relative to ROIij . Identical computa-
tions were performed by fixating each of the two objects in

FIGURE 6 | The procedure for computing a ChoRD representation of a scene. The representation of each encountered scene is entered into the model’s
LSH table, with the representation of the fixated ROI serving as the key. See text for additional details.
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the test scene, yielding �1 and �2, which were then aver-
aged together to form the composite dissimilarity between the
two scenes.

We remark that the form of Eq. 6 glosses over the conceptual
difficulty inherent in trying to deal simultaneously with multiple
shape and location differences. This difficulty is universal in that it
arises in any attempt to compare composite entities (say, estimat-
ing the similarity of two sets of fruit containing one apple and one
orange each), including certain structural alignment tasks (sec-
tion 6.1). In psychology, this corresponds to the classical problem
of scaling (Shepard, 1987), which is beyond the scope of the
present discussion. Thankfully, in the present context of testing
a given model (rather than defining the representation that serves
as its foundation), this difficulty amounts merely to a matter
of preference that may or may not be given to some compo-
nents of the composite dissimilarity, depending on the task. This
can be done simply by weighting those components as needed.
Our choice in Equation 6 corresponds to using equal weights
for all.

The experiment was performed on 6000 test scenes in three
different conditions: condition N, 2000 test scenes with one
novel object; condition NN, 2000 test scenes with two novel
objects; and condition L with 2000 test scenes with two famil-
iar objects in a new spatial layout. For each condition, the test
scene was encoded according to both possible fixations, and the
query was performed for both encodings. For each query, the five
nearest neighbors were retrieved and their (dis)similarity to the
test scene was computed. The reported results are for the best
match obtained (i.e., the most similar scene retrieved from the
hash table). Figure 7 shows examples of test scenes (on the left)
and their corresponding five most similar scenes retrieved from
the table.

To investigate the contribution of CT to the model’s perfor-
mance, we carried out another experiment, this time using the
raw filter-based encoding of the scenes. Figure 8 shows side by
side the results for the raw and CT-encoded scenes. Note that
there is no significant difference in the similarity of the test and
retrieved scenes for different conditions in the non-CT version.

7.3. EXPERIMENT 2: SENSITIVITY TO GRADUAL CHANGE
In the second experiment, we measured the similarity of two
scenes represented by the ChoRD model, in one of which the
two objects were progressively displaced relative to each other
(see Figure 9). Newell et al. (2005) found that the performance
of human subjects in this situation indicated their reliance on
representations that yielded graded similarity, rather than break-
ing down categorically as the layout of the manipulated scene
changed. To simulate their study, we generated a series of test
scenes with the same two objects. By keeping one object’s position
constant and displacing the other one, the relative positions of the
objects were changed, either horizontally or vertically, in incre-
ments of 10 pixels. Figure 10 shows the resulting dissimilarities
between reference and test scenes. The experiment was performed
on 2000 different scenes, with five levels of displacement tested for
each scene, and resulted in a gradual increase of dissimilarity with
displacement. A linear regression fit the results well: R2 = 0.72,
F(9998) = 2.06 × 104 (p < 2.2 × 10−16).

7.4. EXPERIMENT 3: SENSITIVITY TO DIFFERENT TYPES
OF QUALITATIVE CHANGE

Our third experiment examined the ChoRD model’s representa-
tion of relative similarities of scenes that were subjected to certain
structural transformations. It has been patterned on the imag-
ing study of Hayworth et al. (2011), who showed that for human
subjects the BOLD response of brain areas implicated in scene
representation is more sensitive to some structural transforma-
tions than to others. In particular, for scenes composed of two
objects, switching the two objects around resulted in a larger
release of adaptation, compared to simply translating both objects
within the scene while keeping their relative positions unchanged.

To replicate this finding, we constructed test scenes related to
reference ones in three ways: through a joint translation of both
objects (condition T), or reversal of the objects’ locations (con-
dition R), or both (condition TR). Two thousand scenes were
generated for each of these conditions. The results, plotted in
Figure 11, conform to those of Hayworth et al. (2011).

7.5. THE ChoRD MODEL: A DISCUSSION
We have tested the ChoRD model on simple scenes composed
of two objects, in three experiments. In the first experiment,
the model exhibited a degree of productivity, that is, an ability
to deal, systematically, with scenes that differed in various ways
from those to which it had been exposed during “training” (cf.
Edelman and Intrator, 2003). In the second experiment, we found
that the model’s estimate of similarity between a reference scene
and a series of test scenes differing from it progressively was it
self graded—a finding that echoed that of Newell et al. (2005) in a
similar setup. In the third experiment, we used the model to repli-
cate one of the findings of an fMRI adaptation study (Hayworth
et al., 2011), which found differential effects on brain activation of
two types of scene transformation: joint translation vs. switching
around of the scene’s constituents. All these results were obtained
by a model that used CT on every relevant representational level
to reduce dimensionality and enact tolerance to moderate novelty,
supporting our assertion of the importance of similarity-based
representations in scene processing.

In addition to being rooted in our own earlier work on
similarity-based object and scene representation (Edelman, 1999;
Edelman et al., 2002; Edelman and Intrator, 2003), the ChoRD
model can be seen as related to several contemporary lines of
thinking in computer vision, as mentioned very briefly below (a
detailed comparison will be offered in Shahbazi and Edelman,
in preparation). In particular, the location-specific CT-based rep-
resentations used here resemble the locality-constrained linear
coding of Wang et al. (2010). The relationship between CT and
vector quantization (VQ), from which Wang et al. (2010) derive
their approach, has been noted and analyzed in (Edelman, 1999;
cf. section 3.3). Continuing this parallel, the graded manner in
which CT codes the similarities between the target object and pro-
totype shapes may be compared to the variant of VQ that uses soft
assignment (van Gemert et al., 2010).

Whereas many computer vision methods for image represen-
tation and retrieval rely on the bag of (visual) words idea (which
goes back to the first histogram-based approaches developed two
decades ago), there is an increasing number of attempts to extend
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FIGURE 7 | Experiment 1, testing productivity. See section 7.2 for a
description of the procedure and Figure 8 for quantitative results. Above: the
performance of the ChoRD model, which uses CT to represent ROIs. The
leftmost column shows test scenes; the other columns show the best five
matches retrieved from the model’s LSH table, in the decreasing order of

similarity to the test scene. Top row: One novel object at position ROI1.
Middle row: One novel object at position ROI2. Bottom row: Two novel
objects. Below: the performance of a version of the model that uses raw ROI
encoding rather than one based on CT (the layout was still encoded
with CT ).

this simple and powerful principle to capture some of the scene
structure (and not just the mere presence in it of certain objects).
One step in this direction is expressed by the “context chal-
lenge” of Torralba (2003), which led to the development of such

successful systems for context-based recognition as that of Divvala
et al. (2009). Our model can be seen to engage with this chal-
lenge by coding scenes relative to certain “entry points” or key
objects, for which the rest of the scene then constitutes a context
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FIGURE 8 | Productivity as measured by dissimilarity between test and

retrieved scenes (experiment 1; means with 95% confidence intervals)

of the full version of the ChoRD model, which uses CT both for ROI

and for layout representation (gray bars) compared to that of a version

that uses raw ROI encoding (black bars). Cf. Figure 7, top and bottom,
respectively.

(of course, it still needs to be tested in an actual context-based
recognition task).

We single out the work of Zhang et al. (2011) on image
retrieval using geometry-preserving visual phrases (GVP) as the
closest to ChoRD among the present computer vision approaches.
Rather than trying to make scene structure matter by subjecting a
set of images, preselected on the basis of bag of visual words simi-
larity, to a spatial voting test (RANSAC; Fischler and Bolles, 1981),
Zhang et al. (2011) incorporate information about relative spatial
locations of the features forming a visual phrase into its repre-
sentation (hence “geometry-preserving”). Compared to GVP, the
ChoRD model appears to be more flexible and open-ended, inso-
far as it relies on CT in representing both the features and their
layout.

Insofar as the ChoRD model represents a scene by a set of
records keyed to its constituents and stored in an LSH table, it can
be said to treat a scene merely as a big object. Imaging evidence

for this kind of scene representation in the lateral occipital com-
plex in the human brain has been reported recently by MacEvoy
and Epstein (2011), who write that “patterns of activity evoked
in LO by scenes are well predicted by linear combinations of the
patterns evoked by their constituent objects.” Notably, there was
no evidence of such summation in the parahippocampal place
area (PPA), implicated by previous studies in the representation
of scene structure (Epstein and Kanwisher, 1998; Bar, 2004). In
comparison, in the ChoRD model, the spatial structure of the
scene is not lost in summation, as it would be under a bag of fea-
tures approach. This pattern of results suggests to us the following
tentative double analogy: (1) between the (distributed, CT-based)
ChoRD representation of constituent shape and the LO complex,
and (2) between the (also CT-based) ChoRD representation of
scene layout and the PPA.

8. CONCLUSIONS
In the first part of this paper, we surveyed the role of similarity
in theories and models of object recognition and described some
newly discovered computational parallels between the Chorus
Transform, or CT (an idea that received a book-length treat-
ment in Edelman, 1999) and the widely popular computer vision
methods of similarity-preserving hashing and dimensionality
reduction. In the second part, we described the outcome of some
(rather preliminary) tests of the ChoRD model, which extends CT
so as to support a joint representation of scene content and lay-
out. In this concluding section, we outline some of the directions
in which the similarity project can be extended.

Taken together, our findings suggest that similarity to proto-
types may constitute a viable general approach to representing
structured objects and scenes. In particular, the same CT-based
method can be used to span view spaces of individual shapes
and shape spaces of object categories (Edelman, 1999), as well
as “scene spaces” defined by objects and their spatial relations
(the present work). From the computational standpoint, this is
an exciting development, given that scene-related work in com-
puter vision tended until recently to focus on scene categorization
rather than interpretation (Oliva and Torralba, 2001; Lazebnik
et al., 2006; Loeff and Farhadi, 2008).

The approach proposed here can support scene interpretation
(over and above categorization), insofar as a list of objects, con-
texts, and relations to which a given scene is similar constitutes a
rather complete representation of its content and structure (just

FIGURE 9 | An example of five scenes used in one trial of experiment 2 (sensitivity to gradual changes; see section 7.3). In each image, ROI1 is
displaced by 10 pixels relative to the scenes on either side.
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FIGURE 10 | Experiment 2, sensitivity to gradual change. The plot
shows the difference between two scenes composed of the same objects
(means with 95% confidence intervals), with different amounts of
displacements: 10, 20, 30, 40, and 50 pixels. The pattern of results
replicates that of the corresponding experiment in (Newell et al., 2005).

like in a text local adjacency relations within character n-grams
jointly enforce global structure of phrases; cf. Wickelgren, 1969;
Mel and Fiser, 2000). In computer vision, similar ideas underlie
the work on “visual phrases” (Sadeghi and Farhadi, 2011; Zhang
et al., 2011) and Conditional Random Fields (Kulkarni et al.,
2011, Figure 3). To ensure flexibility, this representation should
be parameterized by task, so that the similarity patterns revealed
by it could focus on shape similarity (say) in some cases and
on spatial relation similarity in others; a related idea has been
proposed by Edelman and Intrator (2003, Figures 6 and 7).

We believe that further development of the similarity-based
representational framework outlined in this paper should focus
on the following three issues.

Neural implementation. Edelman and Intrator (2003) dis-
cussed the biological plausibility of their similarity-based scheme
that coded scene fragments and their spatial relations (which they
called the Chorus of Fragments). Indeed, this approach seems
quite amenable to a neural implementation: a set of laterally
interacting receptive fields, each tuned to an object category and
embedded in a retinotopic map, would seem to do the job. More
thought needs, however, to be given to the implementation of
tuning. In particular, units that employ radial basis functions are
not good at rejecting false positives. This calls for alternatives such
as Exemplar-SVM (Malisiewicz et al., 2011), which may, perhaps,
be amenable to implementation by augmenting RBF units with
massive inhibition (Wang et al., 2000).

Scalability. Much progress has been achieved in computer
vision by methods that utilize huge databases of images (e.g.,
Malisiewicz and Efros, 2009). Given the close relationship
between the Chorus framework and similarity-tolerant hashing,

FIGURE 11 | Experiment 3, sensitivity to qualitative change; see

section 7.4. The plot shows the difference between two scenes (means
with 95% confidence intervals), one of which has been generated from the
other via three types of structural transformations: translation (T), reversal,
or switching the two objects around (R), and both translation and reversal
combined (TR). The results replicate those of the corresponding experiment
in (Hayworth et al., 2011).

which we detailed in section 5, those methods may be on a
convergence course with our approach. This may in turn result
in a biologically inspired emulation of the vast human memory
for visual objects and scenes (e.g., Brady et al., 2008).

A probabilistic turn. The Chorus framework is determinis-
tic in its operation, its only stochastic aspect being the choice of
prototypes during learning; it is also purely feedforward. While
such models may be adequate for categorization tasks (Serre
et al., 2008), they do not allow for the kind of flexibility that is
afforded by the generative Bayesian approach (Tenenbaum and
Griffiths, 2001; Chater et al., 2006). It is often the case, how-
ever, that successful models of learning and inference can be
recast in Bayesian terms with very little modification (Edelman
and Shahbazi, 2011). Developing the Chorus framework into
a hierarchical generative model 15 is, therefore, a worthwhile
future pursuit, which may take as its starting points the use of
maximum-entropy reasoning and the Bayes theorem by Shepard
(1987) and the generative theory of similarity proposed by Kemp
et al. (2005).

In summary, we remark that the idea that similarity could play
a key explanatory role in vision (as well as in other cognitive
sciences) has experienced ups and downs in the centuries since
its introduction by Hume. The Chorus project has previously
shown that coding objects by their similarities to select proto-
types can support a veridical representation of distal similarities

15The importance of hierarchy in this context is underscored by the recent
finding that human observers learn to interpret hierarchically structured
scenes more readily than others (Shahbazi et al., 2011).
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among objects “out there” in the world, and to do so in a
low-dimensional space that affords effective learning from expe-
rience. The ChoRD approach to representing structure enables
the extension of the Chorus framework to composite objects and
scenes. Moreover, the deep parallels between the Chorus idea and

similarity-preserving hashing techniques indicate that the result-
ing methods could be made to scale up to deal with massive
amounts of visual data. These developments suggest that vision
researchers would do well to renew their respect for similarity and
assign it a key role in their conceptual toolkit.
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There is evidence that observers use learned object motion to recognize objects. For
instance, studies have shown that reversing the learned direction in which a rigid object
rotated in depth impaired recognition accuracy.This motion reversal can be achieved by play-
ing animation sequences of moving objects in reverse frame order. In the current study,
we used this sequence-reversal manipulation to investigate whether observers encode
the motion of dynamic objects in visual memory, and whether such dynamic representa-
tions are encoded in a way that is dependent on the viewing conditions. Participants first
learned dynamic novel objects, presented as animation sequences. Following learning,
they were then tested on their ability to recognize these learned objects when their anima-
tion sequence was shown in the same sequence order as during learning or in the reverse
sequence order. In Experiment 1, we found that non-rigid motion contributed to recogni-
tion performance; that is, sequence-reversal decreased sensitivity across different tasks.
In subsequent experiments, we tested the recognition of non-rigidly deforming (Experi-
ment 2) and rigidly rotating (Experiment 3) objects across novel viewpoints. Recognition
performance was affected by viewpoint changes for both experiments. Learned non-rigid
motion continued to contribute to recognition performance and this benefit was the same
across all viewpoint changes. By comparison, learned rigid motion did not contribute to
recognition performance.These results suggest that non-rigid motion provides a source of
information for recognizing dynamic objects, which is not affected by changes to viewpoint.

Keywords: visual object recognition, motion, spatio-temporal signature, non-rigid motion, reversal effect, view-

dependency, rigid motion, depth rotation

INTRODUCTION
Object motion can play an important role in the detection and
perception of three-dimensional (3D) objects. For example, the
perceptual system can use translational motion to group image
fragments of the same object and segregate it from a cluttered back-
ground (Fahle, 1993; Nygård et al., 2009). In addition, an object’s
3D structure and shape can be recovered from a sequence of two-
dimensional (2D) images that depict its rotations in depth using
structure-from-motion computations (Ullman, 1979; Grzywacz
and Hildreth, 1987).

The role of object motion is not limited to shape recovery.
There is evidence that object motion per se can be directly used to
recognize objects (e.g., Stone, 1998, 1999; Lander and Bruce, 2000;
Knappmeyer et al., 2003; Liu and Cooper, 2003; Newell et al., 2004;
Vuong and Tarr, 2006; Vuong et al., 2009; Setti and Newell, 2010).
For example, Johansson’s (1973) classic point-light display demon-
strates that an observer can use only the motion of dots attached
to the joints of an otherwise invisible human actor to recognize
the actor’s action (e.g., walking or dancing), sex, or even iden-
tity if the observer is highly familiar with the actor (Cutting and
Kozlowski, 1977). Other studies have shown that manipulating an
object’s learned motion can affect observers’ performance on dif-
ferent recognition tasks (e.g., Stone, 1998, 1999; Liu and Cooper,
2003).

However, it is not clear how object motion is encoded in visual
memory. To address this issue, we tested observers’ ability to recog-
nize dynamic objects from different perspective viewpoints. When
an object is seen from different viewpoints, it projects different 2D
retinal images (e.g., imagine viewing a car from the side or from
above). Importantly, the larger the difference between two view-
points is, the more visually dissimilar the projected images will be.
For static objects, measuring how viewpoint changes affect recog-
nition performance has helped to reveal how static object features
(e.g., edges and parts) are encoded in visual memory (e.g., Bie-
derman, 1987; Tarr et al., 1998; Foster and Gilson, 2002). There is
evidence from different recognition tasks that static features can
be encoded in a view-invariant or view-dependent manner (see
Peissig and Tarr, 2007, for a review). Using a similar strategy, we
systematically manipulated the viewpoint to determine whether
object motion is encoded in a view-invariant or view-dependent
manner.

Features that are encoded in a view-invariant manner in visual
memory are robust to changes in viewing conditions (e.g., view-
point change or illumination change). In comparison, features that
are encoded in a view-dependent manner are stored in visual mem-
ory as they appear to an observer under specific viewing conditions
(e.g., like a template). They are thus less robust to changes to view-
ing conditions. One way to distinguish between these two types of
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features is to test recognition performance across changes in view-
points (Peissig and Tarr, 2007). That is, one can test how observers’
recognition performance (e.g., accuracy and/or response times)
varies with changes in viewpoint. Typically, recognition perfor-
mance decreases with increasing differences between a familiar and
a novel viewpoint (e.g., Bülthoff and Edelman, 1992; Tarr et al.,
1998). This robust viewpoint effect across many stimuli and recog-
nition tasks has motivated many computational models to adopt
a view-dependent approach to understanding visual object recog-
nition (e.g., Serre et al., 2007; Ullman, 2007; for a view-invariant
approach, see Hummel and Biederman, 1992).

To date, only a few studies have investigated how object motion
affected recognition performance across changes in viewpoint. For
example, the recognition of non-rigid facial motion (e.g., expres-
sions) has been shown to be less affected by viewpoint changes
than the recognition of rigid (e.g., head nodding) and non-rigid
facial motion combined (Watson et al., 2005). The recognition
of point-light walkers has also been shown to be influenced by
view-dependent information and insensitive to distortions of the
human body’s 3D structure (Bülthoff et al., 1998). More recently,
Vuong et al. (2009) found that observers could use the articula-
tory motion of novel objects to help them recognize objects across
larger viewpoint changes. These articulatory motions are similar
to the movements of the human body.

Stone (1998) referred to the learned motion of a dynamic object
as its spatio-temporal signature. He demonstrated that observers
directly used these signatures for object recognition (Stone, 1998,
1999). In his studies, observers first learned a small set of novel
amoeboid objects that rotated rigidly in depth with a tumbling
motion. During the learning phase, the objects always rotated in
depth in the same manner (and particularly in the same direc-
tion). These objects were presented as an animation consisting
of an ordered sequence of views (i.e., a video). When observers’
reached a learning criterion, Stone reversed the rotation direction
of these now familiar objects, by presenting the learned anima-
tion sequence in reverse frame order (i.e., presenting videos of
the learned objects backward). This sequence-reversal manipula-
tion reduced recognition accuracy by as much as 22%. Impor-
tantly, this manipulation does not disrupt the spatial properties
of the 2D images in the animation sequence nor does it dis-
rupt structure-from-motion processes (Ullman, 1979). Therefore,
sequence-reversal effects supported the claim that a moving object
provides dynamic information per se for recognition, in addition
to static shape information (Stone, 1998, 1999).

Sequence-reversal has been used extensively to study the role
of object motion in recognition across different tasks, stimuli, and
even species. The sequence-reversal effect has been demonstrated
with a large set of 32 rigidly rotating objects, which were implicitly
learned (Liu and Cooper, 2003). In addition, the effect has been
shown to be more prominent when observers identified objects
with highly similar shapes compared to those with highly distinc-
tive 3D structures (Vuong and Tarr, 2006). In addition, Wang and
Zhang (2010) showed that observers were also sensitive to local
frame sequences. In their study, they took an animation sequence
and divided it into shorter sub-sequences. They then reversed the
frame order within these “local” sub-sequences, while preserving
the “global” order of the sub-sequences themselves. They found

that observers’ recognition performance was impaired in this case.
The sequence-reversal effect has also been demonstrated with
non-rigidly moving faces (Lander and Bruce, 2000). Finally, this
effect has even been shown with pigeons, indicating that sequence-
reversal disrupts a source of visual information that is not unique
to human cognition (Spetch et al., 2006).

The current experiments were conducted to investigate the
effect of sequence-reversal on the recognition of dynamic amoe-
boid objects across changes in viewpoint. These objects were
chosen because they lack a distinctive geometric structure and
because they do not constitute a highly familiar object class (e.g.,
faces). If observers rely on an object’s motion, sequence-reversal
would impair recognition performance, compared to preserving
the learned sequence order. On the other hand, there would be
no influence of sequence-reversal if recognition depends strictly
on static view-dependent information (e.g., 2D shape features)
because these features are not disrupted by this manipulation.
In addition, we investigated how the effect of sequence-reversal
interacted with viewpoint changes for non-rigid and rigid object
motion.

MATERIALS AND METHODS
Three experiments were conducted to assess how participants
encoded object motion learned from a specific viewpoint. In
particular, the experiments were designed to determine whether
object motion was encoded for recognition in a view-invariant or
view-dependent manner (Watson et al., 2005; Perry et al., 2006;
Vuong et al., 2009). Each experiment consisted of a familiariza-
tion phase, followed by a testing phase. In the familiarization
phase, participants learned two objects that deformed non-rigidly
(Experiments 1–2) or rotated rigidly in depth over time (Exper-
iment 3). Each object’s motion was the same on every trial dur-
ing this phase. In the testing phase, observers were required to
discriminate the learned target objects from two new distracter
objects.

To replicate previous findings (e.g., Stone, 1998, 1999; Lander
and Bruce, 2000; Liu and Cooper, 2003; Vuong and Tarr, 2006),
we first investigated if sequence-reversal affected the recognition
of novel non-rigidly deforming objects on an old-new recogni-
tion task (Experiment 1a) and a two-interval forced-choice (2IFC)
task (Experiment 1b). Following this, we investigated the effect of
sequence-reversal on recognizing non-rigidly deforming (Experi-
ment 2) or rigidly rotating (Experiment 3) objects across a range
of novel viewpoints.

PARTICIPANTS
Seventy volunteers (age range: 18–35 years) were recruited from
the Institute’s participant database – E1a: 16; E1b: 14; E2: 24; E3:
21. They were paid 8C/h for their time and provided informed
consent, approved by the local ethics committee. All participants
had normal or corrected-to-normal vision and did not participate
in more than one experiment.

APPARATUS
The experiments were conducted on a Macintosh G4 computer,
which was controlled by customized MATLAB software that used
the PsychToolBox extension (Brainard, 1997; Pelli, 1997). The
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stimuli were presented on a 21′′ CRT monitor with a resolution
of 1152 × 864 pixels and a refresh rate of 75 Hz. Participants were
seated 60 cm from the screen. All responses were collected from a
standard keyboard.

MATERIAL
Figure 1 shows an example of the 3D amoeboid object used in
the current study. All the visual stimuli were bounded by a square
that was centered on the screen (diagonal ≈ 15.6˚). The exper-
imental stimuli were derived from animation sequences of 100
numerically labeled images (320 × 320 pixels) that depicted the
objects moving smoothly over time (22 frames/s), either deform-
ing non-rigidly (Experiments 1 and 2) or rotating rigidly in depth
(Experiment 3). Each sequence was rendered from seven camera
viewpoints (see Figure 1B).

The 3D objects and their animation sequences were produced
using 3D Studio Max (v. 7; Autodesk, Montreal). For each object,
the 3D coordinates of a sphere’s vertices were smoothly modulated
by the application of a series of random sinusoidal deformation
fields in Studio Max (see Figure 1A). By randomly shifting the
phase of the sinusoidal deformation fields applied to the base
sphere, we could synthesize amoeboids with different 3D shapes
(Norman et al., 1995).

Non-rigid deformations could be introduced by shifting the
phases of these sinusoidal deformation fields simultaneously at
a rate of ∼0.16 cycles every 20th frame. This induced a smooth
deformation of each object’s 3D structure over time. Alternatively,
each object could be rigidly rotated about its center to a new pose
every 20th frame. This produced a smooth rigid tumbling motion
that did not deform the object’s 3D structure. A randomly deter-
mined sequence of poses ensured that each object had a unique
rigid rotational path in depth.

Altogether, 4 non-rigidly deforming objects were created for
Experiment 1, 16 non-rigidly deforming objects for Experiment 2,
and 16 rigidly rotating objects for Experiment 3. For each par-
ticipant, four objects were randomly selected from the set of
possible objects of the relevant experiment. Two of the objects
were randomly assigned to be targets and two as distracters.

A virtual camera was positioned in front of each object
and focused on its center of mass. This was designated as the

FIGURE 1 | Amoeboid objects were creating by applying a set of

sinusoidal deformation fields (orange outline) that deformed a base

sphere in 3D space (A). View-sequences of the objects moving over time
were rendered from seven virtual cameras (B). The white camera indicates
the 0˚ viewpoint used during the familiarization phase.

0˚ viewpoint (the white camera in Figure 1B). This camera
was rotated clockwise or counter-clockwise along the azimuth.
Ordered sequences of 100 images were then rendered for
each object from seven viewpoints (0˚, ±20˚, ±40˚, ±60˚; see
Figure 1B). Video examples are provided as Supplementary Mate-
rial. All participants learned the objects from the 0˚ viewpoint dur-
ing the familiarization phase. In addition, a grayscale luminance
noise pattern served as a mask.

EXPERIMENTAL PROCEDURE
Figure 2 illustrates the trial sequence on the familiarization and
testing phases for the old-new recognition task (Experiment 1)
and the 2IFC task (Experiments 1b, 2, and 3).

Familiarization phase
The familiarization phase was the same for all three experiments.
During this phase, one of the two target objects was presented on
each trial. The stimulus was a 75-image sequence that was sampled
from the object’s full 100-image sequence. These sequences were
always presented in numerically ascending-order. After the pre-
sentation of each stimulus (∼3.4 s), a noise mask appeared until
participants responded with one of two keys (i.e., y or b) to indi-
cate the object’s identity. Each target was randomly assigned a key.
Participants were provided with an auditory feedback for incorrect
responses. Every participant performed 104 familiarization trials.

Testing phase
During the testing phase, participants had to discriminate tar-
gets learned during the familiarization phase from distracters. In
this phase, the stimuli were shorter animation sequences (i.e., 40
sequential images for Experiment 1a; and 39 sequential images for
Experiments 1b, 2, and 3) of the two targets learned during the
familiarization phase or two distracters. These sequences lasted
∼1.8 s each. For the old-new recognition task (Experiment 1a),
participants were presented with one stimulus on each trial and
had to decide whether that stimulus was old (i.e., one of the tar-
gets) or new (i.e., one of the distracters) by responding with one
of two keys after the stimulus presentation ended. For the 2IFC
task (Experiments 1b–3), two stimuli were presented sequentially
on each trial, one of which was a target and one of which was a
distracter. The target and distracter were separated by a 500 ms
noise mask. There was also a noise mask presented at the end
of the second interval, which stayed on the screen until partici-
pants responded. Each target object appeared equally often in the
first and second interval. Participants had to decide which interval
contained the target object. They were only allowed to respond
after both stimuli had been presented. In all experiments, partici-
pants were encouraged to respond as quickly and as accurately as
possible.

The dynamic objects could be shown in either ascending or
descending-order frame sequences. For the target objects, the
ascending-order sequence was the same (learned) object motion
and the descending-order sequence was the reverse object motion.
For Experiments 2 and 3, target objects could be presented from all
seven viewpoints (i.e., 0˚,±20˚,±40˚,±60˚). The distracter objects
in these two experiments were presented at one of these view-
points, which were randomly chosen. Participants were informed
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FIGURE 2 |Timeline of familiarization and test trials. From top to bottom:
Familiarization trial for all experiments, Old-new recognition test trial for
Experiment 1a, 2IFC recognition test trial for Experiments 1b, 2, and 3. On
familiarization trials, animations for the stimuli were always presented in
ascending sequence order (black arrow) and objects were always presented

from the 0˚viewpoint. On test trials, animations for the stimuli could be
animated in either the same sequence order as during familiarization (black
arrow) or in reverse sequence order (gray arrow). With the exception of
Experiment 1, objects could also be presented from a range of perspective
viewpoints (0˚, ±20˚, ±40˚, ±60˚).

that the target objects’ motion could be reversed relative to their
motion in the familiarization phase. They were instructed to
continue to respond to these as targets.

The test stimuli were sampled only from the central range of the
full 100-image sequences (i.e., images 26–75); images that com-
prised this range were presented equally often during the familiar-
ization phase. The four objects (two targets and two distracters)
were presented equally often. There were an equal number of trials
in all test conditions (sequence order in Experiment 1; sequence
order and viewpoint difference in Experiments 2 and 3). There
were a total of 352 test trials for Experiment 1a, 192 trials for
Experiment 1b, and 224 trials for Experiments 2 and 3.

RESULTS
Recognition performance in the test conditions was measured by
sensitivity (d ′; MacMillan and Creelman, 1991). Figure 3 summa-
rizes sensitivity scores for Experiments 1, 2, and 3, which were col-
lapsed for the direction of the viewpoint difference in Experiments
2 and 3. In the present study, we focused on observers’ sensitivity
data because we were interested in how object motion was encoded
in visual memory. Nonetheless, it should be noted that response-
time results were consistent with sensitivity scores and there was
no evidence of any speed-accuracy trade-offs. The sensitivity data
were submitted to paired-sampled t -tests or repeated-measures
analyses of variance (ANOVAs). Confidence intervals were com-
puted using the within-subjects error term from the sequence
order condition (Experiment 1) or its interaction with viewpoint

difference (Experiments 2 and 3), where appropriate (Loftus and
Masson, 1994). An α-level of 0.05 indicated statistical signifi-
cance. Greenhouse–Geisser corrections were applied when the
assumption of sphericity was violated. In addition, effect sizes
were computed as Cohen’s d and partial η2 for the t -tests and
ANOVAs respectively (Morris and DeShon, 2002).

EXPERIMENT 1
Experiment 1 tested the effect of sequence-reversal of non-rigidly
deforming amoeboids on an old-new recognition (Experiment
1a) and 2IFC task (Experiment 1b). A significant main effect of
sequence order was found on d ′ scores (E1a: t 15 = 3.19, Cohen’s
d = 0.81; E1b: t 13 = 3.49, Cohen’s d = 1.02). Participants were
more sensitive in recognizing learned objects when they were ani-
mated in the same sequence order as during the familiarization
phase than when they were animated with the reverse order. Like
previous studies on rigid object motion (Stone, 1998, 1999; Liu and
Cooper,2003;Vuong and Tarr,2006; Wang and Zhang,2010), these
results show that recognition performance is similarly sensitive to
learned non-rigid motion.

EXPERIMENT 2
In Experiment 2, we tested the effect of sequence-reversal of non-
rigidly deforming objects across different viewpoints using the
2IFC task. The participants’d ′ scores were submitted to a repeated-
measures ANOVA for the test conditions of sequence order (same,
reverse) and viewpoint difference (0˚, ±20˚, ±40˚, ±60˚).
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FIGURE 3 | Mean sensitivity (d ′) scores of Experiments 1 to 3 (from left to right), when animations were presented in the same (black ) or reverse

(gray ) sequence order. Error bars represent the 95% confidence intervals.

Main effects were found for both sequence order (F 1,23 = 13.0,
partial η2 = 0.36) and viewpoint difference (F 2,44.9 = 42.8, par-
tial η2 = 0.65). Sequence-reversal and novel objects viewpoints
produced lower d ′ scores. In addition, d ′ decreased linearly as
a function of viewpoint difference, as revealed by a significant
linear trend (F 1,23 = 67.2, partial η2 = 0.75). There was no signifi-
cant interaction between sequence order and viewpoint difference
(F 1,69 = 0.66, partial η2 = 0.03). That is, the sequence-reversal
effect was constant across the different viewpoints. Taken together,
these findings show that the recognition of non-rigidly deforming
objects was sensitive to changes to the learned viewpoint as well as
learned object motion.

EXPERIMENT 3
Experiment 3 was identical to Experiment 2 except that we tested
the effect of sequence reversal with rigidly rotating objects. The d ′
data from Experiment 3 were submitted to the same ANOVA as
in Experiment 2. In contrast to Experiment 2, there was no sig-
nificant effect of sequence order (F 1,20 = 2.18, partial η2 = 0.10).
However like the previous experiment, there was a significant effect
of viewpoint difference (F 3,60 = 13.3, partial η2 = 0.40). More
specifically, d ′ decreased linearly as a function of viewpoint dif-
ference (F 1,20 = 22.9, partial η2 = 0.53). There was no significant
interaction between sequence order and viewpoint difference in
Experiment 3 (F 1,60 = 0.56, partial η2 = 0.03). Thus, the recog-
nition of rigidly rotating objects in this experiment was sensitive
to changes to the learned viewpoint but not to learned object
motion.

DISCUSSION
In the current study, we used a sequence-reversal manipulation to
test the extent to which observers encoded object motion per se

during learning, and how robust such dynamic representations
are to viewpoint changes (Stone, 1998, 1999; Liu and Cooper,
2003; Vuong and Tarr, 2006; Wang and Zhang, 2010). We found a
sequence-reversal effect for non-rigidly deforming objects across a
variety of tasks (Experiments 1 and 2): Observers performed more
accurately (as measured by sensitivity) when target objects were
shown in the same sequence order than when they were shown
in the reverse sequence order, even though sequence reversal did
not disrupt the objects’ 3D structure or set of available 2D images.
We also found a large viewpoint effect when observers were tested
with these objects (Experiment 2): Observers’ sensitivity decreased
with increasing viewpoint changes from the learned viewpoint.
Importantly, however, the benefit of preserving the learned object
motion was constant across all magnitudes of viewpoint change.
In contrast to non-rigid motion, we found a viewpoint effect
but no sequence-reversal effect when the objects rotated rigidly
in depth (Experiment 3). Taken together, these results provide
insights into how object motion is encoded in visual memory,
and provide important constraints for different models of object
recognition.

LEARNED NON-RIGID OBJECT MOTION PROVIDES A VIEW-INVARIANT
BENEFIT TO DYNAMIC OBJECT RECOGNITION
In combination with previous studies, our results suggest that the
process of visual object recognition relies on both view-dependent
shape information as well as motion information (Stone, 1998,
1999; Liu and Cooper, 2003; Vuong and Tarr, 2006; Wang and
Zhang, 2010). This conclusion has several important implica-
tions. First, by using visually similar amoeboid objects that did
not have distinctive static shape features, our results directly show
that non-rigid object motion can be encoded in visual object mem-
ory. Second, learned non-rigid object motion contributes directly
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to the recognition process in a view-invariant manner, although
dynamic objects seem to be encoded in view-dependent man-
ner. That is, the pattern of recognition performance suggests that
the contribution of learned non-rigid object motion does not
deteriorate with increasing disparity between learned and novel
viewpoints. Lastly, our findings extend the results from previous
studies showing that non-rigid object motion can facilitate view
generalization (Watson et al., 2005; Vuong et al., 2009). Impor-
tantly, our results show that this facilitation is not restricted to
a highly familiar object class (i.e., faces) or restricted to only
articulatory motion.

The pattern of recognition performance in Experiment 2 –
namely, a consistent contribution of object motion across view-
point differences – mirrors one that has been reported before
(Foster and Gilson, 2002). Foster and Gilson observed that cer-
tain object properties, such as the number of discernible parts,
led to a uniform benefit to the recognition of novel bent-wire
objects, regardless of the viewpoint of the test objects. Objects
that were discriminable on the basis of the number of their parts
were better recognized than those that did not differ with respect
to this property. Nonetheless, observers’ recognition performance
with these objects also decreased with increasing differences in
viewpoint.

Foster and Gilson (2002) proposed that the successful recogni-
tion of an object can depend on multiple sources of information,
those that are accessible across views and those that are dependent
on view-familiarity. Visual object recognition can rely on either
or both contributions. Like the number of object parts, learned
non-rigid motion could constitute an object property that can
be accessed across a range of viewpoints and, thus, provides a
view-invariant benefit to recognition. However, recognition can
also continue to rely on view-dependent information such as
image-based features of an object’s shape.

Interestingly, we did not find a significant benefit of learned
motion for rigidly rotating objects (Experiment 3). Previous stud-
ies which demonstrated a reversal effect with rigid rotation used
the same tumbling motion across all objects (Stone, 1998, 1999;
Liu and Cooper, 2003; Vuong and Tarr, 2006). In our current
study, each object had a unique tumbling motion. Future work
will be necessary to determine if this stimulus difference could
account for the contrasting results. However, it should be noted
that the reversal effect is not automatic; it can be mediated by fac-
tors such as shape similarity and task difficulty (Liu and Cooper,
2003; Vuong and Tarr, 2006). For example, it has been shown to
be more prominent in the recognition of blobby objects similar
to the ones used here and less so with objects which have highly
distinctive parts (Vuong and Tarr, 2006). In addition, it is more
apparent in the recognition of objects that were learned moving
fast compared to those that were learned moving slow (Balas and
Sinha, 2009).

Future experiments will be needed to determine the particular
spatio-temporal aspects of motion that are encoded to give rise to
the view-invariant benefit we observed here. For example, optic-
flow patterns could be directly represented as a dynamic object
property for subsequent recognition (Casile and Giese, 2005). In
the next two sections, we outline some possible mechanisms that
could explain the contribution of object motion to recognition.

TEMPORAL ASSOCIATIONS FOR LEARNING OBJECT MOTION
In a dynamic environment, subsequent views of the same object
tend to occur in close temporal proximity, even if these views
are drastically different from each other. Several researchers
have suggested that this temporal contingency can induce time-
dependent Hebbian learning between neuronal units – possibly
in the anterior inferotemporal (IT) brain regions (Miyashita,
1988) – that is sensitive to the order of view-dependent shape
features present in successive images of an animation sequence
(Wallis and Bülthoff, 2001; Wallis, 2002). Learning these spatio-
temporal associations of a dynamic object can be reinforced
with repeated exposure to that object undergoing the same
motion. Thus, a learned animation sequence will lead to a larger
neural response than a reversed animation sequence (Wallis,
1998).

Our results are consistent with this form of temporal-
associative learning. While a temporal-associative account of
dynamic object learning remains plausible, it is unlikely to fully
explain the contribution of learned object motion to recognition
performance. For example, a purely temporal-associative account
suggests that the contribution of learned motion to object recog-
nition is automatic, regardless of whether the motion is rigid or
non-rigid. However, we did not find any benefits of rigid motion
for object recognition in our study.

HIERARCHICAL MODELS FOR THE RECOGNITION OF LEARNED OBJECT
MOTION
In addition to temporal-associative mechanisms, other researchers
have proposed hierarchical-processing mechanisms that could
provide insights into how object motion can be encoded in
visual memory and contribute to object recognition in a view-
invariant manner. Generally, these hierarchical models assume
that visual features are progressively processed from simple fea-
tures (e.g., edges) to more complex features that are conjunc-
tions of simpler ones (Riesenhuber and Poggio, 1999; Serre et al.,
2007).

Although these models were originally proposed for static fea-
tures, they can be extended to include dynamic features. For
example, Giese and Poggio (2003) introduced a motion path-
way that operates in parallel with a form pathway. This motion
pathway contributes to visual recognition by processing visual
motion in a feed-forward and hierarchical fashion, employing
principles similar to those proposed for the form pathway (Riesen-
huber and Poggio, 1999). Giese and Poggio’s model proposes that
visual motion is first processed in early visual cortex (V1, V2) by
direction-selective neurons. The motion signals are subsequently
pooled by detectors for local optic-flow patterns such as translation
and expansion in the temporal lobe (e.g., hMT+). Eventually, these
relatively simple optic-flow patterns are pooled by detectors that
respond selectively to complex optic-flow patterns that define the
individual moments of familiar movement sequences (e.g., STS).
Thus, complex static and dynamic features at the end of both path-
ways can, in principle, encode the unique spatio-temporal patterns
of an object’s learned motion.

Giese and Poggio’s (2003) model was originally intended for
the recognition of biological motion. Nonetheless, it should also
generalize to the recognition of novel object classes with unique
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spatio-temporal patterns. Indeed, our results in combination with
previous studies suggest that different types of motion (rigid
versus non-rigid) can lead to more accurate recognition across dif-
ferent viewpoint changes (see also, Watson et al., 2005; Perry et al.,
2006; Vuong et al., 2009; Wallis et al., 2009). Within Giese and
Poggio’s model, this would suggest that recognition performance
is influenced by optic-flow patterns, in the mid- and especially the
later processing stages of visual motion. Speculatively, these fea-
tures could capture the motion information that our participants
relied upon for object recognition (Watson et al., 2005; Perry et al.,
2006; Vuong et al., 2009; Wallis et al., 2009).

CONCLUSION
The contribution of learned object motion to the recognition
of dynamic objects is view-invariant. However, our results sug-
gest that any such contributions of object motion are not auto-
matic but may depend on the requirements of the recogni-
tion task instead. Computational models of object recognition

should consider the contribution of motion-based information,
independently from image-based information about an object’s
shape. Future studies should also investigate the conditions that
lead to a stronger reliance on certain types of information over
others.
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Texture may provide important clues for real world object and scene perception. To be
reliable, these clues should ideally be invariant to common viewing variations such as
changes in illumination and orientation. In a large image database of natural materials,
we found textures with low-level contrast statistics that varied substantially under
viewing variations, as well as textures that remained relatively constant. This led us
to ask whether textures with constant contrast statistics give rise to more invariant
representations compared to other textures. To test this, we selected natural texture
images with either high (HV) or low (LV) variance in contrast statistics and presented these
to human observers. In two distinct behavioral categorization paradigms, participants
more often judged HV textures as “different” compared to LV textures, showing that
textures with constant contrast statistics are perceived as being more invariant. In a
separate electroencephalogram (EEG) experiment, evoked responses to single texture
images (single-image ERPs) were collected. The results show that differences in contrast
statistics correlated with both early and late differences in occipital ERP amplitude
between individual images. Importantly, ERP differences between images of HV textures
were mainly driven by illumination angle, which was not the case for LV images: there,
differences were completely driven by texture membership. These converging neural and
behavioral results imply that some natural textures are surprisingly invariant to illumination
changes and that low-level contrast statistics are diagnostic of the extent of this invariance.

Keywords: textures, image statistics, EEG, contrast, natural images, invariance, dissimilarity analysis, illumination

INTRODUCTION
Despite the complexity and variability of everyday visual input,
the human brain rapidly translates light falling onto the retina
into coherent percepts. One of the relevant features to accomplish
this feat is texture information (Bergen and Julesz, 1983; Malik
and Perona, 1990; Elder and Velisavljević, 2009). Texture—“the
stuff in the image” (Adelson and Bergen, 1991)—is a property
of an image region that can be used by early visual mechanisms
for initial segmentation of the visual scene into regions (Landy
and Graham, 2004), to separate figure from ground (Nothdurft,
1991) or to judge 3D shape from 2D input (Malik and Rosenholtz,
1997; Li and Zaidi, 2000). The relevance of texture for perception
of natural images is demonstrated by the finding that a com-
putational model based on texture statistics accurately predicted
human natural scene categorization performance (Renninger and
Malik, 2004).

In general, a desirable property for any visual feature is percep-
tual invariance to common viewing variations such as illumina-
tion and viewing angle. Whereas invariance is often defined at the
level of cognitive templates (e.g., Biederman, 1987) or as a “goal”
of visual coding that needs to be achieved by multiple consecu-
tive transformation along the visual pathway (Riesenhuber and
Poggio, 1999; DiCarlo and Cox, 2007), there is another possible
interpretation: invariance may also be present to a certain degree

in the natural world. Specifically, it can be hypothesized that tex-
tures that are more invariant will provide more reliable cues for
object and scene perception.

The effects of viewing conditions on textures have been previ-
ously studied by Geusebroek and Smeulders (2005), who showed
that changes in image recording conditions of natural materials
are well characterized as changes in underlying contrast statis-
tics. Specifically, two parameters fitted to the contrast histogram
of natural images described the spatial structure of several differ-
ent materials completely. These parameters express the width and
outline of the histogram (Figure 1A) and carry information about
perceptual characteristics of natural textures such as regularity
and roughness (Geusebroek and Smeulders, 2005).

Recently, we found that for a set of natural images, the same
statistics explain up to 80% of the variance of event-related poten-
tials (ERPs) recorded from visual cortex (Ghebreab et al., 2009).
We proposed that the two contrast parameters reflect relevant
perceptual dimensions of natural images, namely the amount of
contrast energy and spatial coherence in a scene. Importantly, we
found that these parameters can be reliably approximated by lin-
ear summation of the output of localized contrast filters modeled
after LGN cells (Scholte et al., 2009), suggesting that these statis-
tics may be available to visual cortex directly from its pre-cortical
contrast responses.
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FIGURE 1 | Contrast statistics of natural images. (A) Contrast histograms
of natural images follow a Weibull distribution. Three natural images with
varying degrees of details and scene fragmentation are displayed as well as a
contrast-filtered (non-rectified) version of the same image. The homogenous,
texture-like image of grass (upper row) contains many contrasts of various
strengths; its contrast distribution approaches a Gaussian. The strongly
segmented image of green leaves against a uniform background (bottom row)
contains very few, strong contrasts that are highly coherent; its distribution
approaches power law. Most natural images, however, have distributions in
between (middle row). The degree to which images vary between these two
extremes is reflected in the free parameters of a Weibull fit to the contrast
histogram. The first parameter describes the width of the histogram: it varies
roughly with the distribution of local contrast strengths, a property that we
call contrast energy. The second parameter describes the shape of the
histogram: it varies globally with the amount of scene clutter, which we call

spatial coherence. (B) The texture images were photographs of natural
materials (e.g., wool, sand, bread) taken while rotation and illumination angle
were manipulated. The materials were placed on a turntable, and recordings
were made for aspects of 0, 60, 120, and 180◦ ; for each rotation, the material
was illuminated by switching one of five different light sources (L1–L5) on in
turn. Technical details are listed on http://staff.science.uva.nl/∼aloi/public_alot/
(C) Top: The 400 texture images (20 images for each texture material, i.e.,
category) set out against their contrast statistics parameters contrast energy
and spatial coherence; high-variant (HV) stimuli are colored in shades of blue
to green, whereas low-variant (LV) stimuli are in shades of yellow to red.
Bottom: Mean and standard deviation in contrast parameters per texture
category; HV images in blue, LV images in red. (D) Example images for each
of the 20 texture categories that were used for experimentation: per
category, an example is shown for a 60◦ change in rotation, and for a change
from middle to side or top illumination angle (L2 to L1/L3).

In the present work, we evaluated contrast statistics of a large
set of natural textures that were recorded under different view-
ing conditions (Geusebroek and Smeulders, 2005). The contrast
energy and spatial coherence of a substantial amount of textures
covaried with viewing conditions. However, the statistics of some

textures remained remarkably constant under these variations.
If the visual system is indeed highly sensitive to variability in
low-level image statistics, differences between textures in terms
of this variability should have a consequence for their perceptual
processing. Specifically, textures with constant contrast statistics
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across differences in viewing conditions may form more invariant
representations compared to other textures.

To test this hypothesis, we asked whether perceptual invariance
(experiment 1 and 2) and invariance in evoked neural responses
(experiment 3) to natural textures under changes in viewing con-
ditions was associated with variance in contrast statistics. We
selected images of multiple textures that differed in two recording
conditions: illumination angle and rotation (Figure 1B). Based
on variance in contrast statistics, textures were labeled as either
“HV” or “LV,” Figure 1C; example images of each texture cate-
gory are shown in Figure 1D. In experiment 1, human observers
performed a same-different categorization task on pairs of images
that were either from the same or a different texture category. We
tested whether variance in contrast statistics influenced catego-
rization accuracy: we predicted that compared to HV textures,
images from the same LV texture would appear more similar (i.e.,
higher accuracy of same-texture trials) and would also be less
often confused with other textures (higher accuracy on different-
texture trials), indicating higher “perceived invariance.” In experi-
ment 2, we addressed the same question using another behavioral
paradigm—an oddity task—in which participants selected one of
three images belonging to a different texture category. We pre-
dicted that when presented with two texture images from the
same HV category, participants would more often erroneously
pick one of these images as the odd-one-out, indicating less
“perceived invariance” on these trials. In experiment 3, event-
related EEG responses (ERPs) to individually presented texture
images were collected and used to examine differences in neural
processing between HV and LV textures and to evaluate the con-
tribution of each of the two image parameters (contrast energy
and spatial coherence) over the course of the ERP. Specifically,
we related differences in image statistics to differences in single-
image responses; an avenue that more researchers are beginning
to explore (Philiastides and Sajda, 2006; Scholte et al., 2009;
van Rijsbergen and Schyns, 2009; Gaspar et al., 2011; Rousselet
et al., 2011). The advantage of this approach relative to tradi-
tional ERP analysis (which is based on averaging many trials
within a condition or an a priori-determined set of stimuli) is
that it provides a richer and more detailed impression of the
data and that it allows us to examine how differences between
individual images can give rise to categorical differences in a
bottom-up way.

The results show that variance in contrast statistics correlates
with perceived texture similarity under changes in rotation and
illumination, as well as differences in neural responses due to
illumination changes. They suggest that low-level contrast statis-
tics are informative about the degree of perceptual invariance of
natural textures.

MATERIALS AND METHODS
COMPUTATION OF IMAGE STATISTICS
Contrast filtering
We computed image contrast information according to the stan-
dard linear-nonlinear model. For the initial linear filtering step
we used contrast filters modeled after well-known receptive fields
of LGN-neurons (Bonin et al., 2005). As described in detail in
Ghebreab et al. (2009) each location in the image was filtered

with Gaussian second-order derivative filters spanning multiple
octaves in spatial scale, following Croner and Kaplan (1995). Two
separate spatial scale octave ranges were applied to derive two
image parameters. For the contrast energy parameter, each image
location was processed by filters with standard deviations 0.16,
0.32, 0.64, 1.28, 2.56 in degrees; for the spatial coherence param-
eter, the filter bank consisted of octave scales of 0.2, 0.4, 0.8, 1.6,
and 3.2◦. The output of each filter was normalized with a Naka-
Rushton function with five semi-saturation constants between
0.15 and 1.6 to cover the spectrum from linear to non-linear
contrast gain control in the LGN (Croner and Kaplan, 1995).

Response selection
From the population of gain- and scale-specific filters, one filter
response was selected for each location in the image using mini-
mum reliable scale selection (Elder and Zucker, 1998): a spatial
scale control mechanism in which the smallest filter with out-
put higher than what is expected to be noise for that specific
filter is selected. In this approach (similar steps are implemented
in standard feed-forward filtering models, e.g., Riesenhuber and
Poggio, 1999) a scale-invariant contrast representation is achieved
by minimizing receptive field size while simultaneously maximiz-
ing response reliability (Elder and Zucker, 1998). As previously
(Ghebreab et al., 2009), noise thresholds for each filter were deter-
mined in a separate set of images (a selection of 1800 images
from the Corel database) and set to half a standard deviation of
the average contrast present in that dataset for a given scale and
gain.

Approximation of Weibull statistics
Applying the selected filter at each to location to the image
results in a contrast magnitude map. Based on the different
octave filter banks, one contrast magnitude map was derived for
the contrast energy parameter and one for the spatial coher-
ence parameter. These contrast maps were then converted into
two 256-bin histograms. It has been demonstrated that contrast
distributions of most natural images adhere to a Weibull distri-
bution (Geusebroek and Smeulders, 2002). The Weibull function
is given by:

p(r) = ce

(
r − μ

β

)γ

(1)

where c is a normalization constant and μ, β, and γ are the free
parameters that represent the origin, scale and shape of the dis-
tribution, respectively. The value of the origin parameter μ is
generally close to zero for natural images. The contrast energy
parameter (β) varies with the range of contrast strengths present
in the image. The spatial coherence parameter (γ) describes the
outline of the distribution and varies with the degree of correla-
tion between local contrast values.

As mentioned, these two parameters can also be approximated
in a more biologically plausible way: we demonstrated that simple
summation of X- and Y-type LGN output corresponded strik-
ingly well with the fitted Weibull parameters (Scholte et al., 2009).
Similarly, if the outputs of the multi-scale, octave filter banks
(Ghebreab et al., 2009) used here—reflecting the entire range of
receptive field sizes of the LGN—are linearly summed, we obtain
values that correlate even stronger with the Weibull parameters
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obtained from the contrast histogram at minimal reliable scale
(Ghebreab et al., under review). In the present stimulus set, the
approximation based on summation of the two filter banks corre-
lated r = 0.99 and r = 0.95 with respectively the beta and gamma
parameter of a Weibull function fitted to the contrast histogram.
For all analyses presented here, these biologically realistic approxi-
mations based on linear summation were used instead of the fitted
parameters.

EXPERIMENT 1: BEHAVIORAL CATEGORIZATION WITH A
SAME-DIFFERENT TASK
Subjects
In total, 28 subjects participated in the first behavioral catego-
rization experiment. The experiment was approved by the ethical
committee of the University of Amsterdam and all participants
gave written informed consent prior to participation. They were
rewarded for participation with either study credits or financial
compensation (7C for one hour of experimentation). The data
from two participants was excluded because mean behavioral
performance was at chance level (50%).

Stimuli
Texture images were selected from a large database of natural
materials (throughout the document, we will refer to these as
“texture categories,” http://staff.science.uva.nl/~aloi/publicalot/)
that were photographed under various systematic manipulations
(illumination angle, rotation, viewing angle, and illumination
color). For the subset used in the present study, images (grayscale,
512 × 342 pixels) of each texture category varied only in illu-
mination angle (five different light sources) and rotation (0, 60,
120, or 180◦), while viewing angle (0◦ azimuth) and illumination
color (white balanced) were held constant. This selection yielded
20 unique images per texture category. For all 250 categories in
the database, contrast statistics were computed for this subset of
images. Based on the resulting contrast energy and spatial coher-
ence parameters, textures were designated as either HV or LV if
the variance in both parameter values was more than 0.5 stan-
dard deviation above (HV) or below (LV) the median variance
for all textures. From those two selections, 10 texture categories
were randomly chosen; however, care was taken that the mean
parameter values of the selected categories were representative of
the range of the entire database. The final selection thus yielded
20 texture categories, 10 of which formed the “HV condition” and
10 that formed the “LV condition,” with each category consisting
of 20 images that were systematically manipulated in illumina-
tion angle and rotation. Thus, in total, 400 images were used for
experimentation.

Procedure
On each trial, two images were presented which were from the
same or a different texture category. Stimuli were presented on
a 19 inch Dell monitor with a resolution of 1280 × 1024 pixels
and a frame rate of 60 Hz. Participants were seated approxi-
mately 90 cm from the monitor and completed four blocks of
380 trials each. A block contained four breaks, after which sub-
ject could continue the task by means of a button press. On each
trial, a fixation cross appeared on the center of the screen; after

an interval of 500 ms, a pair of stimuli was presented simulta-
neously for 50 ms, separated by a gap of 86 pixels (Figure 2A).
A mask (see below) followed after 100 ms, and stayed on screen
for 200 ms. Subjects were instructed to indicate if the stimuli
were from the same or a different texture category by pressing
one of two designated buttons on a keyboard (“z” and “m”) that
were mapped to the left or the right hand. Within one block,
one stimulus from one texture category was once paired with a
stimulus from another texture category (190 trials). Stimuli were
drawn without replacement, such that each image occurred once
in each block, but were randomly paired with the images from
the other texture category on each block. For the other 190 tri-
als, the two stimuli were from the same texture category: for
each texture category, 10 pairs were randomly chosen, resulting
in 200 trials (20 from each texture category), from which 10 were
then randomly removed (but never more than one from each
category) such that 190 trials remained. The ratio of different-
category vs. same-category comparisons was thus 1, which was
explicitly communicated to the subjects prior to the test phase.
Subjects were shown a few example textures, which contained
examples of both illumination and rotation changes, and they
also performed 20 practice trials before starting the actual exper-
iment (none of these examples occurred in the experiment; the
practice trials contained comparisons of both illumination and
rotation changes between the two presented texture images).
Masks were created by dividing each of the 400 texture stim-
uli up in mini-blocks of 9 × 16 pixels: a mask was created by
drawing equal amounts of these mini-blocks from each stimulus
and placing those at random positions in a frame of 512 × 342
pixels. Unique masks were randomly assigned to each of the
400 trials within a block, and were repeated over blocks. Per
trial, the same mask was presented at both stimulus locations.
Stimuli were presented using Matlab Psychophysics Toolbox
(Brainard, 1997; Pelli, 1997).

Data analysis
Mean accuracy for each subject was determined by calculating
percent correct over four repeated blocks and was done sepa-
rately for different-category vs. same-category comparisons and
for trials on which two HV categories were compared vs. tri-
als on which two LV categories were compared (2 × 2 design).
Different-category trials on which HV categories were compared
to LV categories were excluded from analysis. Only the responses,
and not the reaction times (RTs) were recorded: as a conse-
quence a number of trials in which subjects may have responded
too fast (for instance before 200 ms) were included in the anal-
ysis. This results in a potential underestimation of the error
rate.

EXPERIMENT 2: BEHAVIORAL CATEGORIZATION WITH AN
ODDITY TASK
Subjects
In total, 18 subjects participated in the second behavioral
categorization experiment, which was approved by the ethi-
cal committee of the University of Amsterdam. All partici-
pants gave written informed consent prior to participation.
They were rewarded for participation with either study
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FIGURE 2 | Methods and experimental design. (A) Experimental paradigm
of experiment 1 (behavioral same-different task). Participants performed a
same-different categorization task on pairs of texture stimuli that were
presented on a gray background and that were masked after 200 ms.
(B) Experimental paradigm of experiment 2 (behavioral oddity task);
participants chose the odd-one-out from three images on each trial.
(C) Experimental set-up and analysis of experiment 3 (single image
presentations). Subjects were presented with individual texture images

while electroencephalogram (EEG) was recorded. Single-image evoked
responses were computed for each electrode, after which a regression
analysis of the amplitude at each time-point based on contrast statistics was
performed. (D) Representational dissimilarity matrices (RDMs) were
computed at each sample of the CSD-transformed ERP recorded from
channel Oz. A single RDM displays dissimilarity (red = high, blue = low,
reflecting difference in ERP amplitude) between all pairs of stimuli at a
specific moment in time.

credits or financial compensation (7C/hour), as previously.
The data from two participants was excluded because mean
performance was at chance level (33%, one participant) or
because RTs demonstrated an outlier (>2 standard devia-
tions away from the mean across all participants, one partici-
pant).

Stimuli and procedure
The same set of 400 texture images was used as in the first
behavioral experiment. However, for this task, on each trial
three images were presented: two images from the same texture
category (the “same pair”), and one from a different category
(the “odd-one-out”), see Figure 2B. Stimuli were presented on
a 19-inch ASUS monitor with a resolution of 1920 × 1080 pix-
els and a frame rate of 60 Hz. The procedure was identical to
the first behavioral experiment, i.e., the stimuli were presented
simultaneously: in this case, two images were positioned adja-
cent to each other and the third image was located either below

or above the other two (this was counterbalanced across partic-
ipants). The three images were separated by equal gaps of 120
pixels. The position of the odd stimulus was randomized over tri-
als. Subjects were instructed to indicate which image was from
the different texture category by pressing one of three designated
buttons on a keyboard (“1”, “2”, and “3” on the NUM pad of
the keyboard) using their right hand. Within one block, each
texture category was twice paired with every other texture cate-
gory by randomly drawing a stimulus from both categories (380
trials). For one half of the trials, the image from the first cat-
egory was designated as the “odd-one-out,” whereas from the
second category, another stimulus was drawn to form the sec-
ond half of the “same pair.” For the other half of the trials, the
procedure was reversed, such that each texture category once
formed the odd stimulus, and once formed the paired stimu-
lus. Compared to the first experiment, the trials were thus always
“different-category trials,” but on a given trial, each texture cat-
egory could be the odd stimulus or the same-pair stimulus,
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allowing us to test whether variance of the same-pair texture
images influenced performance: we predicted that increased
variance in contrast statistics of the same-pair stimuli would
lead to more errors (i.e., selecting one of the same-pair as the
odd-one-out).

Data analysis
As in the first experiment, except that trials in which the partici-
pant responded before 200 ms after stimulus-onset were excluded.
To allow comparison with the same-different accuracy data from
the previous experiment, we first selected only the trials on
which either two HV or two LV texture categories were compared
(ignoring trials on which one HV and one LV category were com-
pared). The same comparison was done for RTs. In a subsequent
analysis, we did include all trials but split them into two groups in
two different ways: namely (1) based on whether the odd stimulus
was LV or HV or (2) based on whether the same-pair were HV or
LV. This allowed us to test whether the variance of the odd stimu-
lus vs. the variance of the same-pair was associated with increased
error rates in selection of the odd stimulus.

EXPERIMENT 3: EEG EXPERIMENT
Subjects
Seventeen volunteers participated and were rewarded with study
credits or financial compensation (7C/hour for 2,5 h of experi-
mentation). The data from two subjects was excluded because
the participant blinked consistently shortly after trial onset in
more than 50% of the trials (one subject) of because their
vision deviated from normal (one subject) which became clear
in another experiment conducted in the same session. This study
was approved by the ethical committee of the University of
Amsterdam and all participants gave written informed consent
prior to participation.

EEG data acquisition
The same set of stimuli was used as in the behavioral exper-
iment. In addition, for each image a phase-scrambled version
was created, which were presented randomly intermixed with
the actual textures, with equal proportions of the two types of
images. Stimuli were presented on an ASUS LCD-screen with
a resolution of 1024 × 768 pixels and a frame rate of 60 Hz.
Subjects were seated 90 cm from the monitor such that stim-
uli subtended 11 × 7.5◦ of visual angle. During EEG acqui-
sition, a stimulus was presented one at a time in the center
of the screen on a gray background for 100 ms, on average
every 1500 ms (range 1000–2000 ms; Figure 2C). Each stimu-
lus was presented twice, in two separate runs. Subjects were
instructed to indicate on each trial whether the image was an
actual texture or a phase-scrambled image: a few examples of
the two types of images were displayed prior to the experi-
ment. Response mappings were counterbalanced between the
two separate runs for each subject. Stimuli were presented using
the Presentation software (www.neurobs.com). EEG Recordings
were made with a Biosemi 64-channel Active Two EEG sys-
tem (Biosemi Instrumentation BV, Amsterdam, NL, http://www.

biosemi.com/) using the standard 10–10 systems with addi-
tional occipital electrodes (I1 and I2), which replaced two

frontal electrodes (F5 and F6). Eye movements were moni-
tored with a horizontal and vertical electro-oculogram (EOG)
and were aligned with the pupil location when the partic-
ipants looked straight ahead. Data was sampled at 256 Hz.
The Biosemi hardware is completely DC-coupled, so no high-
pass filter is applied during recording of the raw data. A
Bessel low-pass filter was applied starting at 1/5th of the
sample rate.

EEG data preprocessing
The raw data was pre-processed using Brain Vision Analyzer
(BVA) by taking the following steps: (1) offline referencing
to earlobe electrodes, (2) applying a high-pass filter at 0.1 Hz
(12 dB/octave), a low-pass filter at 30 Hz (24 dB/octave); because
low-pass filters in BVA have a graded descent, additionally two
notch filters at 50 (for line noise) and 60 Hz (for monitor noise)
were applied, (3) automatic removal of deflections larger than
250 μV. Trials were segmented into epochs starting 100 ms before
stimulus onset and ending 500 ms after stimulus onset. These
epochs were corrected for eye movements by removing the influ-
ence of ocular-generated EEG using a regression analysis based
on the EOG channels (Gratton et al., 1983). Baseline correc-
tion was performed based on the data between −100 and 0 ms
relative to stimulus onset; artifacts were rejected using maximal
allowed voltage steps of 50 μV, minimal and maximal allowed
amplitudes of −75 and 75 μV and a lowest allowed activity of
0.50 μV. The resulting ERPs were converted to Current Source
Density (CSD) responses (Perrin, 1989). This conversion results
in a signal that is more localized in space, which has the advan-
tage of more reliably reflecting activity of neural tissue underlying
the recording electrode (Nunez and Srinivasan, 2006). Trials
in which the same individual image was presented were aver-
aged over the two runs, resulting in an image-specific ERP
(single-image ERP).

Regression analyses on single-image ERPs
To test whether differences between neural responses correlated
with differences in contrast statistics between images, we con-
ducted regression analyses on the single-image ERPs (Figure 2C).
We first performed this analysis on ERPs averaged across sub-
jects to test whether contrast energy and spatial coherence could
explain consistent differences between images. For each chan-
nel and time-point, the image parameters (contrast energy and
spatial coherence) were entered together as linear regressors on
ERP amplitude, resulting in a measure of model fit (r2) over time
(each sample of the ERP) and space (each electrode). To statisti-
cally evaluate the specific contribution of each parameter to the
explained variance for the two different image conditions (HV
en LV), we ran regressions at the single subject level (these anal-
yses were restricted to electrode Oz). For this, we constructed
a model with four predictors of interest (constant term + LV
contrast energy, HV contrast energy, LV spatial coherence, HV
spatial coherence). The obtained β-coefficients for each predic-
tor were subsequently tested against zero by means of t-tests,
which were Bonferroni-corrected for multiple comparisons based
on the number of time-points for which the comparison was
performed (154 samples). Finally, to test whether each predictor
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contributed unique variance, we conducted a stepwise version
of the two-parameter (contrast energy and spatial coherence for
both LV and HV images) regression analysis for each single
subject. In this analysis, a predictor was entered to the model
if it was significant at α < 0.05, and was removed again if α >

0.10; as an initial model, none of the parameters were included.
We then counted, at every time-point, for how many subjects
the full model was chosen, or only one of the predictors was
included.

Representational similarity analysis
To better examine how variance between individual visual stimuli
arises over time, and how differences between individual images
relate to image variance (HV/LV) and image manipulations (rota-
tion/illumination), we computed representational dissimilarity
matrices (RDMs; Kriegeskorte et al., 2008) based on single-image
ERPs recorded at channel Oz. We computed, for each subject sep-
arately, at each time-point, for all pairs of images the difference
between their evoked ERP amplitude (Figure 2D). As a result we
obtained a single RDM containing 400 × 400 “dissimilarity” val-
ues between all pairs of images at each time-point. Within one
such matrix, the pixel value of each cell reflects the difference in
ERP amplitude of the corresponding two images indicated by the
row- and column number.

Comparison between dissimilarity matrices
To compare the dissimilarities between evoked ERPs by indi-
vidual images with corresponding differences in image statis-
tics between those images, we computed a pair-wise dissimi-
larity matrix based on both image parameter values combined.
For each pair of images, we computed the sum of the abso-
lute differences between the (normalized) contrast energy (CE)
and spatial coherence (SC) values of those two images [e.g.,
(CEimage1 + SCimage1) − (CEimage2 + SCimage2), etc.], result-
ing in one difference value reflecting the combined difference in
image parameters between the two images. For each subject, this
matrix was compared with the RDMs based on the ERP data
using a Mantel test for two-dimensional correlations (Daniels,
1944).

Computation of luminance and AIC-values
To obtain a simple description of luminance for each image, we
computed the mean luminance value per image (LUM) by aver-
aging the pixel values (0–255) of each individual image. For the
EEG analysis, to compare the regression results based on LUM
with those obtained with contrast statistics, we used Akaike’s
information criterion (AIC; Akaike, 1973). The AIC-values were
computed by transforming the residual sum of squares (RSSs) of
each regression analysis using

AIC = n∗log(RSS / n) + 2k (2)

where n = number of images and k is the number of predictor
variables (k = 2 for contrast statistics, and k = 1 for LUM). AIC
can be used for model selection given a set of candidate models of
the same data; the preferred model has minimum AIC-value.

RESULTS
EXPERIMENT 1: SAME-DIFFERENT CATEGORIZATION
Categorization accuracy was determined separately for HV
and LV trials and for same-category and different-category
comparisons (Figure 3A). A repeated-measures, two-way
ANOVA indicated a significant main effect of variance [F(1, 25) =
298.9, p < 0.0001], but not of type of comparison [F(1, 25) = 3.6,
p = 0.07]; however, there was a significant interaction
between variance and comparison [F(1, 25) = 61.8, p < 0.0001;
Figure 3B]. Subsequent paired t-tests revealed that participants
performed better for LV than HV textures at both different-
category [t(25) = 6.1, p < 0.0001, mean difference = 6%,
ci = 4–8%] and same-category comparisons [t(25) = 16.3, mean
difference = 17%, ci = 15–19%, p < 0.0001], but also for
different-category HV comparisons relative to same-category HV
comparisons [t(25) = 3.4, mean difference = 11%, ci = 4–17%,
p = 0.002]. These results show that participants generally made
more errors on trials in which they compared two different HV
texture categories than on trials which consisted of two LV texture
categories; in addition, they more often incorrectly judged two
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FIGURE 3 | Results of the behavioral same-different experiment.

(A) Accuracy scores for individual subjects according to task conditions:
subjects compared a pair of images that were either from different (circles)
or same (squares) texture categories, which could either be low-variant or
high-variant. Trials in which HV images were compared with LV images
were excluded from the analysis. (B) Mean accuracy per condition,
demonstrating an interaction effect between texture variance (HV, blue vs.
LV, red) and type of comparison (same vs. different trial). (C) Accuracy on
same-texture trials correlates with category specific variance in contrast
statistics. Error bars indicate s.e.m.
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images from the same HV texture category as different than
vice versa (two different HV images as the same category). This
finding suggests that LV texture categories are easier to categorize
than HV texture categories and that images from the same
HV texture category are perceived as less similar. This latter
conclusion is supported by an additional analysis performed
on the accuracy scores, in which we correlated the specific
amount of variance in contrast statistics with the average number
of same-texture errors. We found that variance in contrast
statistics correlated with same-texture accuracy across all texture
categories (Spearman’s ρ = −0.73, p < 0.0001, Figure 3C). This
result suggests that the specific amount of variance in contrast
statistics influences perceived similarity of same-texture images:
more variance implies less similarity.

As subjects always compared only two images on each trial,
we cannot be certain to what degree they based their judgment
on the between-stimulus differences vs. the difference of these
two images compared to all other images in the stimulus set. To
investigate this more explicitly, we conducted another behavioral
experiment using an oddity task, in which each trial consisted
of three images that were drawn from two different texture cat-
egories. In this task, subjects always make a difference judgment:
they have to pick the most distinct stimulus (the “odd-one-out”)
and thus actively compare differences between texture categories
with differences within texture categories. If variance in contrast
statistics of a texture category indeed determines its perceived
invariance, we would expect that for comparisons between images
with high variance, it is more difficult to accurately decide which
stimulus is different.

EXPERIMENT 2: ODDITY CATEGORIZATION
Categorization accuracy on comparisons of HV texture cate-
gories was significantly lower compared to comparisons of LV
texture categories [t(15) = 14.4, mean difference = 17%, ci =
14–20%, p < 0.0001]; Figure 4A. Participants were also signifi-
cantly faster on LV trials compared to HV trials [t(15) = −3.5,
mean difference = 27 ms, ci = 10–43 ms, p < 0.004]. If we com-
pute accuracy across all possible comparisons of texture categories
(also including HV-LV comparisons), and split the data either
according to the variance of the odd stimulus, or to the variance
of the same-pair stimulus on each trial, we see that specifically
the variance of the same-pair images is correlated with differ-
ences in accuracy (Figure 4B): on trials at which the same-pair
was from a HV texture category, subjects more often incorrectly
chose one of that pair as the odd-one-out. As in the previous
experiment, we correlated the amount of variance in contrast
statistics of the same-pair with accuracy, and we again find a
significant correlation (ρ = −0.75, p < 0.0001; Figure 4C), indi-
cating that with increasing variance in contrast statistics, images
from the same texture category are more often perceived as
different.

Overall, the results of the two behavioral experiments indicate
that low variance in contrast statistics allows observers to more
accurately categorize images of natural textures. Importantly,
images of a texture category with constant statistics under dif-
ferent viewing conditions are more accurately recognized as the
same category compared to images from categories with variable
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FIGURE 4 | Results of the behavioral oddity experiment. (A) Accuracy
scores for individual subjects for comparisons between HV categories or
between LV categories: subjects more often erroneously picked one of the
“same-pair” stimuli as the odd-one-out if they were from a HV texture
category. (B) Mean accuracy across all trials (including trials in which HV
images were compared with LV images) sorted either according to the odd
stimulus condition (HV/LV) or the same-pair condition, demonstrating that
the condition of the same-pair correlates with accuracy, not the identity of
the odd-one-out. (C) The variance of the same-pair correlates with category
specific variance in contrast statistics. Error bars indicate s.e.m.

statistics, suggesting that textures categories with little variance in
contrast statistics are perceived as more invariant.

EXPERIMENT 3: EEG
Contrast statistics explain variance in occipital ERP signals
As a first-pass analysis, we first averaged single-image ERPs over
subjects, after which a simple regression model with two predic-
tors (contrast energy and spatial coherence) was fitted based on
these “subject-averaged” ERPs at every channel and time-point.
Despite individual differences between subjects in EEG responses
(e.g., in mean evoked response amplitude, likely due to indi-
vidual differences in cortical folding), this analysis revealed a
highly reliable ERP waveform time-locked to the presentation of
the stimulus (Figure 5A). This time-locked ERP nonetheless var-
ied substantially between individual images, mostly between 100
and 300 ms after stimulus-onset. The results show that early in
time, nearly all ERP variance is explained by the image param-
eters (maximal r2 = 0.94 at 148 ms, p < 0.0001 on channel Oz,
Figure 5B). Also at later time-points and at other electrodes, there
is substantial (e.g., more than 50%) explained variance. If we
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(A) Individual image ERPs converted to current source density signals
(CSDs) averaged over subjects at channel Oz. (B) Explained variance at
each time-point resulting from regression analyses of mean ERP amplitude
on contrast statistics of the 400 texture images (average of two
presentations) at all 64 electrodes. (C) Results of regression analysis based
on mean ERP for all electrodes, at two time-points of peak explained
variance (148 and 254 ms), indicating substantial explained variance on
electrodes overlying visual cortex for both high-variant (HV) and low-variant
(LV) texture categories.

examine the results for all channels simultaneously (Figure 5C),
we see that explained variance is highest at occipital channels,
and subsequently wears off toward more parietal and lateral
electrodes. This localization is similar for both early and late
time-points (i.e., mostly central-occipital).

This result shows that low-level image statistics can explain
a high amount of variance, both early and late in time, of
image-specific differences across participants. To test more pre-
cisely (1) whether these effects were present in all partici-
pants, (2) which of the two image parameters contributed
most to the explained variance, and (3) whether these con-
tributions differed between the two conditions (LV/HV), we
selected the electrode with the highest r2-value (Oz) and con-
ducted regression analyses at the single-subject level using a
model containing four parameters (see Materials and Methods):
LV contrast energy, HV contrast energy, LV spatial coherence,
HV spatial coherence. The results showed that contrast statis-
tics explained a substantial amount of variance between indi-
vidual images in each participant. Mean explained variance
across subjects peaked 156 ms after stimulus onset (r2 = 0.65,
mean p < 0.0001, Bonferroni-corrected; Figure 6A); peak val-
ues for individual subjects ranged between r2 = 0.49–0.85 at

144–168 ms after stimulus-onset and were all highly significant
(all p < 0.0001).

If we compare the time courses of the β-coefficients associ-
ated with each predictor (Figure 6B), we observe that contrast
energy and spatial coherence have distinct time courses. Statistical
comparisons of each coefficient against zero across participants
(Figure 6C) show that ERP amplitude at an early time interval is
mostly correlated with contrast energy [between 136 and 183 ms,
all t(15) < −5.1, max t(15) = −9.0, all p < 0.0003], which cor-
relates again much later in time [between 305 and 340 ms, all
t(15) < −5.1, max t(15) = −6.5, all p < 0.0001]. Spatial coher-
ence only contributes significantly to the explained variance
between 220 and 240 ms, [all t(15) > 4.7, max t(15) = 6.1, all
p < 0.003; again between 274 and 330 ms, all t(15) > 5.4, max
t(15) = 9.0, all p < 0.0003]. Importantly, at most time-points the
temporal profile of each predictor is comparatively similar for HV
and LV images; differences between the beta coefficients of these
two conditions are relatively small (Figure 6D). For both image
parameters, the difference between HV and LV images appears to
be substantial only at two time-intervals between 150 and 300 ms,
but statistical tests of these differences were right at the threshold
of Bonferroni-corrected significance [contrast energy at 223 ms,
t(15) = −4.8, p = 0.0002; spatial coherence, at 285 and 289 ms,
t(15) = 4.6, p = 0.0003; Figure 6E]. Given the small effects and
the borderline significance, this issue cannot be resolved with the
current dataset.

Finally, to test whether the two image parameters explain
unique variance, we conducted stepwise regression analyses (see
Materials and Methods) based on evoked responses of single sub-
jects on ERPs recorded at channel Oz. At each time-point of the
ERP, we counted for how many participants (a) either the full
model was chosen or (b) only one predictor was included in the
model (Figure 6F). The results show that early in time, the con-
trast energy parameter alone is preferred over the full model, but
that later in time (from ∼200 ms onwards), for most subjects
the spatial coherence parameter is also included. This suggests
that especially later in time, spatial coherence adds additional
explanatory power to the regression model.

These results show that across subjects, differences in early
ERP amplitude between individual images correlate with variance
in contrast statistics of those images for both HV and LV textures.
Whereas contrast energy explains most variance early in time,
both parameters become significantly correlated with ERP ampli-
tude at later time intervals. These regression results do not reveal,
however, whether these differences are related to texture category
(categorical differences), or if they occur as a result of variations
in recording conditions. We investigated this in the next section.

Dissimilarities between images map onto contrast statistics
To examine the origin of the variance between individual tri-
als, we computed (for each subject separately) RDMs based on
differences in evoked responses between individual images (see
Materials and Methods and Figure 2D). In brief, to build an
RDM, we compute for each possible combination of individ-
ual images the difference in evoked ERP amplitude, and convert
the result into a color value. The advantage of this approach is
that RDMs allow us to see at once how images are (dis)similar
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FIGURE 6 | Regression analyses on single-subject ERP data at channel

Oz. (A) Explained variance at channel Oz for each individual subject (colored
lines) and averaged across subjects (black line) based on a regression model
with four predictors (see Materials and Methods) (B) Mean β-coefficient at
each time-point associated with each of the four predictors; ce, contrast
energy; sc, spatial coherence; LV, low-variant; HV, high-variant. Shaded areas
display confidence intervals obtained from a t-test of each predictor against
zero across single subjects. (C) Resulting t-statistic of testing the
β-coefficient associated with each predictor against zero for every time-point
of the ERP: the gray dashed line indicates significance level at α < 0.05 when

correcting for multiple comparisons (Bonferroni-correction). (D) Difference in
mean β-coefficients between LV and HV images for each image parameter.
Shaded areas display confidence intervals obtained from a t-test between LV
and HV coefficients across single subjects. (E) Resulting t-statistic of the
difference between LV and HV coefficients: gray dashed line indicates
Bonferroni-corrected significance level at α < 0.05. (F) Results of the
single-subject stepwise regression analysis: displayed are the number of
subjects for which either only contrast energy (black solid line), only spatial
coherence (black dotted line) or both parameters (green dashed line) were
included in the model at each time-point of the ERP.

to all other images, and how this relates to texture category
“membership.”

To demonstrate the result of this analysis, we selected the
RDM at the time-point of maximal explained variance for
the subject-averaged regression analysis (148 ms after stimulus-
onset) for each subject and simply averaged the resulting matrix
over subjects. In this RDM (Figure 7A), every consecutive 20
rows/columns index all images from one specific texture cate-
gory; these categories are sorted according to their mean contrast
energy and spatial coherence values (i.e., distance from zero in
the contrast statistics space in Figure 1C). If we visually examine
the RDM, we observe that differences between HV images (lower
right quadrant) occur at different positions than for LV images
(upper left quadrant). Specifically, for HV stimuli, there are larger
differences within textures, whereas for LV stimuli, the differ-
ences are largest between textures: i.e., within a 20 × 20 “square,”
images are “similarly dissimilar” from other textures. This result
suggests that LV images cluster more by texture category than
HV images, which are highly different even within a given
texture.

Next, we tested to what extent these image-specific differences
in ERP amplitude ERP were similar to differences in contrast
statistics. We calculated another 400 × 400 difference matrix, in

which we simply subtracted the parameter values of each image
from the values of each other image (Figure 7B, see Materials and
Methods). Based on visual inspection, it is clear that the relative
dissimilarities between individual images in contrast statistics are
very similar to the ERP differences. A test of the inter-matrix cor-
relation at each time-point (Figure 7C) indicated that the RDM of
the ERP signal correlated significantly with the difference matrix
based on contrast statistics; between 137 and 227 ms after stimu-
lus onset, the correlation was significant for all 17 subjects (range
peak r = 0.31–0.72, all p < 0.01, Bonferroni-corrected).

Dissimilarities between HV stimuli reflect illumination changes
Presumably, the higher dissimilarities within HV textures result
from variability in responses driven by changes in recording
conditions. To isolate these effects, we computed “demeaned” ver-
sions of the RDMs, by dividing the evoked response to each image
by the mean response to all 20 images of its texture category,
before computing the differences between individual images. As
a result, we obtain RDMs that only reflect differences in variance
from the mean response to that texture category, ignoring dif-
ferences between the means of different categories. Analogously,
for the contrast statistics matrix, we divided the parameter values
between images of a given texture by the mean contrast energy
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FIGURE 7 | Representational dissimilarity analysis. (A) Mean
RDM (averaged over subjects) of the ERP signal at the time-point of
maximal dissimilarity. Each cell of the matrix reflects the dissimilarity
(red = high, blue = low) between two individual images, whose category is
indexed on the x- and y-axis. Starting from the top row, the first 200 images
are from LV textures; the other half contains the HV textures, yielding a “LV
quadrant” (top left) and a “HV quadrant” (bottom right). Within these
quadrants, each consecutive 20 rows/columns index images of a single
texture; textures are sorted according to their mean contrast energy and
spatial coherence values (distance from the origin in Figure 1C).
(B) Dissimilarity matrix based on difference in contrast statistics (combined
contrast energy and spatial coherence parameters) between individual
images. (C) Correlation between the RDM and contrast statistics dissimilarity
matrix (Mantel test) at each sample in time. Both single subject model fits

(colored lines) and mean correlations (black line) are shown. (D) The LV and
HV quadrants of “demeaned” dissimilarity matrices (for each of the 20
images of one texture category, the mean of those 20 images is subtracted).
Left: demeaned quadrants of the RDM based on ERPs. Right: demeaned
quadrants of the RDM based on contrast statistics. (E) Demeaned contrast
statistics for each image color-coded according to illumination angle
(ignoring texture category membership). Illumination angles are illustrated
again in the cartoon inset; for color-coding, we collapsed over illumination
angle L1 and L5 as well as L2 and L4, which have the same angle
but are positioned on opposite sides. (F) The LV and HV quadrants of the
demeaned RDMs, but now sorted according to illumination angle,
ignoring texture membership. In the HV quadrant only, an effect of
illumination is present, visible as clustering of dissimilarities by
illumination angle.

and spatial coherence value of that texture and subsequently
computed the image-specific differences.

As one would expect, dissimilarities between images in LV
stimuli have completely disappeared in these demeaned RDMs
(Figure 7D, displaying only the HV-HC and LV-LV quadrants).
This demonstrates that all differences between LV stimuli indeed
reflect differences between texture categories. For HV stimuli
however, dissimilarities within texture categories remain after
demeaning; moreover, we observe a “plaid-like” pattern in the
RDM, which suggests that dissimilarities of individual HV images
do not fluctuate randomly, but are present in a regular man-
ner. What manipulation is driving these dissimilarities? If we
investigate the clustering of images based on demeaned contrast
statistics (Figure 7E), we see that for HV stimuli, the variance
from the mean is caused by changes in illumination direction:
the illumination change “moves” the stimulus to another loca-
tion the contrast statistics space in a consistent manner. As a final
demonstration, we resorted all images in the RDMs based on
illumination direction instead of texture category: in the resulting

RDM, the differences between ERPs now cluster with illumina-
tion changes (Figure 7F), confirming that dissimilarities within
HV categories result mostly from illumination differences.

These results again show that differences between individ-
ual images in ERP responses are correlated with differences in
contrast statistics for those images. Importantly, they reveal that
differences between HV textures occur for other reasons than dif-
ferences between LV textures. For HV textures, we observe that
manipulations of illumination angle are reflected in the RDM:
instead of clustering by category (which would be evidenced
by within-texture similarity and between-texture dissimilarity),
images are selectively dissimilar for one illumination angle com-
pared to another. For LV stimuli, the pattern of results is different:
stimuli do cluster by category, meaning that all images of a
given texture are “similarly dissimilar” from other textures (or
similar, if the mean of the other images is very nearby in “con-
trast statistics space,” Figure 1C). Overall, this suggests that the
amount of variance in contrast statistics correlates with variance
between neural responses resulting from variations in recording
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conditions, specifically illumination differences. Textures that
vary little in contrast statistics appear to form a more “invariant”
representation in terms of evoked responses.

Image manipulations: rotation versus illumination
The results of the EEG experiment suggest that the high vari-
ance of HV texture images is related to a higher sensitivity of
these textures to changes in illumination direction: the large dif-
ferences that remain within texture categories after subtracting
differences between texture categories appear to be driven by dif-
ferences in illumination angle. Based on this finding, we can
expect that the main result we observed in behavioral catego-
rization (increased error rates on HV texture categories) is also
driven by effects of illumination direction, rather than image
rotations. To address this question, we post-hoc sorted the data
from the same-different experiment based on whether the two
presented images differed in (a) rotation only, (b) illumination
only, or (c) both rotation and illumination, and separately com-
puted the accuracies for each of the different conditions (same
LV, same HV, different LV, different HV). Because the pairing of
individual images was randomized over trials (see Materials and
Methods), there were unequal amounts of manipulation differ-
ences for each subject and condition. To increase the number
of trials per condition and to be able to compare across condi-
tions, we collapsed over same angles from different sides, as in
the EEG RDM analysis (see Figure 7E, i.e., we counted a pair
of images of the same texture category that were illuminated
from angle 2/4 or 1/5 as “same illumination”). As a result, we
obtained four different “trial-types”: same illumination, same
rotation (SI, SR), same illumination, different rotation (SI, DR),
different illumination, same rotation (DI, SR), or different illumi-
nation, different rotation (DI, DR). The results show that across

all trial-types, accuracy is lower for HV than for LV stimuli
[Figure 8A; main effect of variance on both same-category and
different-category comparisons, all F(1, 25) > 27.9, p < 0.0001].
However, as predicted, on same-category trials most errors are
made when illumination is changed compared to when rotation
is changed and illumination is kept constant [main effect of illu-
mination, F(1, 25) > 262.9, p < 0.0001]. Importantly, this effect is
much larger for the HV texture categories than for the LV texture
categories [significant interaction between variance and illumina-
tion, F(1, 25) = 162.1, p < 0.0001]. This analysis thus shows that
the influence of illumination angles differs for HV vs. LV tex-
ture categories: it again demonstrates that the categories from the
latter condition are more invariant to these manipulations than
other categories. Interestingly, the effect is reversed for different
pairs [more errors for same illumination trials; main effect of illu-
mination, F(1, 25) = 20.6, p < 0.0001] suggesting that in this case,
illumination changes “help” to distinguish different texture cat-
egories more easily. Most importantly, these results support the
conclusion that the extent to which a given texture category is
sensitive to illumination changes can be derived from contrast
statistics.

To demonstrate the effects of illumination changes more
clearly, we sorted the DI accuracies based on the exact illumi-
nation angle (L1–L5, see Figures 1B and 7E) that was used for
each of the two presented stimuli on a given trial (given the small
effect of rotation, we now collapsed over same rotation and dif-
ferent rotation trial-types, i.e., over SR and DR trials). The results
of this analysis are displayed as confusion matrixes in Figure 8B
(diagonals represent the SI trials). Here, it can be observed that
on same-category HV trials (lower right matrix), most errors
are made when the change in illumination angle was large (e.g.,
a pairing of L3 and L1/L5). For same-category LV trials (lower
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FIGURE 8 | Post-hoc analysis of the effect of image manipulations

on accuracy of the same-different categorization experiment.

(A) Accuracies for each condition (HV/LV) and type of comparison
(same/different) were computed separately for trials in which the two
images were either photographed under same illumination and same rotation
(SI, SR), same illumination and different rotation (SI, DR), different
illumination and same rotation (DI, SR), or different illumination and different
rotation (DI, DR). The results show that the participants always made more
errors on HV texture categories than LV texture categories: however, this

effect is strongest for same-comparison HV trials where there was a
difference in illumination angel between images. Error bars indicate s.e.m.
(B) Effect of illumination angle (L1–L5, see Figure 1B) on same-illumination
(SI, diagonal values) and different-illumination (DI, off-diagonal values) trials
(collapsed over SR and DR trials), for each condition and type of comparison.
Most errors on same-category HV trials are made for images that
have the largest difference in illumination angle (i.e., L3 vs. L1/L5),
whereas most errors on different-category HV trials are made for
illumination angle L3.
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left matrix), however, this effect is much weaker, indicating that
LV texture categories are less responsive to illumination changes.
Interestingly, from the confusion matrix of the different category
HV trials (upper right panel), it appears that most errors were
made when the two different texture images were photographed
under angle L3, suggesting that in general, images from different
texture categories become more similar when the light is shone
right from above; likely, this is due to higher saturation of the
image (overexposure) under this illumination angle. This effect is
however again absent for the different-category LV trials (upper
left panel), suggesting that these saturation effects are less likely
to occur for images that are LV in contrast statistics.

Luminance statistics
These behavioral and EEG results suggest that contrast statis-
tics of the texture categories are diagnostic of perceived variance
under changes in illumination. The behavioral results further sug-
gest that the amount of illumination change is directly related
to the perceived similarity on same-texture HV trials, and that
the specific illumination angle used on different-texture HV tri-
als may also influence the observed similarity (Figure 8B). Does
this mean that a simple description of differences in luminance
between images (i.e., brightness), rather than contrast statistics,
would describe the same pattern of results? To test this, we com-
puted the mean luminance (LUM, see Materials and Methods)
of each image and tested to what extent differences in luminance
were correlated with differences in behavioral categorization and
EEG responses.

First of all, LUM values of individual images were indeed
highly correlated with contrast energy (ρ = −0.69, p < 0.001),
and somewhat lower but significantly correlated with spatial
coherence (ρ = −0.38, p < 0.001). However, if we split the tex-
ture categories into high and low variance conditions based
on LUM values per category, we do not find the same texture
categories in each condition as in the original division based on

contrast statistics; see Figure 9A. In fact, about half of the LV
categories are “HV” in LUM if we separate the categories using
a median split. The correlation of variance in LUM and accu-
racy on same-texture trials was either not significant (ρ = −0.32,
p = 0.15, for the oddity experiment) or significant but lower
compared to the correlation with contrast statistics (ρ = −0.51,
p = 0.02 for the same-different experiment), suggesting that vari-
ance in brightness rather than contrast is not an alternative
explanation for the finding that observers perceive images from
HV texture categories more often as “different.”

A majority of LV texture categories have low mean LUM val-
ues, but this is not the case for all categories, suggesting that
HV texture categories are not systematically brighter than LV
categories. The correlations of same-texture accuracy and mean
LUM per texture category are also inconsistent: significant in
the oddity experiment (ρ = −0.62, p < 0.005), but not in the
same-different experiment (ρ = −0.35, p = 0.12). As can be seen
in Figure 9B, the correlation with behavioral accuracy can be
explained by the partial overlap of the LV/HV categories and the
low/high LUM values.

In the EEG data, differences in LUM explained less variance
(peak mean r2 across subjects = 0.44, between 0.27 and 0.72
for individual subjects, Figure 10A) than differences in contrast
statistics. To compare the model fits directly, we used Akaike’s
information criterion (Akaike, 1973) to compute AIC-values (see
Materials and Methods) based on the residuals of the regression
analyses. In this analysis, a lower AIC-value indicates a better
fit to the data, or “more information,” whereby models with
more parameters are penalized. The mean AIC-values obtained
at each time-point of the ERP are shown in Figure 10B, where
it can be seen that in the early time interval where contrast
statistics correlate with the ERP (∼140–180 ms), the regression
model based on LUM has a higher AIC-value and thus worse
predictive power than the regression model based on contrast
statistics (note that this is despite the fact that the contrast
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FIGURE 9 | Role of luminance statistics (LUM) in the behavioral data.

(A) Mean and variance in LUM for each texture category, still color-coded by
variance in contrast statistics (ce/sc; red, LV; blue, HV). Dashed lines indicate
the values of the medians. (B) Behavioral accuracy in the oddity experiment
on same-texture trials (i.e., same data as in Figure 4C) set out against mean

LUM value per texture category, color-coded by variance in contrast
statistics. The four “red” texture categories on the right for which accuracy is
high would be grouped with the other red categories if the data would be set
out against variance in contrast statistics rather than mean LUM values. Error
bars indicate s.e.m.
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ERP data and comparison with contrast statistics. (A) Explained variance
at channel Oz for each individual subject (colored lines) and averaged across
subjects (black line) from a regression model with LUM values (B) AIC-values
of the regression results based on LUM compared to contrast statistics
(ce/sc); low AIC-value indicates better model fit. (C) Single-subject
differences in AIC-value between LUM and contrast statistics over time.

(D) Subject-specific differences in AIC-values at the time-point where the
difference between the two models in mean AIC-values is largest (148 ms),
sorted based on their maximal r2 values of the contrast statistics model. For
subjects with higher r2 values, the difference in AIC-values becomes
somewhat larger, suggesting that high explained variance on contrast
statistics is not coupled with increased fit of both models simultaneously, but
rather with a better fit of contrast statistics compared to LUM values.

statistics contain two parameters and LUM only one, which ben-
efits the latter’s AIC-value). For most subjects, the AIC-value
based on contrast statistics is consistently lower than the AIC-
value from regression on LUM, also later in time (Figure 10C).
Between the two models, individual subjects’ peak r2 values
and corresponding time-points were highly correlated (ρ = 0.87,
p < 0.0001 and ρ = 0.67, p < 0.005, respectively), suggesting
that subjects with high explained variance for contrast statistics
also had high explained variance for LUM and that these peaks
occurred around the same time. Interestingly however, the dif-
ference in AIC-value is largest for subjects with high maximal
r2-values (Figure 10D), suggesting that increased explained vari-
ance is associated with a larger difference in goodness of fit or
“information” between the alternative models (LUM vs. contrast
statistics).

These analyses suggest that despite the high correlations
between contrast statistics and simple luminance values, contrast
statistics provide a better predictor of perceived invariance as well
as differences in evoked activity for this set of texture images.
This is not unexpected: from physiology, it is known that neu-
rons in LGN effectively band-pass filter contrast values from the
visual input (De Valois and De Valois, 1990). Indeed, repeated
band-pass filtering of visual information seems a fundamental

property of visual cortex, resulting in increasingly invariant rep-
resentations (Bouvrie et al., 2009). From this perspective, contrast
information is itself more invariant than luminance. Our results
suggest that this hierarchical increase in invariance, obtained
by filtering, is not equal for all types of textures: after con-
trast filtering, each image becomes more invariant in information
content, but some textures images become more invariant than
others, possibly forming a more reliable building block for further
processing.

DISCUSSION
In a large database of natural textures, we selected images with
low-level contrast statistics that were either constant or vari-
able under changes in illumination angle and orientation. In
both EEG and behavior, we showed that textures with little
variation in low-level contrast statistics were perceived as more
invariant (experiment 1 and 2) and led to more invariant rep-
resentations at the neural level (experiment 3). The higher the
variance in contrast statistics within a given texture, the higher the
probability of subjects judging two images of that texture as dif-
ferent categories, specifically if the images differ in illumination
direction. Accordingly, high-variant textures give rise to neu-
ral evoked responses that are clearly modulated by illumination
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direction, which is not the case for low-variant textures, as
predicted.

Interestingly, as indicated by higher accuracy on same-texture
comparisons in the behavioral experiment, textures with low vari-
ance in contrast statistics remained more perceptually similar
under different illumination (and rotation) conditions. This was
explained by the finding that for LV textures, we observed “clus-
tering by texture” of dissimilarities in single-image ERPs between
images, whereas there was clustering by illumination direction for
HV textures. These results suggest that distance between different
textures in terms of contrast statistics—which an observer may
use to estimate whether two stimuli are from the same or from a
different texture category—are more reliable for LV textures than
for HV textures. This is not surprising if one examines the cluster-
ing of LV vs. HV stimuli in “contrast statistics space” (Figure 1C):
as a natural consequence of the lower variance within LV textures,
the differences between texture categories become more similar
for images of LV textures.

This work extends recent findings that statistical variations
in low-level information are important for understanding gen-
eralization over single images (Karklin and Lewicki, 2009). In
addition, it has been demonstrated that behavioral categorization
accuracy can be predicted using a computational model of visual
processing: a neural network consisting of local filters that were
first allowed to adapt to the statistics of the natural environment
could accurately predict behavioral performance on an object cat-
egorization task (Serre et al., 2007). Compared to the latter study,
however, in our case there was no training or tuning of a network
on a separate set of stimuli such that statistical regularities were
implicitly encoded: here, perceived texture similarity was inferred
directly from explicitly modeled contrast statistics.

In addition to behavioral categorization, we were able to test
the contribution of our two contrast parameters to evoked neural
responses using EEG. It is well known that early ERP components
can be modulated by low-level properties of (simple) visual input
(Luck, 2005). Our finding that contrast energy of single-image
responses to natural stimuli is correlated with ERP amplitude
around 140–180 ms is also consistent with previous reports of an
early time-frame where stimulus-related differences drive evoked
responses, e.g., between face stimuli (Philiastides and Sajda, 2006;
van Rijsbergen and Schyns, 2009). These authors used classifica-
tion techniques on single-trial ERPs to show that at later time
intervals, differences between individual images correspond to
either a more refined representation of the information relevant
for the task (van Rijsbergen and Schyns, 2009) or the actual
decision made by the subject (Philiastides and Sajda, 2006), sug-
gesting that over the course of the ERP, the visual representation
is transformed “away” from simple low-level properties to infor-
mation that is task-relevant. In this light, it is remarkable that our
second image parameter, spatial coherence, is specifically corre-
lated with late ERP activity—around 200 and 300 ms—and that
it explains additional variance compared to contrast energy alone
specifically in this time interval.

One possible explanation of this apparent discrepancy is that
the spatial coherence parameter is itself correlated with more
refined or relevant features of natural images: essentially con-
stituting a “summary statistic” of visual input that can be used

for rapid decision-making (Oliva and Torralba, 2006). Another
interesting hypothesis is that this low-level image parameter is
predictive of the availability of diagnostic information, reflect-
ing higher “quality in stimulus information” (Gaspar et al., 2011)
or less noise in the stimulus (Bankó et al., 2011; Rousselet et al.,
2011), which may influence the accumulation of information for
decision-making (Philiastides et al., 2006). Since our two stimu-
lus conditions (HV/LV) were defined based on variance in both
contrast energy and spatial coherence, we cannot test which of
the two parameters is more strongly correlated with behavioral
accuracy. Also, our work is substantially different from these pre-
vious reports in that our experiments did not require formation
of a high-level representation (e.g., recognition of a face/car),
but merely a same-different judgment, essentially constituting a
low-level task.

Another difference between our results and those reported in
the face processing literature (see e.g., Rousselet et al., 2008) is the
localization of our effects. Maximal sensitivity of evoked activ-
ity to faces and objects is found at lateral-occipital and parietal
electrodes (PO), whereas our correlations, obtained with texture
images, are clustered around occipital electrode Oz. This is not
unexpected since textural information is thought to be processed
in early visual areas such as V2 (Kastner et al., 2000; Scholte et al.,
2008; Freeman and Simoncelli, 2011).

In this paper, we specifically aimed to test whether invariance,
in addition to a “goal” of visual encoding, could be defined as
a property of real-world visual features (in this case, textures).
In the first scenario, one would expect the representation of the
visual input to change over time to (gradually) become more
invariant. Our behavioral results however indicate that variance
in low-level properties of natural textures (contrast statistics, pre-
sumably derived from very early visual information) can already
predict the perceived invariance by human observers under spe-
cific viewing manipulations. Moreover, it demonstrates that there
are interesting differences between natural textures in terms of
this invariance: some textures appear to be surprisingly invariant.
It has been argued that, in evolution, mechanisms have evolved
for detecting “stable features” in visual input because they are
important for object recognition (Chen et al., 2003). In light of
the present results, a biologically realistic instantiation of such a
stable feature could be “a texture patch whose contrast statistics
do not change under viewing variations.” This natural invari-
ance is rooted in physical properties of natural images, but is
present at the level of image statistics (stochastic invariance). Such
invariance may play an important role in stochastic approaches
to computer vision, such as the successful bag-of-words approach
(Feifei et al., 2007; Jégou et al., 2011). For example, a patch of a
visual scene with more invariant contrast statistics may provide a
more reliable “word” for categorization in a bag of words model
for scene recognition (Gavves et al., 2011).

Our results suggest that these stochastic invariances are not
only reflected in occipital ERPs recorded at the scalp, but that the
human visual system may actively exploit them: in the present
data, LV textures did not only give rise to more reliable dif-
ferences between texture categories in evoked responses, but
were also associated with more reliable judgments about simi-
larity between different textures—i.e., with behavioral outcome.
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The link between contrast statistics and categorization accuracy
leads to the interesting hypothesis that in more naturalistic tasks
such as object detection or natural scene processing, image ele-
ments that are stochastically invariant, i.e., reliable, may weigh
more heavily in perceptual decision-making than variable, “unre-
liable” elements.

In sum, the present results show that low-level contrast statis-
tics correlate with variance of natural texture images in terms of
evoked responses, as well as perceived perceptual similarity; they
suggest that textures with little variance in contrast statistics may
give rise to more invariant neural representations. Simply put,
invariance in simple, physical contrast information may lead to
a more invariant perceptual representation. This makes us won-
der about visual invariance as a general real-world property: how
much of it can be derived from image statistics? Are there other

low-level visual features that differ in their degree of invariance?
Next to studying top-down, cognitive invariance, or transfor-
mations performed by the visual system to achieve invariance
of visual input, exploring to what extent “natural invariances”
exist and whether they play a role in visual processing may
provide an exciting new avenue in the study of natural scene
perception.
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Visual appearance of natural objects is profoundly affected by viewing conditions such
as viewpoint and illumination. Human subjects can nevertheless compensate well for
variations in these viewing conditions. The strategies that the visual system uses to
accomplish this are largely unclear. Previous computational studies have suggested
that in principle, certain types of object fragments (rather than whole objects) can be
used for invariant recognition. However, whether the human visual system is actually
capable of using this strategy remains unknown. Here, we show that human observers
can achieve illumination invariance by using object fragments that carry the relevant
information. To determine this, we have used novel, but naturalistic, 3-D visual objects
called “digital embryos.” Using novel instances of whole embryos, not fragments, we
trained subjects to recognize individual embryos across illuminations. We then tested
the illumination-invariant object recognition performance of subjects using fragments. We
found that the performance was strongly correlated with the mutual information (MI) of the
fragments, provided that MI value took variations in illumination into consideration. This
correlation was not attributable to any systematic differences in task difficulty between
different fragments. These results reveal two important principles of invariant object
recognition. First, the subjects can achieve invariance at least in part by compensating
for the changes in the appearance of small local features, rather than of whole objects.
Second, the subjects do not always rely on generic or pre-existing invariance of features
(i.e., features whose appearance remains largely unchanged by variations in illumination),
and are capable of using learning to compensate for appearance changes when necessary.
These psychophysical results closely fit the predictions of earlier computational studies of
fragment-based invariant object recognition.

Keywords: form vision, illumination constancy, informative fragments, invariant recognition, mutual information

INTRODUCTION
We rarely encounter a given object under the same viewing
conditions twice: the viewpoint, illumination, retinal size, and
background all tend to differ from one encounter to the next.
Yet, we have little difficulty in recognizing an object for what it
is while ignoring the irrelevant image variations. How the visual
system accomplishes this invariant recognition of objects (also
referred to as perceptual constancy) has remained largely unclear
(for reviews, see Walsh and Kulikowski, 1998; Wallis and Bulthoff,
1999; Christou and Bulthoff, 2000; Rolls, 2008; Biederman and
Cooper, 2009). This is both because the underlying computa-
tional problems are profoundly difficult, and because experi-
mental and computational studies have so far largely focused on
understanding object recognition without these variations.

Previous studies have shown that the visual system can use
local, informative image fragments of a given object, rather than
the whole object, in order to recognize the object under con-
stant viewing conditions (Ullman et al., 2002; Harel et al., 2007;
Ullman, 2007; Hegdé et al., 2008; Lerner et al., 2008; Kromrey
et al., 2010). Such image fragments are referred to as “informative
fragments.” Computational studies indicate that this fragment-
based approach is also beneficial specifically for invariant object

recognition (Bart et al., 2004; Ullman and Bart, 2004), including
for pose and illumination invariance.

These studies have identified two broad functional sub-
categories of informative fragments useful for invariant recog-
nition. One sub-category of fragments, referred to as “Invariant
fragments,” are those local features whose appearance is largely
resistant to variations in viewing conditions. For instance, the
appearance of the hairline changes relatively little under vari-
ations of illumination, which therefore makes it useful for
illumination-invariant face recognition. On the other hand,
the appearance of many features changes significantly with
viewing conditions, which makes them unsuitable as invariant
fragments.

“Extended fragments” are a second sub-category of fragments
useful for invariant object recognition. In contrast to invariant
fragments, extended fragments do not require feature appear-
ance to be stable under changes in viewing conditions. Instead,
an extended fragment records the appearance of the given fea-
ture under all viewing conditions of interest. In principle, this
may involve simply memorizing the appearance of a given feature
under each set of viewing conditions. An extended fragment can
then be used for recognizing the feature regardless of the viewing
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conditions. For instance, even though the appearance of a nose
changes under variations of illumination, it can still be useful
for recognition if one learns how a nose looks under various
illuminations. Since extended fragments do not depend on fea-
ture appearance being resistant to viewing conditions, any feature
can be used as an extended fragment. Therefore, extended frag-
ments may provide more information to the visual system and
thus achieve better performance. However, extended fragments
may be more difficult to learn than invariant fragments. This is
because, in order to use a feature as an extended fragment, one
must somehow learn its appearance under the various viewing
conditions.

The extent to which the human visual system actually uses
either extended or invariant fragments in object recognition is
largely unclear. The mechanisms by which we learn either type of
fragments, and conditions under which they can be learned, are
also unknown. While previous studies have addressed the ques-
tion of feature learning in general [e.g., (Kobatake and Tanaka,
1994; Schyns et al., 1998; Wallis and Bulthoff, 1999; Wallis et al.,
2009)], it is unclear whether and to what extent the mechanisms
suggested by these studies can generalize to learning extended or
invariant fragments, given that the nature of object fragments
is fundamentally different from the features addressed by these
studies (for details, see Ullman, 2007; Hegdé et al., 2008).

The present study focused on testing a specific hypothesis,
namely that the visual system is capable of using extended and/or
invariant fragments to help achieve a particular type of percep-
tual constancy, namely illumination-invariant object recognition.
In particular, we varied the direction of illumination while hold-
ing all other viewing parameters, including other illumination
parameters such as brightness or color of illumination, constant.
Note that the general framework of extended and invariant frag-
ments is not limited to illumination; in particular, it has been used
for pose-invariant recognition as well (Bart et al., 2004; Ullman
and Bart, 2004).

We have previously shown, in the context of the aforemen-
tioned informative fragments, that both humans and monkeys
automatically learn the fragments when they learn new object cat-
egories, and can use the learned fragments to recognize whole
objects (Hegdé et al., 2008; Kromrey et al., 2010). We there-
fore use a similar experimental design in the present study
to characterize how the human visual system learns and uses
extended and/or invariant fragments for illumination-invariant
object recognition. We find that human subjects can automat-
ically learn extended fragments when they learn new objects,
and can use the learned extended fragments to recognize whole
objects.

MATERIALS AND METHODS
PARTICIPANTS
Five adult volunteer human subjects (three females) with nor-
mal or corrected-to-normal vision participated in this study. All
protocols used in this study conformed to the relevant regula-
tory standards, and were approved in advance by the Human
Assurance Committee of the Georgia Health Sciences University,
where the psychophysical experiments were carried out. All sub-
jects gave informed consent prior to participating in the study.

STIMULI
We generated 50 novel, naturalistic virtual 3-D objects called
“digital embryos” using a custom implementation of the Virtual
Phylogenesis (VP) algorithm (Brady and Kersten, 2003; Hegdé
et al., 2008; Hauffen et al., in press). All 50 embryos were descen-
dants of the same parent object, and thus constituted a single
naturalistic “category.” The overall appearance of all objects was
similar, with relatively small variations distinguishing individual
objects from each other, so that distinguishing one embryo from
another was nontrivial (see, e.g., Figure 1A). It is important to
note that these shape variations were not imposed externally, but
rather arose randomly during VP. To the extent that VP simu-
lates the natural processes of morphogenesis and phylogenesis,
these variations can be considered naturalistic (Hegdé et al., 2008;
Hauffen et al., in press).

For each embryo, we generated four different images, corre-
sponding to four different directions of illumination (illuminated
from top left, top right, bottom left, and bottom right; see
Figure 1B) using the 3DS Max graphics toolkit (Autodesk, Inc.,
San Rafael, CA).

FRAGMENT SELECTION
Difference-of-Gaussians (DoG) interest points were located in
each embryo image as described by (Lowe, 2004). A 20 × 20-pixel

FIGURE 1 | Training stimuli. (A) Five example digital embryos from our
training set. All five embryos are shown under the same illumination. Note
that the embryos are perceptually similar enough that distinguishing among
them is not trivial. (B) The four directions of illumination used in our
experiments. The directions are denoted by arbitrary numbers: 0
(illuminated from bottom left), 1 (from top right), 2 (from top left), and
3 (from bottom right). The same digital embryo is shown under the four
illumination directions to illustrate the appearance changes induced by
changes in illumination.
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window around each interest point was extracted to form a
candidate fragment.

For each fragment, the mutual information (MI) was com-
puted. The MI I(F; L) between the fragment F and the object
identity label L is defined as I(F; L) = H(L) − H(L | F), where
H(X) is the entropy of the random variable X and measures the
uncertainty in the value of X. Thus, H(L) is the uncertainty in
the identity label of the given image in the absence of any infor-
mation, and H(L | F) is the uncertainty in the identity given
the information in the fragment F. Therefore, MI of the frag-
ment F measures how much the uncertainty about object identity
decreases by using the given fragment.

In practice, the MI can be computed by using the expression

I (F; L) =
∑
f ,l

p(f , l) log
p(f , l)

p
(
f
)

p(l)
. (1)

The quantities of interest p(f , l), p(f ), and p(l) can be eval-
uated from the training images, i.e., the set of images used as
input to the fragment selection process. For example, the quan-
tity p(F = 1) is the probability that a given fragment is present in
an image. Similarly, the quantity p(F = 1, l) is the probability that
the fragment is present in an image of object l.

The presence of fragments in images was determined by using
the absolute value of normalized cross-correlation (ANCC), as
previously described in (Bart et al., 2004; Ullman and Bart, 2004).
Briefly, to determine whether a given 20 × 20-pixel fragment
V was present in a given image X, ANCC was first computed
between the fragment and all 20 × 20-pixel windows in the
image. The highest ANCC value was taken; this highest value is
denoted A(V, X). If A(V, X) was above a pre-determined thresh-
old, the fragment was considered present in the image (F = 1);
otherwise, it was considered absent (F = 0). Thus, a 20 × 20-
pixel fragment and a threshold determine the variable F and can
be used to compute MI. The appropriate value of the threshold
itself was determined by considering multiple threshold values for
each fragment and selecting the threshold that maximized MI, as
in (Bart et al., 2004; Ullman and Bart, 2004). ANCC values them-
selves were computed as follows. For two 20 × 20-pixel windows
V, W, normalized cross-correlation is defined as

NCC(V, W)

=
1

20×20

20∑
x = 1

20∑
y = 1

(
V

[
x, y

] − V
) (

W
[
x, y

] − W
)

σVσW
, (2)

where V[x, y] is the pixel value at position (x, y) in the win-
dow V, V is the average of all pixel values in V, σV is the
standard deviation of the pixel values, and similarly for W.
Normalized cross-correlation has values between +1 and −1;
the value +1 indicates perfect correlation, −1 indicates perfect
anti-correlation, and 0 indicates no correlation. The ANCC there-
fore has values between 0 and 1, with lower values indicating
weaker correlation and higher values indicating stronger positive
or anti-correlation (in practice, anti-correlation rarely occurs in
our images; data not shown). An example of MI computation and
threshold selection is given in Figure 2.

There are two ways to use ANCC to determine a fragment’s
presence in a given image. One is to render the fragment under a
fixed illumination (say, illumination 0) and use the rendering at
this illumination to compute ANCC, regardless of which illumi-
nation the given image is in. Mathematically, we set F = 1 if the
single template’s ANCC value is above the threshold and compute
MI using Equation (1). Of course, if the fragment appearance
changes across illuminations, the results will be poor when the
fragment illumination is different from the image illumination.
This method of computation therefore implicitly assumes that the
fragment’s appearance is invariant to viewing conditions. When
fragments are used in this manner, they are called “invariant frag-
ments,” and MI computed in this manner is called “Invariant MI”
and denoted by Iinv. See Bart et al. (2004), Ullman and Bart (2004)
for details.

A second method of using ANCC to determine the presence
of a fragment in a given image is to learn the appearance of each
fragment under all illuminations in question. Computationally,
this requires rendering and storing for each fragment the four
templates, one for each illumination, as illustrated in Figure 3.
In a biological system, this could be achieved by learning the
appearance of a given feature in a given set of training examples.
Given an image in a particular illumination, all four templates
are matched to it using ANCC, and the best-matching template
is selected in order to calculate the similarity. Mathematically,
we set F = 1 if the maximal ANCC value over all four tem-
plates is above the threshold. The advantage of this method is
that matching across illuminations is no longer necessary. In
most cases, the template with the best ANCC value will auto-
matically be the one that matches the image illumination (Bart
et al., 2004; Ullman and Bart, 2004), thus eliminating compar-
ison across illuminations. This generally results in much better
similarity estimates and improved recognition performance (Bart
et al., 2004; Ullman and Bart, 2004). The disadvantage is that
training examples are needed, and the learning process may be
difficult. When fragments are used in this manner, they are called
“extended fragments,” and MI computed in this manner is called
“Extended MI” and denoted by Iext. See Bart et al. (2004); Ullman
and Bart (2004) for details.

For each candidate fragment, both Iext and Iinv were calculated.
Four “goodness” measures were defined as follows:

• G1 = Iext + Iinv favors fragments that have high Extended MI
and high Invariant MI.

• G2 = Iext − Iinv favors fragments that have high Extended MI
and low Invariant MI.

• G3 = −Iext + Iinv favors fragments that have low Extended MI
and high Invariant MI.

• G4 = −Iext − Iinv favors fragments that have low Extended MI
and low Invariant MI.

For each of these measures, the fragments were sorted accord-
ing to the decreasing value of the measure. Note that G3 = −G2;
the reason to use both is that we wanted to have fragments with
high Iext and low Iinv, as well as fragments with low Iext and high
Iinv. This allowed us to disassociate between Iext and Iinv and
determine how each separately affects the performance. Similarly,

Frontiers in Computational Neuroscience www.frontiersin.org August 2012 | Volume 6 | Article 56 | 126

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Bart and Hegdé Illumination-invariant object recognition

FIGURE 2 | An example of MI computation. The top row shows images of
three different objects (labeled 1, 2, and 3), with four different images for each
object. The second row shows the object labels. The MI of the fragment
shown (enlarged) in row three was computed. The fourth row shows the
ANCC values for this fragment in each image. Using a threshold value of 0.77
gives the presence/absence values of the F variable shown in the fifth row.
Since there are four 0’s in this example, out of 12 total observations, we get an
empirical estimate p(F = 0) = 4/12 = 1/3. Similarly, the following estimates
can be obtained: p(F = 1) = 2/3; p(L = 1) = 1/3; p(L = 2) = 1/3; p(L = 3)
= 1/3; p(F = 0, L = 1) = 0; p(F = 0, L = 2) = 1/6; p(F = 0, L = 3) = 1/6;

p(F = 1, L = 1) = 1/3; p(F = 1, L = 2) = 1/6; p(F = 1, L = 3) = 1/6.
Substituting these values into Equation (1), we get MI = 0.25. The ANCC
values need to be computed only once, but the F values need to be
recomputed for every threshold. For example, for the threshold setting of 0.87,
the F values in row six are obtained, giving MI = 0.92. If the ANCC values are
sorted in increasing order, the following sequence is obtained: 0.71, 0.74,
0.74, 0.76, 0.78, 0.79, 0.80, 0.81, 0.95, 0.97, 0.97, 0.99. Any threshold
in-between two consecutive ANCC values will result in the same F values and
therefore in the same MI. Therefore, in this example only 11 representative
threshold values need to be evaluated to select the optimal threshold.

G4 = −G1; the reason to have G1was to assess any additive effects
of Iext and Iinv, while the reason to have G4 was to assess the per-
formance of uninformative fragments. The top 20 fragments were
selected for each measure, subject to the constraint that a frag-
ment’s visual similarity (as measured by ANCC) to any previously
selected fragment could not exceed 0.9. This resulted in a total of
80 fragments.

The 20 fragments selected by measure G1 are shown in
Figure 7. Note that there are still many fragments in this set that
are visually similar to each other and thus redundant. Therefore,
five non-redundant fragments were selected from this set man-
ually by the authors (fragments 1–5 in Figure 3 and fragments
3, 4, 14, 17, and 20 in Figure 7). Similarly, five non-redundant
fragments out of each subset of 20 were selected for the other
goodness measures. This resulted in the final set of 20 non-
redundant fragments shown in Figure 3. Note that this final set
contains five fragments selected by each of the four goodness
measures.

TRAINING IN ILLUMINATION-INVARIANT OBJECT RECOGNITION
Except where noted otherwise, the procedures used in the psy-
chophysical training phase (this section) and testing phase (see
next section) of the experiment were identical to those described
by us previously (Hegdé et al., 2008). Briefly, during the train-
ing phase, we trained the subjects to recognize individual digital
embryos across illuminations using a simultaneous match-to-
sample task. In this task, the subjects had to match a single sample
embryo at one illumination at the center of the screen to an array

of ten test embryos at another illumination arranged along the
periphery of the screen (Figure 4). The subjects were allowed
unlimited time to examine the images and arrive at a decision.
Once the subjects reported their decision using a key press, visual
feedback was provided (including the correct response, if the sub-
ject’s response was wrong). The subjects had unlimited time to
re-examine the display in light of the feedback. During initial
training, the subjects were not required in any way to learn the
fragments, nor were they even told of their existence. The per-
formance was monitored across the training blocks (Figure 5).
After a subject’s performance remained asymptotic at above-
chance levels for at least three sequential training blocks of 50
trials each (binomial tests, p < 0.05), the subjects moved to the
testing phase (see below). All the subjects achieved asymptotic
learning within 10 blocks (not shown). To minimize day-to-day
forgetting of the learned objects, each subject carried out up to
50 “refresher” training trials at the start of each testing day. Note
that during these refresher trials the subjects were aware of the
existence of fragments, although they still weren’t explicitly asked
to learn them.

TESTING ILLUMINATION-INVARIANT OBJECT RECOGNITION
USING FRAGMENTS
During the testing phase, the subjects performed an object iden-
tification task on the sole basis of a given fragment. In each trial,
a composite object showing a sample fragment at illumination
0 was displayed at the center of the screen. Two test embryos
at illumination 3 abutted the composite object. All stimuli
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FIGURE 3 | The 20 fragments used in our experiments. The appearance of each fragment under each of the four illuminations is shown, as well as the
corresponding Extended and Invariant MI values (MIext and MIinv, respectively).

were presented simultaneously for 3000 ms (Figure 6). Only one
fragment in the composite object was clearly visible (see below).
This fragment (called the “sample fragment”) was also present in
one of the test embryos (“positive embryo,” presented on a ran-
domly chosen side during a given trial) and absent from the other
test embryo (“negative embryo”). Following a 200 ms random
noise mask, subjects had unlimited time to indicate, based on the

sample fragment in the composite object, whether the compos-
ite object was the same as the left test embryo or the right test
embryo.

The composite object was generated by graphically overlay-
ing the sample fragment over a randomly drawn “background”
embryo. The composite object was shown to the subject behind
a rectangular translucent occluder with a hole, so that only the
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FIGURE 4 | The training paradigm. This figure illustrates the configuration
of stimuli during a typical trial during the training phase. During each trial, a
randomly selected sample embryo was shown in the center in a randomly
selected illumination. The 10 test stimuli were shown simultaneously arrayed
along the periphery of the screen. The illumination was the same across all
sample stimuli, but was different from the illumination of the sample embryo.
The test embryos were assigned randomly to numbered locations (white
numbers). One of the test embryos was the same object as the sample
embryo, but at a different illumination. The subjects had to identify the test

embryo that matched the sample embryo, and enter the number of this test
embryo using the computer’s keyboard, which then appeared as a yellow
number next to the sample embryo. Note that this task required the subjects
to generalize across the illuminations. The subjects pressed another key to
finalize their response. After the subjects finalized their response, they
received visual feedback (not shown), along with the correct response, if the
subject’s response was incorrect. Subjects had unlimited time both to
perform the task and to examine the subsequent feedback. The stimulus
configuration shown subtended 26◦ × 26◦ during the actual experiments.

sample fragment (0.53◦ × 0.53◦) was visible unhindered through
the hole in its proper position on the object, whereas the rest of
the object appeared as a faded “background” (see Figure 6). This
design helped ensure that the subjects saw the sample fragment in
its proper spatial context. This design is better than presenting the
sample fragment by itself without the spatial context, because it
minimizes the possibility that the subject may have to use seman-
tic and spatial cues (e.g., configural cues, such “the corner of the
left eye”) to help perform the task.

Subjects were informed that only the unoccluded fragment of
the composite object was useful for the task, and that the faded
background portion of the composite object (i.e., the portion vis-
ible behind the translucent occluder) was randomly selected, so
that they would not be able to perform the task above chance
levels using the background object.

Two different test objects (called “test embryos”) were shown
on either side of the composite object. Whole objects, rather

than just fragments, were used as test objects to help ensure
that (1) the task involved object identification, as opposed
to simple visual matching of individual fragments, and (2)
task required only implicit perceptual learning and not declar-
ative (or explicit) association between a fragment and an
object.

A sample fragment and two test embryos (one positive and
one negative) constitute a “testing configuration.” For each frag-
ment in Figure 3, five embryos in which the fragment was most
active, and five embryos in which it was least active, were selected.
This activation level was measured by finding the highest ANCC
value among all illuminations of a given embryo. All 25 pos-
sible testing configurations for each of the 20 fragments were
created, resulting in 500 total testing configurations. This choice
of testing configurations was motivated by the following consid-
erations. The test embryos need to be visually distinguishable
on the basis of the sample fragment; otherwise, the trial will be

Frontiers in Computational Neuroscience www.frontiersin.org August 2012 | Volume 6 | Article 56 | 129

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Bart and Hegdé Illumination-invariant object recognition

FIGURE 5 | Subject performance during training. Y axis: % correct
responses during a single block (50 individual trials). X axis: block number.
Left: average across all subjects (error bars indicate standard error of

the mean). Right: performance of a single representative subject (subject
M00). As can be seen, the performance improved significantly as a result of
training.

FIGURE 6 | The testing paradigm. A composite object (center) and two test
objects (left and right) were presented simultaneously during each trial. The
composite object was occluded by a translucent surface with a hole, such
that only the given object fragment was visible, unoccluded, through the
hole, and the location of the fragment relative to the overall object was
apparent through the translucent occluder. Subjects were informed that only
the fragment, but not the darkened remainder of the composite object, was

useful for the task. The fragment in the composite object was always in
illumination 0, and both test embryos were always at illumination 3. The
fragment was present in one of the test embryos, and absent from the other
(“positive” and “negative” embryos, respectively). The location of the two
test embryos was shuffled randomly from one trial to the next. Subjects had
to report, using a key press, whether the positive test embryo was to the left
or right of the composite object.

meaningless as the fragment will provide no information as to
the correct answer. Embryos with highest fragment activation
were compared to embryos with the lowest fragment activation
to maximize this visual distinguishability. We used five embryos
of each type, because fewer than 25 configurations per fragment
might be insufficient to ensure thorough testing, while more than
25 configurations would make the testing too long and laborious
for the subjects.

No feedback was provided during testing. Each fragment was
presented over six randomly interleaved repetitions for each
subject, so each subject performed 3000 trials during the testing
phase.

DATA ANALYSIS
The results were analyzed using scripts custom-written in R
(r-project.org) and Matlab (Mathworks, Natick, MA, USA).

Frontiers in Computational Neuroscience www.frontiersin.org August 2012 | Volume 6 | Article 56 | 130

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Bart and Hegdé Illumination-invariant object recognition

FIGURE 7 | The 20 fragments selected by the G1 measure. The appearance of each fragment under each of the four illuminations is shown, as well as the
fragment’s Extended and Invariant MI.

Additional details of the analyses are provided in the “Results”
section, where underlying rationale will be clearer.

RESULTS
Our study was aimed at testing the hypothesis that the human
visual system can use invariant and/or extended fragments
to achieve invariant object recognition. During the testing

phase of the experiment, the subjects had to determine
which of the two test embryos contained the sample frag-
ment (i.e., which one was the “positive” embryo). This task
was difficult, because the sample fragment was presented in
illumination 0, while both test embryos were presented in
illumination 3. This difference in illumination induced a sig-
nificant change in appearance (see, e.g., Figure 3) that the
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subjects had to compensate for in order to perform the task
properly.

Several possible strategies for performing this task were evalu-
ated. One possible strategy is that during each trial, the subject
matches the fragment’s visual appearance directly to both test
embryos and selects the embryo that resembles the fragment
more closely. Another possibility is that the subject discounts the
illumination (for example, by somehow transforming the frag-
ment into the embryo’s illumination or vice versa) and then
performs the visual comparison. A third possibility is that, as sug-
gested by a computational model of invariance (Bart et al., 2004;
Ullman and Bart, 2004) and our previous experiments (Hegdé
et al., 2008; Kromrey et al., 2010), the subjects preferentially
learn fragments that are useful for the object recognition task
they were previously trained on. This usefulness can be measured
objectively by using MI.

MI can be calculated under one of two hypotheses. One pos-
sibility is that the subjects assume illumination invariance, or
preferentially seek out and exploit invariant fragments. The other
possibility is that the subjects make no invariance assumptions
and instead use learning to compensate for appearance changes
across illumination by using extended fragments.

Five predictor variables corresponding to the strategies out-
lined above were computed for each testing configuration (i.e.,
the set of the sample fragment and two test embryos presented
during a given trial):

(1) M03 was the difference in visual similarity of the fragment to
the “positive” and “negative” test images shown to the sub-
ject. Visual similarity was measured by ANCC, as described
above. Denoting the fragment rendered in illumination 0 by
V0, the positive test embryo rendered in illumination 3 by
X+

3 , and the negative test embryo rendered in illumination 3
by X−

3 , M03 was defined as A
(
V0, X+

3

) − A(V0, X−
3 ), where

A was the ANCC value, as defined above. If the subjects used
the naive strategy of direct matching by visual appearance,
this M03 would be expected to correlate strongly with per-
formance. Note that in practice, this strategy is likely to result
in poor performance, since the fragment and the embryo
images had different illuminations. This variable is also called
Margin 0 → 3, which refers to the fact that a fragment in
illumination 0 is matched to images in illumination 3.

(2) M00 was the difference in visual similarity of the fragment to
the “positive” and “negative” embryos rendered in illumina-
tion 0 (same illumination as the fragment). M00 was defined
as A

(
V0, X+

0

) − A(V0, X−
0 ), where X+

0 was the positive test

embryo rendered in illumination 0, and X−
0 was the negative

test embryo rendered in illumination 0. This variable is also
called Margin 0 → 0. If the subjects mentally transformed
the embryo images to illumination 0 and then used match-
ing by visual appearance, this value would be expected to
correlate strongly with performance.

(3) M33 was the difference in visual similarity of the fragment,
rendered in illumination 3 (same illumination as the embryo
images) to the “positive” and “negative” images displayed.
M33 was defined as A

(
V3, X+

3

) − A(V3, X−
3 ), where X+

3 was
the positive test embryo rendered in illumination 3, X−

3 was

the negative test embryo rendered in illumination 3, and V3

was the fragment rendered in illumination 3.  This variable
is also called Margin 3 → 3. If the subjects mentally trans-
formed the fragment image to illumination 3 and then used
matching by visual appearance, this value would be expected
to correlate strongly with performance.

(4) Extended MI (MIext) measured how useful the given frag-
ment is for object recognition for subjects who use extended
fragments.

(5) Invariant MI (MIinv) measured how useful the given frag-
ment is for object recognition for subjects who rely on the
invariance of features across illumination.

Note that the first three variables, in general, change from one
stimulus configuration to the next, while the last two variables
have the same value for all 25 configurations involving a single
fragment.

Scatter plots of performance with the five predictor variables
are shown in Figure 8. Examination of performance averaged
across all subjects revealed that the subjects systematically under-
performed in many configurations despite abundant visual cues.
This suggests (although does not, by itself, prove) that visual
appearance alone was insufficient to explain the subjects’ per-
formance. To help discern whether this is indeed the case, we
defined a configuration to be “visually recognizable” if the margin
M03 was above 0.05 (note that the absolute values of normal-
ized correlation range from 0 to 1). This threshold is shown as
a red vertical line in Figure 9. The underlying intuition was that
this amount of visual difference is easily detectable by human
observers and can therefore be interpreted reliably. This intu-
ition is confirmed by the fact that 67 configurations with M03
less than 0.05 were recognized correctly in over 80% of the trials
(blue rectangle in Figure 9). In other words, even smaller mar-
gins were sufficient to allow reliable recognition. However, there
were 49 configurations with a margin above 0.05 whose recogni-
tion rate was between 50 and 70% (green rectangle in Figure 9).
Note that 50% recognition is expected by chance. In other words,
even though these configurations contained sufficient visual cues
to perform the task, the subjects systematically failed to do so.
Similar results can be obtained using M00 or M33 to define visual
recognizability instead of M03 (see Figure 8). These informal
considerations support, although do not by themselves prove, the
notion that factors other than visual recognizability significantly
affect subjects’ performance.

To rigorously analyze the intuition presented above, we fit-
ted a linear regression to the data that accounted for the average
performance in terms of the aforementioned five independent
variables. An examination of the fitted model revealed that MIext

was the only independent variable that contributed significantly
to the fit (Table 1). This contribution was highly significant (p =
1.5 × 10−14, F-test). The contributions of the three visual vari-
ables (M03, M00, and M33), as well as the contribution of MIinv,
were each statistically insignificant (p > 0.05).

We also compared the regression with the three purely visual
variables (M03, M00, and M33) to regression with all five
variables. Adding the MI-based variables had a highly signifi-
cant effect (p = 7 × 10−15, F-test). In other words, even after
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FIGURE 8 | Scatter plots of performance (Y axis) with the five predictor variables (X axis) defined in the “Results” section. Hexagonal binning was used due
to a large number of overlapping points. The depth of shading of each bin indicates the number of points that fall in it, according to the legend at the bottom right.

accounting for the purely appearance-based factors given by the
variables M03, M00, and M33, the MI-based variables explained
a significant additional fraction of variance. In contrast, the
performance of the two MI-based variables by themselves did
not improve further after adding the three purely visual vari-
ables (p = 0.09, F-test). That is, the visual variables add no
information beyond that already contained in the MI-based
variables.

These analyses further support the conclusion that subjects
do not rely on visual appearance alone, and can preferen-
tially use extended fragments that are useful for the recognition
task.

DISCUSSION
INVARIANT OBJECT RECOGNITION BASED ON FRAGMENTS
Our results empirically confirm, for the first time, the hypothe-
sis that the human visual system can use extended fragments to
achieve invariant object recognition. The results found no sup-
port for the use of invariant fragments by the visual system. Note
that this does not necessarily mean that the visual system cannot
use invariant fragments for invariant object recognition under

any circumstances; rather, it only shows that invariant fragments
were not used in the current experiment. Nonetheless, it is worth
noting that the statistical power of the sample was adequate
enough to find affirmative evidence that the human visual system
is capable of using extended fragments for invariant recognition.
It is also worth noting that the fact that the visual system can use
extended fragments under our experimental conditions does not
necessarily mean that extended fragments are the universal, much
less the sole, means by which the visual system achieves invariant
object recognition in general, or illuminant-invariant recognition
in particular (also see below).

The demonstration that the visual system is capable of using
extended fragments is significant, for two main reasons. First, it
provides the empirical “existence proof” for a hitherto theoretical
idea. Second, as extensively noted by previous studies, fragment-
based object approach is a substantially different approach to
object recognition in general, and invariant object recognition
in particular, than the conventional approaches based on whole
objects [cf. (Wallis and Bulthoff, 1999; Christou and Bulthoff,
2000; Rolls, 2008; Biederman and Cooper, 2009; Wallis et al.,
2009)]. Therefore, the empirical demonstration that the visual
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FIGURE 9 | Scatter plot of performance (Y axis) with the M03 variable

(X axis) defined in the “Results” section. Hexagonal binning was used due
to a large number of overlapping points. The depth of shading of each bin
indicates the number of points that fall in it, according to the legend on the
right. The red line indicates the “visual recognizability” threshold, defined in

the “Results” section. Note that testing configurations remained discernible
even below this threshold (blue rectangle). However, subjects systematically
underperformed in some highly recognizable configurations (green
rectangle), indicating that factors other than visual recognizability affected
performance. See text for details.

Table 1 | Coefficients of linear regression for the five independent

variables and the intercept term.

Variable Estimate Std. Error Partial r2 p value

(F -test)

Intercept 21.0 0.2 (Not Applicable) 2.0 × 10−16

M03 0.5 0.3 0.004 0.06

M00 0.5 0.4 0.003 0.15

M33 0.1 0.4 0.0001 0.71

MIext 2.4 0.3 0.08 1.5 × 10−14

MIinv 0.4 0.2 0.004 0.06

With all terms included, the value of r2, the coefficient of determination,

was 0.39.

system can use fragments for this purpose opens important
new avenues of future research for invariant object recognition
in general, and illumination-invariant object recognition in
particular (also see below).

ILLUMINATION-INVARIANT OBJECT RECOGNITION
Several key implications of our results for illumination-invariant
object recognition are worth noting. First, if the subjects only
used visual cues to perform the testing task, then the perfor-
mance would be explained by the margin variables and would
not be affected by MI. Since adding MI in fact improves

the fit highly significantly (p = 7 × 10−15, F-test), we conclude
that the subjects preferentially use informative fragments that
are useful for the recognition task they were trained with. In
contrast, uninformative fragments are neglected, even when
sufficient visual information is available for accurate recogni-
tion.

Second, if the subjects compensated for illumination effects
at the level of whole objects, then illumination of all features
of a given object would be compensated for in a similar man-
ner. The performance would thus depend only on how visually
recognizable a given feature is after accounting for illumination.
In practice, however, fragments with similar visual recognizabil-
ity have dramatically different recognition rates (see “Results” for
details). These considerations indicate that illumination compen-
sation occurs on a feature level, rather than on a whole object
level.

Finally, if the subjects assumed (implicitly or explicitly) that
individual features were invariant to illumination, then the use-
fulness of individual features for recognition would be given
by the Invariant MI. However, Invariant MI did not contribute
significantly to explaining performance (p > 0.05, F-test). In
contrast, the contribution of Extended MI, computed under the
assumption that illumination is compensated for by extended
fragments, rather than by assuming invariance, was highly sig-
nificant (p = 1.5 × 10−14, F-test). Thus, subjects are highly
unlikely to have assumed invariance, but rather must have
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compensated for viewing conditions by using extended frag-
ments.

Note that for the training task we have used, computational
simulations predict invariant features to perform much poorer
than extended fragments. We cannot therefore conclude that sub-
jects always use extended fragments. It is possible that when
invariant features are sufficient to perform a task, those would be
used instead of, or in addition to, extended fragments. However,
as noted above, our results do provide an “existence proof”
that subjects are capable of using extended fragments, and do
use them when needed. Further work is necessary to determine
under what conditions extended fragments can be learned and
used. However, our “existence proof” is by itself an important
conclusion, because using extended fragments is a nontrivial
task.

Together, the above arguments support two main conclusions.
First, illumination invariance is not achieved on a whole-object
level. Rather, the illumination is compensated for feature-by-
feature, with some features being preferred over others. The
preferred features are those which support the recognition task,
and their appearance variations are compensated for more care-
fully. Second, the subjects do not rely on invariance of individual
features. Rather, they are capable of using extended fragments to
compensate for appearance changes when necessary. Both conclu-
sions fit closely with the computational model for invariant object
recognition developed in Bart et al. (2004) and Ullman and Bart
(2004).

LEANING DURING TRAINING VS. PRIOR LEARNING
Using extended fragments to compensate for illumination
requires familiarity with the visual appearance of a given object
feature under various illuminations. This familiarity may be
achieved by learning during the training process. Alternatively,
this familiarity may be achieved by generalizing from previous
visual experience, or may even be innate. The demonstration that
subjects can use extended fragments at all is novel and interest-
ing by itself, regardless of the exact learning mechanism used.
We therefore did not attempt to establish the learning mechanism
conclusively in this experiment.

In principle, some generalization from prior experience might
have occurred in our experiment. For example, a corner may
be recognizable as a corner under many different illuminations
without dedicated training. However, it seems unlikely that such
generalization would affect informative and uninformative frag-
ments differentially, as in our experiment. There were no system-
atic visual differences between different fragments (see Figure 3).
Moreover, the notion of MI itself is highly task-specific. For exam-
ple, by computing MI for a different task where only two (rather
than four) illuminations are used, the informativeness of frag-
ments in Figure 3 changes dramatically. In particular, some of
the uninformative fragments in Figure 3 become highly infor-
mative for this modified task (data not shown). The fact that
subjects preferentially compensate for illumination changes of
fragments informative for the given specific task, rather than for a
number of possible alternative tasks, indicates that generalization
from prior experience, if it exists, is modulated substantially by
learning.

IMPLICATIONS FOR THE NEURAL MECHANISMS FOR
ILLUMINATION-INVARIANT OBJECT RECOGNITION
The neural mechanisms by which the visual system learns
extended fragments, or uses them to achieve illumination-
invariant object recognition, remain to be characterized.
However, previous neuroimaging studies in human subjects have
shown, using informative fragments, that the lateral occipi-
tal complex and the posterior fusiform gyrus are preferentially
responsive to fragments with high MI values (Lerner et al., 2008),
also see Harel et al. (2007). Both of these brain regions are known
to play a central role in visual object recognition (Grill-Spector
et al., 1999, 2000, 2001, 2004; Grill-Spector and Malach, 2004).
Both of these regions have also been previously shown to play
important roles in perceptual learning, albeit of whole visual
objects (Gauthier and Tarr, 1997; Gauthier et al., 1998, 1999;
Bukach et al., 2006; Wong et al., 2009). Taken together, these con-
siderations suggest the possibility that these two brain regions
play a key role in learning and/or using extended fragments for
illumination-invariant object recognition.

It has been observed that object representations become both
more selective and more invariant as they propagate upstream
in the visual system (see, e.g., Rust and Dicarlo, 2010). This is
thought to be a consequence of the hierarchical architecture of the
visual system, where cells at higher levels pool input from several
lower-level cells and thus become more tolerant of changes than
each individual lower-level cell (Riesenhuber and Poggio, 1999).
Our results are consistent with this view, because the features we
have used are quite high-level, and are expected to be processed in
high-level visual areas, and can therefore be expected to be quite
tolerant of viewing conditions.

FUTURE DIRECTIONS
It is worth noting that our results, although highly statistically
significant, only account for about 40% of the variability in
the subjects’ performance (Table 1). In the future, it would be
interesting to determine what factors account for the remain-
ing variability. One potential source of this residual vari-
ability is that our sample sizes, even with 3000 trials per
subject (see “Materials and Methods”), were nonetheless rel-
atively small from the statistical viewpoint. Using more test-
ing configurations per fragment and repeating the experiments
with more subjects and more trials per subject would help
reduce the intrinsic randomness in the performance. Another
potential source of variability is a scenario where the subjects
learn features at a smaller scale than those extracted compu-
tationally, but learn different subsets of these smaller features.
Although extracting such small features is easy computation-
ally, it may present practical problems for our current exper-
imental setup. This is because even the current features are
small enough to cause visibility concerns. However, designing
an experiment where smaller features are not useful for recog-
nition, or using a different testing paradigm, may alleviate this
problem.

Although the experiments in the current work addressed
illumination invariance, it should be noted that our experi-
mental setup can readily be used to test other types of invari-
ant recognition, such as viewpoint (or pose) invariance, size
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(or scale) invariance, etc. This could be a particularly interesting
direction for future work, especially since the underlying com-
putations are fundamentally the same (Bart et al., 2004; Ullman
and Bart, 2004) This is not necessarily to say, however, that the
underlying neural mechanisms are the same. Indeed, given that
the relevant visual features tend to be processed differently by
the visual system (Felleman and Van Essen, 1991; DeYoe et al.,
1994; Vuilleumier et al., 2002; Grill-Spector and Malach, 2004),
the underlying neural mechanisms are likely to be substantially

different. However, the fragment-based approach provides a
common, rigorous conceptual framework for the experimental
study of many different types of perceptual invariance.
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Learning by temporal association rules such as Foldiak’s trace rule is an attractive
hypothesis that explains the development of invariance in visual recognition. Consistent
with these rules, several recent experiments have shown that invariance can be broken
at both the psychophysical and single cell levels. We show (1) that temporal association
learning provides appropriate invariance in models of object recognition inspired by the
visual cortex, (2) that we can replicate the “invariance disruption” experiments using these
models with a temporal association learning rule to develop and maintain invariance, and
(3) that despite dramatic single cell effects, a population of cells is very robust to these
disruptions. We argue that these models account for the stability of perceptual invariance
despite the underlying plasticity of the system, the variability of the visual world and
expected noise in the biological mechanisms.

Keywords: object recognition, invariance, vision, trace rule, cortical models, inferotemporal cortex, visual

development

1. INTRODUCTION
A single object can give rise to a wide variety of images. The pix-
els (or photoreceptor activations) that make up an image of an
object change dramatically when the object is moved relative to its
observer. Despite these large changes in sensory input, the brain’s
ability to recognize objects is relatively unimpeded. Temporal
association methods are promising solutions to the problem of
how to build computer vision systems that achieve similar feats
of invariant recognition (Foldiak, 1991; Wallis and Rolls, 1997;
Wiskott and Sejnowski, 2002; Einhauser et al., 2005; Spratling,
2005; Wyss et al., 2006; Franzius et al., 2007; Masquelier and
Thorpe, 2007; Masquelier et al., 2007). These methods associate
temporally adjacent views under the assumption that temporal
adjacency is usually a good cue that two images are of the same
object. For example, an eye movement from left to right causes an
object to translate on the visual field from right to left; under such
a rule, the cells activated by the presence of the object on the right
will be linked with the cells activated by the presence of the object
on the left. This linkage can be used to signal that the two views
represent the same object—despite its change in retinal position.

Recent experimental evidence suggests that the brain may also
build invariance with this method. Furthermore, the natural tem-
poral association-based learning rule remains active even after
visual development is complete (Wallis and Bulthoff, 2001; Cox
et al., 2005; Li and DiCarlo, 2008, 2010; Wallis et al., 2009). This
paper addresses the wiring errors that must occur with such a
continually active learning rule due to regular disruptions of tem-
poral contiguity (from lighting changes, sudden occlusions, or
biological imperfections, for example).

Experimental studies of temporal association involve putting
observers in an altered visual environment where objects change
identity across saccades. Cox et al. (2005) showed that after
about an hour of exposure to an altered environment, where
objects changed identity at a specific retinal position, the sub-
jects mistook one object for another at the swapped position
while preserving their ability to discriminate the same objects at
other positions. A subsequent physiology experiment by Li and
DiCarlo using a similar paradigm showed that individual neu-
rons in primate anterior inferotemporal cortex (AIT) change their
selectivity in a position-dependent manner after less than an hour
of exposure to the altered visual environment (Li and DiCarlo,
2008).

The Li and DiCarlo experiment did not include a behavioral
readout, so the effects of the manipulation on the monkey’s per-
ception are not currently known, however, the apparent robust-
ness of our visual system suggests it is highly unlikely that the
monkey would really be confused between such different looking
objects (e.g., a teacup and a sailboat) after such a short expo-
sure to the altered visual environment. In contrast, the Cox et al.
psychophysics experiment had a similar timecourse (a significant
effect was present after 1 h of exposure) but used much more
difficult to discriminate objects (“Greebles” Gauthier and Tarr,
1997).

In this paper, we describe a computational model of invari-
ance learning that shows how strong effects at the single
cell level, like those observed in the experiments by Li and
DiCarlo do not necessarily cause confusion on the neural pop-
ulation level, and hence do not imply perceptual effects. Our
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simulations show that a population of cells is surprisingly robust
to large numbers of mis-wirings due to errors of temporal
association.

2. MATERIALS AND METHODS
2.1. HIERARCHICAL MODELS OF OBJECT RECOGNITION
We examine temporal association learning with a class of cor-
tical models inspired by Hubel and Wiesel’s famous studies of
visual cortex (Hubel and Wiesel, 1962). These models contain
alternating layers of simple S cells or feature detectors to build
specificity, and complex C cells that pool over simple cells to
build invariance (Fukushima, 1980; Riesenhuber and Poggio,
1999; Serre et al., 2007). We will focus on one particular such
model, HMAX (Serre et al., 2007). The differences between
these models are likely irrelevant to the issue we are study-
ing, and thus our results will generalize to other models in this
class.

2.2. THE HMAX MODEL
In this model, simple (S) cells compute a measure of their input’s
similarity to a stored optimal feature via a gaussian radial basis
function (RBF) or a normalized dot product. Complex (C) cells
pool over S cells by computing the max response of all the S
cells with which they are connected. These operations are typi-
cally repeated in a hierarchical manner, with the output of one C
layer feeding into the next S layer and so on. The model used in
this report had four layers: S1 → C1 → S2 → C2. The caption of
Figure 1 gives additional details of the model’s structure.

In our implementation of the HMAX model, the response of a
C2 cell—associating templates w at each position t—is given by:

rw(x) = max
t

⎛
⎝exp

⎛
⎝− 1

2σ

n∑
j = 1

(wt, j − xj)
2

⎞
⎠

⎞
⎠ (1)

FIGURE 1 | An illustration of the HMAX model with two different input

image sequences: a normal translating image sequence (left), and an

altered temporal image sequence (right). The model consists of four layers
of alternating simple and complex cells. S1 and C1 (V1-like model): The first
two model layers make up a V1-like model that mimics simple and complex
cells in the primary visual cortex. The first layer, S1, consists of simple
orientation-tuned Gabor filters, and cells in the following layer, C1, pool
(maximum function) over local regions of a given S1 feature. S2: The next
layer, S2, performs template matching between C1 responses from an input
image and the C1 responses of stored prototypes (unless otherwise noted,
we use prototypes that were tuned to, C1 representations of, natural image
patches). Template matching is implemented with a radial basis function

(RBF) network, where the responses have a Gaussian-like dependence on
the Euclidean distance between the (C1) neural representation of an input
image patch and a stored prototype. The RBF response to each template is
calculated at various spatial locations for the image (with half overlap). Thus,
the S2 response to one image (or image sequence) has three dimensions: x
and y, corresponding to the original image dimensions, and feature, the
response to each template. C2: Each cell in the final layer, C2, pools
(maximum function) over all the S2 units to which it is connected. The S2 to
C2 connections are highlighted for both the normal (left) and altered (right)
image sequences. To achieve ideal transformation invariance, the C2
cell can pool over all positions for a given feature as shown with the
highlighted cells.
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In the hardwired model, each template wt is replicated at all
positions, thus the C2 response models the outcome of a previous
temporal association learning process that associated the patterns
evoked by a template at each position. The C2 responses of the
hardwired model are invariant to translation (Serre et al., 2007;
Leibo et al., 2010). The remainder of this report is focused on
the model with learned pooling domains. Section 2.3 describes
the learning procedure and Figure 2 compares the performance
of the hardwired model to an HMAX model with learned C2
pooling domains.

As in Serre et al. (2007), we typically obtain S2 templates from
patches of natural images (except where noted in Figure 3). The
focus of this report is on learning the pooling domains. The
choice of templates, i.e., the learning of selectivity (as opposed
to invariance) is a separate issue with a large literature of its own1.

2.3. TEMPORAL ASSOCIATION LEARNING
Temporal association learning rules provide a plausible way to
learn transformation invariance through natural visual expe-
rience (Foldiak, 1991; Wallis and Rolls, 1997; Wiskott and
Sejnowski, 2002; Einhauser et al., 2005; Spratling, 2005; Wyss
et al., 2006; Franzius et al., 2007; Masquelier and Thorpe, 2007;
Masquelier et al., 2007). Objects typically move in and out of
our visual field much slower than they transform due to changes

1See Leibo et al. (2010) for a discussion of the impact of template-choice on
HMAX results with a similar translation-invariant recognition task to the one
used here.

in pose and position. Based on this difference in timescale we
can group together cells that are tuned to the same object under
different transformations.

Our model learns translation invariance from a sequence of
images of continuously translating objects. During a training
phase prior to each simulation, the model’s S2 to C2 connections
are learned by associating the patterns evoked by adjacent images
in the training sequence as shown in Figure 1, left.

The training phase is divided into temporal association peri-
ods. During each temporal association period the highly active
S2 cells become connected to the same C2 cell. One C2 cell is
learned during each association period. When modeling “stan-
dard” (undisrupted) visual experience, as in Figure 2, each asso-
ciation period contains all views of a single object at each retinal
position. If temporally adjacent images really depict the same
object at different positions, then this procedure will group all the
S2 cells that were activated by viewing the object, no matter what
spatial location elicited the response. The outcome of this learning
procedure in one association period is illustrated in Figure 1, left.
The C2 cell produced by this process pools over its connected S2
cells. The potential effect of a temporally altered image sequence
is illustrated in Figure 1, right. This altered training will likely
result in mis-wirings between the S2 and C2 neurons, which could
ultimately alter the system’s performance.

2.3.1. Learning rule
In Foldiak’s original trace rule, shown in Equation 2, the weight
of a synapse wij between an input cell xj and output cell yi is
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FIGURE 2 | The area under the ROC curve (AUC) (ordinate) plotted for the

task of classifying (nearest neighbors) objects appearing on an interval

of increasing distance from the reference position (abscissa). The model
was trained and tested on separate training and testing sets, each with 20 car
and 20 face images. For temporal association learning, one C2 unit is learned
for each association period or training image, yielding 40 learned C2 units.

One hard-wired C2 unit was learned from each natural image patch that S2
cells were tuned to, yielding 10 hard-wired C2 units. Increasing the number of
hard-wired features has only a marginal effect on classification accuracy. For
temporal association learning, the association period τ was set to the length
of each image sequence (12 frames), and the activation threshold θ was
empirically set to 3.9 standard deviations above the mean activation.
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strengthened proportionally to the input activity and the trace
or average of recent output activity at time t. The dependence of
the trace on previous activity decays over time with the δ term
(Foldiak, 1991).

Foldiak trace rule:

�w(t)
ij ∝ xjȳ

(t)
i

ȳ(t)
i = (1 − δ)y(t−1)

i + δy(t)
i

(2)

In the HMAX model, connections between S and C cells are
binary. Additionally, in our training case we want to learn con-
nections based on image sequences of a known length, and thus
for simplicity should include a hard time window rather than a
decaying time dependence. Thus we employed a modified trace
rule that is appropriate for learning S2 to C2 connections in the
HMAX model.

Modified trace rule for the HMAX model:

for t in τ :
if xj > θ, wij = 1
else, wij = 0

(3)

With this learning rule, one C2 cell with index i is produced for
each association period. The length of the association period is τ.

3. RESULTS
3.1. TRAINING FOR TRANSLATION INVARIANCE
We model natural invariance learning with a training phase where
the model learns to group different representations of a given
object based on the learning rule in Equation 3. Through the
learning rule, the model groups continuously translating images
that move across the field of view over each association period τ.
An example of a translating image sequence is shown at the top,
left of Figure 1. During this training phase, the model learns the
domain of pooling for each C2 cell.

3.2. ACCURACY OF TEMPORAL ASSOCIATION LEARNING
To test the performance of the HMAX model with the learning
rule in Equation 3, we train the model with a sequence of train-
ing images. Next, we compare the learned model’s performance to
that of the hard-wired HMAX (Serre et al., 2007) on a translation-
invariant recognition task. In standard implementations of the
HMAX model, the S2 to C2 connections are hard-wired, each
C2 cell pools all the S2 responses for a given template globally
over all spatial locations. This pooling gives the model transla-
tion invariance and mimics the outcome of an idealized temporal
association process.

The task is a 20 face and 20 car identification task, where
the target images are similar (but not identical) for different
translated views 2. We collect hard-wired C2 units and C2 units

2The invariance-training and testing datasets come from a concatenation of
two datasets from: ETH80 (http://www.d2.mpi-inf.mpg.de/Datasets/ETH80)
and ORL (http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.
html). Except when noted, the image patches used to obtain the S2 templates
were obtained from a different, unrelated, collection of natural images; see
Serre et al. (2007) for details.

learned from temporal sequences of the faces and cars. We then
used a nearest neighbor classifier to compare the correlation of C2
responses for translated objects to those in a given reference posi-
tion. The accuracy of the two methods (hard-wired and learned
from test images) versus translation is shown in Figure 2. The two
methods performed equally well. This confirms that the temporal
associations learned from this training yield correct invariance.

3.3. MANIPULATING THE TRANSLATION INVARIANCE OF A
SINGLE CELL

In their physiology experiments Li and DiCarlo identified AIT
cells that responded preferentially to one object over another, they
then performed altered temporal association training where the
two objects were swapped at a given position (Li and DiCarlo,
2008). To model these experiments we perform temporal associa-
tion learning (described by Equation 3) with a translating image
of one face and one car. For this simulation, the S2 units are tuned
to the same face and car images (see Figure 1 caption) to mimic
object-selective cells that are found in AIT. Next we select a “swap
position” and perform completely new, altered training with the
face and car images swapped only at that position (see Figure 1,
top right). After the altered training, we observe the response (of
one C2 cell) to the two objects at the swap position and another
non-swap position in the visual field that was unaltered during
training.

As shown in Figure 3, the C2 response for the preferred object
at the swap position (but not the non-swap position) is lower
after training, and the C2 response to the non-preferred object
is higher at the swap position. As in the physiology experiments
performed by Li and DiCarlo, these results are object and position
specific. Though unsurprising, this result draws a parallel between
the response of a single C2 unit and the physiological response of
a single cell.

3.4. INDIVIDUAL CELL VERSUS POPULATION RESPONSE
In the previous section we modeled the single cell results of Li
and DiCarlo, namely that translation-invariant representations of
objects can be disrupted by a relatively small amount of exposure
to altered temporal associations. However, single cell changes do
not necessarily reflect whole population or perceptual behavior
and no behavioral tests were performed on the animals in this
study.

A cortical model with a temporal association learning rule pro-
vides a way to model population behavior with swap exposures
similar to the ones used by Li and DiCarlo (2008, 2010). A C2 cell
in the HMAX model can be treated as analogous to an AIT cell
(as tested by Li and DiCarlo), and a C2 vector as a population of
these cells. We can thus apply a classifier to this cell population to
obtain a model of behavior or perception.

3.5. ROBUSTNESS OF TEMPORAL ASSOCIATION LEARNING
WITH A POPULATION OF CELLS

We next model the response of a population of cells to differ-
ent amounts of swap exposure, as illustrated in Figure 1, right.
The translating image sequence with which we train the model
replicates visual experience, and thus jumbling varying amounts
of these training images is analogous to presenting different
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FIGURE 3 | Manipulating single cell translation invariance through

altered visual experience. (A) Figure from Li and DiCarlo (2008)
summarizing the expected results of swap exposure on a single cell. P is the
response to preferred stimulus, and N is that to non-preferred stimulus.
(B) The response of a C2 cell tuned to a preferred object before (left) and
after (right) altered visual training where the preferred and non-preferred

objects were swapped at a given position. To model the experimental
paradigm used in Wallis and Bulthoff (2001), Cox et al. (2005), and Li and
DiCarlo (2008, 2010), altered training and final testing were performed on the
same altered image sequence. The C2 cell’s relative response (Z -score) to
the preferred and non-preferred objects is shown on the ordinate, and the
position (swap or non-swap) is shown on the abscissa.

amounts of altered exposure to a test subject as in (Li and DiCarlo,
2008, 2010). These disruptions also model the mis-associations
that may occur with temporal association learning due to sudden
changes in the visual field (such as light, occlusions, etc.), or other
imperfections of the biological learning mechanism. During each
training phase we randomly swap different face and car images
in the image sequences with a certain probability, and observe
the effect on the response of a classifier to a population of C2
cells. The performance, as measured by area under the ROC curve
(AUC), versus different neural population sizes (number of C2
cells) is shown in Figure 4 for several amounts of altered expo-
sure. We measured altered exposure by the probability of flipping
a face and car image in the training sequence.

A small amount of exposure to altered temporal training
(0.125 probability of flipping each face and car) has negligi-
ble effects, and the model under this altered training performs
as well as with normal temporal training. A larger amount of
exposure to altered temporal training (0.25 image flip probabil-
ity) is not significantly different than perfect temporal training,
especially if the neural population is large enough. With enough
C2 cells, each of which is learned from a temporal training
sequence, the effects of small amounts of jumbling in training
images are insignificant. Even with half altered exposure (0.5
image flip probability), if there are enough C2 cells, then clas-
sification performance is still reasonable. This is likely because
with similar training (multiple translating faces or cars) redun-
dant C2 cells are formed, creating robustness to association
errors that occurred during altered training. Similar redundan-
cies are likely to occur in natural vision. This indicates that in
natural learning mis-wirings do not have a strong effect on learn-
ing translation invariance, particularly with familiar objects or
tasks.

4. DISCUSSION
We use a cortical model inspired by Hubel and Wiesel (1962),
where translation invariance is learned through a variation of
Foldiak’s trace rule (Foldiak, 1991) to model the visual response to
altered temporal exposure. We first show that this temporal asso-
ciation learning rule is accurate by comparing its performance
to that of a similar model with hard-wired translation invari-
ance (Serre et al., 2007). This extends previous modeling results
by Masquelier et al. (2007) for models of V1 to higher levels in
the visual recognition architecture. Next, we test the robustness
of translation invariance learning on single cell and whole pop-
ulation responses. We show that even if single cell translation
invariance is disrupted, the whole population is robust enough
to maintain invariance despite a large number of mis-wirings.

The results of this study provide insight into the evolution
and development of transformation invariance mechanisms in
the brain. It is unclear why a translation invariance learning rule,
like the one we modeled, and those confirmed by Cox et al.
(2005) and Li and DiCarlo (2008, 2010), would remain active
after development. We have shown that the errors associated with
a continuously active learning rule are negligible, and thus it
may be simpler to leave these processes active than to develop a
mechanism to turn them off.

Extending this logic to other transformations is interesting.
Translation is a generic transformation; all objects translate in
the same manner, so translation invariance, in principle, can be
learned during development for all types of objects. This is not
true of “non-generic” or class-specific transformations, such as
rotation in depth, which depends on the 3-D structure of an
individual object or class of objects (Vetter et al., 1995; Leibo
et al., 2010, 2011). For example, knowledge of how 2-D images
of faces rotate in depth can be used to predict how a new face will
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FIGURE 4 | Results of a translation invariance task (±40 pixels)

with varying amounts of altered visual experience. To model
the experimental paradigm used in (Wallis and Bulthoff, 2001; Cox et al.,
2005; Li and DiCarlo, 2008, 2010; Wallis et al., 2009), training and
testing were performed on the same altered image sequence. The
performance (AUC) on the same translation-invariant recognition task

as in Figure 2, with a nearest neighbor classifier, versus the number
of C2 units. Different curves have a different amount of exposure
to altered visual training as measured by the probability of swapping
a car and face image during training. The error bars show ± one
standard deviation over runs using different natural image patches as S2
templates.

appear after a rotation. However, knowledge of how faces rotate
is not useful for predicting the appearance of non-face objects
after the same 3-D transformation. Many transformations are
class-specific in this sense3. One hypothesis as to why invariance-
learning mechanisms remain active in the mature visual system
could be a continuing need to learn and refine invariant represen-
tations for more objects under non-generic transformations.

Disrupting rotation in depth has been studied in psy-
chophysics experiments. Wallis and Bulthoff showed that training
subjects with slowly morphing faces, disrupts viewpoint invari-
ance after only a few instances of altered training (Wallis and
Bulthoff, 2001; Wallis et al., 2009). This effect occurs with a faster
time course than observed in the translation invariance experi-
ments (Cox et al., 2005). One possible explanation for this time
discrepancy is that face processing mechanisms are higher-level
than those for the “greeble objects” and thus easier to disrupt.
However, we conjecture that the strong, fast effect has to do with
the type of transformation rather than the specific class of stimuli.

Unlike generic transformations, class-specific transformations
cannot be generalized between objects with different proper-
ties. It is even possible that we learn non-generic transforma-
tions of novel objects through a memory-based architecture that
requires the visual system to store each viewpoint of a novel

3Changes in illumination are another example of a class-specific transforma-
tion. These depend on both 3-D structure and material properties of objects
(Leibo et al., 2011).

object. Therefore, it is logical that learning rules for non-generic
transformations should remain active as we are exposed to new
objects throughout life.

In daily visual experience we are exposed more to transla-
tions than rotations in depth, so through visual development or
evolutionary mechanisms there may be more cells dedicated to
translation-invariance than rotation-invariance. We showed that
the size of a population of cells has a significant effect on its
robustness to altered training, see Figure 4. Thus rotation invari-
ance may also be easier to disrupt, because there could be fewer
cells involved in this process.

Two plausible hypotheses both point to rotation (class-
specific) versus translation (generic) being the key difference
between the Wallis and Bulthoff and Cox et al. experiments. We
conjecture that if an experiment controlled for variables such as
the type and size of the stimulus, class-specific invariances would
be easier to disrupt than generic invariances.

This study shows that despite unavoidable disruptions, mod-
els based on temporal association learning are quite robust and
therefore provide a promising solution for learning invariance
from natural vision. These models will also be critical in under-
standing the interplay between the mechanisms for developing
different types of transformation invariance.
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The ventral visual pathway achieves object and face recognition by building
transformation-invariant representations from elementary visual features. In previous
computer simulation studies with rate-coded neural networks, the development of
transformation-invariant representations has been demonstrated using either of two
biologically plausible learning mechanisms, Trace learning and Continuous Transformation
(CT) learning. However, it has not previously been investigated how transformation-
invariant representations may be learned in a more biologically accurate spiking neural
network. A key issue is how the synaptic connection strengths in such a spiking
network might self-organize through Spike-Time Dependent Plasticity (STDP) where the
change in synaptic strength is dependent on the relative times of the spikes emitted by
the presynaptic and postsynaptic neurons rather than simply correlated activity driving
changes in synaptic efficacy. Here we present simulations with conductance-based
integrate-and-fire (IF) neurons using a STDP learning rule to address these gaps in our
understanding. It is demonstrated that with the appropriate selection of model parameters
and training regime, the spiking network model can utilize either Trace-like or CT-like
learning mechanisms to achieve transform-invariant representations.

Keywords: transformation-invariant visual object recognition, integrate and fire, spiking neural net, continuous

transformation learning, trace learning, inferior temporal cortex

1. INTRODUCTION
The increasingly complex cell response properties of the primate
ventral visual stream strongly suggest the functional organiza-
tion of this pathway is that of a feature hierarchy. Cells in the
early stages (V1) are found to be sensitive to oriented bars and
edges appearing in particular locations on the retina (Hubel
and Wiesel, 1968). Information analysis of natural scenes reveals
these features to be the most statistically independent compo-
nents of such images (Bell and Sejnowski, 1997; van Hateren
and van der Schaaf, 1998) and hence the most natural “building-
blocks” for such a system. Through successive layers, there follows
a convergence of receptive fields allowing neurons at the end
of the pathway in anterior Inferotemporal cortex (aIT) to view
the entire retina and respond to increasingly complex stimuli
(Tanaka, 1996). Here, and more recently in the medial tempo-
ral lobe (Quiroga et al., 2005), neurons have been found which
respond with translation (Op de Beeck and Vogels, 2000), size
(Ito et al., 1995) and view invariance (Booth and Rolls, 1998) to
objects (Tanaka et al., 1991) and faces (Desimone, 1991).

Several groups have attempted to understand how elemen-
tary features may be combined into more complex view-invariant
representations of whole objects with hierarchical feed-forward
neural network models such as the Neocognitron (Fukushima,
1988), the SEEMORE system (Mel, 1997), the HMAX model
(Riesenhuber and Poggio, 1999) and VisNet (Wallis and Rolls,
1997). These models are all composed of “rate-coded” neurons
(McCulloch and Pitts, 1943) which consist of applying a non-
linear function (e.g., threshold or sigmoid) to a weighted sum

of inputs (Boolean, or real values) which they receive at each
computational step1.

Within this paradigm, two main biologically plausible learning
mechanisms have been discovered which explain how different
views of the same object may be bound together and recognized
as the same entity. The first of these—Trace learning (Földiák,
1991)—relies upon temporal continuity, while the second—
Continuous Transformation (CT) learning (Stringer et al., 2006)—
relies upon spatial continuity to associate together successive
transforms and build view-invariant representations in later lay-
ers. While the properties of these mechanisms have been explored
extensively in rate-coded models, it remains an open question
as to how they might map onto a more biologically realistic
spiking-neuron paradigm.

Spiking Neural Networks (SNN) can solve problems at least
as complex as those that rate-coded models can solve (Šíma
and Orponen, 2003), which in turn have greater computational
power than Turing machines, and as such have been applied to
a wide variety of problems, including modeling object recog-
nition (Michler et al., 2009). By more faithfully modeling the
electrical properties of neurons, spiking neural network model
parameters may be more meaningfully mapped onto the biophys-
ical properties of their real counterparts. This motivates the use

1These early neuron models were designed to show that the elementary com-
ponents of the brain could compute elementary logic functions. The belief
commonly held at the time being that intelligence is based upon symbolic
reasoning, which in turn rests upon the foundations of logic.
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of the conductance-based “leaky” integrate-and-fire (LIF) model
(described in section 2) over models which are computation-
ally cheaper or have a less apparent correspondence to measur-
able biological parameters such as the Spike Response Model
(Gerstner and Kistler, 2006) or Izhikevich’s null-cline derived
model (2003).

Since time is explicitly and accurately modeled in SNNs, they
allow quantitative investigation of the time-course of processing
on such tasks (Thorpe et al., 2000) providing further arguments
against rate-coding on the basis that Poisson rate-codes are too
inefficient to account for the rapidity of information process-
ing in the human visual system2 (Thorpe et al., 1996; Rullen
and Thorpe, 2001). Furthermore, SNNs allow the investigation
of qualitative effects such as the selective representation of one
stimulus over another by the synchronization of its population of
feature-neurons as found in neurophysiological studies (Kreiter
and Singer, 1996; Fries et al., 2002). Similarly, the phenomenon
of Spike-Time Dependent Plasticity (STDP) and its effect upon
learning transformation-invariant representations may only be
investigated by modeling individual spikes which is of great
importance to the present research.

Hebb originally conjectured that synapses effective at evoking
a response should grow stronger (Hebb, 1949), capturing a causal
relationship between the two neurons. This was eventually sim-
plified (partly for the purposes of rate-coded models) to become
interpreted as any long-lasting synapse-specific form of modi-
fication dependent upon correlations between presynaptic and
postsynaptic firing. This is usually expressed in the form δwij =
kyixj, where δwij is the change in synaptic strength, k is a learning
rate constant, and xj and yi are the firing rates of the presynaptic
and postsynaptic neurons (see e.g., Rolls and Treves, 1998).

Progress in neurophysiology has shown, however, that the
all-or-nothing nature of an action potential means that the infor-
mation may be conveyed by the number and the timing of action
potentials (Ferster and Spruston, 1995; Maass and Bishop, 1999),
typically neglecting their size and shape in modeling. In other
words neurons communicate by a pulse code (a time series of dis-
crete binary events) rather than simply a rate code (a moving aver-
age level of activity) which has been convincingly demonstrated
in the sensory systems of several organisms, such as echolocating
bats (Kuwabara and Suga, 1993) and the visual systems of flies
(Bialek et al., 1991).

It is also now well-established that synaptic plasticity is sensitive
to the relative timing of the presynaptic and postsynaptic spikes
(Markram et al., 1997; Dan and Poo, 2006), typically becoming
approximately exponentially less sensitive as the time difference
increases (Bi and Poo, 1998). This has been found to take several
forms in different brain regions (Abbott and Nelson, 2000) but
here we focus on the form observed in retinotectal connections
and neocortical and hippocampal pyramidal cells where pre →
post spike pairs lead to synaptic potentiation (with greater effect
over shorter intervals) and the opposite ordering of spikes leads
to synaptic depression.

The challenge now is to investigate how the timing of
spikes affects the self-organization of the system applied to the

2Typically, only 100–150 ms is required to respond to complex stimuli.

problem of developing transformation-invariant representations
and understanding how the CT and Trace learning mechanisms,
which have been developed in the context of rate-coded models,
might fit into a model of STDP.

2. METHODS
2.1. NETWORK ARCHITECTURE
While the ventral visual stream is typically modeled as four or
more layers of neurons with excitatory modifiable feed-forward
synapses and a mechanism of lateral inhibition, here we seek
to understand the mechanisms operating at each layer which
ultimately may lead to transformation-invariant representations,
hence a simpler architecture is used.

The model consists of two layers of excitatory pyramidal neu-
rons with one layer of modifiable feed-forward synapses between
them (as shown in Figure 1). Within each layer there are also
inhibitory interneurons with non-plastic lateral synaptic connec-
tions to and from the excitatory neurons to produce a degree of
competition between the excitatory neurons.

For all presented simulations we have used 400 excitatory neu-
rons and 100 inhibitory neurons in each layer, with full connectiv-
ity. Each neuron is based upon the standard conductance-based
leaky integrate and fire (LIF) model (see for example Rolls and
Treves, 1998) while the equations for STDP at the Excitatory-
Excitatory (E → E) synapses are adapted from Perrinet et al.
(2001).

2.2. DIFFERENTIAL EQUATIONS
2.2.1. Cell equations
Depolarization of the neuron’s membrane potential is described
by Equation 1 and the cell (and synapse) constants were chosen
to be as biologically accurate as possible based upon the available
neurophysiological literature (see Table 1 for a full list).

The cell membrane potential for a given neuron (indexed by i)
is driven up by presynaptic excitatory conductances (or direct
current injection) and towards the inhibitory reversal potential
(typically down) by presynaptic inhibitory conductances, decay-
ing back to its resting state over a time course determined by the
properties of its membrane.

τ
γ
m

dVi(t)

dt
= Vγ

0 − Vi(t) + RγIi(t) + RγIext
i (t) + σ · ξ(t) ·

√
τ
γ
m

(1)

Here τm represents the membrane time constant, defined as
τm = Cm/g0, where Cm is the membrane capacitance, g0 is the
membrane leakage conductance and R is the membrane resis-
tance, (R = 1/g0). V0 denotes the resting potential of the cell
(indexed by γ along with these other class-specific parameters),
Ii(t) represents the total synaptic current (described in Equation
2) and Iext

i (t) models the injected current.
In addition, Gaussian white noise was added to the cell mem-

brane potential with zero mean and standard deviation σ =
0.015 · (� − VH) as used by Masquelier et al. (2009). Here, ξ(t)
is a Wiener (Gaussian) variable (where ξ(t) represents dW

dt ) satis-
fying the definition of the Wiener process such that 〈ξ〉 = 0 and
〈ξ(t)ξ(s)〉 = δ(t − s), where δ(·) is the Dirac delta function and
σ tunes the amplitude of the noise (the standard deviation of the
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FIGURE 1 | Schematic of the two layer network architecture used.

Excitatory neurons within each layer are fully reciprocally connected to the
pool of inhibitory interneurons within the same layer by fixed synaptic
efficacies. Inhibitory neurons are also fully connected to other inhibitory

neurons within the same layer by unmodifiable synapses. The excitatory
neurons in the input layer are fully connected to the excitatory neurons in the
output layer via plastic feed-forward synapses which are modified through
training by an STDP learning rule.

noise in units of Volts) since ξ has unit variance. The noise term,
ξ, is importantly scaled by (the square root) of the time constant,
τm, which means that the amplitude of the noise is scaled up
or down as the system speeds up (short τm) or slows down
(long τm), respectively. The dimension of the ξ term is time−1

and so ξ is scaled by
√

τm to make the equation dimensionally
consistent.

The total synaptic conductance is the sum of conductances of
all presynaptic neurons of each type (excitatory and inhibitory)
with inhibitory conductances being negative.

Ii(t) =
∑
γ

∑
j

gij(t)
(

V̂γ − Vi(t)
)

(2)

Here V̂ represents the reversal potential of a particular class
of synapse (denoted again by γ) which consists of Excitatory and
Inhibitory neurons {E, I} and j indexes the presynaptic neurons
of each class.

2.2.2. Synaptic conductance equations
The synaptic conductance of a particular synapse, g(t), (indexed
by ij) is governed by a decay term τg and a Dirac delta function for
when spikes occur, which correspond to the first and second terms
of Equation 3. The Dirac delta function is defined as follows:

δ(x) =
{∞ if x = 0

0 otherwise
where,

∫ +∞

−∞
δ(x)dx = 1.

The conduction delay for a particular synapse is denoted by
�tij and each spike is indexed by l as a separate train for each
presynaptic neuron. A biological scaling constant, λ (set in all
simulations to be 5 ns) has been introduced to scale the synaptic
efficacy �gij which lies between unity and zero.

dgij(t)

dt
= − gij(t)

τg
+ λ�gij(t)

∑
l

δ
(

t − �tij − tl
j

)
(3)
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Table 1 | Parameters used in the simulations.

Parameter Symbol Value Reference

Cue current Iext 1.0 nA ∗

Cue period {training, testing} tcue {100, 250} ms

Time step �t 0.02 ms

NETWORK PARAMETERS

No. of layers NL 2

No. of excitatory cells per layer NE 400

No. of inhibitory cells per layer NI 100

No. of afferent excit. connections per excit. neuron SEE 400

No. of afferent excit. connections per inhib. neuron SEI 400

No. of afferent inhib. connections per excit. neuron SIE 100

No. of afferent inhib. connections per inhib. neuron SII 100

CELLULAR PARAMETERS

Excitatory cell somatic capacitance CE
m 500 pF §

Inhibitory cell somatic capacitance CI
m 214 pF §

Excitatory cell somatic leakage conductance gE
0 25 nS §

Inhibitory cell somatic leakage conductance gI
0 18 nS §

Excitatory cell membrane time constant τE
m 20 ms §

Inhibitory cell membrane time constant τI
m 12 ms §

Excitatory cell resting potential V E
0 −74 mV §

Inhibitory cell resting potential V I
0 −82 mV §

Excitatory firing threshold potential �E −53 mV §

Inhibitory firing threshold potential �I −53 mV §

Excitatory after-spike hyperpolarization potential V E
H −57 mV §

Inhibitory after-spike hyperpolarization potential V I
H −58 mV §

Excitatory reversal potential V̂ E 0 mV §

Inhibitory reversal potential V̂ I −70 mV §

Absolute refractory period τR 2 ms §

SYNAPTIC PARAMETERS

Synaptic neurotransmitter concentration αC 0.5 †

Proportion of unblocked NMDA receptors αD 0.5 †

Presynaptic STDP time constant τC [3, 75] ms †

Postsynaptic STDP time constant τD [5, 125] ms †

Synaptic learning rate ρ 0.1 †

Plastic (E → E) synaptic conductance range, CT λ · �gEE [0, 4] nS ∗

Plastic (E → E) synaptic conductance range, Trace λ · �gEE [0, 1.25] nS ∗

Change in synaptic conductance (I → E) λ · �gIE [0.5, 2.5] nS ∗

Change in synaptic conductance (E → I) λ · �gEI 5.0 nS ∗

Change in synaptic conductance (I → I) λ · �gII 5.0 nS ∗

Excitatory-Excitatory synaptic time constant τEE {2, 150}ms ∗

Inhibitory-Excitatory synaptic time constant τIE 5 ms §

Excitatory-Inhibitory synaptic time constant τEI 2 ms §

Inhibitory-Inhibitory synaptic time constant τII 5 ms §

Most integrate and fire parameters were taken from Troyer et al. (1998) (derived originally from McCormick et al. 1985) as indicated by §. Plasticity parameters

(denoted by †) are taken from Perrinet et al. (2001). Parameters marked with ∗ were tuned for the reported simulations.

2.2.3. Synaptic learning equations
The following differential equations describe the STDP occuring
at each modifiable Excitatory − Excitatory (E → E) synapse. Here
i labels the postsynaptic neuron. The recent presynaptic activ-
ity, Cij(t), is modeled by Equation 4 which may be interpreted
as the concentration of neurotransmitter (glutamate) released
into the synaptic cleft (Perrinet et al., 2001) and is bounded

by [0, 1] for 0 ≤ αC < 1.

dCij(t)

dt
= −Cij(t)

τC
+ αC

(
1 − Cij(t)

)∑
l

δ
(

t − �tij − tl
j

)
(4)

The presynaptic spikes drive Cij(t) up at a synapse accord-
ing to the model parameter αC , which then the current value of
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Cij(t), which then decays back to 0 over a time course governed
by τC.

The recent postsynaptic activity, Di(t), is modeled by Equation
5 which may be interpreted as the proportion of unblocked
NMDA receptors as a result of recent depolarization through
back-propagated action potentials (Perrinet et al., 2001).

dDi(t)

dt
= −Di(t)

τD
+ αD (1 − Di(t))

∑
k

δ
(

t − tk
i

)
(5)

Unlike with the conduction of action potentials to postsynap-
tic neurons, there is no conduction delay associated with Di since
the cell body is assumed to be arbitrarily close to the receiving
synapses, and it is the same for a given (postsynaptic) neuron
rather than each of its synapses since the effects of a postsynap-
tic spike are assumed to have an equal impact on all receiving
synapses.

The strength of the synaptic weight, �gij(t), is then modified
according to Equation 6, which is governed by the time course
variable τ�g .

τ�g
d�gij(t)

dt
= (

1 − �gij(t)
)

Cij(t)
∑

k

δ
(

t − tk
i

)

−�gij(t)Di(t)
∑

l

δ
(

t − �tij − tl
j

)
(6)

Note that the postsynaptic spike train (indexed by k) is now
associated with the presynaptic state variable (C) and vice versa.
If C is high (due to recent presynaptic spikes) at the time
of a postsynaptic spike, then the synaptic weight is increased
(LTP) whereas if D is high (from recent postsynaptic spikes)
at the time of a presynaptic spike then the weight is decreased
(LTD).

The weight updates are also multiplicative, meaning that the
amount of potentiation decreases as the synapse strengthens, as
has been found experimentally (Bi and Poo, 1998). Theoretically,

this weight-dependent potentiation yields a normal distribution
of synaptic efficacies rather than pushing each weight to one
extreme or the other (van Rossum et al., 2000) as would be the
case with an additive form of STDP.

2.3. NUMERICAL SCHEME
The differential equations described above are converted to finite
difference equations and simulated using the Forward-Euler
numerical scheme with a time step �t = 0.02 ms. In the finite dif-
ference equations, the Dirac delta function has been replaced by
the discrete approximation, S(x) as defined in Amit and Brunel
(1997). Finally, in the original description, the change in synaptic
weight (Equation 6) was instantaneous and so �t/τ�g is defined
to be a learning rate constant, ρ, in the corresponding finite
difference equation.

2.4. TRAINING AND STIMULI
Stimuli are represented by injecting a small amount of current
directly into the cell bodies of a particular set of excitatory input
neurons continuously throughout the cue period. This pattern
of stimulated neurons is gradually shifted across the input layer
representing successive transforms of the stimulus (see Figure 2).

The size of a stimulus and the amount of neurons each of its
transforms is shifted by allows us to precisely control the degree
of overlap between transforms of each stimulus. Spatial continu-
ity is crucial to the functioning of the CT mechanism, whereas
the trace mechanism requires temporal continuity to associate
successive transforms together, (which can be controlled inde-
pendently through model time constants). In this way, we may
eliminate the operation of one mechanism to study the other
in isolation and hence disentangle their contributions to the
network’s capacity for invariance learning.

During training, the set of stimuli are presented in a random
order with all transforms for a given stimulus being presented
in succession before presenting the next stimulus’s transforms.
Presentation of all stimuli in this manner constitutes one train-
ing epoch, and the total training period comprised of five such
epochs.

FIGURE 2 | The transforms of two stimuli. The input layer is divided into as many equal portions as there are stimuli and all transforms of a particular
stimulus are confined to that stimulus’s portion of the input neurons. In this illustration, there are five transforms per object shifting by one neuron.
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After completion of training, learning is switched off (pro-
hibiting further synaptic modification) and the network is pre-
sented with all transforms of all stimuli in order (resetting the
neurons to their resting state between transforms) and the resul-
tant firing in both input and output layers is saved for analysis.

2.5. PERFORMANCE MEASURES
Two information-theoretic3 measures are used to assess the
network’s performance which reflect the extent to which cells
respond invariantly to a particular stimulus over several trans-
forms but differently to other stimuli [for more details see Rolls
and Milward (2000); Elliffe et al. (2002)]. The work presented
has used spiking neural networks because we believe that their
richer dynamics they model are critical for learning to solve
the problem of object recognition (transformation-invariant cell
responses). However, analysis of macaque visual cortical neuron
responses has found that after learning, the majority of the infor-
mation about stimulus identity is contained within the firing rates
rather than the detailed timing of spikes (Tovee et al., 1994).
As such, we adopt a dual approach whereby the network self-
organizes through spiking dynamics but the information content
with respect to stimulus identity is assessed through the output
cell’s firing rates.

During testing each transform of each stimulus was presented
to the input layer of the network. Each neuron was reset (allowed
to settle) after presentation of each transform such that the activ-
ity due to one transform did not affect the responses to later
transforms. After testing, the spikes of each output neuron were
placed into a different bin for each transform of each stimulus and
the corresponding firing rate for each cell was calculated. Based
upon these firing rates, the stimulus-specific single-cell informa-
tion I(s, R) was calculated according to Equation 7, which gives
the amount of information in a set of responses R of a single cell
about a specific stimulus s. The set of responses, R consisted of the
firing rate of a cell to every stimulus presented in every location.

I(s, R) =
∑
r∈R

P(r|s) log2
P(r|s)
P(r)

(7)

Good performance for a cell would entail stimulus specificity
(with generality across most or all transforms of that stimulus),
meaning a large response to one or a few stimuli regardless of
their position (transform) and small responses to other stimuli.
We therefore compute the maximum amount of information a
neuron conveys about any of the stimuli rather than the average
amount it conveys about the whole set S of stimuli (which would
be the mutual information).

If all the output cells learnt to respond to the same stimu-
lus then there would be no discriminability and the information
about the set of stimuli S would be poor. To test this, the multiple
cell information measure is used which calculates the informa-
tion about the set of stimuli from a population of up to 10 output
neurons. This population consisted of the subset of up to five
cells which had, according to the single cell measure, the most
information about each of the two stimuli. Ideally, we would

3For a general introduction to Information Theory see MacKay, 2003.

calculate the mutual information (the average amount of infor-
mation about which stimulus was shown from the responses
of all cells after a single presentation of a stimulus, averaged
across all stimuli), however, the high dimensionality of the neural
response space and the limited sampling of these distributions is
prohibitive.

Instead, a decoding procedure is used to estimate the stimulus
s′ that gave rise to the particular firing rate response vector on
each trial. From this a probability table is then constructed of the
real stimuli s and the decoded stimuli s′, from which the mutual
information is calculated (Equation 8).

I(s, s′) =
∑
s,s′

P(s, s′) log2
P(s, s′)

P(s)P(s′)
(8)

A Bayesian decoding procedure is used for this purpose,
whereby the firing rates of each cell in the ensemble vector to each
transform of each stimulus in turn is fitted to a Gaussian distri-
bution parameterized by these means and standard deviations of
each cell’s responses to all other transforms of each stimulus sep-
arately to yield an estimate of P(rc|s′). Taking the product of these
probabilities over all cells in the response vector with P(s′) and
then normalizing the resultant joint probability distribution gives
an estimate of P(s′|r), (Földiák, 1993). These probability distribu-
tions are factored into a confusion matrix of P(s, s′) over many
iterations to smooth the effects of randomly sampling the out-
put cells. From this decoding and cross-validation procedure, the
probability tables are constructed for calculating the multiple cell
information measure, further details of which may be found in
Rolls et al. (1997). This measure should increase up to the theoret-
ical maximum log2NS bits, (where NS is the number of stimuli), as
a larger population of cells is used, only if those cells have become
tuned to different stimuli.

3. SIMULATIONS
In the simulations described below we investigated invariance
learning in a spiking neural network with STDP utilizing two
different learning mechanisms. For details of the methods and
parameters used for the following simulations, please refer to
section 2 and Table 1, respectively.

3.1. CONTINUOUS TRANSFORMATION LEARNING
Continuous Transformation (CT) learning relies upon the spa-
tial continuity of continuously transforming stimuli and a purely
associative (Hebbian) learning rule with lateral competition to
associate together successive transforms of a stimulus (Stringer
et al., 2006). Presentation of an initial transform will excite one
or more postsynaptic neurons and through the Hebbian learn-
ing rule, will strengthen the synapses between those cells. If there
is enough overlap (similarity) between the original and a new
transform, the same postsynaptic neuron(s) will be excited and
so increase their synaptic strengths to the neurons of the current
transform. This process can continue across a series of overlap-
ping transforms until they are all mapped onto the same output
cells. Since similar images are more likely to be transforms of the
same object than different stimuli, the CT mechanism provides
an explanation for how transformation-invariant representations
may develop in the ventral visual system.
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In this set of simulations, the parameters were chosen to
encourage the operation of the CT learning mechanism (Stringer
et al., 2006) while excluding any trace-like effects (Földiák,
1991). To this end, spatial overlap between successive trans-
forms was generally kept high (13 transforms per stimulus each
covering 56 neurons and shifting by 12 neurons per transform
by default). Also a short time constant of 2 ms was used for the
Excitatory-Excitatory (feed-forward) synaptic conductances, τEE.
These conditions were hypothesised to support a CT-like learning
mechanism in a spiking neural network.

3.1.1. Invariance learning with CT
This simulation demonstrates the formation of transformation-
invariant representations in the output cells through STDP as
illustrated by the raster plots in Figure 3 (which contrast the
untrained with the trained network) and the information plots of
Figures 4A and B. The level of inhibition had to be tuned so that
the spikes from additional neurons from successive transforms (in
the input layer) could be brought into phase with those already
firing from the previous transforms. While the feed-forward exci-
tatory weights were plastic and hence modified through learning,

A B

0 1000 2000 3000 4000 5000 6000
0

50

100

150

200

250

300

350

400

Time (msec)

C
el

l N
um

be
r

0 1000 2000 3000 4000 5000 6000
0

50

100

150

200

250

300

350

400

Time (msec)

C
el

l N
um

be
r

FIGURE 3 | Raster plots of output layer cells before and after training

from the CT baseline simulation. Before training (A) the output cells
respond randomly to transforms of each stimulus. After training

(B) the raster plot shows cells sensitive to all transforms of stimulus one
(0–3250 ms) and other cells sensitive to all transforms of stimulus two
(3250–6500 ms).
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FIGURE 4 | Baseline demonstration of translation-invariant

representations for four degrees of training: untrained,

2 epochs, 10 epochs, and 50 epochs. The single cell information
analysis (A), shows that for 10 or more epochs of training,

approximately 40 output cells have achieved a very high information
content and the multiple cell information plot (B) confirms that both
of the stimuli are represented by cells which are exclusively tuned to one
stimulus or the other.

Frontiers in Computational Neuroscience www.frontiersin.org July 2012 | Volume 6 | Article 46 | 150

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Evans and Stringer Transformation-invariance with spiking neurons

their maximum level was set to 4 nS to achieve a reasonable level
of output layer activity for the network size and connectivity. It
can be seen from the pre-training raster plot (Figure 3A) that
before learning, output neurons respond to a random set of
transforms of each stimulus. However, post-training (Figure 3B),
there are several cells which are responsive across the whole set
of transforms for the first stimulus which are presented contigu-
ously over the first 3250 ms, and several other cells which respond
to all transforms of the second stimulus presented contiguously
over the second 3250 ms.

In accordance with the raster plot, the I(s, R) (single-cell infor-
mation measure) plots show many more cells in the network have
attained the maximum information content (1 bit) than in the
untrained case, demonstrating both transformation-invariance
and stimulus specificity. Examining the I(s, s′) (multiple cell
information measure) plots shows that the maximum informa-
tion about the stimulus set S is reached with fewer than the
10 available cells of the output ensemble of the highest scoring
cells (in terms of their I(s, R) values), thus confirming that both
stimuli are represented invariantly.

3.1.2. Temporal specificity
By default, the learning time constants, τC and τD, used in these
simulations are 15 and 25 ms in accordance with Perrinet (2003).
Here we reran the same simulations but shortened or lengthened
these time constants by a factor of five (maintaining the same
3/5 ratio) to give 3/5 ms and 75/125 ms for τC/τD, respectively.
Figure 5A shows a trend of a much greater information content in
the network with the shorter (more temporally specific) time con-
stants (3/5 ms) with the accompanying I(s, s′) plot confirming
that both stimuli are being represented (see Figure 5B). Network
performance drops, however, with the longer (less temporally
specific) STDP time constants 75/125 as the learning rule is less

capable of capturing the temporally specific causal relationship of
the input/output spike volleys.

The effect of shortening the STDP time constants is that after
a pre-post spike pairing results in LTP, the following presynaptic
spike from the next wave comes a relatively long time after the
initial pair, such that the effect of its post-pre LTD is significantly
lessened. The synaptic weight distributions in Figure 6 support
this, exhibiting a peaked distribution of synaptic efficacies aris-
ing from the initially flat uniform distribution (as expected from
a multiplicative model of STDP in the standard case, τC =
15 ms, τD = 25 ms, Figure 6B) and more peaked distributions
with shorter STDP time constants (Figure 6C) indicating more
specific learning. The higher proportions of large weights with
the shorter learning time constants are what might be expected
from an unbalanced learning rule dominated by LTP when waves
of input spikes are widely spaced relative to the time delay until
the postsynaptic spikes which they cause. In contrast, the weight
distribution with the longer STDP time constants is smoother,
indicating a less trained layer of synaptic weights (Figure 6A).

3.1.3. Lateral inhibition and synchrony
From earlier simulations, it is apparent that this training
paradigm and the STDP model are very sensitive to the effects
of the strength of inhibition on the synchronization of input
spikes. We therefore systematically varied the strength of �gIE, the
Inhibitory → Excitatory conductances (which were non-plastic)
to understand these effects in more detail.

Figure 7 shows that as the level of inhibition is reduced and the
cell membrane potential noise begins to cause jitter in the spike
timings, the new input layer neurons from successive transforms
no longer fire in phase with those neurons from previous trans-
forms. This reduces invariance learning in the output layer, where
the information content can also be seen to be reduced (Figure 8).
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FIGURE 5 | Information plots of varying STDP time constants, τC and τD .

With shorter time constants the single cell information content (A) is seen to
increase as learning becomes more temporally specific. The multiple cell
information (B) demonstrates that for short plasticity time constants, both

stimuli are represented by the ensemble of output cells. STDP (with
sufficiently temporally specific time constants) together with the
synchronization of neuronal firing is here able to facilitate the learning of
transformation-invariant representations.
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FIGURE 6 | Synaptic Weight Distributions of varying STDP time

constants, τC and τD . Compared to the standard case
{τC = 15 ms, τD = 25 ms} (B) longer plasticity time constants
{τC = 75 ms, τD = 125 ms} (A) result in a smoother, more distributed profile

of synaptic weights. With shorter time constants {τC = 3 ms, τD = 5 ms} (C)

the distribution is seen to become more peaked with larger synaptic weights
as learning becomes more temporally specific and the weight updates
experience more LTP.
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FIGURE 7 | Raster plots of the inputs (for all transforms of

Stimulus 1 only) presented during training for two levels of

inhibitory conductance. The raster plot produced with the standard
inhibitory conductance strength of �gIE = 2.5 nS shows synchronised

input volleys across all transforms of the stimulus (A). It can be seen
at the lower inhibitory strength (�gIE = 0.5 nS) that the neurons within
some of the transforms become desynchronized with respect to one
another (B).

3.1.4. Degree of overlap
From previous rate-coded simulations it is clear that CT learning
requires a high degree of resemblance among adjacent members
of a set of transforms in order to associate them together. If this
mechanism is being employed in the present spiking model, its
performance should suffer by reducing this transform similar-
ity. This was tested by removing intermediate transforms leaving
only every 2nd or 3rd transform from the original sets of 13
transforms per stimulus (with a consecutive transform overlap of
44 neurons) such that there were only 7 or 5 transforms per stim-
ulus, respectively. Since they still occupied the same proportion of

the input layer, the degree of overlap between any two consecutive
transforms was correspondingly lower, being 32 or 20 neurons,
respectively.

It can be seen from Figure 9 that by reducing the spa-
tial overlap between successive transforms of each object, the
information content of the output layer declines (despite there
being fewer transforms to associate together) since there are
fewer cells that respond invariantly across all transforms of
a given stimulus. This confirms that the network is learn-
ing invariance by a spiking equivalent of the CT learning
mechanism.
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FIGURE 8 | Single and Multiple cell information plots for different

degrees of inhibitory strength. As the inhibitory strength decreases, the
information in the network declines, as shown in the single cell (A) and

multiple cell (B) information measures. This is due to the increased difficulty
for the whole set of neurons representing a particular transform of a stimulus
to fire in synchrony.
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FIGURE 9 | Information plots for three different degrees of overlap

between successive transforms. The information content of the output
cells can be seen to fall, in the single cell measure (A) and the multiple cell

measure (B) as the degree of overlap is reduced. This is a property of CT
learning which requires a sufficient degree of spatial overlap between
transforms to build invariance.

3.1.5. Interleaved transforms
Since the degree of similarity between any two transforms of a
stimulus is the same regardless of when they are presented to
the network, under a CT learning regime it should not mat-
ter whether the transforms are seen close together in time or
not. One of the key properties of CT learning is therefore its
ability to enable a network to learn about stimuli, even when
their transforms are interleaved with those of another stimulus

(analogous to learning to recognize two faces or objects as the
viewer saccades back and forth between them). To test this
hypothesis we presented transforms of each stimulus alternately
i.e., St1

1 , St1
2 , St2

1 , St2
2 , . . . , Stn

1 , Stn
2 . If neurons are able to develop

transformation-invariant responses with this training paradigm,
it proves the learning mechanism is not utilizing a temporal trace.

Here it is evident from the information analysis (Figure 10)
that the network has managed to learn about the individual
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FIGURE 10 | Information plots showing the difference in training the

network normally and by interleaving transforms of both stimuli. By
interleaving the collections of transforms, the single cell information content

has not declined (A) while the multiple cell information (B) confirms that both
stimuli are still represented. This is a property of CT learning, which does not
require different transforms of a stimulus to be seen consecutively in time.

stimuli with this additional constraint. Both the single and mul-
tiple information measures show not just comparable results to
the consecutive presentation of each stimulus’s transforms during
training but surprisingly, an improvement over the standard case.
Examining the input layer rasters, this enhancement to learning
from interleaving the stimuli seems to be due to the fact that
under normal training, the first one or two spike volleys of a new
transform have not yet recruited the additional neurons (which
were not part of the previous transform) due to the lateral inhi-
bition suppressing them. In contrast, neurons in the overlapping
region are under constant stimulation from the injected current
and so continue to fire, whereas those neurons exclusive to the
previous transform stop firing when no longer stimulated with
direct current.

When the stimuli are interleaved, however, all of the input
neurons representing the new transform are stimulated by
current injection at the same time (rather than their cell mem-
brane potentials starting at different points in the stimulation
cycle) and so fire simultaneously from the very first volley. Using
a stimulating direct current of 1 nA with the cell body parameters
and network connectivity given in Table 1, the neurons will
fire approximately five complete volleys of spikes in the 100 ms
presentation period (50 Hz). The ultimate effect of this training
difference is that in the interleaved case, each transform will be
represented by five complete spike volleys (as opposed to only
three of four in the standard case) and hence will be trained more
fully (with more useful weight updates) over the same training
duration.

3.1.6. Randomized transform order
CT learning is also able to form transformation-invariant rep-
resentations when the individual transforms of an object are
presented in a random order during training. This is analogous

to learning to recognize a face or object from a number of
random “snapshot” views rather than seeing it move smoothly.
The consequence of such a training regime is that there is
not necessarily any overlap between two consecutive transforms
in time. At the beginning of training when the feed-forward
weights are randomly initialized, this training regime may mean
that different output neurons learn to respond to different
subsets of each stimulus’ transforms, thus making it harder
for the similarity-based CT mechanism to associate all related
(overlapping) transforms together onto the same output neu-
rons. If, however, there is a sufficient number of such training
epochs and degree of competition in the output layer, even-
tually each transform will be randomly followed by a similar
enough transform such that the same postsynaptic cell is fired
which eventually learns invariance across the whole set of trans-
forms.

Initially randomizing the order of transforms degraded the
network performance as expected. However, building upon the
learning enhancement found in the previous simulations with
interleaving the stimuli, simulations were repeated with simul-
taneously randomized transform order and interleaved stimuli.
Figure 11 demonstrates that the network is able to cope with
randomizing the order of the transforms.

3.2. TRACE LEARNING
Trace learning utilizes the temporal continuity of objects in the
world to learn transformation-invariant representations (Földiák,
1991). The mechanism relies upon the proposal that over short
time scales, successive images are more likely to be transforms
of the same object rather than different objects. The trace
learning rule (Földiák, 1991; Wallis and Rolls, 1997) uses these
temporal statistics of visual input by incorporating a tempo-
ral trace of the previous (typically postsynaptic) neural activity
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FIGURE 11 | Information plots showing the effect of training the

network by randomizing the order of transforms. Despite this
paradigm representing more difficult learning conditions for a CT
mechanism, the single cell (A) and multiple cell information measures

(B) demonstrate good performance. CT learning is thus able to
build invariance if enough overlapping transforms are presented to
the network over time, irrespective of the temporal sequence they
are presented in.

into a simple Hebbian learning rule, which helps to maintain
firing in the same output cell(s) when successive transforms
are presented. Through further Hebbian synaptic modifica-
tions, successive transforms may become associated together
onto the same output cells leading to transformation-invariant
neurons.

In contrast to the CT simulations (section 3.1), here we
lengthen the synaptic time constant τEE to 150 ms to explore
the hypothesis that by continuing to bleed current into a post-
synaptic neuron, the activity generated by one transform may be
associated with the next. In this way, a temporal trace effect may
be achieved, allowing a spiking neural network to learn through
temporal rather than spatial continuity.

3.2.1. Invariance learning with a temporal trace
This simulation demonstrates the formation of transformation-
invariant representations in the output cells through STDP and a
trace-like effect from longer E → E synaptic time constants. The
other parameters remained the same as in the CT simulations
except that the maximum strength of the plastic feed-forward
excitatory synapses was reduced to 1.25 nS (from 4 nS) to com-
pensate for the greater degree of excitation arising from the
longer feed-forward synaptic time constant. Also the stimuli
were changed such that in the following trace simulations, there
are 10 transforms per stimulus (consisting of 20 neurons each)
which are shifted by 20 neurons for each transform such that
there is no spatial overlap between transforms. Since these trans-
forms are orthogonal, any CT effects from spatial overlap are
eliminated. Additionally, since the spatio-temporal statistics of
natural stimuli tend to have different transforms of the same
stimulus closer together in time more frequently than transforms
of different stimuli, the neurons were allowed to settle between

presentation of the two sets of transforms (stimuli) to effec-
tively reduce the temporal continuity between different stimuli
so as to avoid introducing an artificial trace effect between them.
These changes allow for a controlled investigation of whether
orthogonal transforms may be linked together by a trace-like
learning mechanism by lengthening the excitatory synaptic
conductance.

Due to the random initialization of the feed-forward weights,
output neurons before training respond to a random set of
transforms of each stimulus (Figure 12A), whereas after train-
ing Figure 12B shows both stimuli are represented by cells which
are invariant to most transforms of their respective stimuli, while
the information plots (Figure 13) confirm that both stimuli may
be identified with a small ensemble of output neurons. In earlier
simulations without allowing the neurons to settle between each
set of transforms (not shown here), the multiple cell information
measure was found to drop with further training. This was caused
by the association of the two stimuli together since they are pre-
sented consecutively in time during training with long synaptic
time constants, so the last transform of the first stimulus was still
active as the first transform of the second stimulus was presented,
thereby leading to their association.

3.2.2. Temporal specificity
Lengthening the synaptic conductance time constant, τEE, may
affect the dynamics of synaptic plasticity in unforseen ways, so it
was important to explore a range of values for the plasticity time
constants as for the first set of CT simulations. As before, τC =
15 ms and τD = 25 ms were used as standard for the learning time
constants but here they are shortened and lengthened by a factor
of five (keeping the same 3/5 ratio) for comparison (while τEE

remains fixed at 150 ms).
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FIGURE 12 | Raster plots of output layer cells before and after training

from the trace baseline simulation. Before training (A) the output cells
respond to random subsets of transforms of each stimulus. After training (B)

some cells are sensitive to most or all transforms of Stimulus 1 (0–2500 ms),
while other output cells are sensitive to most or all transforms of Stimulus 2
(2500–5000 ms).
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FIGURE 13 | Baseline demonstration of translation-invariant

representations for varying levels of training. The single cell information
analysis (A) shows fewer maximally informative cells than in the CT

simulations but the multiple cell information plot (B) confirms that both
stimuli are represented by cells which are exclusively tuned to one stimulus
or the other.

The results are shown in the information plots of Figure 14
and the synaptic weight distributions of Figure 15. In con-
trast to the previous CT simulations, the network performance
degrades with more temporally specific (shorter) STDP time con-
stants (Figure 14) but improves with longer, less specific STDP
time constants (the reverse trend). Similarly, this opposite trend
is borne out by the synaptic weight distributions (Figure 15)
exhibiting a smoother profile (indicating less useful training) for
short STDP time constants and a more peaked profile for longer,
less temporally specific STDP time constants.

This reverse effect may be understood in the context of
the two learning mechanisms whereby CT learning performs
best with tightly synchronized, temporally-specific causal spike
volleys, hence a temporally specific form of STDP is most
appropriate. In contrast, trace learning requires activity to con-
tinue over an extended period of time between different trans-
forms in order to associate them together, and as such the
relationship it needs to capture is less temporally specific and
thus a less specific form of STDP is better suited for this
purpose.
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FIGURE 14 | Information plots of varying STDP time constants, τC and

τD . Both single cell (A) and multiple cell (B) information measures show an
increase in network performance with longer, less temporally specific STDP

time constants and a decrease in performance with shorter STDP time
constants. This is the reverse of the trend found in the equivalent CT
simulations.

0 0.2 0.4 0.6 0.8 1 1.2
0

1000

2000

3000

4000

5000

6000

Synaptic conductance bins (nS)

F
re

qu
en

cy

0 0.2 0.4 0.6 0.8 1 1.2
0

200

400

600

800

1000

1200

1400

1600

Synaptic conductance bins (nS)

F
re

qu
en

cy

0 0.2 0.4 0.6 0.8 1 1.2
0

200

400

600

800

1000

1200

Synaptic conductance bins (nS)

F
re

qu
en

cy

A B C

FIGURE 15 | Synaptic Weight Distributions of varying STDP time

constants. In contrast to the standard case {τC = 15 ms, τD = 25 ms} (B)

the more peaked distribution for longer STDP time constants {τC = 75 ms,

τD = 125 ms} indicates more useful learning under this regime (A). Contrary
to the equivalent CT simulations, the use of shorter STDP time constants
{τC = 3 ms, τD = 5 ms} (C) yields a smoother, less trained profile.

3.2.3. Lateral inhibition and synchrony
As the level of inhibition is reduced, and the effects of timing jitter
from the cellular membrane potential noise become more promi-
nent, the new input layer neurons from successive transforms no
longer fire in phase with those neurons from previous transforms
and the information content of the output layer (Figure 16) can
be seen to be reduced.

3.2.4. Interleaved transforms
By interleaving transforms of the two stimuli alternately through
time, transforms from different stimuli should be associated
together by their temporal continuity with a trace-like mech-
anism. Unlike in the previous CT simulations (where the
association is not time-dependent, only similarity dependent),
this inter-stimulus association should lead to a large drop in

information since the network will be unable to distinguish
between the two stimuli. The neurons were not allowed to set-
tle between presentations of different stimuli (as with previous
trace simulations) as this would negate the effect of interleav-
ing the stimuli and undermine the purpose of this section of
simulations.

From Figure 17 it is evident that interleaving the trans-
forms of the two stimuli has significantly reduced the infor-
mation content of the network as expected. In the inter-
leaved case, the single-cell information content (Figure 17A)
has dropped to a poorer level than the untrained case (tested
with a random uniform distribution of synaptic weights) as
transforms from each stimuli have been associated together,
meaning the output cells are less able to discriminate between
stimuli than in their initial untrained, random state. From the
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FIGURE 16 | Single and Multiple cell information plots for different degrees of inhibitory strength. As the inhibitory strength decreases the information in
the network declines, exemplified in both single (A) and multiple cell (B) information measures.
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FIGURE 17 | Information plots showing the difference in training

the network normally and by interleaving transforms of

both stimuli. By interleaving the collections of transforms, the single
cell (A) and multiple cell (B) information measures indicate that

performance has dropped to lower levels than obtained with a random
(untrained) network. This is a typical property of Trace learning and is in
marked contrast to the equivalent CT learning results with short synaptic
time constants.

multiple-cell information plot (Figure 17B) it is clear that virtu-
ally all transforms of all stimuli have become associated together
since even using the ten best single-cell information neurons
barely raises the multiple cell information measure above 0-bits
since the cells are unable to discriminate one stimulus from
the other.

3.2.5. Randomized transform order
If the network is using a temporal trace to associate orthog-
onal transforms together, randomizing the order of those
transforms within a stimulus block, but still presenting all trans-
forms of one stimulus followed by all transforms of the other,
should not significantly degrade its performance. Moreover,

Frontiers in Computational Neuroscience www.frontiersin.org July 2012 | Volume 6 | Article 46 | 158

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Evans and Stringer Transformation-invariance with spiking neurons

A B

0 1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Ensemble size

In
fo

rm
at

io
n 

(b
its

)

 

 

10 Epochs (Normal)
10 Epochs (Randomized)
50 Epochs (Randomized)
Untrained

50 100 150 200 250 300 350 400
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Cell rank

In
fo

rm
at

io
n 

(b
its

)

 

 

10 Epochs (Normal)
10 Epochs (Randomized)
50 Epochs (Randomized)
Untrained

FIGURE 18 | Information plots showing the difference in training the

network by presenting the transforms sequentially and by randomizing

the order of transforms. It is evident from the single cell (A) and multiple
cell (B) information measures that trace learning exhibits better performance

with randomized transformation order. This is because under the randomised
training regime, there is greater scope for associations to be made between
more pairs of transforms (rather than each with just its sequential neighbors)
over the course of many training epochs.

there is good reason to expect that the performance should
be improved slightly, as this training paradigm will help to
associate each transform, Stn

1 , with each other from the same

stimulus rather than just its neighboring transforms, Stn−1
1 and

Stn+1
1 .

It is clear from Figure 18 that with the longer synaptic con-
ductance time course (τEE = 150 ms) and the same degree of
training, the randomized transform case has performed bet-
ter than the standard non-randomized paradigm as expected,
improving further with more epochs of training. In previous
simulations this training paradigm proved difficult for the CT
mechanism with an initially random set of feed-forward weights,
since different pools of output neurons were stimulated by ran-
domly ordered transforms (due to having less spatial overlap
between consecutive transforms on average). In the case of
randomly ordered transforms with the trace learning mecha-
nism, however, the lower degree of spatial overlap is irrelevant
as the same pool of output neurons is kept active for all the
transforms of a particular stimulus by virtue of the longer
synaptic time constants and the consecutive presentation of
all transforms of a particular stimulus (albeit not necessarily
in order).

4. DISCUSSION
In the above simulations we have shown that a biologically realis-
tic spiking neural network with STDP can operate in two very
different ways to achieve transformation-invariant representa-
tions. These simulations lend more biological plausibility to the
Trace and CT learning mechanisms, which may be utilized by the
same model with slight differences in the training environment or
the physical parameters of the neurons.

With short synaptic conductance time constants between
the pyramidal neurons (τEE), the model works similarly to the
CT learning mechanism. In this case, the network requires the
transforms to be spatially overlapping (as a direct consequence
of the learning mechanism) but can cope with interleaving the
transforms of different stimuli and thus bears the characteristics
of the equivalent rate-coded mechanism (Stringer et al., 2006).
Importantly, this mechanism is sensitive to the strength of lateral
inhibition, which under optimal conditions serves to maintain
the synchronous firing of neurons representing the novel part of
an unseen transform with those already potentiated from previ-
ous learning of another transform. Without this effect of lateral
inhibition, these novel neurons will most likely fire outside the
time window for significant LTP, and may possibly come after the
postsynaptic neuron has fired leading to LTD.

Lengthening the very same synaptic conductance time con-
stants (τEE), enables the model to work with a Trace learning
mechanism. In this case the network uses temporal continuity
to associate together orthogonal (completely non-overlapping)
transforms and consequently fails to develop invariance and
stimulus specificity if the transforms of different stimuli are inter-
leaved. While these properties are the same as for the classic
McCulloch-Pitts neuron, it is interesting to note that in such a
rate-coded model, the trace term is associated with the presynap-
tic or (more commonly) postsynaptic neuron (Rolls and Milward,
2000). In contrast, in a conductance-based spiking neural net-
work, the trace can instead be associated with the individual
synapses between two connected neurons. This is a measur-
able property of biological neurons and suggests where to focus
neurophysiological investigation aiming to understand invariance
learning mechanisms.
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While the Trace and CT learning mechanisms have been stud-
ied here in isolation, it seems likely that a combination of both
would be employed to varying degrees depending upon the
statistics of the inputs to each layer of the brain. In early lay-
ers (e.g., V1), the patterns of stimulation are likely to change
more from one transform to another since the neurons here are
highly specific in their sensitivity to a location and orientation.
In later layers, however, such as Inferotemporal cortex (IT), the
invariance built in the earlier layers will mean that inputs to
these cells are less changeable from one transform to another.
Having passed through several layers of pyramidal cells with
lateral inhibition acting at each stage, the spike volleys represent-
ing a stimulus may also become more synchronized (Diesmann
et al., 1999). Under these conditions, we therefore expect that
as the similarity between transforms increases through the lay-
ers, the CT mechanism will become more prominent and trace
effects will become less important, which would be evidenced by
progressively quicker synaptic conductance decays (shorter time
constants).

If it is the case that the ventral visual system uses an effec-
tive synaptic time constant between the two extremes presented in
the simulations here, we would therefore predict that the type of
learning occurring for any given stimuli would be highly depen-
dent on how those stimuli are presented, for example with rapidly
transforming (and hence spatially dissimilar successive views)
leading to more of a Trace learning regime, whereas tempo-
rally separate exposures would require a high degree of similarity
between the views for the CT mechanism to work.

The work presented here is a first step toward understanding
how the Trace and CT learning rules may be utilised in a spik-
ing neural network, and as such will naturally have limitations.
So far, the model has been presented with orthogonal, non-
overlapping “toy” stimuli rather than the more distributed, spa-
tially overlapping stimuli found in the natural world. Whilst we
acknowledge that these highly idealized representations are some-
what lacking in ecological validity, they were employed in order
to isolate each learning mechanism in a precise and identifiable
way. Further work would benefit however from exploring these
learning mechanisms with more natural, spatially overlapping
stimuli.

A further limitation concerns the Trace learning mechanism.
By lengthening the time constant of the feed-forward synaptic
conductances, τEE, the excitatory activity reaching the output
neurons decays more slowly and results in much higher firing
rates in the output neurons (approximately 200 spikes/s) than
in the CT simulations (approximately 50 spikes/s). While these
rates are still within the realms of biological plausibility, they are
towards the edge of it and so the conclusions would be on firmer
ground through exploring additional mechanisms to reduce these
high firing rates.

4.1. FUTURE DIRECTIONS
In understanding the dynamics of learning transformation-
invariant representations in spiking neural networks, we have
only demonstrated translation invariance so far. A natural

extension to this body of work would therefore be to investigate
this learning process with with other kinds of transforms com-
monly found in natural visual scenes and investigated in rate-
coded models including, for example, rotations (Stringer et al.,
2006), occlusions (Stringer and Rolls, 2000) and changes in scale
(Wallis and Rolls, 1997). This would provide a more general
understanding of the variations in the problems of visual object
recognition that the visual system must overcome.

Furthermore, the use of realistic 3D shapes and faces will
also allow the model to be more directly compared to psy-
chophysical data, both in terms of the effects on representa-
tions formed from exposure to realistic images (Simoncelli, 2003;
David et al., 2004; Felsen and Dan, 2005; Felsen et al., 2005)
and testing if invariance learning may be achieved at natural
speeds of transformation (e.g., rotation). Neuronal parameters
such as the synaptic time constants (e.g., τEE) and the learning
time constants (τC and τD) may be crucial to invariance learn-
ing with realistic stimuli. Exploring the interaction between the
speed of transformation of objects and the parameters of the
model should lead to concrete predictions which may be tested
against neurophysiological data. For example this may reveal an
upper-threshold of stimulus movement speed which still allows
transformation-invariant representations to form, or even that
our visual systems typically use a number of static views to learn
invariance.

Natural stimuli will also test the model’s ability to learn
transformation-invariant representations with effectively dis-
tributed, overlapping representations rather than the orthogonal
non-overlapping representations employed so far. This would
mean that the network could no longer appear to solve the
problem through learning about retinal location.

In addition to enhancing the ecological validity of the
stimuli and their presentation paradigm, the model itself
could be modified to incorporate additional features found
in its biological counterpart including lateral excitatory con-
nectivity, cell firing-rate adaptation and multiple layers of
feed-forward weights, some or all of which may prove to be
necessary for solving the more complex invariance learning prob-
lems, for instance, with natural scenes composed of multiple
objects.

5. CONCLUSION
In the work presented here, we have demonstrated how a spiking
neural network may exhibit two very different modes of invari-
ance learning, which share the characteristic properties of their
rate-coded counterparts. This was achieved in a single model by
changing, (most notably), the time constant of the feed-forward
synaptic conductances and the properties of the stimulus sets.
Through developing more biologically accurate spiking models in
this way, we may build upon incites from previous work to more
fully understand the detailed mechanisms of visual invariance
learning in the brain.
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This paper investigates how a neural network model of the ventral visual pathway, VisNet,
can form separate view invariant representations of a number of objects seen rotating
together. In particular, in the current work one of the rotating objects is always partially
occluded by the other objects present during training. A key challenge for the model
is to link together the separate partial views of the occluded object into a single view
invariant representation of that object. We show how this can be achieved by Continuous
Transformation (CT) learning, which relies on spatial similarity between successive views
of each object. After training, the network had developed cells in the output layer which
had learned to respond invariantly to particular objects over most or all views, with each
cell responding to only one object. All objects, including the partially occluded object, were
individually represented by a unique subset of output cells.

Keywords: object recognition, continuous transformation, occlusion, inferior temporal cortex

1. INTRODUCTION
It is important to understand how invariant representations
of individual objects are built in the primate visual system
even when multiple objects are present in natural scenes.
Neurophysiological research has provided substantial evidence
showing that over successive stages, the visual system develops
neurons that respond with view, size, and position (translation)
invariance to objects or faces (Desimone, 1991; Tanaka et al.,
1991; Rolls, 1992, 2000; Perrett and Oram, 1993; Rolls and Deco,
2002). For example, it has been shown that the inferior temporal
visual cortex has neurons that respond to faces and objects with
translation (Kobatake and Tanaka, 1994; Tovee et al., 1994; Ito
et al., 1998; Op De Beeck and Vogels, 2000), and view (Hasselmo
et al., 1989; Booth and Rolls, 1998) invariance.

The “biased competition hypothesis” of attention suggested
that feedback connections are necessary to build separate repre-
sentations of individual objects in a complex scene by providing
the mechanism for attentional selection (Rolls and Deco, 2002).
However, it has been shown that this separation can be achieved
without the need for an attentional mechanism using purely feed-
forward connectivity in a hierarchical neural network model of
the ventral visual pathway, VisNet (Stringer et al., 2007). The
statistical properties of the input stimuli play a crucial role,
whereby the features within individual objects occur more fre-
quently together than the features between different objects. As
such, although the role of feedback connections is an important
area for future research, they will not be implemented in the
present study.

Stringer and Rolls (2000) showed that a hierarchical neural
network model of the ventral visual pathway, VisNet, could recog-
nize objects presented against natural cluttered scenes, providing
the model had been previously trained with each object presented
individually transforming against a blank background. However,
the network failed to learn to recognize individual objects if the

objects were presented against a natural cluttered background
during training.

Recent studies by Stringer and Rolls (2008) and Stringer et al.
(2007) have shown how VisNet may cope with complex scenes
during training, and learn invariant representations of individ-
ual objects even when no single object is seen in isolation. These
modeling studies used the statistics of the natural environment
where features within an object occur together more frequently
than features between different objects. Specifically, VisNet could
learn invariant representations of individual objects if differ-
ent combinations of transforming objects were seen at different
times.

However, a further challenge is to explain how invariant repre-
sentations can be learned when the objects are partially occluded
by one another during learning. Stringer et al. (2007) proposed
that Continuous Transformation (CT) learning (Stringer et al.,
2006) combined with the statistical independence of objects pre-
sented in different combinations might allow the network to
solve this problem. Specifically, consider presenting a number
of objects to the network in different subset combinations, but
where one of the objects is always partially occluded by whichever
objects it is currently shown with. The hypothesis is that the net-
work will simultaneously form separate representations of all of
the different objects, where an invariant representation of the
partially occluded object is formed by linking together the dif-
ferent partial views through CT learning. However, Stringer et al.
(2007) provided no simulation evidence that this could work. In
this paper we demonstrate for the first time this process operating
with simulated three dimensional rotating objects. It is important
to investigate this issue because objects in the natural environ-
ment will often overlap. This task is more difficult than simply
forming separate representations of different objects because, in
order for the network to build a complete invariant representation
of the partially occluded object, the network has to link together
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the different partial views of the object as well as separate these
partial views from the other objects present.

In the simulations described below, we show how VisNet can
form separate view invariant representations of individual objects
seen rotating together, where one of the rotating objects is always
partially occluded by the other objects present during training.
The network develops cells in the output layer which have learned
to respond invariantly to particular objects over most or all views,
with each cell responding to only one object. All objects, includ-
ing the partially occluded object, are individually represented in
this way by a unique subset of output cells. This learning pro-
cess relies on the statistical independence of the objects that are
shown in different combinations, as well as an invariance learning
mechanism known as CT learning that is described next.

2. MATERIALS AND METHODS
2.1. CONTINUOUS TRANSFORMATION LEARNING
A leading computational theory of how the ventral visual pathway
in the brain may develop neurons that respond to objects with
transform (e.g., view or location) invariance is CT learning. CT
learning uses an associative (Hebbian) synaptic modification rule
(Stringer et al., 2006) that can exploit the image similarity across
successive transforms (e.g., views) of a continuously transforming
object in order to develop output neurons which respond to the
object over all transforms. Because CT learning is based on the
standard Hebbian learning rule, it is biologically plausible.

An idealized version of the CT learning process outlining the
theoretical principle is illustrated in Figure 1 and operates as fol-
lows. The network shown has an input layer where stimuli are
presented, and an output layer where transform invariant repre-
sentations develop through learning. The output layer operates
as a competitive network, where individual cells send inhibitory
projections to the other cells in this layer (not shown in Figure 1),
and thereby compete with each other. Initially, the weights of
the feedforward synaptic connections are set to random values.
Then, during learning, a stimulus is initially presented in posi-
tion 1 (shown in Figure 1A) and is represented by three active
neurons in the input layer (neurons 1, 2, and 3). Activity propa-
gates through the random feedforward connections to the output
layer, where one of the neurons, say neuron 8, wins the compe-
tition. The simultaneous activation of neurons in the input and
output layers causes the synaptic connections between them to
become strengthened according to a Hebbian learning rule

δwij = αyixj (1)

where δwij is the increment in the synaptic weight wij, yi is the fir-
ing rate of the post-synaptic neuron i, xj is the firing rate of the
pre-synaptic neuron j, and α is the learning rate. To restrict and
limit the growth of each neuron’s synaptic weight vector, wi for
the ith neuron, its length is normalized at the end of each timestep
during training as is usual in competitive learning (Hertz et al.,
1991). This is necessary to ensure that one or a few neurons do
not always win the competition. If there was no normalization
of synaptic weights during a simple Hebbian learning procedure,
just a few neurons may eventually learn to respond strongly to
nearly all of the input patterns. Neurophysiological evidence for
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FIGURE 1 | An illustration of how CT learning functions in a

feed-forward one-layer network. Activation of overlapping neurons during
the transformation of the object from position to position leads to the
activation of the same neuron in the output layer. Connections are
strengthened according to a Hebbian learning rule after each presentation
of the stimulus.

synaptic weight normalization is provided by Royer and Pare
(2003).

As the stimulus moves from position 1 to position 2 (shown in
Figure 1B), it causes activation in the input layer to also move
along one neuron at a time. Therefore, when the stimulus is
in position 2, it causes neurons 2, 3, and 4 to become active.
The overlap in the input space allows two neurons in the input
layer to remain active (neurons 2 and 3) during both transfor-
mations. The activation of the same neurons in the input layer
causes the same neuron in the output layer (neuron 8) to become
active again because the connections have already been strength-
ened when the stimulus was in position 1. The simultaneous
activation of the output neuron, with input neurons 2, 3, and
the additional input neuron 4 causes their synaptic connections
to become strengthened according to the Hebbian leaning rule.
Therefore, the activation of neuron 8 will now become associated
with the activation of neurons 2, 3, and 4. As the stimulus contin-
ues to move from one position to the next, the process repeats
itself and the same neuron in the output layer remains acti-
vated. This output neuron becomes a position invariant neuron.
A more comprehensive description of CT learning and simulation
results in the context of invariant object recognition is provided
by Stringer et al. (2006) and Perry et al. (2006).
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2.2. LEARNED OBJECT SELECTIVITY
CT learning develops transform invariant representations that are
object-specific. That is, as long as each object is not always pre-
sented together with another particular object transforming in
lock-step during training, individual neurons typically learn to
respond to one object only (Stringer et al., 2006). Consider an
object rotating at a particular retinal location during training.
Successive views of the object are represented by the outputs of the
oriented input filters representing V1 simple cells as described in
Equation 2. CT learning utilizes Hebbian competitive learning. At
each presentation of a view of an object during training, activity is
propagated up through successive neuronal layers in the network.
Within each layer, a small subset of neurons wins the competition.

The feedforward synaptic connections from the input filters
to the first layer of neurons are modified according to a Hebbian
learning rule (Equation 1). This learning rule strengthens only the
synaptic connections from those V1 filters that are activated by
the particular visual form of the object view currently presented.
The weight vector of each of the first layer neurons gradually
shifts during learning to point in the same direction as the V1
input pattern(s) that it is learning to respond to. Since each first
layer neuron computes its activation (Equation 3) according to
the dot product of its weight vector and the current input pattern
from the V1 input layer, after training each neuron will respond
in proportion to the similarity between the current input pattern
and the input pattern(s) the neuron learned to respond to during
training. That is, each neuron will respond maximally to the input
pattern that it has learned to respond to during training, and
generalize to other input patterns depending on their similarity
(Hertz et al., 1991).

The competitive Hebbian learning rule operates in a similar
manner for the feedforward connections between all of the later
layers of the network. This ensures that a subset of neurons in
layer 1 and all successive layers learn to respond to the pattern of
visual features present in the current view of the trained object.
This means that the subset of output neurons in the higher layers
of VisNet learn to respond to the visual form of the current view
of the trained object and not its retinal location.

If output neurons simply learned to respond to retinal
location, then the feedforward connections would need to be
strengthened from all of the V1 filter inputs in a particular loca-
tion regardless of the visual form of the objects. But this cannot
occur because the Hebbian learning rule ensures that only the
synaptic connections coming from those V1 input filters actu-
ally activated by the particular visual form of the object can be
strengthened.

As described above in the Materials and Methods section on
CT learning, the Hebbian learning rule is able to learn to associate
different views of the object onto the same active output neurons
as long as the different object images presented during training
cover a space of smoothly changing views. Again, only those V1
input filters that were activated by the different object views can
become associated with the active subset of neurons in the higher
layers. So, even after many stimulus views have been presented,
the neurons in the later layers of the network cannot learn to
respond to all of the V1 filters in a particular retinal location.
Thus, after training, the output neurons become object-specific.

The output neurons will respond maximally to different views of
the particular object that has been learned.

If another different untrained object is presented in the same
retinal location as the first trained object, then there will be a
rather different pattern of V1 input filters activated. However, as
discussed above, the output of each of the neurons in the network
reflects the similarity between the input pattern in the previous
layer that it learned to respond to during training and the cur-
rently tested input pattern. This means that the neurons in the
higher layers that have been previously trained to respond to the
first object will respond to the second untrained object in pro-
portion to the degree of visual similarity between the two objects.
Therefore, due to the properties of Hebbian competitive learning,
the neurons through the higher layers of the network must learn
to respond the visual forms of objects rather than locations.

However, there is a potential conflict between the need to
develop representations that are object-specific and the need to
develop transform invariant representations within each object.
In principle, if two different objects have similar transforms, then
the CT learning mechanism may encourage output neurons to
learn to respond invariantly across both objects. This is a fun-
damental issue with CT learning, which we are continuing to
investigate. In simulation studies, we have found that increas-
ing the size of the VisNet architecture improves the ability of
the model to learn separate representations of similar faces for
example. It is also possible that combining CT learning with a
trace learning rule (Foldiak, 1991) could improve the ability of
the network to form separate invariant representations of dif-
ferent objects. Although, this has not been implemented in the
simulations reported here, which use only a standard Hebbian
learning rule.

2.3. MULTIPLE OBJECTS
How the brain can build invariant representations of individ-
ual objects even when multiple objects are present in a scene
is a very important question in natural vision. How the visual
system learns about individual objects rather than the combi-
nation of objects that make up the scene has only recently been
investigated successfully in a biologically realistic model (Stringer
et al., 2007; Stringer and Rolls, 2008). The features that make up
a given object occur together more frequently when presented
during training compared to the features that make up differ-
ent objects. Depending on how often a given object is presented
during training with another object, the frequency of how often
features between these two different objects occur together will
vary. However, the features that make up any individual object are
always presented with one another and are therefore completely
correlated.

It has been shown that a competitive network will operate use-
fully in this situation. The network will learn primarily to form
representations that reflect the high probability of co-occurrence
of features from one object and do not reflect the features of other
objects presented simultaneously during training if the object
being trained is seen much more frequently than it is presented
with any other object.

In order for a competitive network to build representations of
individual objects, there must be a statistical decoupling between
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the features that comprise each of the objects presented during
training. Providing that there are a sufficient number of objects
present during training, each object will be presented with many
other objects and therefore the features within the object will
appear together significantly more often than they are coupled
with features of any other object. It has been previously demon-
strated that this allows a competitive network to form transform
invariant representations of individual objects, rather than the
combinations of objects seen during training, by a mechanism
such as CT learning (Stringer and Rolls, 2008).

2.4. LEARNING TO RECOGNISE PARTIALLY OCCLUDED
TRANSFORMING OBJECTS

The major new problem addressed in this paper is how VisNet
can form separate view invariant representations of individual
objects seen rotating together, where one of the rotating objects
is always partially occluded by the other objects present during
training. To create view invariant representations of the occluded
object, the network will have to separate it from the occluding
objects and link together different partial views to create a rep-
resentation of the whole object. The potential solution described
by Stringer and Rolls (2008) for separating out individual objects
in a scene with multiple objects present will be used to sepa-
rate the occluded and the occluding objects. CT learning will be
used to link together the different transforms of each individual
object, including associating together the occluded and unoc-
cluded views. By training VisNet with multiple objects that par-
tially occlude one another, we show that our model of the ventral
visual stream is able to learn reliably in increasingly realistic visual
environments.

2.5. OBJECTS
Figure 2 shows the objects used to train the network. There
were N = 6 continuously rotating 3D objects on a gray back-
ground. Previous research (Stringer and Rolls, 2008) has shown
that N = 6 objects is sufficient to allow VisNet to develop

representations of individual objects when the network was
trained on object pairs. The objects were designed and created
using the 3D modeling tool Swift 3D 5.4. Ambient lighting with
a diffuse light source was added to allow different surfaces to
be shown with different intensities. Each object rotated in depth
around the vertical axis in 1◦ steps over 360◦. This step size was
chosen because past research (Stringer et al., 2006) has revealed
that it was sufficiently small for CT learning to operate. The 360
views of each object were then exported as 2D JPG images and
encapsulated as Adobe Shock Wave Files. The objects were then
aligned and organized using Adobe Flash CS4.

The stimulus set was comprized of five occluding objects
and one occluded object. During each training sequence, the
occluded object was shown rotating with one of the occlud-
ing objects. In all cases, each object would rotate about its own
vertical axis and, therefore, all axes were in parallel with one
another. The spatial arrangement of the objects is shown in
Figure 3. The occluding objects were presented in a pentagon for-
mation. The occluded object, the Jaimoid (irregular multifaceted
three dimensional object, Figure 4), was always presented in the
center of the pentagon.

Each of the occluding objects was placed at one of the five
points of the pentagon, partially overlapping the Jaimoid at the
center. The occluding objects were equidistant from the center
of the occluded object, therefore occluding it to the same extent.
The occluded object was always behind the occluding objects and
in the middle of the pentagon formation. This spatial forma-
tion was chosen because it was necessary to ensure that different
parts of the occluded object were covered by the five occluding
objects.

In our simulations the objects were rotating at the same
speeds. However, the correlations that would arise between cor-
responding view points of the objects are broken due to the fact
that objects are paired with different objects on different occa-
sions. This allows the network to form separate representations of
different objects in the output layer.

FIGURE 2 | The six objects used to train the network. The objects are
3D objects each shown from 360 different views. The effect of the ambient
lighting and single diffuse light source is illustrated. This allows different

surfaces to be shown with different intensities. Objects are split into two
groups; occluding objects are presented in the top row and the occluded
object is presented in the bottom row.
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2.6. THE VISNET MODEL
The model architecture (VisNet) implemented by Wallis et al.
(1993) and Wallis and Rolls (1997) that is used to investigate
the properties of CT learning in this paper is based on the fol-
lowing: (1) A series of hierarchical competitive networks with
local graded inhibition. (2) Convergent connections to each neu-
ron from a topologically corresponding region of the preceding
layer, leading to an increase in the receptive field size of neurons
through the visual processing areas. (3) Synaptic plasticity based
on a Hebb-like learning rule. Model simulations which incorpo-
rated these hypotheses with a modified associative learning rule
to incorporate a short term memory trace of previous neuronal
activity (Foldiak, 1991) were shown to be capable of producing
object-selective but translation and view invariant representa-
tions (Wallis and Rolls, 1997; Rolls and Milward, 2000; Rolls and
Stringer, 2001).

CT learning and trace learning are two biologically plausible
learning mechanisms that have been used to model invariance
learning in the visual system. Each may explain how neurons at
the end of the ventral visual pathway learn to respond to visual
stimuli with transform (e.g., position or view) invariance. With
CT learning (Stringer et al., 2006), a standard Hebb learning
rule is able to encourage output neurons to learn to respond
invariantly across different transforms of an object. CT learning

FIGURE 3 | The pentagon formation specifying the location of the

occluding and occluded objects. The occluded object, the Jaimoid, is
always presented in the centre of the pentagon. Each of the occluding
objects is placed at one of the five points of the pentagon, partially
overlapping the Jaimoid at the center. This ensures that the occluding
objects are equidistant from the center of the occluded object, helping to
maintain a comparable level of partial occlusion for the Jaimoid.

utilizes the spatial overlap or similarity between different trans-
forms of an object in order to produce invariant responses. In
contrast, the trace learning rule (Foldiak, 1991) incorporates a
memory trace of recent neuronal activity, which is able to exploit
the temporal continuity of the different transforms of an object
in order to produce invariant responses. The trace learning rule
assumes that in the natural visual world different transforms of
an object tend to occur close together in time. In this paper, we
will explore only the performance of the CT learning mechanism,
which relies on the simpler Hebb learning rule.

The CT learning principle in the model architecture (VisNet)
uses only spatial continuity in the input objects to drive the
Hebbian associative learning with no temporal trace. In principle,
the CT learning mechanism we describe could operate in vari-
ous forms of feedforward neural network, with different forms
of associative learning rule or different ways of implementing
competition between neurons within each layer.

The model consists of a hierarchical series of four layers of
competitive networks that are intended to model the hierarchy
of processing areas in the ventral visual stream, which include
V2, V4, the posterior inferior temporal cortex, and the ante-
rior inferior temporal cortex, as shown in Figure 5. The forward
connections to individual cells are derived from a topologically
corresponding region of the preceding layer, using a Gaussian
distribution of connection probabilities. These distributions are
defined by a radius which will contain approximately 67% of the
connections from the preceding layer. The values used are given
in Table 1.

Before the objects are presented to the network’s input layer
they are pre-processed by a set of input filters which accord with
the general tuning profiles of simple cells in V1. The filters pro-
vide a unique pattern of filter outputs for each transform of each
visual object, which is passed through to the first layer of VisNet.
The input filters used are computed by weighting the difference
of two Gaussians by a third orthogonal Gaussian according to the
following:
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FIGURE 4 | Five example frames selected from the 360 frame

testing image sequence of the Jaimoid rotating in depth around

the vertical axis through 360◦ in 1◦ steps. The selected frames

shown are for 0◦, 72◦, 144◦ , 218◦ , and 288◦. All five of the
occluding objects were also presented to the network in the
same manner.
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FIGURE 5 | Left: Stylised image of the 4 layer network developed by Wallis
et al. (1993) and Wallis and Rolls (1997). Convergence through the network is
designed to provide fourth layer neurons with information from across the

entire input retina. Right: Convergence in the visual system V1, visual cortex
area V1, TEO, posterior inferior temporal cortex; TE, inferior temporal
cortex (IT).

Table 1 | Network dimensions showing the number of connections

per neuron and the radius in the preceding layer from which 67% are

received.

Dimensions Number of connections Radius

Layer 4 32 × 32 100 12

Layer 3 32 × 32 100 9

Layer 2 32 × 32 100 6

Layer 1 32 × 32 272 6

Retina 128 × 128 × 32 − −

where f is the filter spatial frequency, θ is the filter orientation,
and ρ is the sign of the filter, i.e., ± 1. Individual filters are
tuned to spatial frequency (0.0625–0.5 cycles/pixel); orientation
(0◦–135◦ in steps of 45◦); and sign (±1). Example input filters
are shown in Figure 6. In previous studies, we have found that
four filter orientations θ is the minimal number needed to dis-
tinguish effectively between different visual objects presented to
the retina. The number of layer 1 connections to each spatial fre-
quency filter group is given in Table 2. Our model incorporates
four octaves of filter frequencies. There are more connections
from high frequency filters than low frequency filters. This enables
the high frequency filters to cover a similar region of the input
as the low frequency filters. Past neurophysiologcal research has
shown that models based on difference-of-Gaussians functions
are superior to those based on the Gabor function or the sec-
ond differential of a Gaussian. Although the DOG-based models
have more free parameters, they can account better for the vari-
ety of shapes of spatial contrast sensitivity functions observed in
cortical cells and, unlike other models, they provide a detailed
description of the organization of subregions of the receptive
field that is consistent with the physiological constraints imposed
by earlier stages in the visual pathway. (Hawken and Parker,
1987).

The activation hi of each neuron i in the network is set equal
to a linear sum of the inputs yj from afferent neurons j weighted
by the synaptic weights wij. That is,

hi =
∑

j

wijyj (3)

where yj is the firing rate of neuron j, and wij is the strength of the
synapse from neuron j to neuron i.

Within each layer, competition is graded rather than winner-
take-all, and is implemented in two stages. First, to implement
lateral inhibition, the activation h of neurons within a layer are
convolved with a spatial filter, I, where δ controls the contrast and
σ controls the width, and a and b index the distance away from
the center of the filter

Ia,b =
⎧⎨
⎩

−δe
− a2+b2

σ2 if a �= 0 or b �= 0,

1 − ∑
a �=0
b�=0

Ia,b if a = 0 and b = 0.
(4)

The lateral inhibition parameters are given in Table 3.
Next, contrast enhancement is applied by means of a sigmoid

activation function

y = f sigmoid(r) = 1

1 + e−2β(r−α)
(5)

where r is the activation (or firing rate) after lateral inhibition, y
is the firing rate after contrast enhancement, and α and β are the
sigmoid threshold and slope respectively. The parameters α and β

are constant within each layer, although α is adjusted to control
the sparseness a of the firing rates. The sparseness a of the firing
within a layer can be defined, by extending the binary notion of

Frontiers in Computational Neuroscience www.frontiersin.org July 2012 | Volume 6 | Article 48 | 168

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Tromans et al. View invariant recognition: partial occlusion

FIGURE 6 | The filter sampling paradigm. Images are first filtered by a
difference of Gaussian filter of the appropriate orientation, sign, and
frequency. Each square represents the retinal image after filtering and the
circles represent the consistent retinotopic coordinates used to provide input

to a layer one cell. The orientation tuning, left to right, increases from 0◦ in
steps of 45◦, with segregated pairs of positive (P) and negative (N) filter
responses. The filters double in spatial frequency toward the reader. For
further details, see Rolls and Deco (2002).

Table 2 | Layer 1 connectivity.

Frequency 0.5 0.25 0.125 0.0625

Number of connections 201 50 13 8

The numbers of connections from each spatial frequency set of filters are

shown. The spatial frequency is in cycles per pixel.

Table 3 | Lateral inhibition parameters.

Layer 1 2 3 4

Radius, σ 1.38 2.7 4.0 6.0

Contrast, δ 1.5 1.5 1.6 1.4

the proportion of neurons that are firing, as

a =

(
N∑

i=1
yi/N

)2

N∑
i=1

y2
i /N

(6)

where yi is the firing rate of the ith neuron in the set of N neurons
(Rolls and Treves, 1990, 1998). For the simplified case of neurons
with binarized firing rates = 0/1, the sparseness is the proportion
∈ [0, 1] of neurons that are active. To set the sparseness to, say,
5% in VisNet simulations, the threshold α is set to the value of the
95th percentile point of the activations within the layer.

The parameters for the sigmoid activation function are shown
in Table 4. These fall squarely within the standard VisNet sigmoid
parameter values which have been previously optimised to pro-
vide reliable and robust performance (Stringer et al., 2006, 2007;
Stringer and Rolls, 2008).

Table 4 | Sigmoid parameters.

Layer 1 2 3 4

Percentile 95 95 88 91

Slope β 190 40 75 26

2.7. TRAINING PROCEDURE
The lateral inhibition and contrast enhancement stages of the
VisNet model aim to simulate the function of inhibitory interneu-
rons. In the brain, inhibitory interneurons effect direct compe-
tition between nearby excitatory cells within each layer of the
ventral visual pathway. The way in which contrast enhancement is
currently implemented in VisNet allows us to control the sparse-
ness of firing rates within each layer. This is a useful aspect of
the model, which allows us to explore the effects of sparseness
on network performance. Although, it should be noted that the
current contrast enhancement mechanism is not as realistic as
implementing local inhibitory neurons explicitly because it is a
global operation across each entire layer.

The occluded object, the Jaimoid, paired with each of the five
surrounding occluding objects, is presented to VisNet with both
objects rotating over 360◦ (Figure 7). Each full revolution over
360◦ of the pair is followed by the occluded object paired with
a different occluding object in a different location around the
pentagon formation. This process is repeated until the occluded
object is paired with all five occluding objects. The rotating
objects are presented as follows: cone, position 1; cube, position 2;
cylinder, position 3; star, position 4; dodecahedron, position 5;
Jaimoid, centrally, at position 6 (Figures 8 and 9).

In addition, all possible pairings of the five occluding objects
are then presented in a similar fashion rotating over 360◦. This
helped VisNet to learn separate representations of the objects by
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FIGURE 7 | Five example frames selected from the 360 frame training

image sequence of the Jaimoid and the Cone rotating through 360◦ in

1◦ steps. The selected frames shown are for 0◦, 72◦, 144◦ , 218◦, and 288◦.

The Jaimoid is also occluded by the four other occluding objects in separate
image sequences. Therefore, in total, there are five image sequences used
during training, each containing 360 frames.

FIGURE 8 | Five example frames of the Jaimoid occluded

by all five occluding objects in their five corresponding positions.

The occluding objects are arranged around the pentagon formation
so that they are equidistant from the center of the Jaimoid. The rotating

objects used during training are presented in the same locations:
cone, position 1; cube, position 2; cylinder, position 3; star,
position 4; dodecahedron, position 5; Jaimoid,
position 6.

FIGURE 9 | Five example frames of two occluding stimuli (cylinder and star) rotating together, demostrating the typical overlap between the

occluding objects.

using the statistics of the natural environment where the features
within an object occur together more frequently than features
between different objects (Stringer and Rolls, 2008). It should be
noted that adjacent pairs of occluding objects would also some-
times overlap during training, leading to one occluding object
being partially occluded by another occluding object.

At each image presentation, the activation of individual neu-
rons within a layer is calculated, then their firing rates are cal-
culated, and the feedforward synaptic weights between layers wij

are updated according to Equation 1. This process is repeated
for each layer in turn for all 4 layers of the VisNet model. One
training epoch consists of the occluded object paired with all

five occluding objects across all 360 transforms followed by all
possible pairings of the occluding objects rotating over all 360◦.

In this manner, the network is trained one layer at a time start-
ing with layer 1 and finishing with layer 4. Fifty training epochs
were used for layers 1–4. The learning rate for layers 1–4 were
0.109, 0.1, 0.1, and 0.1, respectively.

Due to high computational expense, the Jamoid was the only
object that was partially occluded by its neighbours in the simula-
tions described below. However, the underlying theory described
above predicts that similar effects would be found if the simula-
tions were repeated with more objects partially occluded by each
other during training.
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2.8. TESTING PROCEDURE
During testing, the synaptic weights within the model are fixed
and cannot be altered. Firstly, in order to test whether VisNet had
built an invariant representation of the central partially occluded
object, the occluded object was presented individually, rotating
around the vertical axis over 360◦ (Figure 4). The surrounding
five occluding objects were also presented in isolation in a similar
fashion to verify that VisNet had build invariant representations
of these objects too. The neuronal outputs of the network were
then recorded during the testing presentations of each view of
each object.

Secondly, VisNet was also tested with six novel objects rotating
over 360◦ in 1◦ steps. This test demonstrates whether Visnet has
learned to respond to the specific objects presented during train-
ing or whether VisNet has learned to respond selectively to only
the location where these objects were presented.

Finally, VisNet was also tested with the different partial views
of the occluded object as presented in Figure 10 and exempli-
fied in Figure 11. As the different object pairs rotate together
over 360◦, parts of the partially occluded object are not visible.
By testing VisNet with the partial views that were not visi-
ble during training it is possible to establish whether VisNet
is able to bind together the partially occluded views of the
occluded object into one holistic invariant representation. This

test is important because it shows that VisNet does not need
to rely on a key component of the training stimuli in order to
recognise it.

The network’s ability to recognise which object is shown dur-
ing testing is assessed using two information theoretic measures:
single and multiple cell information. Full details on the applica-
tion of these measures to VisNet are given by Stringer et al. (2006).
These measures reflect the extent to which cells respond invari-
antly to an object over a number of different views (transforms),
but respond differently to different objects. The single cell infor-
mation measure is applied to individual cells in layer 4 of the
VisNet model, and measures how much information is available
from the response of a single cell about the stimlus that was pre-
sented. The single cell information measure for each cell shows
the maximum amount of information that the cell conveys about
any one object. This is computed using the following formula
with details provided by Rolls et al. (1997) and Rolls and Milward
(2000). The object-specific information I(s, R) is the amount of
information the set of responses R has about a specific object s,
and is given by

I(s, R) =
∑
r∈R

P(r|s) log2
P(r|s)
P(r)

, (7)

FIGURE 10 | Mutual overlap: Areas of mutual overlap between the

occluding and occluded objects during one example frame of rotation.

As the two objects rotate together in lock-step, the area of mutual overlap
creates a partial view of the occluded object: (A) Shows the cone and Jaimoid;

(B) Cube and Jaimoid; (C) Cylinder and Jaimoid; (D) Star and Jaimoid; (E)

Dodecahedron and Jaimoid. Each pair is presented alongside the partial view
it creates. VisNet must learn to associate together all of the different partial
views of the occluded object to build an exclusively invariant representation.
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FIGURE 11 | Star and Jaimoid mutual overlap: Five example

frames of the star and Jaimoid as they rotate together in lock-step.

As in Figure 10, the area of mutual overlap creates a partial view

of the Jaimoid. This is shown in this specific example where the
star and Jaimoid are presented over five equally spaced viewing
angles.

where r is an individual response from the set of responses R.
However, the single cell information measure cannot give a com-
plete assessment of VisNet’s performance with respect to invariant
object recognition. If the amount of information provided by a
single cell is not sufficient to differentiate between which objects
are present during testing, the network may have failed to learn,
or a distributed representation may have formed that needs infor-
mation from a population of neurons to encode which object
is present. Furthermore, if all output cells learned to respond
to the same object then there would in fact be relatively little
information available about the set of objects S, and single cell
information measures alone would not reveal this. To address
these issues, we also calculate a multiple cell information mea-
sure, which assesses the amount of information that is available
about the whole set of objects from a population of neurons.

Procedures for calculating the multiple cell information mea-
sure are described in detail by Rolls et al. (1997) and Rolls and
Milward (2000). From a single presentation of an object, we
calculate the average amount of information obtained from the
responses of all the cells regarding which object is shown. This
is achieved through a decoding procedure that estimates which
object s′ gives rise to the particular firing rate response vector on
each trial. A probability table of the real objects s and the decoded
objects s′ is then constructed. From this probability table, the
mutual information is calculated as

I(S, S′) =
∑
s,s′

P(s, s′) log2
P(s, s′)

P(s)P(s′)
. (8)

Multiple cell information values are calculated for the subset of
cells which, according to the single cell analysis, have the most
information about which object is shown. In particular, the mul-
tiple cell information is calculated from the first five cells for each
object that had the most single cell information about that object.
This results in a population of 30 cells given that there were six
objects. Previous research (Stringer and Rolls, 2000) found this to

be a sufficiently large subset to demonstrate that invariant repre-
sentations of each object presented during testing were formed,
and that each object could be uniquely identified.

3. RESULTS
3.1. ANALYSIS OF INDIVIDUALLY ROTATING OBJECTS
After the network had been trained on pairings of the occluded
and five occluding objects, we tested whether the network had
built transform invariant representations of the objects through
a CT learning effect. By presenting the rotating objects individ-
ually (Figure 4) to the network we were able to record the cell
response properties of the neurons in the fourth layer of VisNet
for each of the objects. A large number of individual experiments
were performed across different parameters and random seeds to
ensure the consistency and validity of the results. However, the
results presented are all collected as part of the same individual
experiment.

Populations of cells that responded invariantly to the individ-
ual objects were found. These cells responded to only one object
and to no views of any of the other objects. Figures 12A,B show
the cell response plots for cell (4, 17), selected at random, as
each object is rotated through 360◦ in 1◦ steps. Figure 12A shows
the responses of the cell before training and Figure 12B shows
the cell responses after training. The six response plots of cell
(4, 17) before training show that the cell responds at random to
the six objects. After training, the cell has learned to respond to
the central occluded object, the Jaimoid, invariantly and does not
respond to any view of any of the other objects.

Figures 13A,B show the cell response plots for cell (19, 1)
before and after training, respectively. Before training, the
cell responds to the objects randomly. After training this cell
has learned to respond invariantly to all 360 views of the
Dodecahedron, which was one of the occluding objects, and
to no views of any other objects. Furthermore, although not
shown here, other output cells learned to respond in a selec-
tive and invariant manner to each of the other occluding objects.
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FIGURE 12 | The firing rate responses of cell (4, 17) in the 4th (output)

layer of VisNet to the central occluded object (Jaimoid) and the five

surrounding occluding objects as they rotated through 360◦ in 1◦ steps

before and after training. Before training, it can be seen that the cell

responds randomly to different views of different objects. After training,
it can be seen that the cell’s response pattern has changed. This cell
responds to all the views of Jaimoid, and to none of the views of
the other objects.

Thus, all of the objects were represented individually. When dif-
ferent sparseness values throughout the layers were investigated,
results were found to be robust. As the sparseness was gradually
increased, a more distributed representation began to form with
fewer exclusive cells whereby each cell began to respond to more
than one object. In this situation, object identity is still encoded
but over a population of cells.

3.2. ANALYSIS OF CELL FIRING PROPERTIES IN EARLIER LAYERS
The analyses described above were applied to the output (fourth)
layer of the network. Cells in the output layer receive informa-
tion through the feedforward synaptic connections from across
the entire input retina. However, cells in the earlier layers receive
more localized input from the retina due to the topographical
feedforward connectivity present within the model. Therefore, we
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FIGURE 13 | The firing rate responses of cell (19, 1) in the fourth (output)

layer of VisNet to the central occluded object (Jaimoid) and the five

surrounding occluding objects as they rotated through 360◦ in 1◦ steps

before and after training. Before training it can be seen that the cell

responds randomly to different views of different objects. After training it can
be seen that the cell’s response pattern has changed. This cell has become
an exclusive invariant cell for the Dodecahedron. It responds invariantly to all
360 views of the Dodecahedron and to no views of any other object.

carried out additional analyses of the cell response properties in
the earlier layers after training.

Response plots for cells that have learned to respond to the
Jaimoid are presented for each of the four layers in Figure 14. It
was found that the responses of cells in layer 3 of the network

were similar to those in the output (fourth) layer. That is, cells in
layer 3 were both object-selective (responding exclusively to their
preferred object) and highly transform (view) invariant. In layer 2
of the network, cells were object-selective but showed more mod-
est levels of transform invariance due to the limited convergence
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FIGURE 14 | Example Jaimoid response plots for all four layers.

A prototypical example cell is presented for each of the 4 layers within the
VisNet model. For each cell, its response plot is presented with respect to
the example object, the Jaimoid. It can be seen that a typical layer 3 cell is
highly transform invariant while a layer 2 cell shows more modest levels of

view invariance. Layer 1 cells demonstrate very little view invariance and
responded to a very narrow set of views. In all cases, these cells responded
exclusively to their preferred object, in this case the Jaimoid, and did not
learn to respond to any views of any of the other objects. Comparable
responses exist for all six of the objects presented during training.

of feedforward connections from the retina. Individual layer 1
cells receive projections from a very limited region of the retina.
These cells were object-selective but provided very low levels of
transform invariance. Stringer and Rolls (2008) have shown that
a one-layer network with full feedforward connectivity can learn
output representations that are object-selective and completely
transform invariant, even when trained on pairs of objects simul-
taneously. Although, these authors did not look at the case of
realistic visual objects that are partially occluding during training.

3.3. ANALYSIS OF PARTIAL VIEW RESPONSE
To better understand how the network has learned to represent
the partially occluded object, the different fragmented partial
views of the occluded object that were obscured at different times
during training were presented separately to the model during
testing for all 360 views. This is a fundamental test to ensure that
output neurones have learned to respond to the fragmented parts
of the partially occluded object. A similar but easier test would
have been to only present the two different halves of the Jaimoid
to the network for testing. By presented the smaller fragmented
views, it may shown that VisNet has successfully learned to bind

these partial views together form a complete invariant represen-
tation of the Jaimoid. This test is necessary to show that output
neurons do not just relying on a key-marker or partial view of the
Jaimoid in order to recognise it.

Figure 15 shows that neurons in the output layer of the VisNet
model were able to successfully bind together all of the different
partial views into a holistic invariant representation. Specifically,
the exact same output neurons (e.g., cell 4, 17) that responded
invariantly when presented with the complete Jaimoid (e.g.,
Figure 12) were also activated in an identical manner when pre-
sented with the various partial views. Each and every partial view
caused the same output neurons to respond invariantly as if the
whole object had been presented in its entirety.

This important novel result shows that a feedforward hierar-
chical model of the ventral visual system such as VisNet does
not need to rely on particular parts, or key-markers, of an object
in order to recognize it. Furthermore, it shows that such a bio-
logically inspired network is able to not only build invariant
representation of individual objects despite the fact that pairs of
objects were presented during training, but it also shows that such
a network can solve a far more complex problem, that is, building

Frontiers in Computational Neuroscience www.frontiersin.org July 2012 | Volume 6 | Article 48 | 175

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Tromans et al. View invariant recognition: partial occlusion

60 120 180 240 300 360

0

0.2

0.4

0.6

0.8

1

View Angle (deg)

F
iri

ng
 R

at
e

Partial View: Cone and Jaimoid

60 120 180 240 300 360

0

0.2

0.4

0.6

0.8

1

View Angle (deg)

F
iri

ng
 R

at
e

Partial View: Cylinder and Jaimoid

60 120 180 240 300 360

0

0.2

0.4

0.6

0.8

1

View Angle (deg)

F
iri

ng
 R

at
e

Partial View: Cube and Jaimoid

60 120 180 240 300 360

0

0.2

0.4

0.6

0.8

1

View Angle (deg)

F
iri

ng
 R

at
e

Partial View: Star and Jaimoid

60 120 180 240 300 360

0

0.2

0.4

0.6

0.8

1

View Angle (deg)

F
iri

ng
 R

at
e

Partial View: Dodecahedron and Jaimoid

FIGURE 15 | Partial view response plots for cell 4, 17. Cell response
plots are presented after testing the network with the fragmented
partial views of the Jaimoid, as exemplified in Figure 10. It can be seen
that the example cell 4, 17 that responded invariantly to the complete view of
the Jaimoid also responds in an identical manner to the different

fragmented partial views of the Jaimoid. Cell 4, 17 has learned to bind
together these different partial views into a holistic representation and
responds equally well to all of them, thus proving that this cell does
not rely on a specific partial view or key-marker in order to recognize
the Jaimoid.

invariant representations in a multi-object environment even
when the different objects are partially occluding one another, as
is often the case in the real world.

3.4. LOCATION VERSUS OBJECT SELECTIVITY
An important question is whether the output cells learned to
respond to the visual form of the objects or merely to the reti-
nal locations. In order to minimize the possibility that the output
cells had learned to respond to the locations, the objects were
presented to the network in overlapping locations as shown in
Figure 8. Even with the objects presented in highly overlapping
locations, the output cells learned to respond to the objects them-
selves, and to no views of any of the other partially overlapping
objects.

The network was also tested with six novel objects, such as a
pyramid, rotating over 360◦ in 1◦ steps. These objects are novel
in the sense that the network was not trained with them and
was only exposed to them for testing. The novel objects were
presented in the same locations as the original occluding and
occluded objects. If the network had learnt to respond to the
individual trained objects rather than the locations, then the
responses of the output cells to the novel objects should be less
clearly tuned than to the trained objects. That is, the cells should
not respond so uniformly (invariantly) over the different views of

any particular novel object, and the cell responses should not be
selective to individual novel objects. Figures 16 and 17 show cell
response plots for cell (4, 17) and (19, 1) after testing the network
with the novel objects. To reiterate, when tested with the original
set of objects, cell (4, 17) responds invariantly to the Jaimoid, and
to none of the views of the other objects (Figure 12B). However,
when the network is tested on six novel objects presented in the
same locations as the trained set of objects, the cell responds
very poorly to small portions of view of a number of objects.
Similarly, when tested with the original set of objects, cell (19, 1)
responds invariantly to all 360 views of the Dodecahedron and to
no views of any other object (Figure 13B). When tested on the six
novel objects presented in the same locations as the trained set
of objects, the cell responds very poorly to small portions of view
of a number of objects. These results help demonstrate that the
network has learnt to respond to the trained objects in particular,
and not just to their locations.

3.5. INFORMATION ANALYSIS
Single cell information analysis was conducted to confirm
whether the network had developed cells that responded invari-
antly to their preferred object (Figure 18). The unbroken line
represents the results obtained after presenting the six original
trained objects to a network after training on the 360 views of
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FIGURE 16 | The firing rate responses of cell (4, 17) in the fourth (output)

layer of VisNet to six new objects that the network was not trained on,

as they rotated through 360◦ in 1◦ steps after training. It can be seen that
the cell’s response pattern has changed compared to its response pattern to
the six objects that the network was trained on (the occluded and the five
occluding objects; Figure 12B). Whereas when tested with the set of objects

that the network was trained on, the cell responds to at least 80% of the
views of Jaimoid, and to none of the views of the other objects. When the
network is tested on six novel objects presented in the same locations as the
trained set of objects, the cell responds very poorly to small portions of view
of a number of objects. This shows that the network has learnt to respond to
the trained objects in particular, and not just to their locations.

all possible object pairs. The dashed line represents the results
obtained after presenting six novel objects rotating in the same
positions as the six original trained objects. The dotted line rep-
resents the results after presenting the six original objects to a
random untrained network. Single cell information measures for
the fourth layer neurons ranked in order of their invariance to
the objects are shown. It can be seen that training the network
on the object pairs has lead to many of the fourth layer neurons
attaining the maximal level of single cell information of 2.58 bits
for the trained objects. These neurons have learned to respond
to all of the views of their preferred object. However, when the
network, which had been trained on the six orginal objects, was
tested with novel objects, no cells reached the maximum level of
information. This reflected the fact that the output cells of the
trained network were not able to respond to the novel objects in a
view-invariant or object-selective manner, as shown in Figures 16
and 17. These results thus further demonstrate that when the net-
work was trained on the six orginal objects, the output cells had
learned to respond selectively to the trained objects and not the
untrained objects. This in turn confirms that the network learned

to respond to the visual forms of the trained objects rather than
their retinal locations.

However, it is unclear whether all of the six objects are indi-
vidually represented by a unique subset of invariant output cells.
Indeed, it is possible that these cells are responding to the same
object and are, therefore, unable to provide information regard-
ing which object is present. To ensure that there are cells that
respond preferentially to each of the six objects multiple cell
information analysis was performed.

Figure 19 shows the multiple cell information analysis
obtained when VisNet was tested with the six individual objects
rotating through 360◦ in 1◦ steps. Multiple cell information anal-
ysis results are also plotted for six novel objects that the network
was not previously trained on. These novel objects were rotating
in the same positions as the six objects on which the network was
originally trained. Results are presented having tested the trained
network with the original set of objects (unbroken line), after test-
ing the trained network with the novel set of objects (dashed line)
and with a random untrained network (dotted line). After the
network was trained and tested with the original set of objects,
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FIGURE 17 | The firing rate responses of cell (19, 1) in the fourth (output)

layer of VisNet to six new objects that the network was not trained on,

as they rotated through 360◦ in 1◦ steps after training. It can be seen that
the cell’s response pattern has changed compared to its response pattern to
the six objects that the network was trained on (the occluded and the five
occluding objects; Figure 13B). Whereas when tested with the set of objects

that the network was trained on, the cell responds invariantly to all 360 views
of the Dodecahedron and to no views of any other object. When tested on
the six novel objects presented in the same locations as the trained set of
objects, the cell responds very poorly to small portions of view of a number
of objects. This shows that the network has learnt to respond to the trained
objects in particular and not just to their locations.

over 2.5 bits of information was reached (substantially higher
than 1.1 bits reached by the untrained network or 1.7 bits reached
by the trained network that was tested on the novel set of objects)
suggesting that the single cell information results included cells
that preferentially responded to all six objects. These plots show
that the network did not learn to respond to the locations of the
objects, and instead bound together different views of the occlud-
ing and occluded object to form object specific representations.
This was also confirmed by inspection of the cell response plots
as shown in Figures 12B and 16, as well as Figures 13B and 17.

4. DISCUSSION
An important question in natural vision is how the brain forms
invariant representations of objects that are always partially
occluded by other objects during learning. In a real world visual
environment, this will often be the case. Stringer and Rolls (2008)
have shown that a biologically plausible competitive neural net-
work (VisNet) can develop invariant representations of individual
objects when no single object is seen in isolation. In this paper
we demonstrate for the first time how such a network might
form an invariant representation of an object that is always
partially occluded by other objects. The mechanism employed for

invariance learning is CT learning. CT learning uses the spatial
continuity between the views of individual objects as they trans-
form in the real world, combined with associative learning of
feedforward connection weights.

It was found that, after training the network with a rotating
object that is always partially occluded, the network is able to form
view invariant representation of the partially occluded object. In
addition, by testing the network with the fragmented partial views
of the occluded object in isolation, it was also shown that the same
output neurons that learned to respond to the Jaimoid when pre-
sented in its entirety also responded in an identical manner to
each of the fragmented partial view sequences. This shows that the
network has learned to bind together the different partial views
of the occluded object presented during training into a holistic
invariant representation despite always seeing the Jaimoid par-
tially occluded and, therefore, never in isolation. It was also found
that view invariant representations are also formed for all five
occluding objects. This is a challenging task since the occluding
objects were always overlapping the occluded object and therefore
VisNet had to learn to separate the objects. This is the first time
such learning has been shown to happen in a biologically inspired
model of the ventral visual system.
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FIGURE 18 | Single cell information results obtained when VisNet was

tested with the occluded object and five occluding objects rotating

through 360◦ in 1◦ steps. Single cell information analysis results are also
plotted for six novel objects that the network was not previously trained on.
These novel objects were rotating in the same positions as the six objects
with which the network was originally trained. Results are presented having
tested the trained network with the original set of trained objects
(unbroken line), after testing the trained network with the novel set of
objects (dashed line), and after testing a random untrained network with
the original six objects (dotted line). The single cell information measure for
all fourth layer neurons ranked in order of their invariance to the objects is
shown. It can be seen that training the network on the object pairs has led
to many fourth layer neurons attaining the maximum level of single cell
information of 2.58 bits for these trained objects. These cells have learned
to respond selectively to individual trained objects invariantly over all views.
It can also be seen that the novel objects produce less information and no
cells reached the maximal information. The random untrained plot provides
a baseline comparison.

Despite the fact that the objects were presented in the same
location during training and testing, the network was able to form
representations of the objects’ identities instead of just learning
to respond to particular locations. During training there was sig-
nificant overlap between the objects (Figures 8 and 9), which
would have precluded VisNet from learning about each object just
because it was presented in the same location. Instead, VisNet
built separate representations of each of the individual objects.
This is confirmed by invariant cells that responded maximially to
all views of only one of the stimuli and not to any views of any
other stimuli. After training, all of the stimuli were represented
in this way. Given that the objects were highly overlapping during
training, if the network had learned to respond to location instead
of stimulus identity, then the network would not have developed
cells which responded specifically and invariantly to individual
objects, with all of the objects represented uniquely in this way.

This conclusion is also confirmed by additional results
obtained with a novel set of six objects presented during testing.
These novel objects were presented in the exact same locations
as the six original objects that were presented during training.
The output neurons that learned to respond preferentially and
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FIGURE 19 | Multiple cell information results obtained when VisNet

was tested with the occluded object and five occluding objects

rotating through 360◦ in 1◦ steps. Multiple cell information analysis
results are also plotted for six novel objects that the network was not
previously trained on. These novel objects were rotating in the same
positions as the six objects on which the network was originally trained.
Results are presented after training the network (unbroken line), after
testing the trained network with the novel set of objects (dashed line) and
with a random untrained network (dotted line). After the network was
trained, over 2.5 bits of information was reached, which was substantially
higher than 1.10 bits reached by the untrained network or 1.7 bits reached
by the trained network that was tested on the novel set of objects. This
confirmed that, after training the network, there were cells that form object
specific representations to each one of the six objects and do not respond
to the object locations.

invariantly to the original trained objects were then inspected and
an example response plot was presented. It was shown that these
output neurons did not respond in a exclusive or invariant man-
ner to any of these novel objects thus confirming that the network
had learned object selectivity. The residual firing that was present
within the response plots can be explained by the fact that after
the network has been trained, neurons will respond in propor-
tion to how similar the novel input pattern is to the previous
learned patterns. By virtue of the fact that the input spaces are not
orthogonal with respect to the input filters that they activate when
objects occupy the same input space on the retina, they will cause
an degree of activity in the network based on previous learning.
This is a fundamental property of competitive networks, which
will try to generalize to novel input patterns depending on their
similarity to the previous learned input patterns.

Most artificial computer vision systems designed by software
engineers do not seek to mimic processing exactly as it is car-
ried out in the brain. Also, the challenges addressed by artificial
computer vision systems are often more focused, for example,
on the problem of object or face recognition after training the
system with individual segmented objects or faces. For such a
task, non-biologically inspired artificial visual systems often rely
on either template matching or searching for the presence of a
subset of key features in order to recognise a partially occluded
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object (Ullmann, 1992; Ying and Castañon, 2002; Do et al., 2005).
However, as computational neuroscientists, we are interested in
the more ecological problem of understanding how the primate
visual system learns in an unsupervised manner to make sense of
complex natural visual scenes containing multiple objects. This
is a valuable long term goal, which may ultimately offer engi-
neers powerful new approaches to intelligent visual scene analysis
and object recognition. Understanding how the primate brain
learns to process visual input from scenes will involve the step-
by-step uncovering of many key neurodynamical mechanisms,
which ultimately blend and work together in the brain. In this
current paper, we have examined the problem of how the primate
visual system might develop separate transform-invariant repre-
sentations of individual objects even if these objects are always
seen partially occluding each other during unsupervised learning.
The simulations reported here have shown for the first time how
a biologically plausible model, VisNet, of the ventral visual path-
way, with a Hebbian associative synaptic learning rule, is able to
solve this particular problem.

4.1. FUTURE WORK
The results described above have shown how a biologically plausi-
ble neural network model of the ventral visual pathway, VisNet, is
able to develop object-selective and rotation-invariant represen-
tations of objects that were partially occluding each other during
training. However, more work needs to be done to explore the
limits of this mechanism.

For example, what proportion of an object needs to be visible?
Future research could investigate the exact degree to which objects
can be occluded before learning of the partially occluded object
breaks down. This avenue of research could address the effect
of occlusion by two or more objects at a time, or where there is
more than one occluded object. The results of these experiments
presented within this study suggest that the extent to which the
partially occluded object is covered could increase quite consider-
ably so long as the different parts of the occluded object have all
become visible at some point during training.

The use of simple geometric shapes is a limitation of the cur-
rent study that should be addressed as part of future research.
The choice to use simple geometric shapes was not to help VisNet
solve the task at hand. These shapes allowed for a level of control
necessary to answer the question “how” has VisNet solved this
problem. This level of control is harder to achieve with more com-
plex objects, but their use is a sensible next step to explore their
effect on the self-organization of the network. The authors believe
that the types of objects used will not have any qualitative impact
on the results presented within this paper, but this should be con-
firmed. So long as the resolution of the retina is high enough

to convey the necessary detail of the more natural objects, then
the VisNet model will make use of the same principles discussed
within this study to solve the problem.

In the simulations described above, individual objects rotated
on the same part of the retina. Perhaps a more challenging prob-
lem is the translation of objects across the retina. This would
happen naturally as an observer shifts their gaze around a visual
scene. In this case, all of the objects would be seen moving over
the entire retina. The input representations of the objects would
then fully overlap over all possible locations on the retina. Yet the
network must still form separate output representations of the
objects, which are also translation invariant. We hypothesise that
the network described in this paper should still be able to solve
this problem using similar learning principles.

Another limitation of the current study is that it explores only
one type of invariance learning mechanism, CT learning (Stringer
et al., 2006). This binds different transforms of a particular object
together by exploiting the spatial similarity that exists between
the different transforms of that object. As discussed, CT learning
relies on a simple Hebbian learning rule. It would be very interest-
ing to investigate if similar results can be achieved with a different
type of biologically plausible learning rule such as Trace learning
(Foldiak, 1991; Wallis and Rolls, 1997). This alternative learning
rule exploits temporal continuity of successive transforms of an
object in order to build a transform-invariant representation of
that object. Trace learning utilizes a memory trace of the recent
firing of the post-synaptic cell.

In natural vision, objects are not always moving with respect
to one another, nor with respect to the viewer. Sometimes objects
are simply static, and one object will occlude another and yet in
many situations we are still able to learn to recognize the partially
occluded object. A typical situation of this kind might occur when
we view some faces in a photograph, for example. The current
VisNet model would not be able to solve such a training paradigm
because it relies on the statistical decoupling of features between
different objects that can occur through independent movement
in order to tell them apart. However, our laboratory has recently
shown that this more difficult problem can be solved using spik-
ing neural network dynamics. In such a model, the times of
individual action potentials are simulated, and the synaptic plas-
ticity can be dependent on the times of the pre- and post-synaptic
spikes (Bi and Poo, 1998).
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Perception of stereoscopic depth requires that visual systems solve a correspondence
problem: find parts of the left-eye view of the visual scene that correspond to parts of the
right-eye view. The standard model of binocular matching implies that similarity of left and
right images is computed by inter-ocular correlation. But the left and right images of the
same object are normally distorted relative to one another by the binocular projection, in
particular when slanted surfaces are viewed from close distance. Correlation often fails
to detect correct correspondences between such image parts. We investigate a measure
of inter-ocular similarity that takes advantage of spatially invariant computations similar to
the computations performed by complex cells in biological visual systems. This measure
tolerates distortions of corresponding image parts and yields excellent performance over
a much larger range of surface slants than the standard model. The results suggest that,
rather than serving as disparity detectors, multiple binocular complex cells take part in
the computation of inter-ocular similarity, and that visual systems are likely to postpone
commitment to particular binocular disparities until later stages in the visual process.

Keywords: adaptive, binocular matching, complex cell, correlation, flexible matching, perception of slant,

stereopsis

INTRODUCTION
Stereoscopic vision depends on binocular matching: a process that
finds which parts of the left and right eye’s images correspond
to the same source in the visual scene (Figure 1). The differ-
ence between positions of the corresponding image parts is called
binocular disparity, a key source of information for perception of
stereoscopic depth.

In the standard view of binocular matching, the corresponding
parts of left and right images are found using inter-ocular correla-
tion as the measure of image similarity. This view is supported by
neurophysiological evidence. The disparity energy model (Ohzawa
et al., 1990; Qiang, 1994; Cumming and Parker, 1997; Ohzawa,
1998; Cumming and DeAngelis, 2001; Haefner and Cumming,
2008) describes function of binocular complex cells which are
thought to play a key role in the computation of binocular dispar-
ity (and which are sometimes described as “disparity detectors”).
Responses of modeled binocular complex cells to some stimuli are
well approximated by a computation similar to inter-ocular corre-
lation (Fleet et al., 1996; Qian and Zhu, 1997; Anzai et al., 1999),
and so a simplifying assumption is often made that inter-ocular
correlation can be used to predict outcomes of the computation of
similarity in biological vision. In psychophysical studies of stere-
opsis, for example, inter-ocular correlation is commonly used to
explain limitations of stereoscopic vision (Tyler, 1973; Cormack
et al., 1991; Banks et al., 2004, 2005; Filippini and Banks, 2009),
in particular the decline in the ability for stereopsis at large slants
of stimulus surfaces.

The computation of similarity of left and right images using
inter-ocular correlation has two shortcomings. First, correlation
of image regions fails to capture an important characteristic of

complex cells: spatial invariance of their responses (even though
the disparity energy model does capture this invariance). The dis-
regard for spatial invariance misses an important aspect of the
biological computation. Studies of other visual functions showed
that spatial invariance endows visual systems with important
computational abilities, e.g., in object perception (Riesenhuber
and Poggio, 1999; Ullman et al., 2002; Yu et al., 2002; Serre et al.,
2007a,b) and in efficient encoding of natural scenes (Hyvarinen
and Hoyer, 2000; Karklin and Lewicki, 2009).

Second, inter-ocular correlation is biased in favor of stimuli
that are uncommon in the natural viewing conditions. Inter-
ocular correlation is “rigid” in the sense it does not tolerate large
distortions of corresponding image parts: correlation peaks where
image parts are identical and it rapidly declines where image
parts are dissimilar. But only rarely do identical left and right
images occur in the natural environment. Because of the geom-
etry of binocular projection, parts of the left and right images are
generally dissimilar (Figure 1A), especially when stimulus sur-
faces are slanted and viewed from a short distance (Pollard et al.,
1986; Filippini and Banks, 2009). It is therefore not surprising
that a recent study of human perception found that the corre-
lation operation fails to explain human perception in stimuli that
involve slanted surfaces (Allenmark and Read, 2010). We refer to
this implicit bias of matching by correlation as the assumption of
uniform disparity.

In the following we propose that the computation of binocular
similarity in biological vision should be modeled using an oper-
ation which, first, takes advantage of the spatial invariance found
in binocular complex cells and, second, avoids the inapt assump-
tion of uniform disparity. We investigate a “flexible” measure of
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A

C

B

FIGURE 1 | Binocular geometry. (A) A slanted plane with three dots painted
on it is viewed from two slightly different vantage points. Left and right
projections of the dots are shown in the insets. Coordinates of dot
projections in the two images are generally different, illustrated for one of the
dots using vector δ. The horizontal extent of this vector is called horizontal
binocular disparity. The triangle formed by the three dots in the right image is
distorted with respect to the triangle in the left image (B) Examples of
stereograms (image pairs) used in the present study: a random-dot

stereogram on the top and a stereogram with 1/f luminance distribution on
the bottom. Both stereograms depict a slanted plane which the reader may
experience by cross fusion. (C) Binocular correspondence. The visual system
must establish which parts of the two images correspond to the same
source in the scene. A pair of such corresponding image parts is
shown in a stereogram of a natural scene (“Accidental stereo pair.” Online
image. Flickr. http://www.flickr.com/photos/abulafia/829612/, Creative
Commons).

similarity that tolerates distortions of the corresponding parts of
left and right images. We implement this measure using a MAX-
pooling operation, which has been successfully used for modeling
spatially invariant computations by complex cells in service of
other functions of biological vision (Riesenhuber and Poggio,
1999; Serre et al., 2007a,b).

In a series of computational experiments, we simulate a tilt dis-
crimination task using stimuli that portray a wide range of surface
slants. The stimuli are composed of two types of texture: random
dots (common in psychophysical studies of stereopsis, e.g., Banks
et al., 2004; Filippini and Banks, 2009; Allenmark and Read, 2010)
and patterns that imitate statistics of luminance in natural images
(Ruderman and Bialek, 1994).

We find that the spatially invariant computation of inter-
ocular similarity supports excellent performance over a signifi-
cantly larger range of stimulus slants than the rigid computation.
This is because the flexible measure of similarity can adapt to dif-
ferent amounts of inter-ocular distortion in different parts of the
stimulus.

We also find that in stimuli with naturalistic image statis-
tics, the flexible measure is more effective than methods pre-
viously advanced to overcome inter-ocular distortions, such as
image blurring, supporting the view that spatially invariant

computation of inter-ocular similarity is particularly suitable for
stereoscopic vision in the natural visual environment.

MODELS AND METHODS
We first describe the two methods for measurement of inter-
ocular similarity compared in our experiments: rigid matching
and flexible matching (Figure 2). We then describe the com-
putations we used to evaluate performance of these matching
methods. (We chose to do so using a tilt discrimination task
because it allowed us to compare matching methods compre-
hensively: across many directions of disparity change, which is
particularly important in the complex stimulus of Experiment 2.)

RIGID MATCHING
Normalized Cross-correlation is commonly used for modeling of
binocular matching in biological vision (Tyler and Julesz, 1978;
Cormack et al., 1991; Banks et al., 2004, 2005; Filippini and Banks,
2009). For image parts (“patches” or “templates”) L from the left
image and R from the right image, this measure is

C(L, R) = 1

σLσR

N∑
x,y=1

(L(x,y) − L)(R(x,y) − R), (1)
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FIGURE 2 | Rigid and flexible matching. To determine corresponding
patches, the system computes visual similarity between a left image patch
(“template”) at location i and all the patches on the epipolar line of the right
image, at locations j1, j2 and so on (only three right image patches are
shown). Right image patch with largest similarity Si,j is considered the
corresponding patch. (A) matching with the rigid similarity measure. A patch
from the left image, is compared to patches in the right image, using a

correlation type operator. The operation is rigid in the sense that patches are
compared in a pixel wise manner (Equation 1). (B) matching with the flexible
similarity matching. The flexible matching allows to match corresponding
patches that are distorted due to viewing geometry. This is achieved by
searching through a space of possible distortions and finding the particular
distortion that best suits the “template”. The implementation involves spatial
invariant computational units, illustrated in detail in Figure 3.

where L(x,y) and R(x,y) are the luminances at coordinates (x, y),
L and R are the average luminances, σL and σR are the standard
deviations of luminance distributions, and N is the number of
image elements within each patch used in the computation.

This measure is “rigid” in the sense the inter-ocular similar-
ity is computed using unaltered image patches, i.e., as they are
in the left and right projections of the visual scene (Figures 2A
and 3A). The rigid computation of similarity favors matching of
image parts that are identical (up to a luminance multiplication
and shift), which is why estimates of similarity of correspond-
ing patches rapidly decline when luminance patterns in the left
and right images are misaligned (Figure 3C, top). Thus, rigid
matching is likely to miss binocular correspondences when local
image distortions are large, which happens when surface slant is
high.

To contrast the rigid measure of inter-ocular similarity with
the measure we review next (Equation 5), we write it as

S
rig
i,j = C(Li, Rj), (2)

where C is as in Equation 1, and Li and Rj stand for the left and
right image patches of the same size.

FLEXIBLE MATCHING
We compared the rigid measure of inter-ocular similarity with
another measure, introduced here, which we called “flexible”
because it tolerates small distortions of corresponding image
parts. Now the computation of Equation 1 is applied indepen-
dently to parts (“sub-patches” or “sub-templates”) of L and R.
The parts may undergo small independent displacements with
respect to their original locations, emulating properties of multi-
ple complex cells tuned to adjacent spatial locations (Riesenhuber
and Poggio, 1999; Ullman et al., 2002; Serre et al., 2007a,b;
Ullman, 2007).

Flexible matching is illustrated in Figures 3B–D. Patch Li is
divided to T parts: sub-templates Lk

i , where k ∈ [1, . . . , T] is the

sub-template index. (In the experiments we tested divisions of
the templates into different numbers of sub-templates of equal

size: four, nine, and 16.) Patch similarity Sflex
i,j is computed in two

steps:

1. Correlation is determined as in Equation 1 separately for
each sub-template Lk

i , over a set of contiguous horizontal

coordinates M
j
k (Figures 3C–D). The maximal similarity is

Sk
i,j = max

u∈M
j
k

(
C(Lk

i , Rk
u)

)
, (3)

where u is the horizontal position of sub-template in the right
image. Equation 3 is the MAX-pooling operation. Length μ

of set M
j
k is called template flexibility. It is a range of loca-

tions near location j in the right image, for which sub-template
similarities are computed, such that

μ = max
(

M
j
k

)
− min

(
M

j
k

)
+ 1. (4)

Template flexibility determines the range of inter-ocular dis-
tortions tolerated by the matching procedure. (In these exper-
iments, all sub-templates had the same flexibility μ.)

2. Results of MAX-pooling are combined across sub-templates:

Sflex
i,j = 1

T

T∑
k=1

Sk
i,j. (5)

This way, best match is found for each sub-template—over
a small image vicinity, independent of other sub-templates,
and without computing disparities for each sub-template—
possibly “warping” the template. The maximal amount of warp-
ing depends on template flexibility μ. (As explained in section
Computation of tilt below, visual systems may automatically select
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FIGURE 3 | Details of rigid and flexible matching. (A) Rigid matching.
Patch Li at horizontal position i in the left image is compared to several
patches in the right image, at positions j1, j2, and j3. For each pair of left and
right patches, similarity is computed as in Equation 1, yielding similarity

measures Si,j1 , Si,j2 , and Si,j3 . A solution to the correspondence problem is

the pair of patches for which similarity is the highest. (B) Implementation of
flexible matching. Template Li in the left image is divided to four

sub-templates Lk
i , k ∈ [1, . . . 4]. Binocular similarity is computed for each

sub-template over a small range of horizontal locations (explained in panel D).
This way, highest similarity is found separately for each sub-template,
illustrated here by different displacements of the sub-templates.
(C) Illustrations of rigid and flexible matching. Top: Rigid matching. A
left-image patch (a “template”) is superimposed on the corresponding
right-image patch. Image features (represented by white disks) in the left and
right patches are not aligned, yielding low correlation between the patches

(Equation 1). Bottom: Flexible matching. Now the left-image patch
(“template”) is divided to parts (“sub-templates”) which can “move”
independent of one another and thus warp the basis template. The warping
enables good registration of image features despite distortions induced by
binocular projections. (D) Parameters of flexible matching. In this example,
similarity of template Li at location j of the right image is computed using
flexible matching. Template Li is divided to four sub-templates Lk

i ,
k ∈ [1,. . . 4]. Correlation values are computed for sub-template Lk

i over set of

contiguous locations M
j
k . M

j
k is shown for one sub-template (k = 1), indicated

by the double arrow. Size μ of M
j
k is called template flexibility. Computing

correlation of Lk
i over locations M

j
k in the right image, and finding the

maximal value, yields the sub-template similarity Sk
i,j (MAX-pooling operation,

Equation 3). This process is repeated for each sub-template. The maximal
correlation of the four sub-templates are averaged to obtain the measure of
similarity of template Li at location j in the right image (Equation 5).

the magnitude of μ that is most suitable for the local slant in the
stimulus.)

COMPUTATION OF DISPARITY
In both rigid and flexible methods, inter-ocular correspon-
dences are found by computing similarity (S) between multiple
parts of the left and right images of the scene (Figures 1, 2).
Suppose a small part of the left image, centered on location i,
is compared to multiple parts of the right image, at locations j
(Figure 3A). (For simplicity, we consider only image parts at the
same height in the two images, i.e., we assume the epipolar con-
straint; Hartley and Zisserman, 2003). Thus, Si,j is the similarity
between image patches at locations i and j, in the left and right

images, respectively. The patch at j∗ that is most similar to the
patch at i is a solution to the correspondence problem:

j∗ = arg max
j

Si,j, (6)

such that the estimated binocular disparity at i is

δi = j∗ − i. (7)

COMPUTATION OF TILT
We compared how efficiently the rigid and flexible matching
methods estimated inter-ocular similarity using a winner-take-all
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(WTA) computation (which is believed to be widely implemented
in cortical circuits, e.g., Abeles, 1991; Sakurai, 1996; Lee et al.,
1999; Flash and Sejnowski, 2001). Assuming that different mag-
nitudes of template flexibility μ correspond to different sizes of
respective fields in complex cells, the WTA computation amounts
to the competition between complex cells with respective fields of
different sizes.

We simulated estimation of tilt at point P in the left image
using several samples of disparity δi: six points Xi forming vertices
of a regular hexagon centered on P (Figure 4A). Disparities δi

were computed as in Equations 6–7 for each sampling point. The
similarity measure of Equation 6 was implemented separately for
each matching method—rigid matching, flexible matching with
fixed μ, and flexible matching with variable, “adaptive” μ—each
leading to a separate estimate of tilt, as follows.

We took advantage of the fact that the sum of vectors
−→
PXi,

weighted by disparities δi:

g =
∑

δi

−→
PXi, (8)

is proportional to surface gradient at P. Tilt θ at point P, com-
puted separately for each matching method, therefore is

θ = arctan
gy

gx
, (9)

where g = [gx, gy]T . The relation between disparity gradient g,
inter-ocular distance I, slant s, and viewing distance d is (Pollard
et al., 1986):

|g| = I

d
arctan(s). (10)

Final estimates of tilt were derived by way of population vote,
in which several sets of sampling points were used to provide
independent estimates.

Population vote for rigid matching
In rigid matching, tilt at point P was estimated using four dif-
ferent sets of sampling points, yielding four tilt estimates. Each
set contained six different points, all centered on P (Figure 4B).
The four estimates were assembled in a one-dimensional voting

P

X i

P

Tilt
0 15 30 45 60 75 90

1

3

5

7--
0

1

2

3

4

Tilt
0 15 30 45 60 75 90

µ

A B

C D

FIGURE 4 | Computation of tilt. (A–B) Surface tilt at point P in the left
image is computed using disparities δi , i ∈ [1,. . . 6] estimated for six
sampling points: vertices of a hexagon centered on P . (Different sets of
sampling points are shown in A and B. Four such sets were used for
computation of one tilt.) Surface gradient (gray arrows) is proportional to

weighted vector sum
∑

δi
−→
PXi . The computation of tilt was repeated several

times, using a different set of samplings points every time, all centered on P .
(C) Each set of sampling points provides one vote for tilt estimate. Tilt
estimates from multiple sampling sets are combined in a vector whose

entries represent numbers of votes for each particular tilt. Intensities of cells
in this figure represent the number of votes. The tilt that receives most votes
wins. (D) An example of voting matrix used in the adaptive-flexible approach.
The process described in Figures 4A–C is repeated for different magnitudes
of template flexibility μ (four magnitudes are used in this illustration), yielding
multiple estimate vectors concatenated in a voting matrix. The row that
corresponds to the most suitable μ is likely to have most consistent votes.
Accordingly, the cell with a largest number of votes is selected. (Here, it is
the μ of 5 and the tilt of 30.)
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matrix, whose entries were cumulative counts of “votes” support-
ing a particular tilt (Figure 4C). (In a separate experiment, we
determined that performance of the voting method, using several
sampling sets, was better than performance based on the same
number of sampling points in one large set.)

Population vote for flexible matching
In flexible matching, the voting matrix was two-dimensional. Tilt
estimates were obtained: for different sampling sets, as in rigid
matching, but also for different magnitudes of template flexibil-
ity μ (Figure 4D). The different entries in the matrix represented
different hypotheses about the tilt. As in rigid matching, the
entry with the largest number of votes was taken as the indi-
cator of tilt. Since flexible matching with a fixed magnitude of
μ favored a particular range of slants (Figure 7), this procedure
found the magnitude of μ that was most useful for the present
stimulus.

We summarize the WTA computation in pseudo-code:

1. Initialize a 4 × 7 voting matrix to 0,
2. For each magnitude of template flexibility μ (e.g., μ ∈ [1 3 5 7]):

For each set of sampling points (four sets of six points each):
i. compute disparity (Equations 6–7),

ii. compute tilt (Figure 4A),
iii. increment the voting matrix cell that corresponds to the

estimated tilt and the magnitude of template flexibility
(Figure 4D).

3. Select the tilt indicated by the cell with a highest number of votes.

Each cell in the voting matrix contained the number of times a
particular tilt was voted for, using particular template flexibility
μ (Figure 4D). The winning tilt was the one that received most
votes. We call this computation “adaptive” because it selects a
magnitude of μ that is most suitable for current stimulation. We
refer to computations that use a single magnitude of μ, i.e., where
the voting matrix consists of a single row, as “flexible matching
with fixed μ”.

We performed two experiments. In Experiment 1, each stimu-
lus represented a planar surface and thus it was characterized by a
single tilt (of seven possible tilts), such that a single voting matrix
was used for each stimulus (with 28 entries generated by four
magnitudes of template flexibility and seven tilts). We also tested
larger magnitudes of μ and larger numbers of sub-templates, as
described in Results.

In Experiment 2, the stimulus represented a concentric sinu-
soidal surface whose tilts spanned the range of 0–360◦. A voting
matrix of 4 × 360 was derived for every location in the stimuli.
The resulting matrices were each filtered using a 1 × 20 Gaussian
kernel, to ensure additive contribution of the nearby votes.

Notably, the computation of tilt made no commitment
to particular magnitudes of template flexibility, and conse-
quently no commitment to particular magnitudes of binoc-
ular disparity. Multiple hypotheses about template flexibility
and binocular disparity coexisted, yielding a single estimate
of tilt.

STIMULI
Stereoscopic stimuli were generated using two types of luminance
patterns and they depicted two types of surfaces.

Luminance patterns
Images of stimulus stereograms contained either textures with a
1/f luminance power spectrum or random-dot textures. The for-
mer reproduced the scale invariant property of natural scenes
(Ruderman and Bialek, 1994). The latter are commonly used in
psychophysical and computational studies of stereopsis. In both
cases, the image pairs were obtained by first generating a source
image (random-dot or 1/f) and then displacing pixels by half the
disparity signal in opposite directions, to obtain the left and right
images (as in Banks et al., 2004). In random-dot sources images,
the dots formed a perturbed hexagonal grid of 40 × 40 dots. Dots
were displaced from positions in a hexagonal grid in random
directions, uniformly in all directions, and for a random distance
of up to half of inter-dot distance. The 1/f source images were
obtained by first generating a white-noise image, whose Fourier
amplitude was then modified to obtain the desired power spec-
trum. Images of both kinds were 512 × 512 pixels. Left and right
images were blurred using a Gaussian kernel of size 6 × 6 pix-
els and standard deviation of 1.5 pixels, to emulate the effect of
the optical point-spread function (Campbell and Gubisch, 1966;
Banks et al., 2004).

Surfaces
In Experiment 1, stimuli depicted flat surfaces at different slants
and tilts (Figures 1A,B), using both random-dot and 1/f lumi-
nance textures. For each combination of slant and tilt, we gen-
erated 100 random-dot stimuli and 100 naturalistic stimuli.
The tilts ranged from 0 to 90◦, and surface disparity gradients
(Equation 10) ranged from 0 to 0.95 (Figure 5). Tilt estimates
were derived for stimulus center using Equation 10. For each
slant, tilt, and stimulus type (random-dot or 1/f), we computed
accuracy of tilt discrimination using the rigid and flexible match-
ing methods. (Accuracy is the frequency of cases where the esti-
mated tilt was equal to the true tilt). Figures 7–8 are summaries
of accuracy, plotted as a function of slant for the two matching
methods, using different luminance patterns in the stimulus.

In Experiment 2, the stimuli were generated using only
1/f luminance textures, depicting a surface whose depth was mod-
ulated according to a concentric sinusoidal function, illustrated in
Figure 6.

The slope of this surface is the disparity gradient. The larger
the slope, the stronger the inter-ocular dissimilarity, and so a
larger template flexibility is needed to attain accurate binocular
matching.

RESULTS
EXPERIMENT 1
We measured accuracy of tilt estimation as a function of slant
using different matching methods:

Rigid matching
Outcomes of rigid matching in Experiment 1 are represented by
the black curve in Figure 7, for 1/f stimuli in panel A and for
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FIGURE 5 | Surface parameters. Surface orientation in three dimensions
is parameterized by slant and tilt. Slant is the angle between the line of
sight and surface normal. In our experiments, surfaces were characterized
by their disparity gradients. (The relationship of disparity gradient and slant
is explained in Models, Equation 10.) Tilt is the angle between the
projection of surface normal on the frontal plane and the (0, x) axis in the
frontal plane.

random-dot stimuli in panel B. For 1/f stimuli, performance of
the rigid procedure peaked at the disparity gradients of 0.1–0.4.
For random-dot stimuli, performance peaked near the disparity
gradient of 0.16 and then abruptly decreased, falling to half of
its peak performance at the disparity gradient of 0.2. For dispar-
ity gradients larger than 0.4 in 1/f stimuli, and larger than 0.16
in random-dot stimuli, the inter-ocular distortion of correspond-
ing patches was too large for the rigid procedure to find correct
matches, which explains the sharp decrease in performance.

Flexible matching with fixed flexibility
Outcomes of flexible matching with fixed magnitudes of μ are
represented by the colored curves in Figure 7, for 1/f stimuli in

panel A and for random-dot stimuli in panel B. (The black curve
represents outcomes of rigid matching.) As template flexibility
increased, the peak of performance shifted toward the higher dis-
parity gradients for both 1/f and random-dot stimuli. Maximal
performance was high for small and intermediate magnitudes of
μ, but it deteriorated at the large magnitudes of μ (9 and 13).

The preference for higher disparity gradients at larger mag-
nitudes of μ is expected because large template flexibility entails
high tolerance to dissimilarity of corresponding image patches.
But as flexibility μ is increased yet further, the matching is increas-
ingly afflicted by spurious matches, which explains the drop of
performance at the two largest magnitudes of μ.

In other words, Figure 7 captures a tradeoff between effects
of different magnitudes of template flexibility. Flexible match-
ing with low magnitudes of μ favors matching of similar image
patches, making the matching procedure miss the correspond-
ing patches under high inter-ocular deformation at large disparity
gradients. Flexible matching with high magnitudes of μ does not
miss the correspondences under high inter-ocular deformation,
but it is prone to register spurious matches. In effect, perfor-
mance curves for flexible matching with fixed magnitudes of μ

shift along the dimension of disparity gradient: the larger μ the
farther the shift toward large disparity gradients.

Flexible matching with variable flexibility
As demonstrated in Figure 7, a fixed amount of template flex-
ibility favors a particular range of slants. A system employing
different magnitudes of template flexibility would be able to take
advantage of the degree of flexibility that is most suitable for cur-
rent stimulus and thus yield reliable performance for a large range
of slants. Performance of such an “adaptive” system (described
in section “Population vote for flexible matching” in “Models
and Methods”) is represented by the red curve in Figure 8. (The
black curve is the same as in Figure 7; it represents outcomes of
rigid matching.) For 1/f stimuli, maximal performance of adap-
tive matching was reached for disparity gradients in the range
of 0.1–0.6. For the random-dot stimuli, performance of adap-
tive matching peaked at the disparity gradient of 0.2. The red
curve in Figure 8 effectively circumscribes the pertinent curves
of Figure 7. (Very large magnitudes of template flexibility did

FIGURE 6 | Stimuli used in Experiment 2. (A–B) Left and right images of the stimulus. (C) Disparity signal encoded in the image pair in panels A–B. Surface
color represents the magnitude of disparity gradient. This stimulus contains the entire range of tilts (0–359◦ ).
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FIGURE 7 | Tilt discrimination performance in Experiment 1: rigid

matching vs. flexible matching with fixed flexibility. (A) Results for
1/f stimuli, using rigid matching (black curve) and flexible matching with
fixed magnitudes of template flexibility μ (colored curves). Accuracy
of tilt estimation is plotted as a function of surface slant. (Perfect

performance is 1 and random performance is 0.14.) In flexible
matching, performance depends on template flexibility μ: the
higher the template flexibility, the larger the slant at which performance
peaks. (B) Results for random-dot stereograms, using the same
convention as in panel A.
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FIGURE 8 | Tilt discrimination performance in Experiment 1: rigid

matching vs. flexible matching with adaptive selection of

template flexibility. (A) Results for 1/f stimuli. Flexible matching with
variable template flexibility (red curve) attained a much larger range
of correct classification than rigid matching (black curve). (The gray curves
represent performance of flexible matching with different fixed magnitudes

of template flexibility μ, the same as those rendered as colored curves
in Figure 7, but excluding μ of 9 and 13.) (B) Results for random-dot
stimuli, using the same convention as in panel A. In both panels,
the arrows mark the magnitudes of disparity gradient at which the
descending arms of performance curves crossed the 0.8 level of
accuracy.

not affect performance of the adaptive process, because match-
ing performance at the large magnitudes of μ—here μ ≥ 9—was
crippled by spurious matches.)

To summarize, flexible matching yields much better perfor-
mance than rigid matching at large disparity gradients, explained
by the capability of flexible matching to identify corresponding
image parts distorted due to the viewing geometry. Provided mul-
tiple degrees of flexibility, flexible matching is also capable of
reliable performance at a much larger range of disparity gradients
than rigid matching.

REDUCTION OF INTER-OCULAR DISTORTIONS BY IMAGE BLUR
A method previously proposed to facilitate binocular matching
and overcome inter-ocular distortions is to blur images. Blurring

by the front-end (optical and post-optical) stages of the bio-
logical visual process (Campbell and Gubisch, 1966; Geisler,
1989) scatters luminance of monocular image features that do
not align across the left and right images, thus improving
inter-ocular registration of the features (e.g., Berg and Malik,
2001).

We applied Gaussian horizontal blur to each stimulus image
of our stimuli. In Figures 9A,B we plot tilt discrimination per-
formance using different amounts of blur, parameterized by size
σ of the blurring kernel, for 1/f stimuli in panel A and random-
dot stimuli in panel B. For 1/f stimuli, blur marginally improved
performance of rigid matching, using σ ∈ [1 2 3]. (Results of rigid
and flexible matching without blur are also shown, using the same
black and red curves as in Figure 8). Increasing σ further reduced
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FIGURE 9 | Effect of blur and template size. (A) Effect of image blur on
matching performance in 1/f stereograms. The blue, green, and orange
curves represent results of matching using different strengths of blur. The
blurring marginally increases the range of perceived slants and performance
of rigid matching. Even at very large blur (σ = 8 in the figure) the range of
high performance is wide, but the maximal performance of unity is never
reached. The curves representing performance of adaptive (red) and rigid
(black) matching (using 33 × 33 pixel templates) are copied from Figure 8A

for reference. (B) Effect of blur in random-dot stereograms. Here, the blurring
significantly improves performance of the rigid method. For σ = 2 and 3,
the range of slants for correctly identified tilts is wider than in the
adaptive-flexible approach (red curve, as in Figure 8B.) Result for the blur of

σ = 8 is not shown here to avoid clatter, as performance of rigid matching
with the blur of σ = 3 already exceeds performance of flexible matching.
(C) Effect of template size in rigid matching with 1/f stimuli. Rigid matching
using templates smaller (17 × 17 pixels, blue curve) and larger (45 × 45,
orange) than the original size (33 × 33, black) yielded approximately the same
performance as the templates used in the rest of the study. (D) Effect of
template size in rigid matching with random-dot stimuli. Performance of the
larger template size (45 × 45 pixels, orange) is approximately the same as
performance of the original size (Figure 7B). Performance is significantly
reduced for smaller templates (17 × 17 pixels, blue). The curves representing
performance of adaptive (red) and rigid (black) matching with the 33 × 33
pixels templates are copied from Figure 8B.

the peak performance of rigid matching, such that it failed to
reach accuracy of 1 (shown for σ = 8 in panel A).

For random-dot stimuli, however, blur significantly improved
performance of rigid matching, yielding better results than
flexible matching. That is, advantages of flexible matching
hold for the naturalistic stimuli and not for the random-dot
stimuli.

ROLE OF TEMPLATE SIZE
We ruled out the possibility that the better performance of flex-
ible matching can be accounted for by a particular choice of
template size. We did so by evaluating performance of a rigid
matching procedure with template sizes 17 × 17 and 43 × 43
pixels (original size: 33 × 33 pixels). The results are plotted in
Figure 9: for 1/f stimuli in panel C and for random-dot stim-
uli in panel D. The plots indicate that flexible matching (red
curve, also shown in Figure 8A) performs significantly better than
rigid matching with the other template sizes. We also plot per-
formance of rigid matching using the (original) template size

of 33 × 33 pixels (black curve, for comparison). Performance of
the flexible model for template sizes 17 × 17 and 43 × 43 pixels
(not shown in this figure to avoid clutter) was similar to per-
formance of the adaptive procedure with template size 33 × 33
used in Experiment 1. Notably, performance of rigid matching is
worse than that of flexible matching when the size of rigid tem-
plates is the same as the size of sub-templates of flexible matching
(Figures 9C,D).

EFFECT OF THE NUMBER OF SUB-TEMPLATES
We repeated the above experiments using a larger numbers of
sub-templates: nine and 16, using respectively 3 × 3 and 4 × 4
square sub-templates, 11 pixels wide for nine sub-templates and
9 pixels wide for 16 sub-templates. (Sub-templates slightly over-
lapped in the latter case since the 33-pixel templates did not evenly
divide to the 9-pixel sub-templates.)

Results of matching with the larger number of sub-templates
for fixed μ are shown in Figure 10 for random-dot and
1/f stimuli. In comparison to results for the four sub-templates
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FIGURE 10 | Effect of the number of sub-templates. Performance curves
for different numbers of sub-templates with fixed magnitudes of μ: nine
sub-templates in panels A and B, and sixteen sub-templates in panels C

and D; for 1/f stimuli in A and C, and for random-dot stimuli in B and D. In 1/f

stimuli, increasing the number of sub-templates improved performance for
large magnitudes of μ (cf. Figure 7A where results are shown for four
sub-templates). In random-dot stimuli, accuracy improved for nine
sub-templates but it dropped for sixteen sub-templates (cf. Figure 7B).

(Figure 7), the larger number of sub-templates improved per-
formance at high magnitudes of μ (9 and 13) in the 1/f stimuli
(Figures 10A and C), consistent with the view that the increased
flexibility of matching has a larger tolerance to inter-ocular
distortions. In the random-dot stimuli, performance improved
for nine sub-templates but did not improve for sixteen sub-
templates (Figures 10B and D), indicating that for the scarce
luminance distribution in the random-dot stimuli, the additional
flexibility of matching was beneficial up to a point at which the
smaller sub-templates failed to capture patterns of luminance
sufficiently unique to support reliable matching.

Figure 11 summarizes performance of the adaptive system that
employs different numbers of sub-templates. Increasing the num-
ber of sub-templates improved performance, in particular for 1/f
stimuli. (Now all magnitudes of μ were used in the adaptive com-
putation since performance improved at large μ with nine and
sixteen sub-templates, in contrast to the lack of such improve-
ment with four sub-templates.) The range of disparity gradients
at which performance was high increased with the number of
sub-templates in the 1/f stimuli (panel A). But in random-dot
stimuli performance improved with nine sub-templates while it
was impaired with sixteen sub-templates, as explained in the
previous paragraph (Figure 11A).

EXPERIMENT 2
In Experiment 2 we investigate the ability of flexible match-
ing to tolerate different amounts of inter-ocular distortion in
different parts of the stimulus. Now we used a complex stim-
ulus that contains multiple slants (Figure 6). We applied rigid
and flexible matching procedures at all locations in this stimu-
lus yielding maps of estimated tilt. Flexible matching employed
four sub-templates. Instead of the hexagonal sampling used in
Experiment 1, now positions of the sampling points were ran-
domized (or else the regular placement of sampling points created
artifacts in maps of estimated tilt) while care was taken that the
arrangement of sampling points did not introduce a directional
bias (i.e., that the covariance matrix of sample-point coordi-
nates was proportional to the identity matrix and so Equation 8
held).

Figure 12 presents the map of true tilt in panel A, and the maps
computed using different matching methods in panels B and C.
Visual inspection of the maps makes it clear that flexible match-
ing yielded a consistently more accurate tilt estimation than rigid
matching. In particular, rigid matching performed poorly where
the disparity gradient was large: on the flanks of the central peak
of disparity. The tilt map by flexible matching is significantly more
similar to the map of true tilt.
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A B

FIGURE 11 | Performance of the adaptive computation. (A) In 1/f stimuli,
the range of disparity-gradients for which performance was good increased
as a function of the number of sub-templates. (B) In random-dot stimuli,
performance improved for nine sub-templates, but further increase in the

number of sub-templates impaired performance. The arrows mark the
magnitudes of disparity gradient at which the descending arms of
performance curves crossed the 0.8 level of accuracy. The red curves are the
same as in Figure 8.
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FIGURE 12 | Results of Experiment 2. (A) Map of tilts in the stimulus.
(B) Tilt map reconstructed using the flexible matching procedure with
variable template flexibility. (C) Tilt map reconstructed using the rigid
matching procedure. (D) Map of the magnitudes of μ selected by the
flexible matching procedure at each stimulus location. (For clarity, the map
was smoothened using a Gaussian kernel of size 5 × 5 pixels and of
standard deviation equal to 1 pixel).

In Figure 12D we plot the magnitudes of template flexibility μ

selected by the flexible matching procedure with variable template
flexibility at each location in the stimuli. The plot shows that high
magnitudes of μ were preferred where the disparity gradient was
high (on the flanks of the disparity peak) and low magnitudes of
μ were preferred where the gradient was low. The light ring in the

periphery corresponds to the trough of disparity, where disparity
gradient was zero and surface tilt was undefined. At these points,
no particular magnitude of μ was preferred.

We computed mean errors of tilt estimated using the differ-
ent matching methods: rigid, flexible with fixed magnitudes of μ,
and flexible with variable magnitudes of μ. The mean error of tilt
estimation was the mean absolute difference of the estimated and
true tilts, modulo 180◦, across all stimulus pixels. The mean error
was below 5◦ for flexible matching, and it was larger than 30◦ for
rigid matching.

DISCUSSION
We investigated how the well-known capacity of binocular
complex cells for spatially invariant computation may benefit
stereoscopic vision. We compared two approaches to binocu-
lar matching. One approach uses computations implicit in the
standard model of binocular matching. We call this approach
“rigid matching” because it favors identical left and right images.
The other approach uses spatially invariant computations. It
is “flexible” in the sense it allows for small independent dis-
placements of fragments of left and right image parts, locally
warping the images, thus helping to find corresponding image
parts distorted by binocular projection. We modeled flexible
matching using the computational framework of MAX-pooling
(Riesenhuber and Poggio, 1999; Ullman et al., 2002; Serre et al.,
2007a,b; Ullman, 2007).

Differences of outcomes from rigid and flexible matching
were striking. Flexible matching was able to support efficient
matching for a much larger range of slants than rigid matching,
both in random-dot stereograms and in stimuli with naturalistic
(1/f) luminance distributions (Figure 8). We found that perfor-
mance of rigid matching significantly improved when combined
with image blur (Berg and Malik, 2001) (our Figures 9A,B),
but this result held only in random-dot stimuli. In stimuli with
naturalistic luminance distributions, blurring did not improve
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performance of rigid matching, indicating that the spatially
invariant computation is suited for perception of the natural
visual environment.

In flexible matching, the amount of inter-ocular distortion
tolerated by the matching process depends on the parame-
ter we called template flexibility (μ, Equation 4) which repre-
sents different receptive field sizes of binocular complex cells.
We showed that the amount of template flexibility most suit-
able for the current stimulus could be determined automati-
cally, by WTA competition between cells with respective fields
of different sizes. This competition may proceed concurrently
and independently at many different stimulus locations, making
binocular matching highly adaptive to the diverse scene geome-
try (Figure 12). It is possible that adaptive blurring can further
improve performance: further studies should explore how adap-
tive blurring and adaptive flexible matching can be combined
optimally.

Tanabe et al. (2004) found evidence of competition between
hypotheses about binocular correspondence in cortical area V4.
Such competition is akin to the process of “voting” in our study,
which insured that the most suitable amount of matching flexi-
bility was used at every location in the stimulus. Yet physiological
studies have shown that the mechanisms that encode surface
shape span many cortical areas from primary to inferotemporal
cortical areas (Burkhalter and Essen, 1986; Uka et al., 2000, 2005;
Qiu and von der Heydt, 2005; Sanada and Ohzawa, 2006), making
it difficult to localize the neural substrate for these mechanisms.
Indeed, it is likely that these mechanisms are distributed across
several cortical areas.

We have focused on one component of binocular matching:
the computation of inter-ocular similarity. We have shown that
spatially-invariant computation of similarity is useful for dis-
covering the corresponding image parts distorted by binocular
projection. Since spatially-invariant computation is believed to be
performed by binocular complex cells, we consider implications
of our study for understanding the role of these cells in biological
stereopsis.

The standard view is that binocular complex cells play the
role of “disparity detectors”—i.e., they compute binocular dis-
parity (Qiang, 1994; Ohzawa, 1998; Anzai et al., 1999). Our
study suggests a different picture, that binocular complex cells
cooperate in the computation of inter-ocular similarity. Indeed,
receptive fields of individual complex cells are often too small to
sufficiently represent the spatial-frequency content of the stimu-
lus, which is essential for identifying corresponding image parts
(as Banks et al., 2004, pointed out). We propose that inter-
ocular similarity is computed by populations of complex cells
with retinotopically adjacent respective fields of different sizes.
This arrangement will have sufficient flexibility for finding corre-
sponding image parts of variable size and under variable amount
of image distortion.

Our results also suggest that binocular visual systems may do
well by avoiding an early commitment to binocular disparity.
Models of stereopsis commonly derive a single map of binocu-
lar disparity as soon as inter-ocular similarities are computed.
In our framework, multiple disparity maps are computed using

different magnitudes of template flexibility, simulating computa-
tions by binocular complex cells with receptive fields of differ-
ent size. The alternative disparity maps coexist up to the stage
where a higher-order stimulus property (such as tilt) is com-
puted, taking advantage of the information that would be lost
had the system committed to a single map of disparity early on.
Computational studies of other sensory processes showed that
preserving ambiguity about stimulus parameters until late stages
of the sensory process can benefit system performance: in mod-
els of feedforward computations (e.g., Serre et al., 2007a,b and
as implemented here) and also in models that involve feedback
(e.g., Epshtein et al., 2008), where outcomes of computations
at a late stage help to disambiguate results of early computa-
tions.

Our results indicate that the choice of stimulus for probing
the computation of inter-ocular similarity is significant. Spatially
invariant computations were more beneficial for stimuli with
naturalistic distribution of luminance than for random-dot stim-
uli. The advantage was more pronounced as the flexibility of
matching increased, both in terms of the spatial range of inter-
ocular comparisons (Figures 7, 8) and in terms of the number of
sub-templates (e.g., Figure 11). A likely reason for the stimulus
effect is the fact that correlation measures of image similarity are
highly sensitive to statistics of luminance in the images (Sharpee
et al., 2006; Vidal-Naquet and Tanifuji, 2007). These findings sug-
gest that results of studies of biological stereopsis that involved
random-dot luminance patterns may need to be revisited. Also,
the possibility should be considered that matching is adaptive and
so changes in luminance statistics may yield a different outcomes
of matching.

For example, Allenmark and Read (2010) found that rigid
matching failed to account for human perception of slanted
surfaces in random-dot stimuli. Allenmark and Read (2011) pro-
posed that the inconsistency between outcomes of rigid matching
and human performance could be resolved by adaptively increas-
ing the size of the correlation window: the larger the disparity
the larger the window (cf. Kanade and Okutomi, 1994). Future
studies should compare human performance and performance
of the alternative methods of matching using stimuli with nat-
uralistic distribution of luminance. Moreover, a combination
of the adaptive use of spatial invariance (as in our study) and
adaptive use of the size of correlation window (as in Kanade
and Okutomi, 1994 and Allenmark and Read, 2011) is likely
to be most beneficial, such that a full model of the biological
computation of inter-ocular similarity will incorporate adaptive
spatially-invariant matching on multiple spatial scales, helping to
explain the fact that biological vision is capable of reliable per-
formance at yet higher disparity gradients (Tyler, 1973; Burt and
Julesz, 1980; Allenmark and Read, 2010, 2011) than observed in
the present study.
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