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Editorial on the Research Topic

Artificial intelligence and mental health care

Introduction

Advancements in machine learning (ML) and artificial intelligence (AI) offer

significant potential to transformmental health care. These technologies have been utilized

for various purposes, such as early detection of mental disorders, optimizing personalized

treatments tailored to individual patient characteristics, improving the characterization of

disorders that negatively impact mental wellbeing and quality of life, better predicting their

progression over time, and developing new treatments and diagnostic tools for mental

health care. Despite their considerable potential and occasional breakthroughs, ML and

AI have not yet fully realized these objectives in mental health care.

Aim of this Research Topic

This Research Topic aimed to provide innovative examples of how ML and AI

applications can be practically implemented in standard mental health care. The particular

focus of this Research Topic was to provide examples of how to use ML and AI to enhance

public health by lessening the impact of chronic disorders that adversely affect wellbeing

and improving quality of life.

Research Topic impact

This Research Topic was open between November 10th, 2022, and November 1st,

2023. There were 14 submissions, 12 of which were accepted after peer review, from 64

different authors. While open, the topic had 26,973 views, 19,768 article views, 5,845 article

downloads, and 1,360 topic views.
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Alsaqqa and Alwawi conducted a scoping review on the

characteristics of studies, related concepts, and recommendations

for implementing digital interventions in public health. It

highlighted the importance of addressing structural inequalities,

ensuring personal agency, and social connectedness. The study also

emphasized the importance of iterative optimization during study

design, involving stakeholders, and using contextual indicators to

enhance the effectiveness of digital interventions. An important

aspect of the review was the call for more patient and

public involvement and the suggestion to adopt standardized

metrics to improve research quality and application of digital

health interventions.

Morita et al. explored the application of large language models

like ChatGPT in public health through SWOT and PESTLE

analyses. The identified strengths include personalized health

support and data analysis capabilities, weaknesses such as potential

miscommunication and data privacy issues, opportunities in

improving healthcare access and disease surveillance, and threats

including misinformation and bias. The PESTLE analysis identified

factors like government policies impacting investment and data

governance, cost-effectiveness and job impact considerations,

public trust and cultural attitudes toward AI, integration with

health systems and algorithmic transparency, privacy laws

and ethical guidelines, and the environmental impact of AI

infrastructure’s energy consumption and carbon footprint.

Wen et al. used 2D gait videos for automatic anxiety assessment

among graduate students. By analyzing gait features from time-

series data, the authors created anxiety assessment models via

machine learning. The study found that dynamic time-frequency

features significantly enhance model performance, particularly

for women. The models demonstrated reliability and validity,

suggesting that 2D gait analysis could be a practical, non-invasive

method for real-time anxiety assessment and should be further

investigated and evaluated in clinical samples.

Huisman et al. examined the validity of automated sentiment

analysis in interpreting emotional content from therapy session

notes of patients with eating disorders, comparing it to human

raters. The study analyzed 460 records and found moderate

agreement between automated analysis and human raters. The

findings suggest the potential for automated sentiment analysis

in clinical settings but emphasize the need for further refinement

before applying the algorithm in clinical settings, particularly

by incorporating ED-specific terminology and establishing more

relevant benchmarks for validation.

Franken et al. investigated the ability of ML to predict

improvement in patients using real-world longitudinal data from

specialized outpatient mental health treatment. Different ML

models were trained and compared with traditional logistic

regression. The models showed moderate predictive ability in

an independent test set, with slightly better performance when

early change scores were included as predictors. Machine learning

algorithms did not outperform simpler logistic regression models.

Early change during treatment was a crucial predictor for longer-

term outcomes.

Li et al. also aimed to leverage the advantages of an ML

approach over traditional statistical methods to predict the risk

of depression in people with obstructive sleep apnea hypopnea

syndrome using data readily available from the NHANES database.

Several features predictive of depression were identified, including

demographic, health and lifestyle-related, and socio-economic

factors. Interestingly, like in the study by Franken et al., the simple

logistic regression model was not inferior—and even superior—to

more complex ML models.

Kim et al. used ML methods to examine the performance

of classifying states of stress and non-stress using biosignal

data measured by a smartwatch. In contrast to the previous

studies, this study used an experimental setup where participants

were instructed to perform stress-inducing and relaxation

tasks. The top 9 features extracted from the heart rate and

photoplethysmography data were able to classify stress with an

accuracy of >80% with, again, the logistic regression classifier

showing the best performance.

Delgadillo et al. performed a study during the COVID-

19 pandemic using Bayesian network analyses and modeling

interactions between risk and protective factors for suicidal

ideation in Austria and the UK. The models achieved high

predictive accuracy (AUC ≥ 0.84 within-sample and AUC

≥ 0.79 out-of-sample), explaining nearly 50% of suicidal

ideation variability. Seven consistent factors, including depressive

symptoms, loneliness, and anxiety, were identified in both

countries. This study shows the potential to predict suicidal risk

accurately using these factors.

Jović et al. addressed the challenge of comparing ADHD scores

across different scales used by various research consortia. They

harmonized scores from the Child Behavior Checklist (CBCL)

and Strengths and Difficulties Questionnaire (SDQ) using various

test equating and machine learning methods on 1,551 parent

reports of children aged 10–11.5 years. The study found that

methods utilizing item-level information and treating outcomes as

interval measurements, such as regression, were most effective for

harmonizing scores.

Pavicic et al. used iterative Random Forests to identify

geographic, environmental, and sociodemographic predictors of

suicide attempts among U.S. veterans. Analyzing data from 405,540

patients, the model incorporated 1,784 features, including climatic

factors, population demographics, and the density of firearms and

alcohol vendors. Key findings indicated that areas with higher

concentrations of married males have lower suicide attempt rates,

while areas with renting and males living alone have higher rates.

Bremer-Hoeve et al. investigated predictors of treatment

dropout in patients with post-traumatic stress disorder (PTSD)

due to childhood abuse, using elastic net regression. Analyzing

data from 121 patients undergoing two different Eye Movement

Desensitization and Reprocessing (EMDR) therapy protocols, they

identified key dropout predictors: male gender, low education,

suicidal thoughts, emotion regulation issues, high general

psychopathology, and lack of benzodiazepine use.

Guo et al. explored causal factors of non-suicidal self-

injury (NSSI) in children using computational causal analysis.

They identified nine key factors: life satisfaction, depression,

family dysfunction, sugary beverage consumption, positive

youth development (PYD), internet addiction, COVID-19

PTSD, academic anxiety, and sleep duration. The research

highlighted four main causal pathways and emphasized the
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roles of pandemic-induced lifestyle changes, screen time,

adolescent development, and family dynamics in NSSI

risk, advocating for targeted interventions addressing these

diverse factors.
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A Bayesian network analysis of
psychosocial risk and protective
factors for suicidal ideation

Jaime Delgadillo1*, Sanja Budimir2,3, Michael Barkham1,
Elke Humer2, Christoph Pieh2† and Thomas Probst2†

1Clinical and Applied Psychology Unit, Department of Psychology, University of She�eld, She�eld,
United Kingdom, 2Department for Psychosomatic Medicine and Psychotherapy, Danube University
Krems, Krems an der Donau, Austria, 3Department of Work, Organization and Society, Ghent University,
Ghent, Belgium

Background: The aim of this study was to investigate and model the interactions
between a range of risk and protective factors for suicidal ideation using general
population data collected during the critical phase of the COVID-19 pandemic.

Methods: Bayesian network analyses were applied to cross-sectional data
collected 1 month after the COVID-19 lockdown measures were implemented
in Austria and the United Kingdom. In nationally representative samples (n= 1,005
Austria; n = 1,006 UK), sociodemographic features and a multi-domain battery of
health, wellbeing and quality of life (QOL) measures were completed. Predictive
accuracy was examined using the area under the curve (AUC) within-sample
(country) and out-of-sample.

Results: The AUC of the Bayesian network models were ≥ 0.84 within-sample
and ≥0.79 out-of-sample, explaining close to 50% of variability in suicidal
ideation. In total, 15 interrelated risk and protective factors were identified.
Seven of these factors were replicated in both countries: depressive symptoms,
loneliness, anxiety symptoms, self-e�cacy, resilience, QOL physical health, and
QOL living environment.

Conclusions: Bayesian network models had high predictive accuracy. Several
psychosocial risk and protective factors have complex interrelationships that
influence suicidal ideation. It is possible to predict suicidal risk with high accuracy
using this information.

KEYWORDS

depression, risk factors, Bayesian network analysis, suicide, COVID-19

Background

Suicide is a serious global health problem, with an age-adjusted annual global incidence

rate of 11.4 per 100,000 (1). Suicide represents the leading cause of death worldwide among

young people, disproportionately affectingmales living in environments with high economic

inequalities (2). There are indications that for every suicide there are over 20 times more

people who attempt suicide (1). This already alarming situation may have been further

aggravated by the outbreak of the novel coronavirus disease (COVID-19). The COVID-19

outbreak has dramatically impacted health, economics and social connections around the

world (3), thereby exacerbating known risk factors for suicidal ideation and suicide attempts

(4, 5). These risk factors include forced isolation, quarantine, reduction of social contacts,

health-related anxiety, economic problems, risk of domestic violence, risk of addictive

behavior and reduction of access to mental health care (6). The COVID-19 pandemic might
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lead to an increase in rates of self-injury or suicide, especially

in individuals with pre-existing mental health problems (i.e.,

depression or anxiety), but also in people under increased stress

such health care professionals (6–8). Therefore, this public health

emergency calls for advances in suicide research and prevention (7).

Understanding suicide risk is crucial in order to advance

the implementation of effective prevention strategies. Traditional

attempts at understanding the antecedents of suicide have focused

on single risk factors, or a specific domain of risk (i.e., socio-

demographics), and thus have been of limited value to the design

of effective prevention measures (9). Literature in this field has

identified some risk factors such as genetic and biological factors,

mental disorders, and stressors such as financial problems or

violence (1, 10, 11). However, risk prediction accuracy is still limited

due to the low explained variance afforded by these variables

(9). Low base-rate events such as suicide are also notoriously

difficult to predict, which limits the reliability of risk factor

research. Furthermore, the complexity of factors leading to suicidal

behavior cannot be adequately addressed by conventional statistical

techniques, such as regression analysis or analysis of variance, as

they provide limited insight into the interrelationships between the

risk factors themselves (12).

Compared to actual suicide attempts, suicidal ideation, which

refers to thoughts of engaging in behavior intended to end one’s

life, is more than three times more prevalent in the general

population (13). In this regard, studying suicidal ideation as

a proximal antecedent to suicidal behavior could offer a way

forward in understanding key risk and protective factors, and

enable the development of just in time adaptive interventions (14,

15). However, the real-time monitoring of risk factors involves

considerable participant burden. Accordingly, deploying these

assessments at a population-scale, and even in clinical samples,

seems unfeasible (14). A more realistic strategy could be to deploy

such interventions in a targeted way, focusing on people at high

risk of suicide. As the ability to predict suicide risk has not

improved in the past 50 years (9), it is necessary to investigate

the combined effects of multiple factors to characterize this high

risk phenotype with greater precision. However, so far the study

of factors contributing to suicidal thoughts have rarely examined

the combined effect of multiple risk factors and protective factors.

Also, large data sets including multiple potential risk and protective

factors are required to enable reliable prediction research (9, 16).

Methodological developments such as machine learning and

network analysis represent a novel way to predict health-related

outcomes and to model complex interrelationships between

variables in a causal network (17, 18). Unlike conventional

hypothesis-testing studies that specify expected relationships

a priori; machine learning offers an exploratory and data-

driven framework to discover patterns of associations in large

datasets. Conventional approaches to model risk factors for

suicidal ideation tend to focus on the statistical significance

and explained variance attributable to specific variables that are

selected based on prior theory or research (i.e., main effects

for hypothesized predictors). Machine learning analyses are not

necessarily constrained to the modeling of main effects, and

can “discover” complex (i.e., non-linear, interactive) relationships

between variables, which were not previously known or expected.

Rather than prioritizing goodness-of-fit in a single dataset as in

conventional regression analysis, machine learning frameworks use

cross-validation methods to determine if discovered relationships

in the data have adequate predictive accuracy, and are therefore

potentially generalizable to new samples. As such, network analysis

of suicidal ideation and its risk and protective factors could

potentially help to derive new insights in the field of suicide

prevention (12). The present paper aims to contribute to the

identification of reliable risk and protective factors for suicidal

ideation from a data-driven perspective, without prior specification

of hypotheses, but using variables that have been selected based on

prior evidence described above. To this end, we developed Bayesian

networkmodels using data from a cross-sectional survey conducted

during the peak of the first COVID-19 lockdown in two European

countries, Austria and the United Kingdom.

Methods

Design and setting

The objectives of the present study were (1) to identify

predictors of suicidal ideation (2), to model complex interactions

between these predictors, and (3) to examine their generalizability

across two countries. We approached this from a machine learning

perspective, using a cross-country cross-validation design to enable

us to understand which predictors replicate in samples from

two different countries. A cross-sectional online survey was

designed to recruit representative samples covering all geographical

regions of Austria and the United Kingdom (UK), and reflecting

population norms in relation to demographic features. The

Qualtrics R© population survey platform was used; implementing

age, gender, educational, and regional quotas based on available

population census data from both countries. The survey measured

sociodemographic features and several health, wellbeing and

quality of life indicators that were informed by prior evidence. Data

collection started 4 weeks after COVID-19 lockdown measures

were implemented in Austria and the UK (April 2020), until the

point where a representative sample was obtained with a minimum

sample size of n= 1,000 participants from each country, which was

specified a priori. Participants were recruited from existing pools

of research panel participants and received financial incentives.

Participants who did not respond to all questions or who failed

quality checks, including attention filters and survey timings, were

excluded. The goal of the sampling procedure was to obtain large

enough samples from each country in order to conduct machine

learning analyses, which were nationally representative (covering

all regions of each country in a proportionate way, reflective of local

demographics), and balanced between both countries (same sample

size, to minimize imbalance due to differences in overall population

density across countries). Overall, the target sample was attained

within 10 days, after which the survey closed.

Measures

The primary outcome of interest was suicidal ideation, derived

from the Patient Health Questionnaire (PHQ-9), which has been

shown to be a robust and age-independent predictor of suicide
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attempts and deaths (19). The PHQ-9 is a measure of depression

symptoms, where response options for each of 9 questions are “not

at all” (0 points), “several days” (1 point), “more than half of the

days” (2 points) or “nearly every day” (3 points), yielding an overall

severity score between 0 and 27 (20). A cut-off score of ≥10 has

been recommended to screen for clinically significant depression

symptoms, with adequate sensitivity (88%) and specificity (88%).

Item 9 of the PHQ-9 measure asks, “Over the last 2 weeks, how

often have you been bothered by thoughts that you would be better

off dead or of hurting yourself in some way?” Response to this

question was coded in a binary way to identify the presence of any

recent suicidal ideas within the last 2 weeks (1 = item endorsed if

response ranged from 1 to 3; 0 = item not endorsed if response

was 0). The remaining items (PHQ-8) were used to control for

depression severity (21).

Health and wellbeing indicators
The GAD-7 is a 7-item case-finding measure for anxiety

disorders; each item is rated between 0 and 3, with a total

severity score between 0 and 21 (22). Stress-severity was measured

with the PSS-10, which measures two related domains (perceived

helplessness, perceived self-efficacy) using 10 items on a five-point

scale ranging from 0-4 (23). The Insomnia Severity Index (ISI)

(24) is a measure of sleep quality and insomnia, based on 7 items

rated on a five-point scale (from 0 to 4). The WHOQOL-BREF is

a 26-item questionnaire that measures four domains of quality-of-

life; physical health, psychological health, social relationships, and

environment, during the past 2 weeks (25). Social loneliness was

measured using the 11-item De Jong-Gierveld scale (26). Resilience

was assessed using the 10-item version of the Connor-Davidson

resilience scale (CD-RISC-10) (27), where items are rated using a

Likert scale from 0 to 4. Single-item questions were used to assess

self-reported days of exercise per week and physical illness status.

Demographics
Participants completed single-item questions to gather

the following demographic features: age, gender, highest level

of education, marital status, having children requiring care,

employment status, net household income, housing type,

household number of occupants additional to the respondent.

Statistical analysis

A cross-country, cross-validation design was used to identify

suicidal risk factors that may be country-specific and those that are

common across samples. This design, depicted in Figure 1, involved

training a prediction model for each country and then testing its

generalizability using data from the other country to classify cases

as belonging to the suicidal or non-suicidal class.

Each country-specific prediction model was trained using

a Tree-Augmented Naïve Bayes (TAN) algorithm (18). Unlike

conventional multivariable logistic regression models which only

model main effects, or require pre-specification of expected

interactions, the TAN method offers a data-driven way to model

a network of relationships (called attribute dependencies) between

FIGURE 1

Schematic representation of the cross-country, cross-validation
design used to identify suicidal ideation risk factors that are
country-specific and those that are common across samples. Model
training used a tree-augmented naïve Bayes algorithm, applying
10-fold internal cross-validation for variable selection. Classification
accuracy was assessed within-sample and out-of-sample using the
Area Under the Curve (AUC).

predictors and their joint influence over a target outcome. TAN

produces a simple and parsimonious network model where each

predictor is allowed to depend on one additional predictor, thus

modeling multiple two-way interactions. The risk of suicidal

ideation is thus estimated based on the combined weight (e.g.,

joint modeling) of the conditional probabilities attributed to each

predictor in a Bayesian network model.

Like other machine learning approaches, the performance of

the TAN algorithm depends largely on the adequacy of variable

selection. In order to build Bayesian networks composed only with

reliable predictors, we entered all available variables listed above in

the Measures section and performed variable selection using a ten-

fold cross-validation (CV10) approach (28). Two noise variables

(continuous and categorical) were modeled on the distribution

of PHQ-9 (mean, standard deviation) and gender (base rate of

males and females). Noise variables were introduced as predictors

in the TAN analysis, along with all other candidate predictors

listed in Table 1. The CV10 approach produced ten Bayesian

network models (within each country-specific sample) with their

respective variable importance plots, which ranked candidate

variables according to their predictive value.We performed variable

selection by only retaining the variables that were consistently

ranked as more important than both noise variables in more than

half (>5) of the trained models. The selected variables were entered

into a final country-specific Bayesian network model, which was

visualized using a directed acyclic graph (29). The CV10 procedure

was strictly used for variable selection and not for hyperparameter
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tuning. TAN was applied using pre-specified hyperparameters

(using likelihood ratio as the independence test; significance level

of 0.01; maximum conditional set size= 5; using Bayes adjustment

for small cell counts).

Once the country-specific Bayesian network models were

trained, we calculated their explained variance based on Nagelkerke

R2. Classification accuracy was assessed within-sample and out-of-

sample using the area under the curve (AUC), positive and negative

predictive values (PPV, NPV).

Results

Sample characteristics

Sample characteristics for the Austrian (n = 1,005) and UK

(n = 1,006) samples are displayed in Table 1. The prevalence of

suicidal ideation was higher in the UK sample (31.7%) compared

to the Austrian sample (17.3%). As expected, participants with

clinically significant depression symptoms (PHQ-9 ≥ 10) tended

to have a high prevalence of suicidal ideas (Austria = 55.0%; UK

= 64.5%). However, around 8% of non-depressed participants also

endorsed suicidal ideas, indicating that other risk factors may also

be relevant.

Country-specific Bayesian network models are presented

in Figures 2 and 3, along with normalized (0–100%) variable

importance indices that quantify each variable’s contribution to

explained variance. The upward red arrows denote factors that

increase risk of suicidal ideation, and the downward green arrows

denote protective factors. The model also shows inter-relationships

between the variables.

The Austrian model included ten variables, of which the

five most important ones were loneliness, depression, anxiety,

perceived self-efficacy, and quality of life related to physical health.

The model also showed multiple inter-relationships between the

factors. The effect of wellbeing was moderated by self-efficacy,

depression, resilience, and quality of relationships. The effect of

depression was moderated by anxiety and insomnia. The effect

of relationship quality was moderated by loneliness. The effect

of physical health was moderated by quality of the environment.

Overall, this network model explained 47.1% of variability in

suicidal ideation in the Austrian sample. The model’s classification

accuracy was similar within-sample (AUC = 0.84; PPV = 0.69;

NPV = 0.94) and out-of-sample (AUC = 0.80; PPV = 0.61; NPV

= 0.83), with minimal prediction shrinkage (AUC= 0.04).

The UK model included 12 variables, of which the five

most important ones were depression, age, perceived helplessness,

loneliness and anxiety. All variables interacted with other variables

in the network. The effect of physical health was moderated by

exercise, housing space, and quality of the environment. The

effect of helplessness was moderated by anxiety and self-efficacy.

The effect of resilience was moderated by loneliness. The effect

of anxiety was moderated by depression, which in turn was

moderated by physical health. The effect of age was moderated by

helplessness and having children requiring care. Younger parents

were at increased risk of suicidal ideation relative to younger people

without children requiring care; but older parents (≥45) were at

reduced risk compared to older people without children requiring

TABLE 1 Sample characteristics.

Austria
(N = 1,005)

United Kingdom
(N = 1,006)

Demographics

Age group, % (n)

18–24 11.7 (118) 9.7 (98)

25–34 16.5 (166) 20.2 (203)

35–44 18.4 (185) 18.9 (190)

45–54 22.1 (222) 19.3 (194)

55–64 18.0 (181) 17.2 (173)

65+ 13.2 (133) 14.7 (148)

Females, % (n) 52.7(530) 54.1 (544)

Education, % (n)

None at all 0.0 (0) 1.6 (16)

Elementary school 0.10 (1) 3.5 (35)

High school 2.6 (26) 40.3 (405)

Vocational training 31.9 (321) 14.2 (143)

College degree 28.7 (288) 12.8 (129)

University degree 36.7 (369) 27.6 (278)

Children, % (n) 23.7 (238) 30.6 (308)

Employment status, % (n)

Unemployed 26.8 (269) 47.5 (478)

Employed 55.8 (561) 38.5 (387)

Retired 17.4 (175) 14.0 (141)

Household income, % (n)

Band 1 7.1 (71) 13.7 (138)

Band 2 23.4 (235) 34.1 (343)

Band 3 30.2 (304) 25.4 (256)

Band 4 19.5 (196) 14.6 (147)

Band 5 19.8 (199) 12.1 (122)

Housing type, % (n)

Flat 23.2 (233) 20.1 (202)

Apartment with terrace 34.4 (346) 5.6 (56)

House 42.4 (426) 74.4 (748)

Household occupants, mean

(SD)

1.74 (1.34) 1.89 (1.43)

Health and wellbeing

Illness reported, % (n) 6.9 (69) 10.3 (104)

Days exercise per week, mean

(SD)

2.70 (1.44) 2.29 (1.59)

Suicidal ideas, % (n) 17.3 (174) 31.7 (319)

Suicidal ideas with depression∗ ,

% (n)

55.0 (553) 64.5 (649)

Suicidal ideas without

depression∗ , % (n)

7.3 (73) 8.8 (89)

PHQ-8, mean (SD) 5.93 (5.00) 8.38 (6.99)

(Continued)
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TABLE 1 (Continued)

Austria
(N = 1,005)

United Kingdom
(N = 1,006)

GAD-7, mean (SD) 5.84 (4.70) 8.03 (6.52)

PSS10 helplessness, mean (SD) 9.37 (5.19) 10.34 (6.05)

PSS10 self-efficacy, mean (SD) 9.40 (3.13) 8.63 (3.42)

Insomnia severity index, mean

(SD)

8.31 (5.70) 10.43 (7.05)

Loneliness scale, mean (SD) 4.58 (3.67) 6.41 (3.21)

CD-RISC-10, mean (SD) 27.27 (7.20) 24.56 (8.12)

WHOQOL physical, mean (SD) 15.57 (2.77) 14.58 (3.31)

WHOQOL psychological, mean

(SD)

15.17 (2.99) 13.38 (3.42)

WHOQOL relationships, mean

(SD)

14.41 (3.47) 13.67 (3.83)

WHOQOL environment, mean

(SD)

15.96 (2.43) 14.35 (2.97)

n, frequencies; SD, standard deviation; Monthly household income bands = Austria (<e1k,

e1k toe2k,e2k toe3k,e3k toe4k,>e4k), UK (<£900, £900–1,800, £1,800–2,700, £2,700–

3,600, >£3,600); PHQ-8, depression severity measure excluding suicidal ideation; GAD-7,

anxiety severity; CD-RISC-10, resilience; WHOQOL, quality of life across four domains.
∗depression status is based on PHQ-9 ≥ 10.

care. Overall, this network model explained 49.5% of variability

in suicidal ideation in the UK sample. The model’s classification

accuracy was better within-sample (AUC= 0.93; PPV= 0.75; NPV

= 0.90) than out-of-sample (AUC = 0.79; PPV = 0.51; NPV =

0.91), with a prediction shrinkage of AUC= 0.14.

Discussion

Using large and representative samples from two European

countries, this study identified psychosocial risk and protective

factors for suicidal ideation during the acute phase of the COVID-

19 lockdown. Fifteen relevant factors were identified, of which

seven were replicated in both countries: depression, loneliness,

anxiety, self-efficacy, resilience, and quality of life related to physical

health and the living environment. These results are consistent with

evidence from prior meta-analyses and systematic reviews focusing

on mood disorders (13, 30, 31), loneliness (32), and poor physical

health (33), which are well-known risk factors for suicidal thoughts

and behavior. Similarly, self-efficacy (34) and resilience (12) have

been found to be inversely related to suicide ideation as supported

by the present findings.

The COVID-19 pandemic might have exacerbated the impact

of some of these risk factors. For example, the significant negative

consequences of isolation and social distancing might increase

loneliness (35), which was found to range among the most

important risk factors in both countries, explaining 16.3% of

variability in suicidal ideation in the Austrian sample and 10.9%

in the UK sample. Depression and anxiety, which also ranged

among the five most important factors for suicidal ideation in

both countries, were also found to significantly increase during

the COVID-19 lockdown as compared to previous epidemiological

data (36, 37).

The substantial effects of the COVID-19 pandemic on the

global economy have been predicted to cause an increase in

suicides related to an increase in the unemployment rate of

about 2,135 (low scenario) to 9,570 (high scenario) per year

(5). Also a narrative historical paper examining how previous

disasters (natural disasters, violence, war, epidemics/pandemics,

and economic recession) affected suicidal behavior, found that

among all the types of disasters, economic recession had the

most significant impact on suicide rates (38). Contrary to these

studies, the current analysis revealed no association between

employment status or net household income and risk of suicidal

ideation in Austria as well as UK. However, the downsizing of

the economy might lead to unintended long-term problems if

unemployment rates rise. Therefore, results might differ from the

time during the COVID-19 lockdown or some weeks/months later,

as unemployment rates might increase with time, which might

also cause a change in the relationship of employment status and

income with suicidal ideation.

A direct comparison of the prevalence of suicidal thoughts

(17.3% in Austria, 31.7% in UK) with pre-pandemic values is not

possible due to a lack of comparable data. However, in the UK

face-to-face interviews conducted in 2014 revealed that 5.4% of

16–74 year old participants experienced suicidal thoughts in the

past year (39). Even a recent study conducted in outpatients treated

for mental disorders did not report suicidal thoughts over the

last 2 weeks in the majority (80%) of the patients using the same

measure of suicidal thoughts as we did (19). Therefore, it can

be assumed that the situation around the COVID-19 pandemic

considerably increased suicidal thoughts in the general population,

with more than a 1.8-fold higher prevalence in the UK compared

to Austria. One explanation for the higher prevalence in the UK

might be that the UK was more badly affected by the pandemic

than Austria. According to available information from the World

Health Organization (WHO), the UK was among the most affected

countries in Europe with the highest death rates at the time

of the COVID-19 lockdown, while Austria was among the less

affected countries. At the time of the start of the online survey,

the cumulative number of confirmed deaths related to the COVID-

19 pandemic was 28.6 per 100,000 population in UK compared to

3.3 deaths per 100,000 population in Austria (40, 41). However,

further studies are required to reveal the underlying causes in the

different prevalence rates of suicidal ideation. A number of culture-

specific differences between both countries exist. For instance, the

mental healthcare system is organized differently in both countries.

While in the UK mental health care is widely available through the

National Health Service (NHS), providing free of charge mental

health services for individuals who are eligible for it (42), in Austria

no general agreement covering psychotherapeutic care by national

health services or social insurance institutions exists, with only a

small fraction of all patients receiving a full refund of treatment

costs, while the majority receives a small subsidization and funds

their psychotherapeutic treatment themselves (43).

Furthermore, distinctive risk factors were identified in each

country, providing evidence that suicidality is also influenced

by culturally specific factors. For example, in the Austrian

sample, insomnia increased risk, whereas psychological wellbeing

and quality of relationships were protective factors. In the UK

sample, suicidality was influenced by age, housing space, children
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FIGURE 2

Bayesian network model for the Austrian sample, with variable importance indices for each variable. The red upward arrows denote risk factors for
suicidal ideation, and the green downward arrows denote protective factors. The model also shows two-way interactions between variables.

FIGURE 3

Bayesian network model for the British sample, with variable importance indices for each variable. The red upward arrows denote risk factors for
suicidal ideation, and the green downward arrows denote protective factors. The model also shows two-way interactions between variables.

requiring care, exercise and perceived helplessness. The application

of Bayesian network models enabled the discovery of complex

interrelationships between protective and risk factors. Observed

interactions indicate that suicidality is influenced by an interplay of

relational (parenthood, loneliness, quality of relationships), health

indicators (physical health, depression, anxiety, exercise) and living

conditions (housing space, quality of the environment). Of note,

the effect of physical health was moderated by quality of the

living environment in both countries. This fits with wider evidence

that people living in socioeconomically deprived neighborhoods

tend to have poorer overall physical and mental health (44–46),

and with the notion that adverse life circumstances can lead to

a sense of defeat and entrapment—as posited by the integrated

motivational–volitional model of suicide (47). Furthermore, the
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important role of loneliness in the networks modeled in both

countries is also consistent with contemporary theories such as

the interpersonal theory (48) and the three-step theory of suicide

(49). These results support the notion that the pathways to suicide

ideation are complex, resulting from an interplay between several

risk and protective factors (47, 50). A more precise understanding

of the interrelations between key risk and protective factors can

advance our efforts to rapidly identify people “at risk” of suicide,

and to intervene early enough to prevent a transition from ideation

to action, which is a central goal of most theories related to suicide

prevention (51).

Aside from enabling the discovery of complex relationships

among variables, the Bayesian network models had high predictive

accuracy, explaining close to 50% of variability in suicidal ideation,

which is a major improvement in terms of prognostic assessment

and the identification of “at risk” cases. Furthermore, the variable

importance indices displayed in Figures 1 and 2 demonstrate that

this predictive value is not mainly driven by well-known risk

factors such as depression and anxiety severity. In fact, depression

and anxiety accounted for 22.0% (Austria) to 33.6% (UK) of

the predictive value of the full network model. Classification

accuracy was good (AUC .84) to excellent (AUC .93) within-

sample, according to conventional standards in clinical medicine

(52). The Austrian network model generalized impressively well

to the UK sample, with minimal prediction shrinkage, since it

was less complex and the majority of its predictors were common

across countries. Higher out-of-sample prediction shrinkage was

observed for the UK model, since it had a greater number of

predictors that were country-specific. Overall, this cross-country

prediction analysis indicates that the features contained in the

more parsimonious of the two network models (Austria) has

impressive generalizability to cases from a different sample and

geographical region.

Strengths and limitations

The major strengths of the study are the large, representative

sample sizes and the cross-country cross-validation design. The

conduct of the study in two countries, which were affected

differently by the COVID-19 pandemic, allowed the investigation

of the generalizability of predictors of suicidal ideation across

countries. A further strength is the extensive battery of psychosocial

variables and the application of machine learning approaches,

enabling the modeling of interrelationships between several factors

in a data-driven way. However, whether these high accuracies can

be maintained or not in a non-pandemic context with lower base

rates of suicidal ideation needs to be evaluated in further studies.

One major limitation of the study is its cross-sectional design,

which does not allow a clear elucidation of the direction of the

identified relationships, as suicidal ideation and behavior likely

follow a cyclical nature (47). As no longitudinal assessments of

the different risk and protective factors were conducted, this study

was also not able to capture potential dynamics of changes in

risk and protection states (14). A further limitation is that the

network analysis applied in this study is only able to reveal two-way

interactions between variables, whereas associations between three

or more variables were not modeled. Furthermore, only self-ratings

were used in the current study and clinician assessments were not

applied, which might overestimate prevalence as people are often

biased when they report their own experiences (53).

Conclusions

Suicidal ideation can be accurately predicted using data

from multiple risk and protective factors. Some of these factors

were replicated across different countries, which is indicative

of generalizability. The adverse consequences of the COVID-

19 pandemic on increased depressive and anxiety symptoms,

loneliness, and their strong connection to risk of suicidal ideation

highlight the need to take urgent steps to prevent increased suicide

rates during as well as in the aftermath of the COVID-19 pandemic.

Data availability statement

The raw data supporting the conclusions of this article

will be made available by the authors, without undue

reservation. Data requests should be addressed in writing to

TP (Thomas.Probst@donau-uni.ac.at).

Ethics statement

This study involving human participants was reviewed and

approved by an Independent Research Ethics Committee at

Danube University Krems. Informed consent was obtained from

all study participants.

Author contributions

CP and TP were joint principal investigators and responsible

for the design and conduct of the study. SB and EH supported

survey design, data collection, and preparation. JD conducted data

analysis. All authors contributed to the interpretation of results,

writing, editing, and approval of the manuscript.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Frontiers in PublicHealth 07 frontiersin.org14

https://doi.org/10.3389/fpubh.2023.1010264
mailto:Thomas.Probst@donau-uni.ac.at
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Delgadillo et al. 10.3389/fpubh.2023.1010264

References

1. Saxena S, Krug EG, Chestnov O. Preventing Suicide: A Global Imperative. World
Health Organization (2014). Available online at: https://www.who.int/publications/i/
item/9789241564779 (accessed July 27, 2020).

2. Glenn CR, Kleiman EM, Kellerman J, Pollak O, Cha CB, Esposito EC,
et al. Annual research review: a meta-analytic review of worldwide suicide rates
in adolescents. J Child Psychol Psychiatry. (2020) 61:294–308. doi: 10.1111/jcpp.
13106

3. Hasson-Ohayon I, Lysaker PH. Special challenges in psychotherapy
continuation and adaption for persons with schizophrenia in the age of coronavirus
(COVID-19). Couns Psychol Q. (2020) 17:1–9. doi: 10.1080/09515070.2020.17
81595

4. Brooks SK, Webster RK, Smith LE, Woodland L, Wessely S, Greenberg
N, et al. The psychological impact of quarantine and how to reduce it: rapid
review of the evidence. Lancet. (2020) 395:912–20. doi: 10.1016/S0140-6736(20)
30460-8

5. Kawohl W, Nordt C. COVID-19, unemployment, and suicide. Lancet Psychiatry.
(2020) 7:389–90. doi: 10.1016/S2215-0366(20)30141-3

6. Aquila I, Sacco MA, Ricci C, Gratteri S, Montebianco Abenavoli L, Oliva A,
et al. The role of the COVID-19 pandemic as a risk factor for suicide: what is its
impact on the public mental health state today? Psychol Trauma. (2020) 12:S120–2.
doi: 10.1037/tra0000616

7. Klomek AB. Suicide prevention during the COVID-19 outbreak. Lancet
Psychiatry. (2020) 7:390. doi: 10.1016/S2215-0366(20)30142-5

8. Zhai Y, Du X. Mental health care for international Chinese students
affected by the COVID-19 outbreak. Lancet Psychiatry. (2020) 7:e22.
doi: 10.1016/S2215-0366(20)30089-4

9. Franklin JC, Ribeiro JD, Fox KR, Bentley KH, Kleiman EM, Huang X, et al. Risk
factors for suicidal thoughts and behaviors: a meta-analysis of 50 years of research.
Psychol Bull. (2017) 143:187–232. doi: 10.1037/bul0000084

10. Gili M, Castellví P, Vives M, de la Torre-Luque A, Almenara J, Blasco MJ, et al.
Mental disorders as risk factors for suicidal behavior in young people: a meta-analysis
and systematic review of longitudinal studies. J Affect Disord. (2019) 245:152–62.
doi: 10.1016/j.jad.2018.10.115

11. Yoshimasu K, Kiyohara C, Miyashita K, Stress Research Group of the Japanese
Society for Hygiene. Suicidal risk factors and completed suicide: meta-analyses
based on psychological autopsy studies. Environ Health Prev Med. (2008) 13:243–56.
doi: 10.1007/s12199-008-0037-x

12. De Beurs D, Fried EI, Wetherall K, Cleare S, O’ Connor DB, Ferguson E, et al.
Exploring the psychology of suicidal ideation: a theory driven network analysis. Behav
Res Ther. (2019) 120:103419. doi: 10.1016/j.brat.2019.103419

13. Nock MK, Borges G, Bromet EJ, Alonso J, Angermeyer M, Beautrais A, et al.
Cross-national prevalence and risk factors for suicidal ideation, plans and attempts. Br
J Psychiatry. (2008) 192:98–105. doi: 10.1192/bjp.bp.107.040113

14. Allen NB, Nelson BW, Brent D, Auerbach RP. Short-term prediction of suicidal
thoughts and behaviors in adolescents: can recent developments in technology and
computational science provide a breakthrough? J Affect Disord. (2019) 250:163–9.
doi: 10.1016/j.jad.2019.03.044

15. Nahum-Shani I, Smith SN, Spring BJ, Collins LM, Witkiewitz K, Tewari A,
et al. Just-in-time adaptive interventions (JITAIs) in mobile health: key components
and design principles for ongoing health behavior support. Ann Behav Med. (2018)
52:446–62. doi: 10.1007/s12160-016-9830-8

16. Junqué de Fortuny E, Martens D, Provost F. Predictive modeling with big data:
is bigger really better? Big Data. (2013) 1:215–26. doi: 10.1089/big.2013.0037

17. Contreras A, Nieto I, Valiente C, Espinosa R, Vazquez C. The study
of psychopathology from the network analysis perspective: a systematic review.
Psychother Psychosom. (2019) 88:71–83. doi: 10.1159/000497425

18. Friedman N, Geiger D, Goldszmidt M. Bayesian network classifiers.Mach Learn.
(1997) 29:131–63. doi: 10.1023/A:1007465528199

19. Rossom RC, Coleman KJ, Ahmedani BK, Beck A, Johnson E, Oliver M, et al.
Suicidal ideation reported on the PHQ9 and risk of suicidal behavior across age groups.
J Affect Disord. (2017) 215:77–84. doi: 10.1016/j.jad.2017.03.037

20. Kroenke K, Spitzer RL, Williams JB. The PHQ-9: validity of a
brief depression severity measure. J Gen Intern Med. (2001) 16:606–13.
doi: 10.1046/j.1525-1497.2001.016009606.x

21. Kroenke K, Strine TW, Spitzer RL, Williams JB, Berry JT, Mokdad AH. The
PHQ-8 as a measure of current depression in the general population. J Affect Disord.
(2009) 114:163–73. doi: 10.1016/j.jad.2008.06.026

22. Kroenke K, Spitzer RL, Williams JB, Monahan PO, Löwe B. Anxiety disorders
in primary care: prevalence, impairment, comorbidity, and detection. Ann Intern Med.
(2007) 146:317–25. doi: 10.7326/0003-4819-146-5-200703060-00004

23. Cohen S, Kamarck T, Mermelstein R. A global measure of perceived stress. J
Health Soc Behav. (1983) 24:385–96. doi: 10.2307/2136404

24. Morin CM, Belleville G, Bélanger L, Ivers H. The Insomnia Severity Index:
psychometric indicators to detect insomnia cases and evaluate treatment response.
Sleep. (2011) 34:601–8. doi: 10.1093/sleep/34.5.601

25. Skevington SM, Lotfy M, O’Connell KA. The World Health Organization’s
WHOQOL-BREF quality of life assessment: psychometric properties and results of
the international field trial. A report from the WHOQOL group. Qual Life Res. (2004)
13:299–310. doi: 10.1023/B:QURE.0000018486.91360.00

26. De Jong-Gierveld J, Kamphuls F. The development of a Rasch-type
loneliness scale. Appl Psychol Meas. (1985) 9:289–99. doi: 10.1177/0146621685009
00307

27. Campbell-Sills L, Stein MB. Psychometric analysis and refinement of the
Connor–Davidson Resilience Scale (CD-RISC): validation of a 10-item measure of
resilience. J Trauma Stress. (2007) 20:1019–28. doi: 10.1002/jts.20271

28. Rodriguez JD, Perez A, Lozano JA. Sensitivity analysis of k-fold cross validation
in prediction error estimation. IEEE Trans Pattern Anal Mach Intell. (2009) 32:569–75.
doi: 10.1109/TPAMI.2009.187

29. Shrier I, Platt RW. Reducing bias through directed acyclic graphs. BMCMed Res
Methodol. (2008) 8:70. doi: 10.1186/1471-2288-8-70

30. Mars B, Heron J, Klonsky ED, Moran P, O’Connor RC, Tilling K, et al. Predictors
of future suicide attempt among adolescents with suicidal thoughts or non-suicidal
self-harm: a population-based birth cohort study. Lancet Psychiatry. (2019) 6:327–37.
doi: 10.1016/S2215-0366(19)30030-6

31. Solano P, Aguglia A, CaprinoM, Conigliaro C, Giacomini G, Serafini G, et al. The
personal experience of severe suicidal behaviour leads to negative attitudes towards
self-and other’s suicidal thoughts and behaviours: a study of temperaments, coping
strategies, and attitudes towards suicide amongmedical students. Psychiatry Res. (2019)
272:669–75. doi: 10.1016/j.psychres.2018.12.116

32. McClelland H, Evans JJ, Nowland R, Ferguson E, O’Connor RC. Loneliness as a
predictor of suicidal ideation and behaviour: a systematic review and meta-analysis
of prospective studies. J Affect Disord. (2020) 274:880–96. doi: 10.1016/j.jad.2020.
05.004

33. Russell D, Turner RJ, Joiner TE. Physical disability and suicidal ideation: a
community-based study of risk/protective factors for suicidal thoughts. Suicide Life
Threat Behav. (2009) 39:440–51. doi: 10.1521/suli.2009.39.4.440

34. Kobayashi Y, Fujita K, Kaneko Y, Motohashi Y. Self-efficacy as a suicidal ideation
predictor: a population cohort study in rural Japan. Open J Prev Med. (2015) 5:61–71.
doi: 10.4236/ojpm.2015.52007

35. Levi-Belz Y, Aisenberg D. Together we stand: suicide risk and suicide prevention
among Israeli older adults during and after the COVID-19 world crisis. Psychol
Trauma. (2020) 12:S123–5. doi: 10.1037/tra0000667

36. Pieh C, Budimir S, Probst T. The effect of age, gender, income, work, and
physical activity on mental health during coronavirus disease (COVID-19) lockdown
in Austria. J Psychosom Res. (2020) 136:110186. doi: 10.1016/j.jpsychores.2020.
110186

37. Pieh C, Budimir S, Delgadillo J, Barkham M, Fontaine JRJ, Probst T. Mental
health during COVID-19 lockdown in the United Kingdom. Psychosom Med. (2021)
84:328–37. doi: 10.1097/PSY.0000000000000871

38. Devitt P. Can we expect an increased suicide rate due to Covid-19? Ir J Psychol
Med. (2020) 37:264–8. doi: 10.1017/ipm.2020.46

39. McManus S, Bebbington P, Jenkins R, Brugha T.Mental Health andWellbeing in
England: Adult Psychiatric Morbidity Survey. (2014). Leeds: NHS Digital.

40. EUROSTAT Population on 1 January by Age and Sex. Available online at: https://
appsso.eurostat.ec.europa.eu/nui/show.do?dataset=demo_pjan&lang=en (accessed
July 15, 2020).

41. World Health Organization (WHO). WHO Coronavirus Disease (COVID-19)
Dashboard. Available online at: https://covid19.who.int/ (accessed July 15, 2020).

42. National Health Service (NHS). How You Can Access NHS Mental Health
Services. Available online at: https://www.nhs.uk/mental-health/social-care-and-your-
rights/how-to-access-mental-health-services/ (accessed January 20, 2023).

43. Heidegger KE. The Situation of Psychotherapy in Austria. Österreichischer
Bundesverband für Psychotherapie (2017). Available online at: https://www.
europsyche.org/app/uploads/2019/05/Situation-Psychotherapy-in-Austria-2017-
10-20.pdf (accessed January 20, 2023).

44. Fryers T, Melzer D, Jenkins R. Social inequalities and the common
mental disorders. Soc Psychiatry Psychiatr Epidemiol. (2003) 38:229–37.
doi: 10.1007/s00127-003-0627-2

45. Silva M, Loureiro A, Cardoso G. Social determinants of mental health: a review
of the evidence. Eur J Psychiatry. (2016) 30:259–92.

Frontiers in PublicHealth 08 frontiersin.org15

https://doi.org/10.3389/fpubh.2023.1010264
https://www.who.int/publications/i/item/9789241564779
https://www.who.int/publications/i/item/9789241564779
https://doi.org/10.1111/jcpp.13106
https://doi.org/10.1080/09515070.2020.1781595
https://doi.org/10.1016/S0140-6736(20)30460-8
https://doi.org/10.1016/S2215-0366(20)30141-3
https://doi.org/10.1037/tra0000616
https://doi.org/10.1016/S2215-0366(20)30142-5
https://doi.org/10.1016/S2215-0366(20)30089-4
https://doi.org/10.1037/bul0000084
https://doi.org/10.1016/j.jad.2018.10.115
https://doi.org/10.1007/s12199-008-0037-x
https://doi.org/10.1016/j.brat.2019.103419
https://doi.org/10.1192/bjp.bp.107.040113
https://doi.org/10.1016/j.jad.2019.03.044
https://doi.org/10.1007/s12160-016-9830-8
https://doi.org/10.1089/big.2013.0037
https://doi.org/10.1159/000497425
https://doi.org/10.1023/A:1007465528199
https://doi.org/10.1016/j.jad.2017.03.037
https://doi.org/10.1046/j.1525-1497.2001.016009606.x
https://doi.org/10.1016/j.jad.2008.06.026
https://doi.org/10.7326/0003-4819-146-5-200703060-00004
https://doi.org/10.2307/2136404
https://doi.org/10.1093/sleep/34.5.601
https://doi.org/10.1023/B:QURE.0000018486.91360.00
https://doi.org/10.1177/014662168500900307
https://doi.org/10.1002/jts.20271
https://doi.org/10.1109/TPAMI.2009.187
https://doi.org/10.1186/1471-2288-8-70
https://doi.org/10.1016/S2215-0366(19)30030-6
https://doi.org/10.1016/j.psychres.2018.12.116
https://doi.org/10.1016/j.jad.2020.05.004
https://doi.org/10.1521/suli.2009.39.4.440
https://doi.org/10.4236/ojpm.2015.52007
https://doi.org/10.1037/tra0000667
https://doi.org/10.1016/j.jpsychores.2020.110186
https://doi.org/10.1097/PSY.0000000000000871
https://doi.org/10.1017/ipm.2020.46
https://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=demo_pjan&lang=en
https://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=demo_pjan&lang=en
https://covid19.who.int/
https://www.nhs.uk/mental-health/social-care-and-your-rights/how-to-access-mental-health-services/
https://www.nhs.uk/mental-health/social-care-and-your-rights/how-to-access-mental-health-services/
https://www.europsyche.org/app/uploads/2019/05/Situation-Psychotherapy-in-Austria-2017-10-20.pdf
https://www.europsyche.org/app/uploads/2019/05/Situation-Psychotherapy-in-Austria-2017-10-20.pdf
https://www.europsyche.org/app/uploads/2019/05/Situation-Psychotherapy-in-Austria-2017-10-20.pdf
https://doi.org/10.1007/s00127-003-0627-2
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Delgadillo et al. 10.3389/fpubh.2023.1010264

46. Wilkinson RG, Pickett KE. The problems of relative deprivation:
why some societies do better than others. Soc Sci Med. (2007) 65:1965–78.
doi: 10.1016/j.socscimed.2007.05.041

47. O’Connor RC, Kirtley OJ. The integrated motivational–volitional model of
suicidal behaviour. Philos Trans R Soc Lond B Biol Sci. (2018) 373:20170268.
doi: 10.1098/rstb.2017.0268

48. Joiner T. Why People Die by Suicide. Cambridge: Harvard University
Press (2007).

49. Klonsky ED, May AM. The three-step theory (3ST): a new theory of suicide
rooted in the “ideation-to-action” framework. Int J Cogn Ther. (2015) 8:114–29.
doi: 10.1521/ijct.2015.8.2.114

50. Klonsky ED, May AM, Saffer BY. Suicide, suicide attempts,
and suicidal ideation. Annu Rev Clin Psychol. (2016) 12:307–30.
doi: 10.1146/annurev-clinpsy-021815-093204

51. Klonsky ED, Saffer BY, Bryan CJ. Ideation-to-action theories of suicide:
a conceptual and empirical update. Curr Opin Psychol. (2018) 22:38–43.
doi: 10.1016/j.copsyc.2017.07.020

52. Swets JA. Measuring the accuracy of diagnostic systems. Science. (1988)
240:1285–93. doi: 10.1126/science.3287615

53. Devaux M, Sassi F. Social disparities in hazardous alcohol use: self-report
bias may lead to incorrect estimates. Eur J Public Health. (2016) 26:129–34.
doi: 10.1093/eurpub/ckv190

Frontiers in PublicHealth 09 frontiersin.org16

https://doi.org/10.3389/fpubh.2023.1010264
https://doi.org/10.1016/j.socscimed.2007.05.041
https://doi.org/10.1098/rstb.2017.0268
https://doi.org/10.1521/ijct.2015.8.2.114
https://doi.org/10.1146/annurev-clinpsy-021815-093204
https://doi.org/10.1016/j.copsyc.2017.07.020
https://doi.org/10.1126/science.3287615
https://doi.org/10.1093/eurpub/ckv190
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


TYPE Original Research
PUBLISHED 17 March 2023
DOI 10.3389/fpubh.2023.1082139

OPEN ACCESS

EDITED BY

Patrick K. A. Ne�,
University of Zurich, Switzerland

REVIEWED BY

Venkata Ramana Murthy Oruganti,
Amrita Vishwa Vidyapeetham University, India
Abdul Rehman Javed,
Air University, Pakistan

*CORRESPONDENCE

Tingshao Zhu
tszhu@psych.ac.cn

Shaoshuai Gao
ssgao@ucas.ac.cn

SPECIALTY SECTION

This article was submitted to
Public Mental Health,
a section of the journal
Frontiers in Public Health

RECEIVED 27 October 2022
ACCEPTED 27 February 2023
PUBLISHED 17 March 2023

CITATION

Wen Y, Li B, Liu X, Chen D, Gao S and Zhu T
(2023) Using gait videos to automatically assess
anxiety. Front. Public Health 11:1082139.
doi: 10.3389/fpubh.2023.1082139

COPYRIGHT

© 2023 Wen, Li, Liu, Chen, Gao and Zhu. This is
an open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.

Using gait videos to automatically
assess anxiety

Yeye Wen1,2, Baobin Li3, Xiaoqian Liu2, Deyuan Chen1,
Shaoshuai Gao1* and Tingshao Zhu2,4*
1School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of
Sciences, Beijing, China, 2Institute of Psychology, Chinese Academy of Sciences, Beijing, China, 3School
of Computer Science and Technology, University of Chinese Academy of Sciences, Beijing, China,
4Department of Psychology, University of Chinese Academy of Sciences, Beijing, China

Background: In recent years, the number of people with anxiety disorders has
increased worldwide. Methods for identifying anxiety through objective clues are
not yet mature, and the reliability and validity of existing modeling methods have
not been tested. The objective of this paper is to propose an automatic anxiety
assessment model with good reliability and validity.

Methods: This study collected 2D gait videos and Generalized Anxiety Disorder
(GAD-7) scale data from 150 participants. We extracted static and dynamic time-
domain features and frequency-domain features from the gait videos and used
various machine learning approaches to build anxiety assessment models. We
evaluated the reliability and validity of the models by comparing the influence of
factors such as the frequency-domain feature construction method, training data
size, time-frequency features, gender, and odd and even frame data on themodel.

Results: The results show that the number of wavelet decomposition layers has
a significant impact on the frequency-domain feature modeling, while the size of
the gait training data has little impact on the modeling e�ect. In this study, the
time-frequency features contributed to the modeling, with the dynamic features
contributingmore than the static features. Ourmodel predicts anxiety significantly
better in women than inmen (rMale = 0.666, rFemale = 0.763, p < 0.001). The best
correlation coe�cient between the model prediction scores and scale scores for
all participants is 0.725 (p < 0.001). The correlation coe�cient between themodel
prediction scores for odd and even frame data is 0.801∼0.883 (p < 0.001).

Conclusion: This study shows that anxiety assessment based on 2D gait
video modeling is reliable and e�ective. Moreover, we provide a basis for the
development of a real-time, convenient and non-invasive automatic anxiety
assessment method.

KEYWORDS

anxiety assessment, mental health, gait video, machine learning, reliability and validity

1. Introduction

The increasing pressure of modern life has led to a decline in global mental health and

an increase in anxiety and depression (1). Anxiety disorders are the most common mental

health problemsworldwide andmay cause physiological reactions such as irritability, fatigue,

and increased heart rate. A long-term intense anxious state not only affects an individual’s

social, life, and work responsibilities but also has a serious impact on their physical health (2).

Therefore, to improve the mental health of different groups, the demand for mental health

services has increased worldwide (3, 4). Fortunately, in recent years, researchers have made

new progress in the treatment of mental diseases such as anxiety and depression (5, 6). At

the same time, we urgently need to develop a convenient and timely method for assessing

anxiety states.
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In psychology, the anxiety scale has been carefully designed,

revised and tested, and various scale-based assessment methods

have been developed (7). Self-reports rely on individuals reporting

their symptoms, behaviors, and attitudes (8). At present, self-

reports remain the most commonly used and most effective anxiety

assessment method (9). However, scale-based assessments have

some limitations and are not applicable in some scenarios (10).

For example, in scenarios that require multiple measurements,

participants completing the same questionnaire multiple times can

lead to practice effects (11). In scenarios such as job interviews,

scale results may be inaccurate due to social desirability (12).

In addition, the self-report method is not suitable for certain

populations, such as illiterate or dyslexic individuals. Therefore, we

hope to develop more objective indicators to assess anxiety.

Anxiety can affect an individual’s physiological responses.

Anxious individuals may experience shortness of breath and

accelerated heartbeat (2). In addition, fear is a typical symptom

of anxiety disorders, and patients may experience muscle tension

(13), sweating, trembling (14), and skin conductance and heart rate

changes (15). Anxiety-induced fear can also be reflected through

facial expressions (16). Giannakakis et al. showed that some specific

facial cues, such as eye and mouth movements, are suitable as

discriminative indicators of anxiety (17). Anxiety may also be

reflected in voice changes. In anxious states, individuals tend to

speak quickly at a loud volume (18), showing fewer voice changes

andmore pauses (19). Gait and anxiety are also related. Gait posture

and movement characteristics can indicate a variety of emotions

(20, 21). For example, individuals with anxiety tend to pace back

and forth (22). Feldman et al. found that compared with healthy

people, anxious patients have shorter stride distances and take

fewer steps per minute, displaying movement disorders to some

extent (23). Other researchers have noted similar characteristics,

such as slow gait (24, 25) and balance dysfunction (26, 27). In

addition, arm swings, vertical head movements, and lateral upper

body swings have also been associated with anxiety (28). Among

the various physiological and behavioral characteristics related to

anxiety, gait has several advantages, including large variations, non-

invasiveness and ease of observation. Thus, gait can serve as an

objective indicator for assessing anxiety.

To acquire gait data, some researchers have used body-worn

sensors (29), human motion capture systems (30, 31), Kinects

(Xbox One Kinect Sensor) (32) and other devices. However,

these devices are expensive and complex to operate, which is not

conducive to improving the applicability of anxiety assessment

methods. In this study, we recorded 2D gait videos using a

common camera that is simple to operate, increasing the ease of

obtaining data.

In recent years, with the development of machine learning

technology, various researchers have used gait to assess anxiety.

Jing et al. found that a prediction model based on gait features

performed better than a prediction model based on speech features

(33). Miao et al. and Zhao et al. established anxiety assessment

models, and the correlation coefficients between the anxiety

prediction score and the scale score reached 0.4 (34) and 0.51

(35), respectively. Both studies considered the basic statistics of the

gait time series data and the amplitude in the frequency domain

after a Fourier transform as features. These features are relatively

simple, which may increase the make it difficult to express the

rich movement characteristics of gait. In addition, these features

lack biological or kinematic interpretations. Stark et al. considered

five main gait parameters to identify anxiety, namely, the turning

angle, neck variance, lumbar rotation, lumbar movement in the

sagittal plane, and arm movement (36). Although the above studies

established different anxiety assessment models, they did not

comprehensively evaluate themodel reliability and validity, and did

not adequately validate the performance of their models.

In this study, we used 2D gait videos to construct static and

dynamic time-domain features and frequency-domain features and

established anxiety prediction models through machine learning

algorithms. To validate the proposed models, we examined

the effects of different frequency-domain feature construction

methods, training data sizes and gender onmodel performance and

compared the contributions of different time-frequency features to

the modeling results. In addition, we tested the odd-even split-

half reliability of the proposed anxiety assessment model. The

goal of this study is to provide a convenient auxiliary anxiety

assessment method.

The contributions of this study are as follows:

• Build anxiety assessmentmodels using easily accessible 2D gait

videos, reducing cost and increasing convenience of anxiety

assessment. It was verified that a good anxiety assessment

model can be built without using longer gait videos.

• We constructed static and dynamic time-domain features

and frequency-domain features with biological kinematic

significance, and proved the rationality and necessity of

constructing features.

• This study carefully evaluated the performance (validity

and reliability) of the anxiety assessment model through

experiments. We validated differences in anxiety assessment

between men and women, and verified the robustness of our

model in a video odd-even split-half test.

The rest of this paper is organized as follows. First, we

introduce the research methods and experiments in Section

Methods, including the collection and preprocessing of gait data,

feature engineering and modeling, and experimental procedures.

Then, the results of several comparative experiments are reported

in Section Results. A general discussion of the results is given

in Section Discussion, explaining the findings of the study and

illustrating further work. Finally, concluding remarks is presented

in Section Conclusion.

2. Methods

In this study, we used a camera to capture participant gait

videos (walking back and forth) indoors. The specific gait video

collection method is similar to the method described in Wen

et al. (37).

After the gait videos were collected, the participants

immediately completed a 7-item Generalized Anxiety Disorder

(GAD-7) scale assessment. The GAD-7 assessment is a valid and

efficient tool for identifying GAD and assessing its severity in

clinical practice and research (9). It evaluates anxiety states in the

previous 2 weeks and divides anxiety into four levels according
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FIGURE 1

Gait video data segmentation process. (A) Full gait video. (B) Only
the front-view gait segments of the video are kept. (C) Keep 75
frames. (D) Split odd and even frame segments.

to the scale scores, namely, minimal anxiety (0–4), mild anxiety

(5–9), moderate anxiety (10–14), and severe anxiety (15–21). The

GAD-7 assessment shows good internal consistency (Cronbach α

= 0.92) and test-retest reliability (intraclass correlation= 0.83) (9).

Permission for the above protocol was obtained from the

Institutional Review Board of the Institute of Psychology, Chinese

Academy of Sciences (Approval number: H15010).

We obtained∼2-min gait videos for each participant, including

front and back gaits. Since the front-view gait skeleton evaluation is

more accurate than that the back-view evaluation (38), we analyzed

skeletons only from the front view to obtain more precise features.

Previous studies have shown that good models can be built using a

small number of gait frames (35). We kept three consecutive front-

view gait segments for each participant, and each segment included

75 frames. To assess the odd-even split-half reliability of the model,

we divided the first 74 frames in the gait data into two sets by

considering odd and even frames. The gait data segmentation

process is shown in Figure 1.

The preprocessing method is similar to the approach proposed

in Wen et al. (37). We used OpenPose (39) (a multiperson 2D

pose recognition system) to extract the 2D coordinates of 25

body key points from the gait videos and performed coordinate

translation (with the MidHip key point as the coordinate origin)

and smoothing on the coordinate sequence. Figure 2 shows the 25

human body key points in OpenPose.

The gait coordinate sequence obtained after preprocessing

includes only isolated coordinate points and thus does not reflect

changes between frames and variations between different key

points. We call the features obtained from such data static

time-domain features. To reflect the changing gait characteristics

(40), we calculate the interframe difference and construct the

distances between joints (see Supplementary Table A) and angles

between joints (see Supplementary Table B) to express dynamic

information. We term these features dynamic time-domain

features. The method for obtaining the static and dynamic time-

domain features is similar to Wen et al. (37). Figure 3 shows a

diagram of the interframe difference between fj−1, fj, and fj+1 in

FIGURE 2

Twenty-five human body key points in OpenPose.

FIGURE 3

Diagram of the interframe di�erence. fj−1, fj and fj+1 represent three
adjacent gait images in the gait video. The dotted line represents the
movement trajectory of the key point.

a gait video. The motion track of the key points between each frame

contains the interframe difference information.

In gait, somemovement patterns aremore easily reflected in the

frequency domain (41). Relevant studies have extracted frequency-

domain gait features through Fourier transforms (34, 35). However,

Fourier transforms (42) cannot be applied in multiresolution

analyses in the frequency domain. Thus, we use wavelet transforms

(43) to analyze the frequency variation characteristics of the joint

distances in the frequency domain.

We use the db1 wavelet base to decompose the distance between

joints into an approximation coefficient array A3 representing low-

frequency signals and detail coefficient arrays D1, D2, and D3
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FIGURE 4

Wavelet decomposition process. X represents the source signal. A1,
A2 and A3 are the approximation coe�cient arrays obtained by
decomposing each layer. D1, D2 and D3 are the detail coe�cient
arrays obtained by decomposing each layer.

representing high-frequency signals. Figure 4 shows the three-layer

wavelet decomposition process.

We used 10 feature extraction functions to extract the above

time-domain and frequency-domain features. These functions

include the maximum, minimum, mean, median, variance, root

mean square, skewness, kurtosis, absolute energy, and coefficient

of variation in the sequence data. The specific feature extraction

functions are shown in Supplementary Table C.

We used z-score standardization (44) to eliminate differences in

the values and dimensions of features. The z-score standardization

is defined as:

x
′

=
x− x

σx

Where x is the sample mean and σx is the sample standard

deviation. Then, we used principal component analysis (PCA) (45)

to remove redundant features and sequential forward selection

(SFS) (46) to automatically identify feature combinations that

resulted in optimal model performance. SFS is a greedy search

algorithm. At each stage, according to the evaluation rules, the

SFS algorithm continuously selects the optimal feature from the

remaining features to determine the optimal feature subset. The SFS

pseudocode is shown in Algorithm 1.

We selected 3 typical machine learning regression algorithms

for modeling, namely, Gaussian process regression (GPR), linear

regression (LR), and support vector regression (SVR), where the

SVR models included the “linear,” “poly,” “rbf,” and “sigmoid”

kernel functions. We trained and tested the models with 10 rounds

of 10-fold cross validation. The complete modeling process is

shown in Figure 5.

In computer science, the root mean square error (RMSE) is

often used to evaluate regression model performance (47) and is

defined as:

RMSE =

√

√

√

√

1

N

N
∑

n=1

(

Modeln − Scalen
)2

Where Modeln and Scalen represent the anxiety

model prediction score and anxiety scale score of the nth

participant, respectively.

Algorithm:Sequential Forward Selection.

Input:

X: The whole feature set

J: The model evaluation rules (Using RMSE)

Output:

S: The best subset of features

Method:

(1) Create an empty subset Z = {∅}

(2) repeat

(3) Select best remaining feature:

x = argminx′ ǫZk
[J(Z + x)]

(4) Update Z = Z + x

(5) S = Z

(6) until not decreased in J OR Z = X

Algorithm 1. Pseudocode for the Sequential Forward Selection algorithm.

To comprehensively evaluate the performance of the proposed

anxiety assessment models, we considered reliability and validity

assessment methods used in psychology. We used the Pearson

correlation between the anxiety assessmentmodel prediction scores

and the anxiety scale scores as the model criterion validity. In

addition, we fed different data segments into the model to obtain

prediction scores and used the Pearson correlation between these

different model prediction scores to evaluate model reliability.

To explore the influence of the number of wavelet

decomposition layers during the construction of the frequency-

domain features on the prediction results, we set the wavelet

decomposition level parameter from 1 to 4 (the level parameter

controls the number of wavelet decomposition layers). Figure 6

shows the effect of decomposing the original time series signal

according to different numbers of wavelet layers. The signals in

each column can be restored to the original signal X after they are

superimposed on each other.

To explore the influence of the gait video training data size on

the model, we used gait segments with different numbers of frames

to build various models and compared the model performance.

In gait data segmentation, each participant has three segments of

gait data, as shown in Figure 1. First, we used segment1, segment2
and segment3 to establish three single-segment models. Then, two

of the three segments were combined to establish three double-

segment fusion models. Finally, the three segments were combined

to establish a three-segment fusion model. The gait segments were

combined as follows:

segment12 = segment1 + segment2

segment13 = segment1 + segment3

segment23 = segment2 + segment3

segment123 = segment1 + segment2 + segment3

The Pearson correlation coefficients between the model

prediction scores and the anxiety scale scores were calculated to

evaluate the influence of the number of gait segment frames on the

performance of the models.

In machine learning, some neural network components can

be removed to understand their impact on the network (48). In

this study, we explored the impact of different features on model
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FIGURE 5

Modeling process. PCA, principal component analysis; SFS, sequential forward selection; GPR, Gaussian process regression; LR, linear regression.
SVRlinear , SVRpoly , SVRrbf , and SVRsigmoid represent support vector regression using linear, poly, rbf, and sigmoid kernel functions, respectively.

performance through feature ablation studies to determine whether

the constructed features are effective. We used the static time-

domain features, dynamic time-domain features, all time-domain

features (including dynamic and static features), frequency-domain

features, and all features (including all time-domain and frequency-

domain features) to build 5 anxiety assessment models. The

Pearson correlation coefficients between the model prediction

scores and the scale scores were used to evaluate the contribution

of different features to the model.

We also explored whether gender has an effect on anxiety

prediction models. To accomplish this, we input the male and

female gait data into the anxiety assessment model. Then, we

calculated the Pearson correlation coefficients between the anxiety

prediction scores of males and females and the corresponding

scale scores to evaluate whether gender impacts the anxiety

prediction model.

In psychology, odd-even split-half reliability is often used to

characterize the degree of internal consistency of scales (49). We

input the odd and even frame gait data into the anxiety assessment

model to obtain the corresponding model prediction scores and

used the Pearson correlation coefficient between the two prediction

scores to evaluate the robustness and reliability of the model.

3. Results

We recruited 152 participants. According to the experimental

processing requirements, 150 valid data remained after screening,

including 79 males (52.67%) and 71 females (47.33%). The

proportion of males and females was essentially balanced. The ages

of the participants ranged from 21 to 28 years (mean= 22.99, SD=

1.07). The mean and standard deviation of the participant GAD-7

scores were 4.31 and 4.45, respectively. As shown in Table 1, the

participants mainly showed minimal and mild anxiety, with 132

participants at this anxiety level (88%). There were 5 participants

with severe anxiety, and all were women.

Table 2 show that in terms of the different algorithms, the GPR

and LR models had the best effect, regardless of the number of

wavelet decomposition layers. In terms of the number of wavelet

decomposition layers, except for the SVRpoly model (the SVRpoly
model had the best effect when level = 2), the performance of

the other models continuously improved as the number of layers

increased from level = 1 to level = 3 (the mean values of

rL1 , rL2 and rL3 were 0.401, 0.504, and 0.565, respectively). When

level = 4, the model performance declined (the mean value of rL4
was 0.464). In summary, the GPR and LR models showed optimal

performance when level = 3 (rL3_GPR = 0.677, rL3_LR = 0.677,

p < 0.001, and their RMSE values were less than those of the

other algorithms). We determined the optimal number of wavelet

decomposition layers by iteratively searching parameters.

As shown in Table 3, among the 7 data combinations, the

GPR and LR models had the best results. In the GPR and LR

models, the modeling effects of the segment1, segment12,segment13
and segment123 gait segments (which all contained segment1 and

had mean rs1 , rs12 , rs13 and rs123 values of 0.559, 0.495, 0.495, and

0.516, respectively) were better than those of the other segments

(the mean values of rs2 , rs3 and rs23 were 0.425, 0.435, and

0.447, respectively). Similar trends were found for the SVRrbf and

SVRsigmoid models. In conclusion, the GPR and LR models had the

best performance when modeled on segment1 (rs1_GPR = 0.731,

rs1_LR = 0.702, p < 0.001). We found that there are some

differences in the modeling effect of gait segments in different

periods. Moreover, the increase in the number of gait segments did

not significantly improve the model effect.

As shown in Table 4, the modeling effects of the GPR and LR

models on different features were significantly better than those of
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FIGURE 6

The e�ect of wavelet decomposition. The level parameter represents the number of wavelet decomposition layers. X represents the original time
series data. Di (i ∈ {1, 2, 3, 4}) represent detail coe�cient arrays. Aj (j ∈ {1, 2, 3, 4}) represent approximation coe�cient arrays.

TABLE 1 Population distribution of GAD-7 scale scores.

GAD-7 scale score range Total

0∼4 5∼9 10∼14 15∼21

Male 55 18 6 0 79

Female 41 18 7 5 71

Total 96 36 13 5 150

GAD-7, the 7-item Generalized Anxiety Disorder scale; 0∼4, minimal anxiety; 5∼9, mild

anxiety; 10∼14, moderate anxiety; 15∼21, severe anxiety.

the other models. TheGPRmodel achieved the best modeling effect

on all features, including the time-domain and frequency-domain

features (r5_GPR = 0.725, p < 0.001). The mean values of r1, r2,

r3, r4, and r5 were 0.399, 0.446, 0.536, 0.565, and 0.560, respectively,

showing a slow increasing trend. These trends were particularly

noticeable in the GPR and LR models, with r5_GPR > r4_GPR
and r5_LR > r4_LR (p < 0.001). We found that the anxiety

assessment models are sensitive to different gait features. And gait

features with kinematic characteristics can significantly improve

the performance of the model.

As shown in Table 5, the GPR model performed significantly

better than the other models (rAll_GPR = 0.725, rMale_GPR =

0.666, rFemale_GPR = 0.763, p < 0.001, and its RMSE value was

lower than those of the other algorithms). The anxiety prediction

effect was better for women than for men (the mean values of

rMale and rFemale were 0.547 and 0.566, respectively). Except for

the SVRlinear and SVRpoly models, all other models reflected this

characteristic.We found that the prediction performance of anxiety

assessment model for different groups is different.

As shown in Table 6, except for SVRpoly, all models showed

good reliability, and their odd-even split-half reliability was >

0.8. This proved the stability of the model to a certain extent. In

conclusion, the GPRmodel obtained the best criterion validity and

split-half reliability performance.

Gait-based anxiety assessment methods have not been fully

established. Here we migrated our method to a similar dataset (34).

The results showed that the GPR model had the best effect. The

Pearson correlation coefficient between the predicted scores of the
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TABLE 2 Criterion validity of frequency-domain feature modeling using di�erent numbers of wavelet decomposition layers.

RMSEL1 rL1 RMSEL2 rL2 RMSEL3 rL3 RMSEL4 rL4

GPR 4.027 0.475 3.568 0.594 3.273 0.677 3.830 0.564

LR 4.092 0.471 3.593 0.594 3.291 0.677 3.859 0.565

SVRlinear 4.024 0.408 3.967 0.430 3.619 0.562 3.946 0.441

SVRpoly 4.223 0.269 3.772 0.520 3.915 0.437 4.085 0.409

SVRrbf 4.105 0.405 4.008 0.434 3.967 0.496 4.071 0.390

SVRsigmoid 4.045 0.375 3.952 0.451 3.773 0.542 3.988 0.416

The subscripts L1 , L2 , L3 and L4 indicate that the numbers of wavelet decomposition layers are 1, 2, 3, and 4 (the level parameter ranges from 1 to 4), respectively, when constructing the

frequency-domain features. RMSE and r represent the root mean square error and criterion validity of the model established using the frequency-domain features, respectively. All correlation

coefficients are highly significant (p < 0.001).

TABLE 3 Criterion validity of modeling with di�erent training data sizes.

rs1 rs2 rs3 rs12 rs13 rs23 rs123

GPR 0.731 0.543 0.578 0.633 0.592 0.545 0.634

LR 0.702 0.547 0.578 0.630 0.583 0.545 0.637

SVRlinear 0.542 0.276 0.320 0.362 0.540 0.426 0.494

SVRpoly 0.403 0.386 0.372 0.392 0.314 0.425 0.354

SVRrbf 0.460 0.454 0.403 0.526 0.487 0.425 0.490

SVRsigmoid 0.518 0.346 0.359 0.424 0.454 0.314 0.488

rs1 , rs2 and rs3 represent the criterion validity of the models established using gait segments

segment1 , segment2 and segment3 , respectively. rs12 , rs13 and rs23 represent the criterion validity

of the models established after combining any two of the three gait segments. rs123 represents

the criterion validity of the model established after combining all three gait segments. All

correlation coefficients are highly significant (p < 0.001).

TABLE 4 Ablation studies with di�erent modeling features.

r1 r2 r3 r4 r5

GPR 0.462 0.602 0.681 0.677 0.725

LR 0.461 0.595 0.680 0.677 0.704

SVRlinear 0.349 0.274 0.498 0.562 0.540

SVRpoly 0.410 0.368 0.467 0.437 0.404

SVRrbf 0.378 0.428 0.459 0.496 0.457

SVRsigmoid 0.336 0.407 0.432 0.542 0.528

r1 , r2 , r3 , r4 and r5 represent the criterion validity of the models developing using static

time-domain features, dynamic time-domain features, all time-domain features (including

dynamic and static features), frequency-domain features, and all features (including all time-

domain and frequency-domain features), respectively. All correlation coefficients are highly

significant (p < 0.001).

anxiety assessment model and the scale scores reached 0.6, which

was higher than the 0.4 reported by Miao et al. (34). In addition, we

also tested the odd-even split-half reliability of the model on this

dataset to 0.8. This shows that our anxiety assessment model has

good robustness.

4. Discussion

We demonstrated that automated anxiety assessment using 2D

gait videos is feasible. Based on 2D gait videos, we constructed

TABLE 5 Criterion validity of the anxiety assessment model for males and

females.

RMSE rAll rMale rFemale

GPR 3.185 0.725 0.666 0.763

LR 3.430 0.704 0.639 0.722

SVRlinear 3.698 0.540 0.632 0.446

SVRpoly 4.018 0.404 0.404 0.361

SVRrbf 3.948 0.457 0.469 0.512

SVRsigmoid 3.823 0.528 0.474 0.590

RMSE, root mean square error. rAll , rMale and rFemale represent the criterion validity of

the model for all participants, male participants, and female participants, respectively. All

correlation coefficients are highly significant (p < 0.001).

TABLE 6 The odd-even split-half reliability of anxiety assessment models.

GPR LR SVRlinear SVRpoly SVRrbf SVRsigmoid

rsplit−half 0.803 0.801 0.808 −0.696 0.876 0.883

rsplit−half represents the odd-even split-half reliability. All correlation coefficients are highly

significant (p < 0.001).

and fused static and dynamic time-domain features and frequency-

domain features and used machine learning methods to establish

anxiety assessment models. Moreover, we evaluated the criterion

validity and split-half reliability of the proposed anxiety prediction

models. We also assessed the effects of different frequency-domain

feature construction methods, gait training data sizes, and gender

differences on the modeling results, verifying the contributions of

various time-domain and frequency-domain features. Our results

showed that the proposed gait video-based anxiety assessment

method had good reliability and validity.

People with anxiety disorders tend to be between 15 and 35

years old (50). Higher education levels appear to have a protective

effect on anxiety and depression (51). In our study, the participants

ranged from 21 to 28 years old, their educational backgrounds

were mainly involved postgraduate education, and their anxiety

levels were concentrated between minimal and mild anxiety. This

showed that our sample had a certain representativeness in the

higher education student groups.

We used the RMSE to evaluate the relative performance of

different models. Smaller RMSE and larger r values indicate better
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model performance. In Tables 2, 4, the RMSE and r values showed

inverse trends. This result showed that it was reasonable to use the

criterion validity to evaluate the performance of the models.

As the number of wavelet decomposition layers increases,

we can obtain more detail coefficient arrays representing high-

frequency information and more approximate coefficient arrays

representing low-frequency information. Since our sequence length

was 75, the coefficient arrays that cannot be divided into half are

filled with zeros in each wavelet decomposition. When the wavelet

decomposition level was too high, the length of the coefficient array

was too short, and the zero-padding operation introduced more

errors, which led to inaccurate frequency-domain features. This was

why the mean value of rL4 was smaller than that of rL3 . Therefore,

in wavelet decomposition, as the number of decomposition layers

increases, we can more easily distinguish between low-frequency

and high-frequency signals. However, the interference errors

caused by the continuous subdivision also increase.

In general, in machine learning, more training data leads

to better model effects (52). In our experiments, the model

performance did not improve and even decreased as the number

of gait training segment frames increased. For example, as shown

in Table 3, the modeling effect after fusing two or three gait

segments was worse than that of single gait segment modeling.

On the one hand, gait is a periodic process (53). More gait

segments lead to redundant information that does not contribute

to modeling. Therefore, it is sufficient to model with fewer gait

frames, which is similar to previous research results (34, 35, 37).

On the other hand, different gait segments are discontinuous, and

directly merging these sequences may cause mutations that reduce

model performance to some extent. We also observed that the

modeling effect of gait data including segment1 was better than that

of data including other segments, which may be due to the fatigue

of participants walking back and forth in a narrow space, which led

to inaccuracies in the subsequent gait videos.

Feature ablation studies were performed to examine how

different features contribute to modeling. Taking the GPR model

with good reliability and validity as an example, r3_GPR >

r2_GPR > r1_GPR verified that gait contains both dynamic and

static information and that dynamic information expresses gait

characteristics better than static information. Moreover, r5_GPR >

r4_GPR and r5_GPR > r3_GPR verified that time-domain and

frequency-domain information both contribute to modeling. The

results of the feature ablation studies showed that the various

constructed features were effective and necessary.

Previous studies have shown that the muscular strength of

anxious women is significantly lower than that of healthy women

and that these two groups show differences in gait, while these

differences are not obvious among males (23). In addition, anxiety

differs between the genders, and females are more likely to be

anxious than males (54). This may be the reason why the anxiety

prediction results are better for women than for men. This fact also

supports the finding that participants with severe anxiety in Table 1

were all women.

Cronbach’s alpha for the GAD-7 scale was 0.92 (9). In general,

an alpha value >0.7 is considered to indicate acceptable reliability.

In this study, except for the SVRpoly model, the split-half reliability

of the models was > 0.8. This result indicates that the odd-even

split-half reliability can be applied to evaluate model performance.

This study is a continuation and extension of our previous

work (37). We have optimized the methods of data segmentation,

frequency-domain feature construction, and feature selection in

experiments. Compared with previous studies, we explored in

detail the impact of various factors (different features, gait dataset

size, gender) on the model through comparative experiments

with various parameters. In this study, the modeling method is

more objective and reasonable, and the robustness and predictive

performance of the anxiety assessment model are improved. Our

research has some limitations. During data collection, a single

camera was used to capture gait videos of the participants walking

back and forth. Thus, the data contained some gait segments (such

as turning and back gaits) that were not suitable for modeling.

During preprocessing, the segmentation and recombination of

different gait segments might introduce data breakpoints that

can impact the model effects. In the future, we set the gait data

collection scene as participants walking normally on the treadmill,

ensuring that only the participants’ front-view gait videos are

recorded. We will try to avoid damaging the continuity of gait

videos in preprocessing. In addition, although we verified the

feasibility of assessing anxiety state based on gait videos, the

participants were mainly college graduate students. Since this

model was trained on only one social group, the generalizability

may be insufficient. Thus, we will recruit participants from different

groups according to the differences in age, gender, region, culture

and economic background to increase the diversity of training data.

Due to the convenience, real-time, and non-invasive properties

of our model, our approach can be applied in various scenarios.

For example, the model can be applied for personal daily anxiety

assessment. Moreover, companies can learn the employee anxiety

levels through video data to provide psychological counseling in

a timely manner and improve work efficiency. Using this method

to assess the anxiety level of social groups in a timely manner

can help to improve community mental health and public health.

In future work, our proposed method still has some room for

improvement. First, our current research uses traditional machine

learning models and artificially constructed features. Although

we have demonstrated the rationality and effectiveness of the

constructed features in experiments, we still rely on a lot of

subjective experience in the early stage. In recent years, many

studies have made breakthroughs using deep learning (55). So next

we will apply deep neural network to automatically extract gait

features and train anxiety assessment models with better predictive

performance. Second, our current research needs to convert gait

video frame by frame into human body key point coordinates, and

then calculate and analyze based on these 2D coordinates. In the

process of extracting key points, some gait information will be lost,

which will affect the model’s learning of gait information. In the

future work, we will use image streams for modeling directly based

on gait video, so that the neural network can capture more detailed

information in the gait.

5. Conclusion

In this study, we developed a convenient and timely anxiety

assessment method that may contribute to improving mental

health services. Our experiments show that gait can be used
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as an objective cue to measure anxiety, the gait video-based

anxiety assessment model has good criterion validity and split-half

reliability, and the model has a better prediction effect on females

than males. In addition, due to the periodicity of gait, increasing

the number of gait training segment frames has little effect on

the performance of the anxiety assessment model. The results of

comparative experiments showed that the static and dynamic time-

domain features and frequency-domain features improved model

performance. Our preliminary study provides ideas for developing

a convenient real-time anxiety assessment method.
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1. Introduction

Public health is a multidisciplinary field that aims to promote and protect the health of

communities through various interventions, such as disease prevention, health promotion,

and policy development. It involves analyzing data and applying evidence-based approaches

to improve the health outcomes of populations (1–3). One of the main challenges in public

health is the emergence and re-emergence of infectious diseases such as COVID-19, which

can pose a significant threat to public health (4). Other challenges include the rise of

non-communicable diseases (NCDs) such as heart disease and cancer, which are often linked

to lifestyle factors such as poor diet and physical inactivity (5). Health inequities also pose a

challenge to public health, as some groups, such as marginalized and vulnerable populations,

may experience poorer health outcomes due to commercial determinants of health (1, 3, 5).

Furthermore, there are challenges associated with the collection, management, and analysis

of public health data. Ensuring data privacy and security, addressing biases in data collection

and analysis, and making data accessible to all stakeholders are all critical issues in the field

of public health. Finally, the need for effective communication and collaboration among

stakeholders is essential to address these challenges and improve public health outcomes

(2, 6, 7).

The growth of Artificial Intelligence (AI) in healthcare has been exponential in recent

years, with advancements in machine learning, natural language processing (NLP), and

image analysis. AI is increasingly being used to improve disease surveillance, drug discovery,

and personalized medicine, among other applications, with the potential to transform

healthcare delivery (8–10). Also, AI methods have shown great promise in addressing

various public health challenges. Machine learning algorithms, NLP, and other AI techniques

can be used to analyze large datasets, identify patterns and trends, and generate insights

that can inform public health interventions (11, 12). ChatGPT is a state-of-the-art NLP

model developed by OpenAI that has shown impressive performance in a variety of tasks,

including language translation, text completion, and sentiment analysis. The model’s ability

to generate coherent and contextually appropriate responses to text inputs has made it a

promising tool for a wide range of applications, including public health (13). For example,

ChatGPT can be used to help patients manage chronic conditions by providing reminders

for medication, diet, and exercise, and answering questions about symptoms and treatment

options. ChatGPT can also be used to help patients find healthcare providers, schedule
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appointments, and access healthcare information. Moreover,

ChatGPT can be used to improve patient engagement and

education. Patients can interact with ChatGPT in natural language

and receive tailored responses based on their medical history,

preferences, and needs. ChatGPT can also provide patients

with reliable and up-to-date health information, such as disease

prevention tips, symptom management advice, and resources for

mental health support (13–15).

In this paper, we conducted a SWOT analysis and PESTLE

analysis (16, 17) to evaluate the applying of ChatGPT in public

health. SWOT stands for Strengths, Weaknesses, Opportunities,

and Threats, and is a widely used strategic planning tool that helps

in identifying the internal and external factors that can impact the

success of a project or initiative (17). As well as PESTLE analysis is

a strategic planning tool used to assess and analyze external factors

that can impact an organization, project, or industry. It examines

the Political, Economic, Sociocultural, Technological, Legal, and

Environmental factors that can influence the environment in

which an entity operates (16). By conducting a SWOT analysis

of ChatGPT, we aim to identify the strengths, weaknesses,

opportunities, and threats associated with the application of this

technology in public health. Also, we want to determine main

external factors that can have an effect on applying this technology

in public health.

The methods used in this paper involve a comprehensive

literature review of previous studies and publications related to

the applications of ChatGPT in public health (18). To identify

pertinent studies for our research, a comprehensive search was

conducted in reputable databases, employing relevant keywords.

The databases used for this purpose were Pubmed, Scopus, and

Google Scholar. The selection of relevant articles was based on a

combination of crucial keywords that proved effective in narrowing

down the search results. The selected keywords for this study were

“ChatGPT” AND (“public health” OR “healthcare”). To ensure

consistency and focus, the search was limited to English-language

papers published before April 15, 2023. Through this systematic

approach, a total of 106 articles were initially identified across the

three aforementioned databases. After evaluation of these articles

based on their alignment with the research topic, 16 papers were

ultimately deemed relevant and included for further analysis. After

identifying relevant articles, a qualitative content analysis was

conducted to extract and classify relevant information related to the

SWOT analysis and PESTLE analysis of ChatGPT in public health.

2. SWOT analysis for applying
ChatGPT in public health

The extracted data were organized into four categories:

strengths, weaknesses, opportunities, and threats.

2.1. Strengths

The use of ChatGPT in public health has several strengths.

One of the main strengths of ChatGPT is its ability to provide

personalized health information and support to individuals.

Chatbots powered by ChatGPT can be available 24/7, which can

improve access to health information and support for people

who may not be able to seek care during regular business hours.

Additionally, ChatGPT can process and analyze large amounts of

data quickly and accurately, which can support disease surveillance

and outbreak detection. Chatbots can monitor social media and

other online platforms for signs of emerging health threats, such

as outbreaks of infectious diseases. They can also provide real-

time information to individuals and healthcare providers about

outbreaks in their area, which can help to prevent the spread of

disease (13–15, 19–23).

2.2. Weaknesses

The use of ChatGPT in public health also has several

weaknesses. One of the main weaknesses is the potential for

misinterpretation or miscommunication, as language models may

not always accurately understand the nuances of human language

and context. This could result in chatbots providing incorrect or

misleading health information (22, 24). Additionally, privacy is a

concern, as chatbots may be vulnerable to hacking or data breaches,

which can compromise sensitive health information. There is also

the potential for ChatGPT to perpetuate biases in health data

if the underlying data used to train the model is biased. For

example, if the data used to train ChatGPT is biased toward certain

demographics, the chatbot may not provide accurate information

to all populations (15, 20–28).

2.3. Opportunities

There are several opportunities associated with the use of

ChatGPT in public health. One of the main opportunities is the

ability of chatbots to provide personalized health information and

support to individuals. This is particularly useful for individuals

who may not have access to healthcare services or who may be

hesitant to seek care due to stigma or other barriers (11, 13, 21, 27).

ChatGPT can also assist with disease surveillance and epidemic

identification, which helps stop the spread of disease. Chatbots

can keep an eye on social media and other online platforms

for indications of emerging health risks, such infectious disease

epidemics. They can also notify people and healthcare professionals

in real time about epidemics in their region. Another opportunity

is that ChatGPT can facilitate communication and collaboration

between healthcare providers and patients, which can improve the

quality of care and health outcomes (11, 13, 15, 21–25).

2.4. Threats

The use of ChatGPT in public health also has several threats.

The possibility of chatbots distributing inaccurate or deceptive

health information is one of the key dangers. This can be as a

result of biased training data or mistakes in the language model’s

comprehension of human language and context (11, 14, 21, 24).

Additionally, as was already said, there is a chance that chatbots

would maintain the biases that now exist in health data. Another
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FIGURE 1

SWOT analysis for applying chatbot in public health.

danger is that chatbots may take the role of human connection

and care, which would reduce empathy and prevent personalized

care from being provided. Finally, there is a chance that chatbots

will widen the digital divide by excluding those without access to

technology or who are uncomfortable utilizing it from ChatGPT’s

public health advantages (9–11, 21–24, 26–29). The summary of

SWOT analysis showed in Figure 1.

3. PESTLE analysis for applying
ChatGPT in public health

The application of ChatGPT in public health can be analyzed

using the PESTLE framework, which examines the Political,

Economic, Sociocultural, Technological, Legal, and Environmental

factors that influence its implementation and impact. This analysis

aims to provide a comprehensive understanding of the external

factors that shape the context of ChatGPT’s application in

public health.

(1) The Political factor explores the political environment

surrounding the use of ChatGPT in public health. This

includes government policies, regulations, and political

support or resistance to AI technologies. Political factors play

a crucial role in determining the level of investment, data

governance, and ethical considerations in deploying ChatGPT

in public health (24, 28, 30).

(2) The Economic factor examines the economic implications

of using ChatGPT in public health. This involves evaluating

the cost-effectiveness, affordability, and sustainability

of implementing the technology. Economic factors also

consider the potential for job displacement or creation,

economic disparities in access to AI technologies, and

the overall financial implications for healthcare systems

(23, 24, 27, 29, 30).

(3) Sociocultural factors play a significant role in the application

of ChatGPT in public health. These factors involve

understanding public acceptance, trust, and perception of AI

technologies. Sociocultural considerations also encompass

issues of privacy, data security, and the potential impact

on the patient-provider relationship. Moreover, cultural

norms, beliefs, and attitudes toward AI-driven healthcare

interventions need to be taken into account (15, 23, 27, 30).

(4) The Technological factor analyzes the technological

landscape for ChatGPT in public health. This includes

advancements in natural language processing, machine

learning algorithms, and the integration of ChatGPT

with existing health information systems. Technological

factors also encompass the potential for bias, algorithmic

transparency, and the need for continuous updates and

maintenance of the technology (22, 27, 29, 30).

(5) Legal factors examine the legal and regulatory framework

governing the use of ChatGPT in public health. This includes

privacy regulations, data protection laws, intellectual property

rights, and ethical guidelines for AI applications in healthcare.

Compliance with legal requirements and adherence to ethical

principles are critical for the responsible deployment of

ChatGPT in public health (14, 27, 30).

(6) The Environmental factor focuses on the environmental

implications of implementing ChatGPT in public health. This

involves considering the energy consumption and carbon

footprint associated with AI infrastructure and data centers.

It also includes assessing the environmental impact of data

collection, storage, and disposal practices (23, 31, 32).

4. Discussion

The findings highlight the potential benefits and limitations

of using chatbots powered by ChatGPT in the public health

context. Consequently, they can provide personalized health

information and support to individuals, disease surveillance, and

outbreak detection, besides facilitating individual and shared

decision-making. Nevertheless, there are also limitations associated
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with ChatGPT that should be considered, such as the potential

misinterpretation or miscommunication, privacy concerns, and the

risk of perpetuating biases in health data. By conducting a PESTLE

analysis, policymakers, healthcare organizations, and researchers

can gain insights into the broader contextual factors that can

influence the application of ChatGPT in public health. This analysis

can inform decision-making, help anticipate challenges, and guide

the development of ethical guidelines and regulatory frameworks to

maximize the benefits and mitigate potential risks associated with

ChatGPT’s implementation in the public health domain.

Indeed, future studies must clarify whether the advantages

of utilizing chatbots outweigh their risks in assisting public

health actions. Although artificial intelligence-based approaches

can improve healthcare outcomes, the threats should be carefully

considered to avoid inappropriate decision-making and the

deepening of health inequalities especially the digital divide which

continues to grow especially in the Global South. Hence, the

widespread adoption of the disruptive technology of AI chatbots in

public health will require careful oversight and time as authorities

must first understand the optimal scenarios for the ethics and

legalities of its implementation and application. However, these

actions cannot be delayed because hundreds of AI tools are being

released and are being used for learning about public health

whether by design or not.
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Using iterative random forest to 
find geospatial environmental and 
Sociodemographic predictors of 
suicide attempts
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John Lagergren 1, Ashley Cliff 2, Jonathon Romero 2, 
Jared Streich 1, Michael R. Garvin 1 on behalf of 
MVP Suicide Exemplar Workgroup, the Million Veteran Program , 
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Jean C. Beckham 7,8,9, Nathan A. Kimbrel 7,8,10,11* and 
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Center, Center of Excellence, Corporal Michael J. Crescenz VA Medical Center, Philadelphia, PA, United 
States, 6 Department of Psychiatry, Perelman School of Medicine, University of Pennsylvania, 
Philadelphia, PA, United States, 7 Durham Veterans Affairs Health Care System, Durham, NC, United 
States, 8 VA Mid-Atlantic Mental Illness, Research, Education, and Clinical Center, Seattle, WA, United 
States, 9 Department of Psychiatry and Behavioral Sciences, Duke University Medical Center, Durham, 
NC, United States, 10 Duke University School of Medicine, Duke University, Durham, NC, United States, 
11 VA Health Services Research and Development Center of Innovation to Accelerate Discovery and 
Practice Transformation, Durham, NC, United States

Introduction: Despite a recent global decrease in suicide rates, death by suicide 
has increased in the United States. It is therefore imperative to identify the risk 
factors associated with suicide attempts to combat this growing epidemic. In this 
study, we aim to identify potential risk factors of suicide attempt using geospatial 
features in an Artificial intelligence framework.

Methods: We use iterative Random Forest, an explainable artificial intelligence 
method, to predict suicide attempts using data from the Million Veteran Program. 
This cohort incorporated 405,540 patients with 391,409 controls and 14,131 
attempts. Our predictive model incorporates multiple climatic features at ZIP-
code-level geospatial resolution. We additionally consider demographic features 
from the American Community Survey as well as the number of firearms and 
alcohol vendors per 10,000 people to assess the contributions of proximal 
environment, access to means, and restraint decrease to suicide attempts. In total 
1,784 features were included in the predictive model.

Results: Our results show that geographic areas with higher concentrations of 
married males living with spouses are predictive of lower rates of suicide attempts, 
whereas geographic areas where males are more likely to live alone and to rent 
housing are predictive of higher rates of suicide attempts. We also identified 
climatic features that were associated with suicide attempt risk by age group. 
Additionally, we observed that firearms and alcohol vendors were associated with 
increased risk for suicide attempts irrespective of the age group examined, but 
that their effects were small in comparison to the top features.
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Discussion: Taken together, our findings highlight the importance of social 
determinants and environmental factors in understanding suicide risk among 
veterans.

KEYWORDS

suicide prevention, explainable artificial intelligence, geospatial analysis, public health, 
veterans’ health, firearms, alcohol misuse

1. Introduction

Suicide rates in the United States (U.S.) have increased in recent years 
despite these rates declining globally (1). According to the biopsychosocial 
model of suicide risks, there are distal, developmental, and proximal 
factors that affect the probability of suicide attempt (2). Distal factors are 
related to familial and genetic predisposition and early-life adversity. 
Developmental factors include personality traits associated with suicidal 
behavior, cognitive deficits, and chronic substance misuse. Proximal 
factors include but are not limited to psychiatric, psychological, 
socioeconomic, and environmental factors. Several studies have found 
associations between demographic factors and suicide such as age, 
ethnicity, socioeconomic status, marital status, religion, etc. (3). The 
impact of climate on suicidal behavior is significant, although the 
relationship between climate and suicide is complex and not yet fully 
understood. One possible explanation for how climate could affect 
suicidal behavior is through seasonal changes. Research has shown a 
pattern of increased suicide attempts and deaths during the spring and 
early summer months, indicating a seasonality in such events (4, 5). 
Sunlight and temperature are among the most relevant climatic features 
associated with this seasonality, as they may directly influence various 
mood disorders related to suicide risk (6–9). While several studies have 
attempted to link other climatic features to suicide risk, their findings have 
been contradictory or inconclusive (10–15). Interestingly, the majority of 
these studies have been conducted using extensive geospatial regions. An 
investigation carried out in Taipei, Taiwan examined suicide mortality at 
high geospatial resolution using neighborhoods known as “li” as 
geospatial units (16). The findings of this study revealed a significant 
geospatial variation in suicide mortality across neighborhoods, indicating 
that the analysis of aggregated data in broader geographic areas may 
attenuate predictive signals (16).

Other relevant proximal factors include access to means and 
substance misuse (17, 18). For example, occupations with access to 
lethal means are associated with increased risk of death by suicide (19, 
20). Moreover, controlling access to lethal means is an effective 
strategy for decreasing suicide risk (21). In the U.S., death by suicide 
is the leading cause of violent deaths, and firearms are responsible for 
approximately half of these deaths (22). Substance misuse also plays 
an important role in suicide prevention because acute substance 
intoxication can increase an individual’s disinhibition. For example, a 
study showed that suicide decedents have an increased risk of alcohol 
ingestion and intoxication before their death relative to controls (23).

The objective of the present research was to conduct an analysis 
of climatic and socio-demographic factors that are associated with 
increased risk for suicide attempts among U.S. veterans using an 
explainable artificial intelligence (X-AI) model. We  were also 
interested in the relationship of the number of firearms and alcohol 
vendors per 10,000 people as proxies for access to means and 
decreased restraint, which were also included in the final model. 

Together, we identify several novel factors at zip code-level resolution 
that impact individual-level risk for attempting suicide.

2. Materials and methods

2.1. Data and data pre-processing

2.1.1. Patient data
The cohort and suicide attempt phenotype used in this study were 

initially described in Kimbrel et al. (24). A total of 405,540 participating 
patients in this study were enrolled in the U.S. Department of Veterans 
Affairs’ (VA) Million Veteran Program (MVP). All procedures 
contributing to this work comply with the ethical standards of the 
relevant national and institutional committees on human 
experimentation and with the Helsinki Declaration of 1975, as revised 
in 2008. All procedures involving human subjects/patients were 
approved by VA Central Institutional Review Board (cIRB# 18-11) 
after all subjects provided written and signed informed consent. Race, 
ethnicity and gender were self-reported. Suicide attempt phenotype 
was created from electronic health records (EHR) from the VA 
corporate data warehouse (CDW), using International Classification 
of Diseases (ICD) diagnostic codes, survey data from the mental health 
domain, and the Suicide Prevention Application Network (SPAN) data 
set (25). Veteran participants were considered controls if there was no 
recorded evidence of them ever attempting suicide or experiencing 
suicidal thoughts throughout their lives. This determination was based 
on qualifying ICD codes, reports of suicide behavior, or responses from 
mental health surveys previously mentioned. It is worth noting that 
veterans who had a history of having suicidal thoughts but had not 
attempted suicide were specifically excluded from the current analysis. 
This was done to guarantee that the control group consisted of 
individuals who had no prior instances of engaging in or contemplating 
suicidal thoughts or behaviors. Thus, cases were defined as having a 
history of one or more suicide attempts (including both fatal and 
non-fatal), whereas controls were defined has having no history of 
suicide attempts or ideation. In total, this resulted in 391,409 controls 
and 14,131 cases. The mean age was 62.4 years for the whole cohort, 
63.4 for males and 50.8 years for females. As reflective of the veteran 
population, this cohort is predominantly male but does include females 
as well as racial and ethnic minorities. The sex distribution was 8% 
female and 92% male. This cohort was 73% white, 18% black or African 
American, 1% American Indian or Alaska Native, 1% Asian, and 7% 
mixed race, other, missing, or unknown. This is generally close to the 
proportions of racial groups in the United States in 2021 (78.6% white, 
12.2% black/African American, 0.7% American Indian or Alaska 
Native, 5.6% Asian, 2.8% mixed race) with an overrepresentation of 
black/African American and an underrepresentation of Asian people. 
This includes Latinx people spread across those racial categories. The 

33

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 03 frontiersin.org

Supplementary Table S1 provides a breakdown of cohort demographics 
by cases and controls. Most of the suicide attempts in this cohort were 
concentrated around 60 years of age, likely since this age group is 
overrepresented among these patients (Figures 1A,B). However, the 
proportion of attempts grouped by age decreased abruptly after age 60 
(Figure  1C). Due to this rapid decrease in attempts after age 60, 
we analyzed patients greater than 60 years of age separately from those 
under 60 years of age. The split with patients above or equal to 60 
contained a total of 267,447 individuals with 4,231 attempts and 
263,216 controls. The split with patients below age 60 was composed 
of 138,093 individuals with 9,900 suicide attempts and 128,193 
controls. Each attempt and control were associated with climatic and 
socio-demographic features by patient ZIP code. For patients with 
multiple ZIP codes (less than ~0.6% of the cohort), we used the most 
recent ZIP code since not all suicide attempts had a corresponding 
date. The proportion of attempts grouped by age decreased steadily 
after age 60 (Figure 1). Therefore, we explored the socio-demographic 
and climatic features that were associated with suicide attempts in 
patients greater than 60 years of age separately from those under 
60 years of age.

2.1.2. Climatic features
The climatic features included two groups: static measurements 

and monthly measurements. Monthly measurements included 
longitudinal features such as monthly average precipitation and 
maximum temperature. There were 12 distinct measurement types 
recorded each month, totaling 144 features. The 30 static features 
included features such as elevation and percent urban cover. This led 
to a total of 174 climatic and weather-related features, mapped to 
33,144 ZIP codes across the U.S. (26–32) (Supplementary Table S2).

2.1.3. Socio-demographic features
The socio-demographic features were collected from the 2019 

American Community Survey, produced by the United States Census 
Bureau (33). These 1,606 features were captured using the tidycensus 
software package in R using 5 years estimate for 2019 (34). These 
features were normalized to represent a percentage of the total 
population or age bracket within each ZIP code. We also included two 
additional features: population density (people per square mile) and 

the ratio of water to land area, which led to a total of 1,608 
demographic features that were mapped to 33,120 ZIP codes across 
the U.S (Supplementary Table S3).

2.1.4. Alcohol and firearms features
From the Historical Business Database (35) we  extracted the 

number of firearms vendors per 10,000 residents in each ZIP code, 
averaged across the years 2010 and 2019, and the similarly calculated 
number of alcohol vendors. This information was included for 31,378 
ZIP codes across the U.S (Supplementary Table S4).

2.2. Explainable artificial intelligence 
analysis

In this study, we used iterative Random Forest (iRF) (36, 37), an 
X-AI algorithm that ranks input features by importance through 
iterative feature weighting, to associate proximal environmental 
features with suicide attempts. There are two motivations for our 
choice of methods: (i) identifying which predictor features explain 
changes in the output and (ii) scaling to high-performance computing 
(HPC) systems. iRF has been implemented in C++ to use regression 
trees and leverages massive parallelism to scale to very large datasets. 
The model was trained to predict cases and controls, where the 
predicted values at each leaf node, is the average value of all samples 
that reached that specific leaf node. Thus, with binary values encoded 
as case (1) and control (0), iRF identifies the proportional change in 
outcome as a function of each input feature, thereby ranking features 
by feature importance.

High pairwise correlations among input features can have a 
negative impact on the explainability of iRF models. This occurs 
because when one feature is strongly correlated with others, its 
importance is divided across the correlated features. As a result, the 
overall importance of these features in predicting suicide attempts 
decreases. To identify highly correlated features, we calculated Pearson’s 
correlation coefficients between all 1,784 features. Through this 
analysis, we identified feature groups with correlation coefficients equal 
to or greater than 0.90 in absolute value, and therefore considered as 
highly correlated. From each feature group of strongly correlated 

FIGURE 1

Distribution of suicide attempts by age of 405,540 participating patients. (A) Total patient count by age. (B) Total suicide attempt count by age. (C) Age-
specific suicide rate. The red dashed line shows a cutoff to highlight the decreased proportion of suicide attempts in individuals equal to/above 
60  years of age.
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features we selected a representative feature to be included in the iRF 
model. Thus, this led to the removal of 248 features, reducing the total 
number of features to 1,536 (Supplementary Table S5). Please refer to 
Supplementary Table S6 for a comprehensive description of all the 
features utilized in this study.

2.3. iRF k-fold cross validation and 
accuracy calculation

To obtain accuracy scores for the iRF model, 5-fold cross-
validation was used. The cross-validation technique employed in this 
study was group shuffle split. In this methodology, the dataset was 
randomly divided into 80% for training and 20% for testing, while 
incorporating a grouping factor to ensure that samples from the same 
group were not utilized for both training and testing in the same run. 
By employing patient zip codes as a grouping factor, we aimed to 
mitigate geospatial bias in our analysis. To further enhance the 
robustness of our analysis, we  replicated this process five times, 
resulting in a total of five accuracy estimations for the models. 
Prediction accuracy was calculated using the average Area Under the 
Precision Recall curve (AUPRC), where precision was defined as true 
positives/true positives + false positives and recall as true positives/true 
positives + false negatives. Each random forest in the iRF model 
includes 1,000 trees with a leaf node size of 1,000 patients. We set the 
number of iRF iterations to five to rank the importance of each feature 
in predicting suicide attempt. In addition to ranking input features by 
importance, we next identified the feature-level explainability of our 
model by determining whether each feature was predictive for or 
against suicide attempt. To estimate if a feature predicts suicide 
attempt or controls, the result of each split was averaged using the 
given feature and mapping those to a linear effect. This provided both 
the feature effect in the slope of the line and an R2 with how closely 
that related to each of the set of splits. If the slope of the line was 
positive, then the feature effect size direction was positive, i.e., the 
value and the feature were positively correlated. If the slope of the line 
was negative, then the feature effect size direction was negative.

2.4. Model selection

Model selection was based on research interest and accuracy gain. 
Initially, we  aimed to address three questions: predicting suicide 
attempts based on climatic features, demographic features, and access 
to firearms and alcohol. We  used iRF models with k-fold cross-
validation for each feature group, and later employed all 1,536 features 
together to identify the most important predictors for suicide attempts 
across all feature groups in patients above or equal to 60 years and 
below 60 years. We then combined the top 20 most important features 
from the model with all features with alcohol and firearm vendor data 
per 10,000 residents. The reduced models showed better accuracy than 
using all features, as indicated by the area under the precision-recall 
curves (AUPRC) across 5 data splits (Figures 2, 3). Using all features 
introduced noise and reduced model accuracy and interpretability. 
Most models demonstrated predictability, with AUPRC values above 
random chance, especially in the age group below 60 years (red dashed 
line in Figure 3). Based on these results, we selected the model with 
the top 20 features, alcohol, and firearm vendors for model explanation.

2.5. iRF-LOOP

To show how features or groups of features interconnect each 
other, we applied iRF-Leave One Out Prediction (iRF-LOOP), which 
is an extension of the iRF model (36). In this framework, iRF was used 
to compute all-against-all predictions of each vector of data from all 
other vectors. The results of this analysis were captured as networks, 
in which nodes (i.e., features) were connected by an edge if the pair of 
features were predictive of each other, thereby revealing functional 
relationships and subgroups within and across data layers. 
We performed iRF-LOOP using the pre-processed input matrix which 
consisted of climate, census, and alcohol and firearm business data, 
with a total of 1,536 features and 31,378 samples or ZIP codes. This 
analysis created an all-to-all directed feature association network that 
captured the relationships between data layers. The resulting network 
was then filtered to the top 1% of edges to capture the most important 
connections between features.

3. Results

3.1. Features that were most strongly 
associated with suicide attempts

iRF predictive models can compute the importance of each feature 
predicting suicide attempt and if they predict either cases or controls. 
We examined iRF models trained with 1,536 features to identify the 
20 most important predictive features in patients below, and above or 
equal to age 60, plus firearms and alcohol vendors per 10,000 residents 
(Supplementary Figures S1, S2). The resulting features were further 
analyzed to determine directionality (i.e., if they predict suicide 
attempts or controls) and can be  aggregated in groups related to 
emotional support, housing, ancestry, commuting and mobility, access 
to healthcare, cognitive difficulties, access to means, decrease restraint 
and climate (Figures 4, 5).

In the model that includes patients aged 60 years or older, specific 
features were found to be  associated with either a decreased or 
increased risk of attempting suicide within the emotional support 
category. The features population of 18 years and older that live with a 
spouse, married males and household with spouse present between 
35–64, and 65 years of age and above were associated with decreased 
risk for attempting suicide, whereas males never married of 75–84 years, 
and married males of 85 years of with spouse absent were associated 
with increased risk for attempting suicide (Figure 4). Ancestry also 
appeared among the top features explaining suicide attempts. French 
Canadian, Northern European, and Pennsylvania German ancestries 
were associated with increased risk for suicide attempts, as well as 
Native Hawaiian and other Pacific Islander females of ages 45–54 
(Figure  4). Dutch ancestry and speaking French (Haitian or Cajun 
dialects) at home were associated with reduced risk (Figure 4). In the 
housing category, occupied housing units that are occupied by a renter 
was predictive of suicide attempts (Figure 4). For commuting and 
mobility, we observed that moving abroad last year, 75 years and older, 
and females with a work commute lasting 10–14 min, were also 
associated with increased risk (Figure  5). In access to means and 
decrease restraint groups, we observed that number of firearms and 
alcohol vendors per 10,000 residents were predictive of suicide attempt 
(Figure 5). Several climate features were also predictive: precipitation 
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in April, solar radiation in summer (which represents solar radiation 
in June, through September), and wind speed late spring through 
summer (which represents wind speed in May through September) 
were associated with decreased risk, whereas wind speed in autumn 
through spring (which represents wind speed for the rest of the year) 
and temperature in late autumn through winter (which represents 
average temperature from October through April, minimum 
temperature from November through March, and maximum 
temperature from October through March) were associated with 
increased risk (Figure  5). For representative relationships among 
features (Pearson >0.9) see Supplementary Table S5.

For the model using only individuals under 60 years of age, the 
two most important features associated with decreased risk were 
married males, and females with no cognitive difficulties between 35 and 
64 years of age [which represents a lack of disabilities, including no 
hearing, vision, ambulatory, or self-care difficulties in females 
35–64 years of age (Figures 4, 5)]. Conversely, the features living alone 
and living with unmarried partner were associated with increased risk 
(Figure 4). Similarly, commuting between 10 and 14 min, regardless of 
gender, monthly housing costs between $700 and $800, cash rent 
between $600 and $649, house heating using gas, moved within county, 
and having two types of public insurance were all associated with 
increased risk (Figures 4, 5). On the other hand, only Pennsylvania 
German ancestry was associated with increased risk in the ancestry 
category (Figure 4). Similarly, to the model from patients 60 years of 
age or above, number of firearm and alcohol vendors per 10,000 
inhabitants were associated with increased risk (Figure 5). Regarding 
climatic features, precipitation in winter (which represents 
precipitation December through February) and Water vapor in mid 
spring through mid autumn (which represents water vapor from April 
through October and minimum temperature in May) were associated 
with reduced risk (Figure 5). Contrary to the first model, in patients 
under 60 years of age the climatic features solar radiation in summer, 
and both wind speed in late spring through summer and wind speed in 
autumn through spring were predictive of individuals with a history of 
suicide attempt (Figure 5). Additionally, terrain elevation was also 
associated with suicide attempts (Figure 5).

3.2. Feature network by iRF-LOOP

It is well known that alcohol abuse increases suicide risk (2). Thus, 
we included the number of alcohol vendors per 10,000 people in our 
final model. Interestingly, when used in combination with the top 20 
features, alcohol vendors per 10,000 people ranked 12th and 20th in 
feature importance in patients above or equal to 60 and below 60 years 
of age respectively, even though it ranked 360th (above age of 60) and 
74th (below age of 60) in the models using all features 
(Supplementary Figures S1, S2). This could mean that other features 
are competing with number of alcohol vendors per 10,000 people 
within the iRF model to classify suicide attempt and controls. 
Therefore, we created a feature network using iRF-LOOP to explore 
how features relate to each other. Figure  6 shows the immediate 
neighbors of the feature measuring the number of alcohol vendors per 
10,000 people, where each node in the subnetwork represents a feature 
and the arrows represent the edges (connections) between features. 
Edges are weighted by their normalized feature importance value and 
the arrow direction shows what feature is predicting another one. 
Several features related to geographic mobility, population density, low 
gross rent with cash, and high home value were observed. Further, the 
subnetwork shows associations among features including number of 
widowed females, and several European ancestries. Regarding climate 
features, we observed temperature in late autumn through winter and 
temperature in late spring through summer, which represents average 
temperature from May to August, maximum temperature in June, and 
minimum temperature from June to September.

4. Discussion

Most prior suicide prevention studies have focused on a relatively 
small number of features. Moreover, most have typically relied on 
individual-level information only (e.g., clinical features) or aggregated 
data for a given geographical area with low geospatial resolution. In 
the present study we showed that ZIP code-level data can improve 
prediction in individuals with a history of suicide attempt greater than 

FIGURE 2

Precision-recall curves for an iRF model using all features (yellow line) vs. using only the top 20 features plus firearm and alcohol vendors per 10,000 
residents (teal line). Each line represents the average of 5 runs along their respective 95% confidence intervals. (A) Model comprised patients who were 
60  years of age or older (n  =  267,447). (B) The model focused exclusively on patients below the age of 60 (n  =  138,093). The dashed line represents the 
random chance of correct classification without iRF.
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random chance, supporting the role of the surrounding environment 
as proximal/precipitating factors that influence the propensity for an 
individual to attempt suicide.

Our selection of the iRF model was based on its suitability for our 
research objectives. In particular, its capacity to efficiently handle 
large, high-dimensional datasets was crucial for the present study. 
Furthermore, the model’s feature weighting technique helps to address 
data overfitting by prioritizing the most informative features while 
removing the non-relevant ones. This method also enhances the 
interpretability of the results by generating a ranked list of the most 
influential features. Lastly, the use of decision trees allowed for the 
estimation of the directionality of the prediction, enabling a deeper 

interpretation of the environmental factors contributing to suicidal 
attempts. Thus, by using this X-AI we were able to screen more than 
a 1,700 demographic and climatic features to obtain several that 
appear to potentially protect or increase veterans’ propensity for 
attempting suicide.

An individual’s environment can have profound effects on their 
psychological state and subsequent risk of suicide. In fact, it has been 
well documented that socioeconomic and demographic factors such 
as poverty, education and population density are related to suicide risk 
(38–40). In our study we  used the electronic health records, 
demographic and climate data to build a predictive model of suicide 
attempts in the U.S. veteran population. It is worth highlighting that 

FIGURE 3

Distribution of the area under the precision recall curves (AUPRC) for suicide attempt predictive capacity using environmental features. (A) AUPRC 
value distributions for equal to/above 60  years of age for iRF cross validation models. (B) AUPRC value distributions for below 60  years of age. The red 
dashed line is the area under the curve of a base model (random chance of correct classification without iRF). The total patient count for the models 
was 267,447 for individuals aged 60  years or older and 138,093 for those below the age of 60.

37

https://doi.org/10.3389/fpsyt.2023.1178633
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Pavicic et al. 10.3389/fpsyt.2023.1178633

Frontiers in Psychiatry 07 frontiersin.org

demographic and climate data are not direct information from the 
individuals under study, but rather a representation of the environment 
in which they currently reside. Moreover, in the cohort used here, 
there was a rapid decline in the number of suicide attempts after the 
age of 60 (Figure  1), which is in agreement with a surveillance 
summary from the Center for Disease Control and Prevention, where 
the highest suicide rates were observed in age group between 35 and 
64 years (41). Thus, we divided the population into cohorts below or 
equal to/above 60 years of age, since age groups may be  affected 
differently by risk factors (42).

Interestingly, the top features can be classified into nine main 
groups namely: emotional support, housing, ancestry, commuting and 
mobility, climate, decreased restraint, access to means, cognitive 

difficulties and access to healthcare (Figures 4, 5). In the emotional 
support group, the protective effect of marital status on suicide risk is 
well-documented (43). Studies have shown that married people 
showed the lowest rate of suicide rates (43–45), whereas divorced or 
separated persons are twice as likely to commit suicide than married 
persons, and this effect is stronger in divorced males (46). In our study, 
for all age groups we  observed that living in areas with high 
proportions of married males and individuals living with a spouse 
were protective factors against suicide attempts for those 60 years of 
age or above (similar to the individual-level protective factor  
of marital status). Conversely, areas with high proportions of 
individuals living alone and unmarried males were associated with 
higher rates of suicide attempts (47).

FIGURE 4

Summary of features found by iRF related to emotional support, housing, and ancestry. Cyan: predict control, yellow: predict attempt, blue border: 
equal to/above 60  years of age, red border: below 60  years of age, purple border: both age groups.
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Regarding the commuting and mobility group, commuting time 
has been associated with depression in a dose responsive manner 
(48). Our results showed that living in areas with high proportions of 
individuals with commutes between 10 and 14 min has been 
associated with increased risk for suicide attempts, irrespective of age. 
The iRF-LOOP network showed that commuting features are 
predictive of each other regardless of the commuting time 
(Supplementary Figure S3). Thus, commuting between 10 and 14 min 
may be acting as a proxy for commuting in general. We also observed 
housing-related features for both age groups in relation to suicide 
attempts. These results are consistent with Lorant et al. (49), who 
showed that higher education and home ownership status decreases 
the risk of suicide. Other studies have found that living in rented 
units increased the risk for suicide in middle-aged males and females 
(40). This effect might be especially important for females who live 
in large urban areas (50).

In the ancestry group, we observed that living in areas with a 
higher proportion of Northern European ancestry was associated 
with suicide attempts. Although suicide attempts vary widely in 

Europe, countries of Finno-Ugrian origin show disproportionally 
higher suicide rates than the rest of Europe, suggesting a genetic 
cause (51). Voracek et  al. (52), tested this hypothesis in the 
U.S.A. using state-level self-reported ancestry from census data. The 
study found support for this hypothesis using historical data from 
1913–1924 and 1928–1932, but not from 1990–1994. Taken 
together, these findings encourage an analysis with higher geospatial 
resolution of the sample (e.g., ZIP or county level) and a genetic 
characterization of the individuals ancestries, since self-reporting 
may be inaccurate. We also found that living in a ZIP code with 
higher proportion of Native Hawaiian and other pacific islander 
females between ages 45 to 54 was associated with suicide attempts. 
These results are consistent with Ji et al. (53) finding, who showed 
that Asian or Pacific Islander ancestry was a risk factor for suicide 
in healthcare professionals.

Climate can have a significant impact on suicidal behavior, 
although the relationship between climate and suicide is complex 
and not yet fully understood. An explanation of how climate could 
impact suicidal behavior could be due to seasonal changes. The 

FIGURE 5

Summary of features found by iRF related to commuting and mobility, climate, decreased restraint, access to means, access to healthcare and 
cognitive difficulties (proxy for disabilities). Cyan: predict control, yellow: predict attempt, blue border: equal to/above 60  years of age, red border: 
below 60  years of age, purple border: both age groups.
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phenomenon of seasonality in death by suicide has been consistently 
observed across various studies. A comprehensive literature review 
encompassing a time span of three decades (1979–2009) revealed a 
prevailing pattern of increased suicide deaths occurring during the 
spring and early summer months (4). A subsequent systematic 
review conducted in 2016 revealed comparable seasonal patterns 
for suicide attempts, indicating a peak occurrence during the spring 
and summer months (5). While not all studies in this review 
identified this seasonal pattern, the majority of them appear to 
agree with this observation.

Several mood disorders related to suicidal behavior such as 
depression, bipolar and seasonal affective disorder (SAD) also show 
seasonality patterns (8). A plausible explanation of this seasonality is 
the availability of the neurotransmitter serotonin and its receptor, 
which may be dysregulated in patients with these psychiatric disorders 
(54–58). However, the exact role of serotonin in major depression is 
currently under discussion (59, 60). Seasonal variations in serotonin 
levels have been observed, with winter displaying the lowest levels and 
summer exhibiting the highest (61). The same study found a direct 
relationship between serotonin levels and the amount of sunlight on 
the day of assessment, without significant influence from preceding 
days. Another study found that individuals exposed to lower solar 
radiation in the days preceding measurement exhibit reduced 
postsynaptic serotonin receptor levels (62). Throughout the day, 
serotonin receptor levels increase while its transporter, which 
modulates serotonin availability, decreases (63). Intriguingly, longer 
days coincide with enhanced availability of the serotonin receptor (63). 

These findings underscore the intricate interplay between sunlight, 
serotonin, and seasonal fluctuations.

In the present study, we found that solar radiation in summer 
predicted suicide attempt in patients younger than 60 years. Consistent 
with this result, a study found that intentional drug overdose deaths 
in the United  States were higher with longer day lengths, which 
correlates with months with higher solar radiation (64). Conversely, 
we also found that solar radiation in summer was protective against 
suicide attempts in patients of 60 years and older. A possible 
explanation for this variation among different age groups is that older 
individuals appear to exhibit greater resilience to the seasonal 
fluctuations of mood changes, as indicated by a self-reported study 
(65). Nevertheless, the underlying factors contributing to this 
resilience have yet to be thoroughly explored.

High temperatures are linked to suicide rates (6-8), and they also 
contribute to an increase in emergency department visits for mental 
health issues (66). A recent systematic review and meta-analysis 
revealed that heat negatively affects mental health, potentially by 
disrupting neurotransmitter balance, causing neuro-inflammation, 
and disrupting sleep patterns, with the elderly being particularly 
vulnerable (67). While heat waves typically occur in summer, our 
study identified that temperatures in late autumn through winter were 
associated with a higher risk of suicide among patients aged 60 and 
above. Ajdacic-Gross et al. (68) propose a possible explanation for this 
inconsistency. Their study, which used moving frames to analyze time 
series data, found a minor peak of association between suicide risk 
and summer frames, and a major peak during winter frames. However, 

FIGURE 6

iRF-LOOP Subnetwork showing first neighbors of alcohol vendors per 10,000 people. Only the top 1% of edges weighed by normalized importance 
are shown. Arrow direction corresponds to one feature predicting another feature.
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it is important to interpret these findings cautiously, as the study was 
conducted in Switzerland and may not be  generalizable to other 
regions. The biological mechanism underlying these findings has yet 
to be explored.

Numerous studies have explored the relationship between water 
vapor (humidity), rainfall, and suicide risk (14, 15). However, the 
findings either lack evidence of association or yield contradictory 
results, making it challenging to determine the impact of these 
features on suicide risk. Our study indicates a potential link between 
precipitation, water vapor, and reduced suicide risk, but the protective 
mechanisms behind these features remain inconclusive.

Limited research also exists on the relationship between wind 
speed and suicide risk. Some studies yield contradictory or 
inconclusive results (10-14). In our study, we found that wind speed 
during autumn through spring predicted suicide attempts in both age 
groups, while wind speed in late spring through summer protected 
against suicide attempts in patients aged 60 and above. One possible 
explanation for the predictive nature of wind speed in autumn through 
spring is its alignment with the tornado season, particularly May, 
which historically experiences the highest tornado activity. A 
systematic review revealed that exposure to tornadoes was associated 
with adverse mental health outcomes (69). While tornadoes have been 
linked to mental health issues, a separate study found associations 
between hurricanes, rather than tornadoes, and suicide rates (70).

Although terrain elevation is not inherently a climatic feature, 
we classified it as such due to its association with various climatic 
factors that undergo changes alongside it. Our study revealed a 
positive association between altitude and suicide attempts, aligning 
with a systematic review that showed a similar trend in 17 out of 19 
analyzed studies (70, 71). Hypobaric hypoxia-induced dysregulation 
of serotonin levels has been proposed as a potential mechanism for 
increased suicide risk at high altitudes, but further empirical testing is 
required (72).

Another goal of the present work was to explore decreased 
restraint and access to means for suicide attempts using the number 
of alcohol and firearms vendors per 10,000 residents as proxies. 
Importantly, regardless of age, we observed that living in areas with 
more alcohol and firearm vendors was associated with increased risk 
for attempting suicide (albeit less so than several of the climatic and 
socio-demographic features identified as important). These results 
provide additional evidence regarding the importance of access to 
means as one of several risk factors for suicide, especially in the U.S., 
where a larger proportion of suicides are committed using firearms in 
comparison to other high-income countries where only 5% use them 
(22, 73, 74). Our findings also confirm the importance of including 
alcohol abuse in models of suicide risk (75, 76).

In this study we demonstrated the use of X-AI to explore the 
impact of more than 1,700 demographic and climatic features on 
suicide attempt risk with high geospatial resolution. This research 
provides additional evidence for the role of several demographic and 
climatic features in suicide attempts and demonstrates the utility of 
using geospatial features from the area (e.g., neighborhoods/
communities) in which patients live within an X-AI framework  
to improve suicide risk prediction. By focusing solely on 
sociodemographic and environmental factors, we aimed to determine 
their distinct influence on suicide risk, regardless of clinical or 
psychiatric factors. We also aimed to investigate their influence from 
a public health standpoint. Analyzing these factors can provide 
valuable insights for developing effective interventions and policies 

to decrease suicide risk. By identifying the key factors that contribute 
to suicide risk, researchers and policymakers can prioritize 
interventions that specifically target these factors. For example, 
understanding the localized variations in risk factors can help target 
interventions to specific regions or communities. Suicide prevention 
measures can be tailored based on the unique sociodemographic and 
environmental characteristics of different areas, allowing for more 
effective and efficient allocation of resources. Interventions could 
include promoting social support networks, providing tailored 
mental health services, and implementing community-based 
programs that address the unique needs and challenges of vulnerable 
populations. Overall, the findings contribute valuable insights  
to suicide prevention measures by highlighting the role of 
sociodemographic and environmental factors and emphasizing the 
need for a holistic, geospatially-informed approach. By integrating 
these findings into policies and interventions, it is possible to develop 
more effective strategies for preventing suicide and promoting mental 
well-being in at-risk populations.

4.1. Limitations

The present study had a number of limitations that should 
be considered when interpreting these findings. First, we utilized a 
cross-sectional design, and a lifetime suicide attempts variable. Thus, 
additional work is still needed to examine the degree to which the 
features identified in the present study might be predictive of future 
suicide attempts. Second, our findings regarding alcohol and firearms 
vendors should be interpreted cautiously, as there are several other 
features (Supplementary Figure S4) that could also potentially explain 
their association with suicide attempts which should be considered in 
future work. Third, it is important to note that the cohort examined in 
this study primarily consisted of males of Caucasian descent, with an 
average age of about 60. Consequently, caution must be exercised when 
generalizing these findings to individuals of different racial 
backgrounds, age groups, and genders. Fourth, while the present study 
provides clear evidence that zip code-level geospatial features can 
predict suicide attempt risk better than random chance, the degree to 
which these features might predict suicide attempts above and beyond 
well-validated individual-level risk factors (e.g., psychiatric diagnosis) 
remains unknown. While such work is beyond the scope of the present 
study, future work is still needed to ascertain if and how geospatial 
features might interact with individual-level data to predict suicide risk.
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Background: Knowledge about patient characteristics predicting treatment 
dropout for post-traumatic stress disorder (PTSD) is scarce, whereas more 
understanding about this topic may give direction to address this important issue.

Method: Data were obtained from a randomized controlled trial in which a phase-
based treatment condition (Eye Movement Desensitization and Reprocessing 
[EMDR] therapy preceded by Skills Training in Affect and Interpersonal Regulation 
[STAIR]; n  =  57) was compared with a direct trauma-focused treatment (EMDR 
therapy only; n  =  64) in people with a PTSD due to childhood abuse. All pre-
treatment variables included in the trial were examined as possible predictors for 
dropout using machine learning techniques.

Results: For the dropout prediction, a model was developed using Elastic Net 
Regularization. The ENR model correctly predicted dropout in 81.6% of all 
individuals. Males, with a low education level, suicidal thoughts, problems in 
emotion regulation, high levels of general psychopathology and not using 
benzodiazepine medication at screening proved to have higher scores on 
dropout.

Conclusion: Our results provide directions for the development of future programs 
in addition to PTSD treatment or for the adaptation of current treatments, aiming 
to reduce treatment dropout among patients with PTSD due to childhood abuse.
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1 The study protocol was approved by the Medical Ethics Committee, reference number P16–03. The 

study design was registered in a national trial register (https://www.trialregister.nl/trialreg/admin/rctview.

asp?TC = 5,991) NTR5991.

OPEN ACCESS

EDITED BY

Jannis Kraiss,  
University of Twente, Netherlands

REVIEWED BY

Albert Eduard Boon,  
Parnassia Psychiatric Institute, Netherlands  
Sander De Vos,  
University of Twente, Netherlands

*CORRESPONDENCE

Noortje I. van Vliet  
 n.vanvliet@dimence.nl

†These authors share first authorship

RECEIVED 27 March 2023
ACCEPTED 19 July 2023
PUBLISHED 04 August 2023

CITATION

Bremer-Hoeve S, van Vliet NI, van 
Bronswijk SC, Huntjens RJC, de Jongh A and 
van Dijk MK (2023) Predictors of treatment 
dropout in patients with posttraumatic stress 
disorder due to childhood abuse1.
Front. Psychiatry 14:1194669.
doi: 10.3389/fpsyt.2023.1194669

COPYRIGHT

© 2023 Bremer-Hoeve, van Vliet, van 
Bronswijk, Huntjens, de Jongh and van Dijk. 
This is an open-access article distributed under 
the terms of the Creative Commons Attribution 
License (CC BY). The use, distribution or 
reproduction in other forums is permitted, 
provided the original author(s) and the 
copyright owner(s) are credited and that the 
original publication in this journal is cited, in 
accordance with accepted academic practice. 
No use, distribution or reproduction is 
permitted which does not comply with these 
terms.

TYPE Original Research
PUBLISHED 04 August 2023
DOI 10.3389/fpsyt.2023.1194669

45

https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org/journals/psychiatry
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyt.2023.1194669&domain=pdf&date_stamp=2023-08-04
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1194669/full
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1194669/full
https://www.frontiersin.org/articles/10.3389/fpsyt.2023.1194669/full
https://www.trialregister.nl/trialreg/admin/rctview.asp?TC = 5,991
https://www.trialregister.nl/trialreg/admin/rctview.asp?TC = 5,991
mailto:n.vanvliet@dimence.nl
https://doi.org/10.3389/fpsyt.2023.1194669
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/psychiatry#editorial-board
https://www.frontiersin.org/journals/psychiatry#editorial-board
https://doi.org/10.3389/fpsyt.2023.1194669


Bremer-Hoeve et al. 10.3389/fpsyt.2023.1194669

Frontiers in Psychiatry 02 frontiersin.org

1. Introduction

Posttraumatic stress disorder (PTSD) has a major impact on social 
and occupational functioning and individuals’ quality of life (1). In 
addition, individuals with PTSD are at great risk of attempting suicide 
(2–4). Although many treatments targeting PTSD have proven to 
be effective [e.g., (5)], a recent meta-analysis of randomized controlled 
trials (RCTs) found an average dropout rate of 21% for guideline-
recommended PTSD treatments (6). This is problematic as untreated 
PTSD compared to treated PTSD may lead to a worse prognosis, and 
many societal consequences (7). Considering the societal impact of 
PTSD, it is important to ensure that individuals suffering from PTSD 
complete their treatment because evidence-based PTSD treatments 
significantly improve their prognosis (7). Completing treatment may 
be of particular importance for those with a history of childhood 
abuse since they are at risk of displaying more severe symptoms of 
PTSD or developing symptoms of Complex PTSD [ISTSS, 2012; (8)].

In order to establish a Complex PTSD diagnosis individuals need 
to experience symptoms of “Disturbances in Self-Organization” [DSO; 
i.e., problems with affect regulation, negative self-concept, and 
interpersonal problems; (9)], in addition to all diagnostic criteria of 
PTSD. It has been suggested that existing evidence-based trauma-
focused therapies may lead to less favorable outcomes and more 
dropout in patients with a history of childhood abuse (10–12), and 
that these patients are at risk of developing Complex PTSD (8). 
Previous attempts to decrease the dropout rate from PTSD treatments 
in this target group by adding treatment programs that specifically 
target Complex PTSD symptoms in addition to actual trauma-focused 
treatment (11, 13) did not lead to less dropout compared to only 
applying direct trauma-focused treatment (14–16). The identification 
of patient characteristics that predict early treatment termination is 
essential for developing new target strategies to prevent dropout.

Most meta-analyses studying potential predictors of dropout 
regarding PTSD treatments focus on the kind of therapy as a predictive 
factor [i.e., (17–21)]. As far as we know, only Varker et al. (6) performed 
a meta-analysis in which they also considered patient characteristics in 
the comparison of several PTSD treatments among patients with military 
and civilian trauma. PTSD chronicity, PTSD severity, medication use, age, 
employment status, relationship status, sex, baseline depression scores, or 
baseline anxiety scores were included separately as possible predictors, but 
none of the included patient characteristics were found to be predictive of 
dropout. To this end, given the scarcity of studies and variables considered 
so far and the lack of meta-analytic support for specific comorbid 
symptoms as potential predictors for treatment dropout, more research 
on patient characteristics predicting dropout is needed. As, until now, not 
one specific characteristic has been found to be predictive of dropout, it 
may be even more important to determine whether a combination of 
characteristics may be predictive.

The purpose of the present study was to identify patients who are at 
risk of dropping out, and to identify patient characteristics that predict the 
dropout of PTSD treatments in patients with PTSD related to childhood 
abuse. To achieve this aim, we used machine learning techniques. One 
advantage of machine learning techniques is that all available pretreatment 
variables and variable combinations are examined (22), thus not limiting 
the number of possible predictors. Another advantage is that it is 
particularly appropriate for identifying small effects in predicting 
outcomes (22). For the current study, the dataset of a multi-center 
randomized controlled trial was used, that compared a phase-based 

treatment with a direct-trauma-focused treatment in patients with PTSD 
related to a history of childhood abuse [Van Vliet et al., 2017; (16)].

2. Method

2.1. Design and participants

A total of 121 patients were recruited in two mental health 
organizations; Dimence GGZ and GGZ Oost-Brabant. Included 
patients were aged between 18 and 65 years, and diagnosed with PTSD 
based on the Clinician-Administered PTSD scale for DSM-5 [CAPS-5; 
(23)]. Participants had to be  a victim of repeated sexual and/or 
physical abuse before the age of 18 by a caretaker or a person in a 
position of authority, which was identified by the Life Events Checklist 
for the DSM-5 [LEC-5; (23)]. Patients were excluded when they did 
not master the Dutch language sufficiently, or in case of acute 
suicidality for which direct crisis intervention was needed, as assessed 
by an item of the Beck Depression Inventory-II [BDI; (24)]. In 
addition, patients were excluded if they had received at least eight 
sessions of any well-evaluated treatment for PTSD in the past year, 
reported being a victim of ongoing physical and/or sexual abuse, 
reported severe use of alcohol or drugs, or had an intellectual 
disability. The study design was registered in a national trial registry2 
and approved by the medical ethics committee Twente NL.3 Further 
details on the trial methodology and patient sample can be found in 
the study protocol (25) and main outcome paper of the study (16).

2.2. Interventions

After patients were found to be eligible for participation in the 
study, they were randomized to two treatment conditions: both 
contained 16 sessions of EMDR (Eye Movement Desensitization and 
Reprocessing) as the trauma-focused treatment, and in one condition 
these sixteen sessions of EMDR were preceded by eight sessions of the 
first phase treatment STAIR (in total 24 sessions). Both the STAIR and 
the EMDR therapy were delivered twice a week for 90 min. STAIR was 
conducted according to the program described by Cloitre and her 
colleagues (11). EMDR therapy was conducted according to the 
protocol by Shapiro using the Dutch translation of the treatment 
protocol (26). Before actual treatment, patients first received one 
90 min session consisting of psycho-education in which a hierarchy of 
relevant traumatic experiences was determined. For a full description 
of the two treatments, see Van Vliet et al. (25).

2.3. Measures

2.3.1. Drop out
Patients were considered to have dropped out if they discontinued 

treatment prematurely after the first session, which included 
psychoeducation and case conceptualization just before the actual 

2 NTR5991.

3 56641.044.16 CCMO.
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treatment began. This applies to cases where the patient did not 
complete the total number of treatment sessions as per the study’s 
requirements [see the study protocol; (25)], and failed to complete 
treatment for all the traumas that were selected for treatment during 
the first treatment session. The outcome variable was a dichotomous 
variable: dropout versus completer status.

2.3.2. Pre-treatment variables
Tables 1 and 2 show an overview of the pre-treatment variables 

and the differences between the two groups (dropout versus completer 
status). The reasons given by the patients for dropout are shown in 
Supplementary Table S1.

2.3.2.1. Demographic characteristics
The following demographic characteristics were determined in 

the study: Gender, level of education, employment status, marital 
status, and age.

2.3.2.2. PTSD variables
PTSD symptom severity at the start of the treatment was measured 

with the CAPS-5 (23). The CAPS-5 is a clinical interview that includes 
20 items on a 5-point Likert scale, resulting in a total score of between 
0 and 80. The CAPS-5 has good psychometric properties [(27); see for 
the Dutch version (28)]. The inter-rater reliability was assessed by 
calculating the interclass correlation coefficient, which was 0.999, 
which is an excellent score.

2.3.2.3. Suicidality
Item 9 of the BDI-II (24) was used to measure suicidality. The 

scale of this item ranges from 0 to 3, with 0 for the absence of suicidal 
thoughts, 1 for indicating the presence of suicidal thoughts, but no 
intention to carry them out, and, 2 for indicating suicidal thoughts 
accompanied by a clear intention to commit suicide. Patients were 
excluded when they scored a 3 on this scale, which said that they 
would commit suicide whenever they had the chance. In that case they 
were assigned to a direct crisis intervention. In the current analysis, 
suicidality was used as a dichotomous value: absence (score of 0) or 
presence of suicidality (score of 1 or 2).

2.3.2.4. Borderline personality disorder
The Structured Clinical Interview for DSM-IV Axis II personality 

disorders [SCID-II interview; (29, 30)] was used to determine the 
presence of a borderline personality disorder. The psychometric 
properties are fair to good for this instrument.

Self-Injury: The severity of self-injury was determined by items 97 
and 98 of the Dutch version of the SCID-II interview (30), with 1 for 
absent, 2 for doubtful, and 3 for present.

2.3.2.5. Dissociative symptoms
The severity of dissociative symptoms was indexed using the 

Dissociative Experiences Scale (DES-II; (31); Cronbach’s α = 0.93 in 
the present study at baseline). This is a 28-item self-report 
questionnaire with scores ranging from 0 to 100 (32). The presence of 
a dissociative subtype of PTSD was determined using the CAPS-5 (23).

2.3.2.6. Complex PTSD
The presence and severity of Complex PTSD was measured by the 

Structured Interview for Disorders of Extreme Stress [SIDES; (33)], 
the 38-item version developed by Ford et al. (34). The SIDES has good 

psychometric properties as a dichotomous measure in determining 
whether Complex PTSD is present or not [SIDES Manual by (35)].

2.3.2.7. Interpersonal difficulties
Interpersonal difficulties were indexed using the Inventory of 

Interpersonal Problems [IIP; (36)]. The psychometric properties of the 
IIP are satisfying (37). The IIP contains 32 items that can be scored on 
a 5-point scale from 0 (not at all) to 4 (very strongly). The reliability at 
baseline in this study was high (Cronbach’s α = 0.85).

TABLE 1 Continuous baseline variables pre-treatment for completers and 
dropouts and comparison of the means.

Variables 
pre-
treatment

Completer 
(n  =  90) 

Mean (Sd)

Dropout 
(n  =  21) 

Mean (Sd)

t df p

Age

37.91

(12.72)

34.59

(10.57)
1.11 109 0.27

38.32

(9.27)

39.57

(8.27)

CAPS-5

31.28

(11.73)

34.19

(14.31)
−0.57 109 0.57

29.03

(9.02)

31.19

(7.09)

SIDES

23.55

(14.82)

26.06

(14.64)
−0.98 109 0.33

112.79

(24.87)

120.52

(22.15)

PSS-SR

3.98

(1.40)

4.29

(1.07)
−1.03 109 0.31

1.63

(0.57)

1.71

(0.53)

DES

1.83

(0.72)

2.09

(0.75)
−0.7 109 0.49

37.91

(12.72)

34.59

(10.57)

DERS

38.32

(9.27)

39.57

(8.27)
−1.31 109 0.19

31.28

(11.73)

34.19

(14.31)

PTCI Self-

Esteem

29.03

(9.02)

31.19

(7.09)
−0.96 109 0.34

23.55

(14.82)

26.06

(14.64)

IIP

112.79

(24.87)

120.52

(22.15)
−0.59 109 0.56

3.98

(1.40)

4.29

(1.07)

BSI

1.63

(0.57)

1.71

(0.53)
−1.47 109 0.14

1.83

(0.72)

2.09

(0.75)

CAPS-5, Clinician Administered PTSD Scale for DSM-5, SIDES = Structured Interview for 
Disorders of Extreme Stress-Revised, PSS-SR, PTSD Symptoms Scale-self report, DES, 
Dissociative Experiences Scale, DERS, Difficulties in Emotion Regulation Scale, PTCI, 
Posttraumatic Cognitions Inventory, IIP, Inventory of Interpersonal Problems, BSI, Brief 
Symptom Inventory.
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2.3.2.8. Emotion regulation
Difficulties in emotion regulation were measured with the 

Difficulties in Emotion Regulation Scale [DERS; (38)], a questionnaire 
that has been validated in clinical populations (38, 39) and nonclinical 
populations (38, 40). Each item of the DERS is rated on a 5-point 
scale. The reliability in this study at baseline was high (Cronbach’s 
α = 0.92).

2.3.2.9. Problems In self-esteem
To index problems in self-esteem the self-esteem subscale of the 

Posttraumatic Cognitions Inventory [PTCI; (41)] was used. Items are 
scored on a Likert scale from 1 (“I totally disagree”) to 7 (“I totally 
agree”), and psychometric properties for the Dutch version (42) are 
good. The PTCI score for self-esteem showed a high reliability at 
baseline in this study (Cronbach’s α = 0.94).

2.3.2.10. General psychopathology
The Brief Symptom Inventory (43, 44) was used to measure the 

severity of general psychopathology symptoms. The severity of each 
item can be rated on a 5-point scale from 0 (not at all) to 4 (a lot). The 

Dutch version has good psychometric properties [(45); Cronbach’s 
α = 0.95 at baseline in the present study].

3. Statistical analysis

All analyses were carried out using RStudio (46). The R code used 
is available in the Supplementary Material.

3.1. Data pre-processing

Following Cohen et al. (47) individuals with less than 50% missing 
pre-treatment values were included in this study. As a result, ten 
individuals were excluded. For the remaining 111 participants, 
variables with missing data were imputed using a random forest 
imputation algorithm [R package ‘MissForest’, (48)]. The benefits of 
this approach are that no pre-processing is required and that it is 
robust for noisy data and multicollinearity, so that it can be applied to 
mixed data types (48, 49). The imputation method was verified by 

TABLE 2 Categorical baseline variables for completers and droupouts and comparison of the amounts.

Variable Completer (n  =  90) Dropout (n  =  21) ꭓ2 / Fisher’s exact df p

Gender

Woman 65 11 2.25 1 0.13

Man 25 10

Education

low 42 12 4.06 2 0.13

middle 33 9

high 15 0

Employment

unemployed 54 14 0.33 2 0.85

employed 25 5

student 11 2

Living together 53 12 0.00 1 1.00

Married 40 8 0.08 1 0.78

Sexual Abuse 69 14 0.45 1 0.50

Physical Abuse 69 16 0.00 1 1.00

Dissociative subtype 31 6 0.66 1 0.80

Complex PTSD 22 10 3.40 1 0.07

Borderline personality disorder 16 5 0.11 1 0.74

Self-injury

no self-injury 53 12 0.09 2 0.96

doubtful 14 3

self-injury 23 6

Suicidality 5.75 1 0.02*

no suicidality 27 1

suicidality 63 20

Psychiatric medication use 48 13 0.22 1 0.64

Benzodiazepine medication use at screening 22 2 2.24 1 0.24

*p < 0.05.
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applying this method to the non-missing dataset with completely at 
random removed values. After imputing the missing values, the 
performance was assessed using the normalized root mean squared 
error (NRMSE) and the proportion of falsely classified (PFC), which 
is defined by comparing the complete values with the imputed 
values (48).

In case of highly correlated variables (cor. > 0.70), one of the 
variables was dropped to avoid redundancy and multicollinearity. The 
decision which variable to remove was made by the research team. 
Outliers were winsorized and continuous variables with a non-normal 
distribution were transformed using the Box-Cox method [(50); R 
package ‘Caret’; (51)]. Finally, continuous variables were standardized 
and categorical variables were centered (see Table 3 for details about 
transformations for each variable). This data pre-processing procedure 

resulted in a dataset of 111 participants with 22 pre-treatment 
variables. Dropouts did not differ significantly between patients who 
received STAIR-EMDR (21.8%) and EMDR only therapy [16.1%; ꭓ2 
(1) = 6.00, p = 0.440]. A prognostic model for dropout was developed 
independently of treatment conditions because the subsample of 
dropouts was too small to create a prescriptive model for dropout 
depending on the treatment conditions.

3.2. Imbalanced dataset

After data pre-processing, the ratio between dropout and 
completers was checked, because it was expected that the dataset 
would be  imbalanced due to a relatively smaller proportion of 

TABLE 3 Variable transformation.

Variable Included Reason excluded Transformation

Sex yes Centered (male: −0.5, female: 0.5)

Education yes Centered (low: −0.5, middle: 0; high: 0.5)

Employment yes Centered (unemployed: −0.5, student: 0; employed: 0.5)

Age yes Transformed (lambda 0.4)

Married yes Centered (not married: −0.5, married: 0.5)

Living together no Substantial overlap with 

variable Married

LEC-5 Sexual Abuse yes Centered (no sexual abuse: −0.5, sexual abuse: 0.5)

LEC-5 Physical Abuse yes Centered (no physical abuse: −0.5, physical abuse: 0.5)

Dissociative subtype yes Centered (no dissociative subtype: −0.5, dissociative subtype: 0.5)

BDI-II item 9 Suicidal thoughts yes Centered (no suicidal thoughts: −0.5, suicidal thoughts: 0.5)

Complex posttraumatic stress disorder (PTSD)_ yes Centered (no complex PTSD: −0.5, complex PTSD: 0.5)

SCID-II item 97 and 98 Borderline personality 

disorder (BPD)

yes Centered (no BPD: −0.5, BPD: 0.5)

Kind of Personality Disorder no Substantial overlap with 

variable Presence BPD

Self-injury yes Centered (no self-injury: −0.5, doubtful: 0; self-injury: 0.5)

Posttraumatic stress disorder (PTSD)_ no Near-zero variance

Psychoactive medication use at screening yes Centered (no Psychoactive medication: −0.5, Psychoactive 

medication: 0.5)

Benzodiazepine medication use at screening yes Centered (no Benzodiazepine medication: −0.5, Benzodiazepine 

medication: 0.5)

CAPS-5 total score yes

SIDES total score yes

PSS-SR total score yes

DES total score yes Winsorized 2 high outliers; Transformed (lambda 0.4)

BSI total score yes

PTCI total score no Subscale included

PTCI Self-Esteem yes Transformed (lambda 1.2)

DERS total score yes Transformed (lambda 1.5)

IIP total score yes

Transformations were performed with the BoxCox method.
BDI-II, Beck Depression Inventory; CAPS-5, Clinician-Administered PTSD scale for DSM-5; SIDES, Structured Interview for Disorders of Extreme Stress; PSS-SR, PTSD Symptoms Scale-Self 
Report; DES-II, Dissociative Experiences Scale; BSI, Brief Symptom Inventory; PTCI, Posttraumatic Cognitions Inventory; DERS, Difficulties in Emotion Regulation Scale; IIP, Inventory of 
Interpersonal Problems; SCID-II, Structured Clinical Interview for DSM-IV Axis II; LEC-5, Life Events Checklist for DSM-5.
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TABLE 4 Variable importance indicators.

Variable Importance

Suicidality 1.22

Benzodiazepine medication use at screening 1.14

Education 0.97

Complex PTSD 0.89

Gender 0.68

SIDES 0.37

DERS 0.35

Sexual Abuse 0.34

PTCI Self-Esteem 0.32

Borderline personality disorder 0.26

BSI 0.24

DES 0.10

CAPS-5 0.07

dropouts compared to completers. This is of importance as an 
imbalanced dataset causes classification performance problems in 
machine learning algorithms (52). To deal with this class imbalance, 
the proven effective synthetic minority oversampling technique 
(SMOTE) was applied (53). This method over-samples the minority 
class (i.e., dropout), by artificially creating new samples using the 
nearest neighbours of the cases, and under-samples the majority 
class (53).

3.3. Model building

For the dropout prediction, a model was developed using Elastic 
Net Regularization [ENR, R package ‘glmnet’, (54)]. ENR is a 
combination of ridge regression and lasso regression where alpha is 
the tuning parameter between ridge regression (alpha = 0) and lasso 
[alpha = 1; (55)]. Another tuning parameter is the lambda which 
determines the shrinkage or penalty of the coefficients, the larger its 
value the stronger the shrinkage (55). The alpha and lambda were 
determined using 10-fold cross-validation, where the selected alpha 
was based on the highest area under the curve [AUC; (56)]. After 
determination of the alpha and lambda, the final model was built.

3.4. Model evaluation

The model was evaluated on the initial (imbalanced) dataset using 
three different measures: accuracy, the area under the curve (AUC), 
and the Brier score. The selected variables in the final model were 
evaluated for significance and variable importance. The variable 
importance was calculated using the vip package (57). The accuracy 
is the percentage of correct dropout predictions ranging from 0% 
(worst prediction) to 100% (best prediction). The AUC refers to the 
overall performance of a classifier. When the AUC is 1, predictions are 
100% correct, and when the AUC is 0, all predications are incorrect 
(56). The Brier score can be described as a parameter that measures 
the accuracy of probabilistic predictions ranging from 0 (best 
prediction) to 1 [worst prediction; (58)].

4. Results

4.1. Data pre-processing

The total sample consisted of 111 patients. From that number, 80 
individuals (72%) had no missing data and the percentage of missing 
baseline variables was 2.5 percent. All patients who dropped out 
prematurely and were assessed after dropping out still fulfilled the 
diagnostic criteria for PTSD. The number of sessions before dropping out 
was registered and the median of the number of sessions before dropping 
out was 4 sessions. The missing values were imputed and the performance 
of the imputation method was acceptable (NRMSE = 0.15; PFC 0.26).

4.2. Imbalanced dataset and dropout rate

The dropout rate in this study was 19%, indicating that the 
distribution between dropout and completers was unequal, leading to 

an imbalanced dataset. To balance the dataset, SMOTE was applied. 
After applying SMOTE, the dropout rate was 43%.

4.3. Model building

The final ENR model selected the following variables for dropout risk: 
suicidality, benzodiazepine medication use at screening, education, 
gender, sexual abuse, Borderline personality disorder, PTCI Self-Esteem, 
SIDES, DERS, complex PTSD, BSI, DES, and CAPS-5 scores.

4.4. Predictor evaluation

The best ENR model (alpha = 0.25, lambda = 0.18) correctly 
predicted 81.6% of all individuals (accuracy). For this model, the AUC 
was 0.85 and the Brier score was 0.31, indicating sufficient predictions. 
The sensitivity and specificity are 75 and 87%, respectively. Predictors 
were evaluated based on both significance and variable importance. 
Based on significance (i.e., value of p lower than 0.05), the main 
variables for risk of dropout in the model were gender, education, 
suicidality, score on the DERS, score on the BSI and benzodiazepine 
medication use at screening. The (i.e., an importance score greater 
than or close to 1), the main variables of the model were suicidality, 
education, and benzodiazepine use at screening (for a total overview 
of the variable importance, see Table  4). More specifically, low 
education level, presence of suicidal thoughts, and not using 
benzodiazepine medication during screening were most strongly 
related to dropout risk according to both significance and variable 
importance. Given our focus on prediction, we will further focus on 
these three variables with the highest variable importance score and 
not on all significant variables.

5. Discussion

The purpose of the present study was to identify patients with 
PTSD related to childhood abuse who are at risk of dropping out of 
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treatment. Therefore, we  applied machine learning techniques to 
analyze all available pre-treatment variables from a recent RCT. The 
best model was able to correctly predict dropout in 81.6% of the 
individuals. We consider our research endeavor to be a promising 
approach for identifying individuals at risk of dropout and, to this end, 
could be considered a first step in developing models for predicting 
patient groups that are at an elevated risk of dropout. This makes it 
possible to develop interventions that support these patients during 
treatment and prevent them from dropping out; for example, extra 
nursing support or treatment in clinical settings.

Our model evaluation indicated that the within-sample predictions 
were accurate based on three different measures (accuracy, AUC, and 
Brier score). To this end, the combination of pretreatment suicidality, 
low education, and non-use of benzodiazepines was found to be a risk 
factor for dropout. Interestingly, from their meta-analysis Guina et al. 
(59) concluded that the use of benzodiazepines is contraindicated for 
the treatment of PTSD. They found that the use of benzodiazepines is 
associated with poor treatment outcomes. To this end, the lack of 
experienced treatment benefits and the inability to use benzodiazepines 
as missed opportunities to ease and regulate feelings of tension may 
explain why patients discontinued therapy. Also, regarding the other 
predictors, it is conceivable that this could have prompt the patient to 
discontinue treatment early. This holds true, for instance, if one 
conceives suicidality as an indicator of feelings of entrapment or 
hopelessness, and a low level of education as a possible indicator of 
higher trait impulsivity or low frustration tolerance. However, before 
speculating too much on how these factors together might explain the 
increased risk of treatment dropout, more research is needed to first 
try and replicate these results and rule out the possibility of chance. 
Our method is the first step toward developing personalized medicine 
to prevent dropouts from PTSD treatment. Our findings further 
suggest that one of the ways to reduce dropout rates may be to intensify 
trauma treatments, as most patients in this study dropped out in an 
early stage (between the third and fourth treatment sessions) and other 
studies found that a more intensive PTSD treatment can lead to a lower 
dropout rate [for example, (60, 61)]. Clearly, replication studies are 
needed to provide reliable evidence for out-of-sample prediction 
accuracy for use in clinical practice.

The first strength of this study is that, to our knowledge, this is the 
first study to analyze predictors of dropout among patients with PTSD 
related to childhood abuse using machine learning, which has the 
advantage that it takes into account all possible pre-treatment 
variables. A second strength is that we handled an imbalanced dataset 
by applying the proven effective synthetic minority oversampling 
technique [SMOTE; (53)], which provides more opportunities to 
compare dropouts with completers, as in most studies, there is a large 
difference between the sample sizes of both groups. As in any study, 
some limitations of this study need to be noted. The first limitation is 
that the study sample was quite small, thereby limiting the possibility 
of distinguishing between the two treatment conditions (62). Future 
studies should focus on examining patient characteristics that might 
predict dropout by machine learning, using larger patient samples and 
including more types of trauma-focused therapies. A second 
limitation is the missing data for which we had to impute the data, 
leading to less reliable outcomes. However, the performance of our 
imputation method proved reliable (53), which was verified in this 
study. Third, we were not able to externally validate the data on an 
independent dataset to answer the question of whether this model 

leads to significant effects in new samples (63, 64). Before these 
outcomes are confirmed by external validation, the results cannot 
be generalized to clinical practice. Although we attempted to overcome 
this using 10-fold cross-validation, it is unknown how this model will 
perform on a truly independent dataset. For example, Isaksson et al. 
(65) argued that cross-validation was unreliable for classifying 
small samples.

In conclusion, this study identified a combination of variables 
predicting the dropout rate of patients with PTSD due to childhood 
abuse in trauma-focused treatments. A challenging task for future 
research is to examine whether these results can be replicated in larger 
patient samples. Another challenge is to examine these potential 
dropout predictors in a more profound way; although our study may 
help identify patients who are at risk of dropping out of therapy, the 
results do not reveal the mechanisms that explain the elevated risk. 
Experimental studies are required to elucidate the exact mechanisms 
involved, which could be  fundamental for future preventive 
interventions. Developments in the field of machine learning are 
moving rapidly, and for follow-up research, it may be interesting to 
look at other models that use tidy modeling.
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implementing characteristics, 
concepts and recommendations: 
scoping review
Hatem H. Alsaqqa 1,2* and Abdallah Alwawi 3

1 Deanship of Scientific Research, Al-Quds University, Jerusalem, Palestine, 2 Ministry of Health, 
Gaza Strip, Palestine, 3 Anesthesia and Resuscitation Technology, Health Professions Faculty, Al Quds 
University, Jerusalem, Palestine

Studying the impact of digital interventions on public health can help ensure that 
the offered services produce the desired results. In order to address these factors, 
the subsequent study uses a scope review to evaluate the state of the field while 
concentrating on ideas and suggestions that represent factors that have been crucial 
in the management of digital intervention for public health. To shed light on the traits, 
ideas and suggestions related to public health digital intervention, a scoping review 
was carried out. Five electronic databases were used to locate pertinent research that 
were published before February 2022. All texts were examined, and study abstracts 
were scrutinized to determine their eligibility. The last analysis of this study included 
fifteen publications; five reviews, four qualitative studies, two quantitative studies, 
one viewpoint study, one mixed-method study, one perspective study, and one 
interventional study. The key ideas for digital interventions in population management 
and health studies are presented in this overview. Many concepts, implementation 
characteristics and recommendations have been raised which highlight the future 
role of these interventions to enhance public engagement and health equity.

KEYWORDS

characteristics, concepts, digital interventions, implementation, public health

Introduction

The choice of an appropriate theory to administrator the implementation course and the 
technique selection, assuring that proper consideration is paid to planning implementation, and 
having a flexible tactic that allows for response to recently evolving obstacles are all of the 
utmost importance.

Public health professionals and academics have proposed a variety of responses in their 
search for solutions, including stepping up current initiatives to promote information and health 
literacy, coming up with plans for widely refuting distortion, and educating clinicians and public 
health professionals on how to discourse misinformation one-on-one (1).

Better data science ought to lead to healthier behaviors and wiser health decisions. In this way, 
technologically mediated health data processing might support patient empowerment and 
individual sovereignty (2, 3). However, because human decision-making is complex and 
influenced by environment and intellectual biases, mixing emotion and rational, the embracing 
of healthy habits does not occur linearly as a result of better health knowledge. In addition to being 
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the area of health care that is focused with promoting healthy behavior, 
health promotion is viewed as crucial to attempts to avoid diseases (4).

However, methods from all these fields are needed since these 
studies sit at the nexus of biological, behavioral, computational, and 
engineering research. Related research answers encompass identifying 
the issue and the expected assistance of the digital health intervention 
(DHI), which in flip necessitates determining the intervention’s likely 
reach and uptake, the causal model outlining how the intervention 
will produce the optimally selected, key elements and how they 
socialize with one another, and assessing the actual advantage in terms 
of effectiveness, cost effectiveness, and harms (5).

Distinguishing the implication of digital technology in this 
expanse and in pandemic preparation planning has become crucial 
since the future of public health is anticipated to be more and more 
digital. Technology productions and other noteworthy players in the 
digital area ought to work together as longstanding allies in readiness 
rather than only through crises times (6).

DHIs, which are therapies given through digital technology like 
smartphones or websites, have a huge potential to provide efficient, 
affordable, safe, and scaled interventions to promote healthcare. DHIs 
can be  used to optimize outcomes for those with longstanding 
conditions, such as cardiovascular disease, diabetes, and mental health 
issues, as well as to provide remote access to effective treatments. They 
are frequently intricate interventions with numerous parts, and many 
of them have multiple goals, such as empowering users to learn more 
about their health, connect with others in a similar situation, alter 
perceptions and beliefs about it, monitor certain health conditions or 
behaviors, titrate prescription, identify treatment priorities, and 
enhance patient-provider interactions (5).

This review aims to examine the series of digital inventions used 
universally to address public health challenges, as well as their restrictions 
and implementation footraces, such as those associated to the law, ethics, 
and privacy as well as legislative and personnel issues. The objective of 
the paper is to identify mechanism-based explanations for how and in 
what contexts digital intervention for public health achieved its effects.

Appraising digital health interventions

Integrating assessment from the start of the DHI progress process 
allows for the development of evaluation thinking, abilities, and tools. 
The resulting evaluation service gives non-academics and digital 
developers the ability to use evaluation approaches and thinking when 
designing, developing, and implementing their DHI. By doing this, it 
demystifies evaluation, which has historically been the purview of 
academia, and uses people’s motivations to make sure that their DHI 
is as effective as it can be while enhancing the health and wellbeing of 
end users (7).

Diagnostic or population health interventions, digital product 
design, product and service design, as well as communication and 
health promotion, are all components of the interdisciplinary 
endeavor known as DHIs. Therefore, interdisciplinary approaches to 
evaluation are best for understanding the effectiveness of DHIs as well 
as their usableness and attractiveness, with success criteria that 

consider the various parties involved in the hiring, design, and growth 
of a DHI as well as its end users (8). To validate the appraisal enterprise 
path for a DHI, seven key ideas for evaluating DHIs have been 
identified; evaluation thought, review image, contract assistant, testing 
tools, progress history, data hub, and published health results.

Argue the structural and epistemic aspects

Along with the crucial problems of safety, data privacy, and the value 
of human caring touch, structural unfairness raises concerns. DHIs for 
“reporting and evidence building” urge users to actively recount their 
involvements and join with other survivors’ tales, creating a shared 
epistemic space for people who have come into contact with violence. 
Users are encouraged to apply their epistemic capacity, are recognized 
as epistemic subjects, and are able to communicate and possibly advance 
their knowledge within the user community by allowing consumers to 
express their opinions, even if only digitally through a digital application.

These DHIs can thus stress the need to respond not only on an 
interpersonal basis but also on a structural level and may aid in better 
comprehending patterns and clusters of violence (e.g., societies, 
regimes). These DHIs might also make people impress less alone in 
their involvements, teach them coping mechanisms, and help them 
locate guidance and support. Even if applications are created in a way 
that considers and reflects systemic factors of violence, their impact 
would be dubious if not everyone can use them. By endorsing digital 
intervention tactics that can only be opened by users with specific 
advantages, this runs the risk of highlighting and strengthening 
structural and epistemic unfairness.

The main epistemic circumstances and traits are recognized under 
the categorization: data and information structures are related to 
psychological effects in four ways: (1) they are caused by psychological 
properties, (2) they are caused by information features, (3) they are 
related to psychological properties, and (4) information features (co-)
constitute psychological properties (9).

Additionally, as DHIs become more prevalent as an intervention 
strategy, problems like the loss of private contact in intervention 
settings (such as social workforces providing resident counseling) as 
a result of a change to digital technology, the possibilities for 
mistranslation of the details given owed to the absence of non-verbal 
cues, as well as matters with language and comprehension and access 
to technology, may crop up (10).

Meanwhile, social media usage for purposes related to health has 
the ability to create interpersonal networks that support specific 
epistemic positions on medical matters, which could have a negative 
impact on public health. Another illustration is the impact of 
technology-mediated interaction on the connection between the 
patient and the healthcare professional (11).

Personal agency and motivation

As patients and the general public tended to engross with and 
enroll in DHIs because they wanted to be  healthy or have more 
influence over how they managed their welfare, the first topic that 
arose was personal agency and motivation. Information technology 
was believed that using technology could help people stay motivated 
to engage in physical activity, reduce their weight, and stay healthy (12, 

Abbreviations: DHI, Digital Health Intervention; DHIs, Digital Health Interventions; 

PPI, Patient and Public Involvement.
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13). As a result of having the freedom to obtain health information 
whenever and wherever they pleased, many people joined a DHI, 
which in some circumstances helped lower anxiety (14, 15). The level 
of regulating knowledge provided for tracking and comprehending 
health-related behaviors, such as food and exercise, or for managing 
chronic diseases on one’s own, was also well-liked by users, which 
prompted registration (12).

Personal life and values

The recurring topic was how patients’ and the general public’s 
capacity to participate in and participate in DHIs was impacted by a 
busy personal life with many conflicting demands. People tended to 
sign up for new technology if they felt it was useful, could 
be customized to meet their needs, and was simple to integrate into 
their daily lives (15, 16). Additionally, individuals who were digitally 
literate (14, 16) and had experience with or were already familiar with 
utilizing technology (14) found it simpler to enroll since they 
possessed the necessary knowledge and abilities. Some people 
registered because they valued the privacy that online health services 
offered, being secure and protected from the discrimination and 
disgrace they occasionally encountered in the actual life (12, 16).

Perceived fit perceived

In contrast to a one-size-fits-all approach, perceived fit describes 
how much users handled the intervention was acceptable, applicable 
to their culture and values, and/or oriented at others who were similar 
to them. For instance, the information’s applicability to their current 
circumstance (17, 18) and the ability to adapt or tailor the intervention 
(19, 20) made it more likely that it would fit. Users’ ability to relate to 
the intervention’s presenters, who may be  coaches, teachers, or 
samples of people with comparable situations, was a facilitating 
element (21). Culturally appropriate material (22), level of literacy 
(23), and content given with little use of technical terminology (24) 
are all examples of elements that make the information pertinent and 
in a vocabulary suited for the user.

Perceived usefulness

The term “perceived usefulness” describes how a user feels about 
an intervention and how they judge if it will be helpful to them. Users’ 
ability to comprehend the information presented to them (104,117,170), 
the clarity of the action they should take (17, 25), and the perception 
that the intervention offered a distinct advantage over previous or 
ongoing care received (17, 26) all contributed to this perception. 
Facilitators were identified as making it simpler for users to get services 
they would not otherwise have access to (26, 27) and removing the 
need for them to travel far to a health center (28).

Level of guidance

The amount of assistance a user receives when using an 
intervention—for instance, through reminders or a web-based 

supporter—determines how much accountability they receive to 
frequently engage with the information. If the intervention raised 
the level of control, leading to users perceived more responsibility 
over their own health, it would be a facilitating factor for utilizing 
DHIs (29, 30). Participants had trouble interacting with 
interventions that were entirely self-guided, and they occasionally 
failed to use the intervention (31). The demand for more 
structured use was voiced by the participants, for examples of this 
structured use include app alerts or routine human coaching 
checks (32, 33).

Social connectedness

User engagement was revealed to be facilitated by an intervention’s 
impact on participants’ feelings of social connectivity. Another 
facilitating element was if the intervention (34, 35) helped to 
mainstream lived perspectives by giving instances of others who had 
comparable experiences. Additional beneficial outcomes that could 
promote engagement included enhanced abilities (36, 37), a greater 
understanding of users’ health (38, 39), and a sense of empowerment 
over having control over their wellness (40).

Iterative methods to adjust an intervention

Regular stakeholder involvement, new scientific information, 
evolving government directives, quick qualitative research (telephone 
interviews and open-text questionnaires), and usage data analysis all 
influenced the optimizations. All comments were quickly compiled, 
and potential improvements were prioritized according to their 
likelihood of having an influence on behavior change (41).

In order to improve a health intervention and/or its execution to 
achieve stakeholder-specified public health benefits within supply 
limits, optimization can be defined as a purposeful, iterative, and data-
driven procedure. This study sought to characterize the core ideas, 
procedures, or processes of selected frameworks to maximize the 
efficacy of health interventions and/or their administration (42).

The optimization step’s goal was to test and perfect the 
intervention’s reasoning and program theory in order to comprehend 
intervention mechanisms and increase its effectiveness. This 
frequently happened by doing numerous or repeated “little 
experiments.” If the “experimentation” step was unsuccessful, the 
intervention may then go back to the preparation or “theoretical/
literature base” phase (42).

An intentional, iterative, and data-driven effort to enhance a 
health intervention is what is meant by optimization (43). In-depth 
qualitative research pinpoints obstacles to behavior and intervention 
adoption and iteratively improves the intervention to get around them 
(44, 45). The theory- and evidence-based behavioral analysis is 
integrated into this strategy to choose the most suitable set of efficient 
behavior change strategies (46).

A live intervention’s effectiveness was improved quickly and 
iteratively to keep pace with the terrifying and continuously changing 
environment of an international crisis. Making sure the intervention’s 
contents is inspiring, credible, and convincing may be more crucial for 
fostering involvement than making changes to the intervention’s 
design (41).
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Key principles of intervention development

Important guidelines for developing interventions should follow 
certain key tenets, including being dynamic, iterative, innovative, 
adaptable, and forward-looking in terms of evaluation and application 
in the future. When developing an intervention, developers are likely 
to switch back and forth between redundant tasks including 
examining the available data, using preexisting theory, and interacting 
with stakeholders. Iterative cycles will also be  used to establish a 
rendition of the intervention, with feedback from stakeholders used 
to identify issues, possible alternatives put into action, their 
appropriateness evaluated, and the cycle repeated until evaluation of 
subsequent iterations of the intervention shows rare variations.

The need for the intervention, its style, substance, or method of 
delivery may be strongly held beliefs when the intervention is first 
being developed. Throughout the design process, keeping open to 
various alternatives may result in abandoning the project or moving 
both backward and forward. Being adaptable is a good idea since it 
could lessen the likelihood that you produce an intervention that fails 
in a later evaluation or is never used in practice. In order to prepare 
for this and highlight lessons learned and significant uncertainties that 
need to be addressed in future evaluations, developers may also gain 
from anticipating how the intervention will be appraised (47).

Monitoring and iterative evaluation should be prioritized to the 
greatest extent possible, and results should be regularly discussed and 
understood in collaboration with stakeholders, as well as thoughtfully 
and continually implemented in any system redesign or anticipated 
adaptations/modifications (48). The iterative method of data 
collection, assessment, evaluation, review, and change responds to the 
dynamic nature of evidence and the requirement for learning from 
and with stakeholders, such as populations and field workers (49).

Patient and public involvement

By raising disease understanding and recognizing patients as 
active participants in their own conditions, patient and public 
involvement (PPI) can support patient empowerment (50). However, 
PPI varies significantly between nations and research organizations, 
and even today, many patients and the general public do not 
participate in or have access to study protocols (51). Cohort studies 
are increasingly including digital resources like websites, social media, 
and connected gadgets, which could be used to boost PPI (52). Digital 
tools can also help PPI by facilitating feedback and communication 
between study collaborators and patients (53). PPI is an effective 
strategy for raising the relevance of research efforts. We  have 
demonstrated that PPI must be designed from the early stages of the 
construction of a original epidemiological study and then deliberated 
as the research project progresses. The most successful technique for 
raising the caliber of research appears to be combining various PPI 
approaches (54).

Contextual indicators

The contextual indicators basis was created to offer direction on 
the interdependent context, implementation, and setting 
characteristics that may have an impact on the efficient delivery of 

complex interventions (55). What is crucial is that the framework 
explains how ambitious contextual factors outside of the administrative 
environment may affect how a complicated intervention with 
community-facing components is implemented. The seven 
dimensions that contextual indicators consider are; geographical, 
epidemiological, sociocultural, socioeconomic, ethical, legal, and 
political setting. Here, researchers look into the interactions between 
the political (healthcare infrastructure), epidemiological (blood 
pressure, body mass index, and older population) and geographical 
(region, urbanicity) domains of the contextual indicators (56).

Share viewpoints and knowledge from 
public health experts

The deeper understandings into participants’ involvements, 
opinions, views, and tips helped the researchers produce more detailed 
data and also helped others. Focus group involvement provided 
community members with new perspectives on issues they were 
discussing as well as a sense of insertion and community development, 
according to their reports (57).

Future studies should concentrate on a few unanswered problems 
about the use of digital forms in community-based health promotion 
interventions. If digital forms potentially take the place of outdated 
setups for health promotion and prevention actions, notably in 
vulnerable groups, this should be seriously evaluated. One of the most 
pressing unknowns, in our opinion, is whether the use of digital health 
promotion interventions results in an extra enlargement of a selection 
bias or whether such interventions combat this bias and are utilized 
and recognized by vulnerable groups and environments where 
inclusion struggle (58).

The researchers came to the conclusion that emphasizing 
participation in DHIs and utilizing standardized metrics to describe 
DHIs will aid future research and potentially open up more 
possibilities for meta-analyses of DHI results. This is further 
confirmed by Zanaboni et  al. (59), who state that more emphasis 
should be  given to clinical research in the form of high-quality 
randomized controlled trials in order to run a credible evidence base 
about the use of digital health and health results. According to 
Blandford et al. (8), established health research methodologies need 
to be flexible and modified in order to evaluate DHIs in study.

Methodology

By using scoping review approach, this study investigates DHIs 
for public health. A review of the literature known as a “scoping study” 
or “scoping review” has the goal of “fastly mapping the major concepts 
driving a research topic and the main sources and forms of evidence 
available, notably where a subject is intricate or has not been studied 
thoroughly before” (60).

This kind of scoping review may not go into individual study 
findings, but rather maps and visualizes the body of knowledge that 
exists within the confines of the research field (61). Data were gathered 
and evaluated throughout five stages, as per the scoping review process 
delineated by Arksey and O’Malley (61), which is described below.

According to the stated rules for writing systematic reviews, peer 
reviews, and research articles, a systematic review was planned and 
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carried out. The literature on digital interventions for public health has 
undergone a thorough assessment. The articles’ quality was not 
evaluated because it is not a part of the typical scoping 
review technique.

The main review interrogation was; “what are the implementing 
characteristics, concepts and recommendations of the digital 
interventions for public health considered.” In addition to updates in 
five databases, an electronic search of digital interventions for public 
health was conducted. We searched databases from EBSCO, PubMed, 
ScienceDirect, Scopus and the Cochrane Library. We looked for the 
words “digital intervention” and “public health” in the article titles. In 
relation to the objective of the study, it was determined that these 
terms should be used the most. Duplicate articles were removed, and 
articles had to have been released in English before February 2022. All 
scholarly investigations underwent a thorough search of the peer-
reviewed literature.

Four main inclusion criteria were defined (Figure 1):

 • Published papers as peer-reviewed.
 • Original research articles.
 • Papers with full access possibility.
 • Not targeted mental, sexual or productive health research.
 • Papers written in the English language.
 • Published before February/2022.

Studies that did not match the aforementioned requirements were 
excluded, while those that did were listed and subjected to further 
evaluation. Studies were assessed and given a critical review. 
Extraction of the key conclusions from each repossessed study and 
literature screening (a three-stage technique involving exclusion by 
reading the title, the abstract, and the full text). The following details 
were taken from each of the studies that were included (Table 1): title, 
authors, country, study design, research objective, and key findings.

Results

The following research question was developed:
What implementing characteristics, concepts and 

recommendations that encourage digital intervention in public 
health? The terms “digital health intervention” were recognized as the 
use of digital, mobile, and wireless technologies to support the 
achievement of health objectives (71), encompassing both mHealth 
and eHealth. Arksey and O’Malley (61) advise using a broad 
definitional approach and propose that search words can be modified 
and reduced later to manage bibliographic references after the entire 
breadth of information within a given field has been attained. Given 
that it applies a uniform analytical framework to all studies, which is 
considered as a standard practice in scoping reviews, this 
methodology reflects a “descriptive-analytical” approach to charting.

From the publications, this study obtained both qualitative and 
quantitative data. This study’s major objective was to conceptually 
clarify the characteristics of digital intervention for public health.

The results of this study may have also been exaggerated by other 
search parameters, such as restricting results to English-language 
articles. The current study’s goal was to regulate the existing status of 
digital intervention for public health and make recommendations. The 
methodology was suitable for a policy analysis topic like this one. The 
limitations found in the literature highlight the need for public health 
practice information and more rigorous study approaches.

Concepts of digital intervention for public 
health in the context of the reviewed 
articles

The articles focused on diverse concepts for the digital intervention 
for public health and also on different methods on the topic. Article 

FIGURE 1

PRISMA flow chart of the literature review search.
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TABLE 1 A summary of reviewed studies.

Author Setting/design Aim Study focus and findings Recommendation

Burke and Bloss 

(62)

United States viewpoint To hire commercial 

corporations to adopt 

cutting-edge technologies 

that monitor and 

manipulate students’ social 

media activities

There is a need for creative answers to the 

problems of student health and safety.

The assertions made by social media 

monitoring firms and the schools that 

employ them that these technologies can 

solve the wide range of public health 

issues affecting pupils are unsupported by 

any evidence

The issues that young individuals already 

confront, particularly those from historically 

oppressed groups, may only be made worse by 

these digital surveillance tools

Susser (63) United States 

perspective

Various strategies have 

been proposed by officials 

and public health experts, 

including; stepping up 

current initiatives to 

advance information and 

health literacy, coming up 

with plans for publicly 

refuting falsehoods, and 

training clinicians and 

public health authorities to 

deal with falsehoods one-

on-one

Dealing with ethical challenges 

successfully will require balancing difficult 

tradeoffs.

The vast amounts of personal information 

that have been gathered about each of us 

are tremendously illuminating, and the 

instruments for using that information to 

target digital communications are strong 

and easily accessible.

It is simple to comprehend why academics 

and professionals in public health are keen 

to investigate the potential good they may 

do with them.

The ethical costs of targeted digital public 

health initiatives may be high

Targeting technologies frequently infringe the 

security of personal information by using data 

that has been collected in this way.

With these technology, disadvantaged 

populations could be targeted with 

discriminating messages.

Targeted digital public health interventions 

pose a risk of interfering with our autonomy by 

influencing our decision-making. Each 

situation should be evaluated individually to 

determine whether the advantages of these 

interventions exceed the disadvantages.

Practitioners should weigh the seriousness of 

the health problems they are addressing as well 

as their ability to reduce potential effects when 

making these decisions.

It proposes a starting point for conversations on 

the morality of targeted digital public health 

interventions

Karpathakis et al. 

(7)

London 

multidisciplinary 

project team user-

centered qualitative 

research

A framework for 

evaluation that integrates 

biological and digital 

methods was intended to 

be operationalized as part 

of the Public Health 

England (PHE) effort.

Shows how effective, 

affordable, and beneficial 

DHIs are for improving 

public health

Seven key ideas for evaluating DHIs have 

been identified: evaluation thinking, 

evaluation canvas, contract assistant, 

testing tools, development history, data 

hub, and publish health outcomes.

The planned PHE evaluation service for 

public health DHIs was developed after 

additional testing and refinement of three 

concepts that were given priority

PHE was able to integrate the skills of academic 

and biomedical fields with the knowledge of 

non-academic and digital developers through 

the use of an iterative, user-centered design 

methodology.

Using design-led techniques in public health 

settings can be beneficial. The following service 

is now offered by health organizations in the 

UK and is called evaluating digital health 

products

Sauerborn et al. 

(10)

Germany evaluation 

content and functions 

apps

Constructed on an 

awareness of structural, 

societal, and individual 

dimensions of violence 

against women and girls as 

a multidimensional, global 

public health concern, and 

positioning it within the 

theoretical framework of 

structural injustice

Make the case that while technical tools 

like apps may be helpful in the battle 

against violence against women and girls, 

they must be positioned within the larger 

context of public health that takes into 

account the structural aspects of such 

violence.

Along with major considerations for 

safety, data privacy, the value of human 

supportive touch, and other issues, 

structural injustice concerns are 

significant features in the ethical 

evaluation of such apps

Research on the function and applicability of 

apps as tactics to deal with the structural and 

epistemic aspects of violence is still lacking

(Continued)
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TABLE 1 (Continued)

Author Setting/design Aim Study focus and findings Recommendation

O’Connor et al. 

(64)

UK systematic review In order to guide future 

implementation efforts, it 

is important to identify 

and integrate the 

qualitative research on the 

factors that influence 

recruitment and 

involvement in DHIs

Four major topics that influence the 

participation of patients and the general 

public in DHIs emerged:

(1) Individual agency and motivation; (2) 

the individual’s life and values; (3) the 

recruitment and engagement strategy; and 

(4) the DHI’s level of quality.

Outlines the recruitment and engagement 

techniques used.

To highlight the crucial steps, a draft 

digital health engagement model 

(DIEGO) was created.

Future research recommendations are 

created after identifying existing 

knowledge gaps

Summarizes and elucidates the complexities of 

the recruitment and participation processes in 

digital health, as well as the problems that must 

be resolved before patients and the general 

public commit to digital health.

It will take more effort to develop personalized, 

higher-quality digital solutions that are 

clinically accredited and endorsed when 

necessary.

Additionally, more money is required to boost 

computer literacy and make sure that 

technologies are available and cheap for 

individuals who want to subscribe to them

Holst et al. (65) Norway mixed methods 

(nonrandomized 

controlled trial and 

qualitative interviews)

To evaluate the DHI’s 

impact on rural 

communities’ long-term 

acquisition and retention 

of health knowledge

(1) Compare the intervention group’s 

knowledge ratings at baseline and 

immediately following the intervention.

(2) The baseline knowledge score disparity 

between the intervention and control 

groups

Analyzing a DHI’s results in light of pertinent 

health messages

Budd et al. (66) United Kingdom review To document the range of 

technological 

developments for the 

global public health 

response to COVID-19 

and its shortcomings

To identify obstacles to its execution, such 

as those posed by the law, morality, and 

privacy concerns, as well as those posed 

by organizations and the workforce

Examine the necessity of coordinating global 

strategies for the control, assessment, and 

application of digital technology to improve 

pandemic readiness and future COVID-19 and 

other infectious disease preparedness

Morton et al.(41) United Kingdom review Offers a collection of 

iterative techniques for 

quickly modifying and 

improving an intervention 

as it is being implemented

The intervention was clinically correct 

thanks to tight collaboration with clinical 

stakeholders.

Contributors to patient and public 

involvement (PPI) recognized critical 

clarifications to the intervention’s content 

and made sure that data concerning 

challenging behaviors (such self-isolation) 

was encouraging and practical

According to calls for more expeditious, 

practical health research techniques, quick 

optimization techniques of this kind may 

be utilized in the future to enhance the speed 

and efficiency of adaption, refinement, and 

implementation of interventions

Ross et al. (67) United Kingdom 

implemented 

intervention (HeLP-

Diabetes)

Give an illustration of how 

to create a theoretically 

based implementation 

strategy and how to openly 

disclose it

For the purpose of integrating HeLP-

Diabetes into everyday practice, a new 

implementation strategy was created. The 

normalization process theory served as a 

guide for the selection and development 

of specific component techniques. These 

tactics included involving local opinion 

leaders, distributing instructional 

materials, hosting educational visits and 

meetings, conducting audits, receiving 

feedback, and reminding people. Barriers 

that surfaced during deployment were 

iteratively addressed with additional 

solutions. Having trouble allocating funds 

to put the intervention into practice 

within ordinary treatment was a major 

barrier

Others who are working on planning and 

carrying out implementation activities in 

regular healthcare can benefit from the 

knowledge gained from this study.

The choice of an acceptable theory to direct the 

process of implementation and the choice of 

tactics; making sure that adequate attention is 

paid to planned implementation and a flexible 

approach that permits responsiveness to 

developing hurdles

(Continued)

60

https://doi.org/10.3389/fpubh.2023.1142443
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Alsaqqa and Alwawi 10.3389/fpubh.2023.1142443

Frontiers in Public Health 08 frontiersin.org

TABLE 1 (Continued)

Author Setting/design Aim Study focus and findings Recommendation

Bevens et al. (68) Australia a practical 

overview

Aims to share information 

and thoughts from public 

health academics who have 

taken part in the process of 

digitally transforming a 

face-to-face lifestyle 

management training 

program

Information on the digital 

transformation of lifestyle education 

programs is scarce, and this is especially 

true for initiatives focused on chronic 

conditions.

Higher education has produced a 

significant body of work that has 

experienced fast digital transition. Much 

can be learned from this area of study.

Additionally, academics looking to 

design, develop, and implement DHIs 

have access to a well-established area of 

design approaches and frameworks

Gives a detailed explanation of how the 

processes of higher education’s digital 

transformation can be combined with the use 

of a current development model for DHIs

Patel et al.(56) USA cross-sectional 

analysis

It assessed the current 

healthcare system’s ability 

to support digital health 

treatments and looked at 

the correlates of the 

system’s epidemiological, 

socioeconomic, and 

geographic contexts

The availability of critical personnel was 

lower than the availability of IT 

infrastructure for all locations except 

subcenters.

Higher blood pressure, body mass index, 

and urban residents were associated with 

better infrastructure for all hospitals 

except district hospitals

When compared to apex facilities in India, 

lower and mid-tier healthcare facilities more 

commonly lack the IT infrastructure needed to 

facilitate digital health initiatives.

Physical infrastructure gaps were typically 

higher than staffing ones, indicating that, in 

addition to IT infrastructure, shortages of 

key personnel place serious restrictions on 

the adoption of digital health solutions

Schroeer et al.

(58)

Germany a scoping 

review

Seeks to map the body of 

research on digital 

platforms that encourage 

community meeting in the 

field of health promotion 

and prevention

There were two studies on interaction 

with peers, five studies that used 

qualitative participatory research, one 

study on empowerment, and five studies 

that used crowdsourcing.

The digital tools employed ranged greatly 

and included social networking sites, 

message boards, websites for online 

forums, and specialized web hosts and 

applications.

The majority of research cited 

convenience, flexibility, and anonymity as 

advantages of digital interventions.

Some articles noted drawbacks, such as 

issues with interpreting data that can only 

be read in writing or the potential for 

selection bias brought on by the digital 

divide

There is a study gap on this subject, as the 

review only found a few studies that were 

pertinent to our goal.

It was discovered that digital formats are 

especially well suited for activities where 

confidentiality and adaptability are 

advantageous, like online peer-to-peer 

assistance programs

Harte et al. (46) USA exploratory Explains the purpose and 

plan of a trial that 

examines the combined 

impact of community 

health worker and digital 

health support on 

hemoglobin and glucose 

self-monitoring

The population of interest was low-

income people, the study purpose was 

explicitly to advance knowledge beneficial 

for increasing health equity, and the study 

protocols were developed in partnership 

with frontline community health 

professionals

It enhances understanding of whether 

integrating community health worker 

interventions with digital health can enhance 

glucose self-monitoring and outcomes related 

to diabetes in a high-risk group

(Continued)
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focus on commercial corporations to adopt cutting-edge technologies 
(62), advance information and health literacy (63), framework for 
evaluation that integrates biological and digital methods (7), 
multidimensional, global public based on an awareness of structural, 
societal, and individual extents of violence against women and girls 
(10), factors that influence recruitment and involvement in DHIs (64), 
DHI’s impact on rural communities’ (66), range of technological 
developments for the global public health (65), collection of iterative 
techniques (41), theoretically based implementation strategy (67), 
share information and thoughts from public health academics, 
healthcare system’s ability to support digital health treatments (68), 
encourage community engagement (56), digital health support on 
hemoglobin (46), circumstances and important players in China’s 
quick deployment of digital health solutions (69) and teaching hospitals 
that make use of social media (70).

Discussion

This scoping review only discovered uncommon studies that used 
a digital platform to empower substantial community involvement in 

health promotion and prevention, highlighting a research gap in this 
area. Digital formats were discovered to be appropriate for situations 
where obscurity is advantageous. This was evident in the included 
studies’ qualitative participatory research investigations, notably in the 
virtual focus groups where contributors had to discuss difficult topics. 
Additionally, it indicated that anonymity and ease of access were 
helpful in assisting marginalized and disadvantaged communities, 
such as through interaction with peers and social exchange 
programs (58).

With the help of this scoping study, we were able to map the body 
of research on digital platforms that encourage community 
involvement in the field of health promotion and prevention. In 
addition, we obtained a deeper awareness of the fundamental ideas in 
this field in terms of the sorts of involvement that can be facilitated, 
the ways to use digital forms, and the advantages and drawbacks 
associated with them (58).

DHIs are provided through digital channels, such as websites and 
mobile applications, with the goal of providing care or promoting 
health (5). Such DHIs are anticipated to combine the effectiveness of 
individualized therapies with the influence of large-scale population 
campaigns. DHIs are also meant to expand access and capacity for 

TABLE 1 (Continued)

Author Setting/design Aim Study focus and findings Recommendation

Chen et al. (69) China public surveys Analyze the circumstances 

and important players in 

China’s quick deployment 

of digital health solutions 

in response to COVID-19, 

and record and 

disseminate the lessons 

collected

The wide adoption of digital health 

technology revealed contextual elements 

and important enabling mechanisms in 

case studies that were identified under 

each category

The prosperous digital health expanse before 

COVID-19, the public sector’s flexibility in 

introducing regulatory flexibilities, and 

incentives to energize the private sector are 

among the contextual factors and key 

permitting mechanisms through the practice of 

policy instruments to encourage DHIs for 

COVID-19 in China. These factors also include 

the route of policy advices affecting the private 

sector using a regionalized approach

Batta and 

Iwokwagh (70)

Nigeria inductive 

content analysis

It examines how Nigerian 

teaching hospitals make 

use of social media and 

new media.

It examines whether new 

and social media are used as 

public relations tools (to 

increase their visibility, 

promote their services, and 

enhance their corporate 

image), educational tools (to 

provide health information, 

revelation, and education in 

order to prevent disease and 

promote health), and social 

tools (to facilitate 

communication between 

people) (to deepen 

interactions and exchanges 

between healthcare 

providers and healthcare 

recipients)

Nigerian teaching hospitals mostly use 

new and social media to solicit customer 

input (100%), provide their vision and 

mission statements (65%), post details 

about their administrative and staff 

structures (65%), and provide contract 

information (60%). For financial 

transactions (10%) and the promotion of 

health (25%), these media are seldom ever 

used

Teaching hospitals should make more use of 

social media and new media to give patients 

and family members a platform to share their 

stories and to give informed advice on medical 

and health issues
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public health efforts by offering services in places where face-to-face 
choices are absent or inadequate to satisfy demand (7).

However, it is also important to analyze how institutional 
inequality, particularly epistemic injustice, affects the content and 
purposes of the DHIs utilized in public health treatments. They 
outline and emphasize the significance of violence against women and 
girls as a global public health concern and briefly evaluate its 
multifaceted character on structural, societal, and personal levels (10). 
According to the author, technical solutions like DHIs may be a useful 
tool in the battle against violence against women or gender inequality, 
but they must be placed within the larger context of public health that 
recognizes and the structural components of such fierceness.

The vast amounts of personal information gathered are highly 
illuminating, and the means for using that information to target digital 
communications are strong and easily accessible. It is simple to 
comprehend why academics and professionals in public health are 
keen to investigate the potential good they may do with them. Such 
technologies run the risk of discriminatory message targeting against 
disadvantaged groups. Targeted digital public health interventions 
pose a risk of interfering with our autonomy by influencing our 
decision-making. Each situation should be evaluated individually to 
determine whether the advantages of these interventions exceed the 
disadvantages. Practitioners should weigh the seriousness of the 
health risks they are targeting (e.g., promoting a healthy diet as 
opposed to intervening in suicide cases or eradicating health 
misinformation during a pandemic) as well as their ability to lessen 
probable harms (e.g., whether messaging can be clear and collected 
data respect entities’ privacy) (63).

Collecting the quantitative and qualitative results will produce a 
strong set of data that can be used to adapt the intervention’s execution 
with access to the digital health platform as well as to evaluate the 
DHI. The study illustrates a participatory and community-based 
component that has the opportunity to have an improved, context-
specific influence on local communities’ digital health education by 
leveraging upon conclusions from both research techniques to 
enhance the intervention (65).

In addition to a list of the hurdles and implementors that patients 
and the general public encounter while appealing with and enrolling 
in DHIs, this review gives an overview of reported engagement and 
recruitment tactics. In line with the findings of our review, literacy 
abilities (72) and financial resources (73) do have an impact on 
people’s capacity to interact with and use DHIs.

Digital technologies must be integrated into the current public 
healthcare systems since they cannot function alone (74). For instance, 
as one of many approaches, South Korea and Singapore effectively 
implemented contact-tracing DHIs to support massive teams of 
manual contact tracers (66). The digital infrastructure and public 
health systems’ readiness, which include secondary, primary, and 
social care systems, will be key factors in the analysis and utilization 
of these data. With multiple symptom-reporting sites in a single 
nation, coordination of therapies is especially difficult and runs the 
danger of fragmentation (66).

The intervention, however, was clinically correct since tight 
collaboration with clinical stakeholders guaranteed that the 
information concerning transmission and exposure was compatible 
with the available data, for instance. Contributors to patient and public 
involvement (PPI) identified crucial justifications to the intervention’s 
content, such as whether epidemics can spread through the air as well 

as surfaces and made sure that evidence about challenging behaviors 
(like self-isolation) was encouraging and practical (41).

Furthermore, the author has created knowledge about some of 
the enablers and barriers to putting DHIs into reality. In a system 
with limited resources, we discovered that requiring personnel to 
assist patients in registering to use a DHI was a barrier (67). A live 
intervention’s effectiveness was improved quickly and iteratively to 
keep pace with the terrifying and continuously changing 
environment of an international crisis. A rich approach for swift 
stakeholder assignation was crucial for apprising decisions about 
how to discourse these obstacles, and the variety of methods 
assisted in developing a thorough grasp of the potential hurdles to 
the target behaviors (41).

Conclusion

Understanding the variables connected to digital interventions for 
public health begins with this scoping review of the literature. The 
review has given ideas about the factors that contribute to success and 
insight into some of the techniques used to identify high achievers, 
but it has also highlighted the need for new approaches to 
understanding what counts as high impact and how to enhance 
elements that are crucial to population health. As, the public health is 
likely to become more and more digital in the future, the author 
examines the requirement for the synchronization of global 
approaches for the regulation, assessment and use of digital 
technologies in order to improve population health supervision and 
imminent alertness for diseases.

The author contends that elements that go beyond the inter-
individual level must be considered for any intervention technique to 
be successful and long-lasting. There is little research on the function 
and importance of DHIs as tactics for addressing the structural and 
epistemological components. The participants and those around them 
will gain more awareness about health issues by receiving health 
messages in a digital format, which may change how they seek out 
health care. More work is required to develop effective engagement 
tactics, significantly greater, individualized digital solutions, and to 
obtain clinical accreditation and support where necessary.

The choice of an appropriate theory to direct the course of 
implementation and strategy selection is essential. The reporting of 
implementation strategies using terms that are clear and defined, and 
using a flexible approach are all important considerations. In addition, 
physical infrastructure gaps were typically indicating that beyond 
information technology infrastructure, shortages of indispensable 
staff enforce significant barriers to the adoption of DHIs.

To sum up, the author’s work outlines an iterative, cross-
disciplinary, participatory progression for creating, implementing, and 
appraising DHI, emphasizing the adjacent collaboration between 
behavior scientists, designers, data engineers, software developers, and 
data scientists as well as on a constant reaction circle from end users. 
A defined approach for swift stakeholder involvement was crucial for 
guiding decisions about how to discourse these obstacles, and the 
variety of ways contributed to the development of a deep consideration 
of the potential barriers to the target behaviors. Making sure the 
intervention’s content is inspiring, reliable, and convincing may 
be more crucial for fostering engagement than making changes to the 
intervention’s design (66).
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DHI offers a viewpoint that emphasizes a considerable larger 
series of issues related to the sociotechnical system involved by a 
specific digital health technology and the health of the numerous 
communities. This study could be used in other areas of public health 
policy and practice and will attend as a source for enduring discussion 
in this area.
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Objectives: Anxiety and mood disorders greatly affect the quality of life for 
individuals worldwide. A substantial proportion of patients do not sufficiently 
improve during evidence-based treatments in mental healthcare. It remains 
challenging to predict which patients will or will not benefit. Moreover, the limited 
research available on predictors of treatment outcomes comes from efficacy 
RCTs with strict selection criteria which may limit generalizability to a real-world 
context. The current study evaluates the performance of different machine 
learning (ML) models in predicting non-improvement in an observational sample 
of patients treated in routine specialized mental healthcare.

Methods: In the current longitudinal exploratory prediction study diagnosis-related, 
sociodemographic, clinical and routinely collected patient-reported quantitative 
outcome measures were acquired during treatment as usual of 755 patients with 
a primary anxiety, depressive, obsessive compulsive or trauma-related disorder 
in a specialized outpatient mental healthcare center. ML algorithms were trained 
to predict non-response (< 0.5 standard deviation improvement) in symptomatic 
distress 6  months after baseline. Different models were trained, including models 
with and without early change scores in psychopathology and well-being and 
models with a trimmed set of predictor variables. Performance of trained models 
was evaluated in a hold-out sample (30%) as a proxy for unseen data.

Results: ML models without early change scores performed poorly in predicting six-
month non-response in the hold-out sample with Area Under the Curves (AUCs) 
< 0.63. Including early change scores slightly improved the models’ performance 
(AUC range: 0.68–0.73). Computationally-intensive ML models did not significantly 
outperform logistic regression (AUC: 0.69). Reduced prediction models performed 
similar to the full prediction models in both the models without (AUC: 0.58–0.62 vs. 
0.58–0.63) and models with early change scores (AUC: 0.69–0.73 vs. 0.68–0.71). 
Across different ML algorithms, early change scores in psychopathology and well-
being consistently emerged as important predictors for non-improvement.

Conclusion: Accurately predicting treatment outcomes in a mental healthcare 
context remains challenging. While advanced ML algorithms offer flexibility, they 
showed limited additional value compared to traditional logistic regression in this 
study. The current study confirmed the importance of taking early change scores 
in both psychopathology and well-being into account for predicting longer-term 
outcomes in symptomatic distress.
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1. Introduction

1.1. Prevalence and impact of psychiatric 
disorders

Worldwide, around one in eight people has one or more mental 
disorders (1). Mental disorders are the leading cause of years lived 
with disability (YLDs), accounting for one in every six YLDs globally 
(1). They contribute significantly to a lack of quality of life (2) and the 
direct and indirect economic and societal costs are substantial (1). 
Depression and anxiety alone result in the loss of nearly US$ 1 trillion 
and 12 billion working days every year (3). The increasing demand for 
care in combination with limited treatment effects puts pressure on 
waiting lists in mental healthcare (4). Insights in predicting who is less 
likely to improve early in treatment would be  helpful to make 
treatment more efficient, reduce waste of financial and human 
resources and tailor treatment to the individual (5–7).

1.2. Predicting treatment effects

Studies show that 60% of patients with a mental disorder do not 
benefit from evidence-based treatments (8–12). At present, no 
convincing evidence has been found for a difference in treatment 
effect for any specific treatment, neither for mood disorders (13, 14) 
nor anxiety disorders (14, 15). Norcross and Lambert (16) argue that 
fitting psychotherapy to patient characteristics is necessary for 
treatment success. Clinical practice, however, shows that a 
DSM-classification alone does not give sufficient direction to 
appropriate treatment (17–19). This underlines the relevance of 
adopting a more transdiagnostic approach in clinical practice and 
searching for predictors across the main diagnoses. Early identification 
of non-responders can increase treatment effectiveness as it may 
support personalized treatment recommendations (20).

Mental disorders are complex and trajectories of treatment can 
depend on many factors, making the prediction of treatment outcomes 
challenging. Previous studies have incidentally found several 
predictors for treatment outcomes in various populations, including 
sociodemographic features (age, gender, employment status), 
symptom severity, emotion regulation abilities, problem duration, 
level of functioning, interpersonal problems, prior treatments, 
comorbidity of personality disorders or medical conditions, treatment 
non-adherence and alliance [e.g., (6, 7, 21–33)]. However, no 
consistent pre-treatment characteristics have been identified that 
reliably predict treatment outcomes (34, 35).

1.3. Importance of analyzing longitudinal data 
from the real-world psychiatric context

Findings about predictors for treatment outcomes often stem 
from data from randomized controlled trials (RCTs), which may 

be problematic for several reasons. First, only a selective and limited 
number of potential predictors are usually included in randomized 
controlled trials (RCTs), only allowing for limited conclusions about 
what predictors are relevant for treatment outcomes. Second, RCTs 
often do not meet the required sample size needed for detecting 
significant predictors (36–41). Third, many RCTs, especially efficacy 
trials, tend to have rather strict in- and exclusion criteria and 
controlled study procedures. While the use of such criteria leads to 
relatively high internal validity, it may decrease external validity and 
limit generalizability to patient populations treated in daily clinical 
practice (42–44).

Considering that most patients are not treated in RCTs, but in 
naturalistic clinical institutions, using real-world clinical data to 
identify predictors of treatment outcomes is likely to be  more 
externally valid (45). Large observational studies using data collected 
in the real-world context may be a valuable alternative to develop 
more generalizable prediction models (28). Longitudinal routinely 
collected patient-reported outcome data of psychopathology and 
well-being are increasingly available that provide information about 
treatment outcomes [e.g., (46, 47)]. For instance, electronic health 
records (EHRs) of psychiatric patients contain large amounts of 
potentially useful clinical information. However, despite increased 
external validity, such routinely collected data presents challenges as 
well. Predictive features are heterogeneous and may interact with 
each other in ways that traditional statistical models may not be able 
to capture. By including a larger number of features there is also a risk 
for overfitting. In addition, using real-world data is often challenging, 
especially due to high attrition and missing data rates.

1.4. The potential of machine learning

Recent improvements in computational power and the refinement 
of the applications of machine learning (ML) technologies have been 
suggested to offer possibilities to develop robust and generalizable 
prediction models for treatment response using real-world data (18, 
48, 49). ML has shown promise within clinical psychology in helping 
to understand large-scale health data (50–55). ML is a subfield of 
artificial intelligence that involves the development of algorithms and 
statistical models that enable computers to learn and make predictions 
or decisions based on data without being explicitly programmed to do 
so (56).

ML can predict treatment effects using high-quality data such as 
patient characteristics and questionnaire scores over time [e.g., (55, 
57, 58)]. The techniques used in building ML models depend on the 
type of data and can be based on supervised learning, unsupervised 
learning, and reinforcement learning. Supervised learning, as applied 
in current study, involves training a model on labeled data, where the 
desired output is already known. The ultimate goal is to build a model 
that can accurately predict future outcomes (59). Aafjes-van Doorn, 
Kamsteeg, Bate, and Aafjes (60) systematically reviewed 51 studies of 
ML in psychotherapy and concluded that most model development 
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studies used supervised learning techniques to classify or predict 
labeled treatment process or outcome data, whereas some used 
unsupervised techniques to identify clusters in the unlabeled patient 
or treatment data.

In ML models, the main statistic of interest is the prediction 
accuracy of the algorithm in a hold-out sample. The hold-out sample 
is a random subset of the original dataset that is held back and not 
used during training. For categorical outcomes the accuracy is usually 
reported as the accuracy, sensitivity (or recall) and specificity, and area 
under the curve (AUC) computed from the confusion matrix of the 
predicted against the observed labels of the observations.

Application of ML has various potential advantages above 
traditional statistical methods. First, by employing robust statistical 
and probabilistic techniques, ML has the ability to make 
predictions regarding treatment effects, enabling the 
comprehension of complex, integrated datasets consisting of 
heterogeneous features (57, 60). Second, ML methods require less 
restrictive assumptions regarding the non-linear relationship of 
high-dimensional data and the skewed distribution of features 
(61). The potential of ML has been demonstrated by improved 
accuracy compared to regular methods such as regression (62, 63). 
Third, the application of cross-validation techniques, which are 
common in ML methods but usually not applied in traditional 
prediction analyzes such as significance-based regression, reduces 
the risk for overfitting (64). Fourth, ML increases the 
generalizability of the predictions since some ML algorithms might 
perform better than traditional analysis techniques in complex 
datasets involving many features (65).

1.5. Predicting non-improvement by ML 
using outcome data of psychopathology 
and well-being

Real-world mental health data have been used in various ML 
applications, such as modeling disease progression (66), predicting 
disease deterioration (67), predicting risk factors for adverse 
outcomes, such as mortality, readmission or prolonged length of stay 
(68) as well as predicting treatment outcomes (69). However, 
research predicting outcomes using real-world clinical data is still 
scarce. Some studies have shown that compared to traditional 
research methods ML can increase prediction accuracy using 
sociodemographic, clinical and biological data (19, 63, 64, 70–74). 
However, ML has not often been applied to the routine collection of 
patient-level outcome data in combination with sociodemographic 
and clinical data.

Hence, the objective of the current study is to evaluate and 
compare the performance of different ML models in predicting 
treatment outcomes in an observational sample of patients treated in 
routine specialized mental healthcare. This will be done by predicting 
non-improvement in psychopathology 6 months after start of 
treatment in a group of patients with anxiety and mood disorders. 
A range of routinely available clinical, demographic and self-reported 
outcome features will be used to predict treatment outcomes. Several 
models are explored, such as those involving the incorporation of 
change scores early in treatment as supplementary predictors, and 
models that are trained on a reduced set of features using feature 
reduction techniques.

2. Methods

2.1. Study design and data collection

The present study concerned an exploratory machine learning 
based prediction analysis of routinely collected observational 
longitudinal quantitative data. The recommendations for reporting 
machine learning analyzes in clinical research (75) were followed. 
We used data collected in the context of routinely collected patient-
level outcome data of psychopathology and well-being, a standardized 
service to measure treatment effects. Patients in a mental healthcare 
center in the Netherlands completed online questionnaires every 
3 months from the initial interview to end of treatment. Data were 
collected before start of treatment (T0), and three (T1), six (T2), nine 
(T3), and 12 (T4) months after treatment commenced. Invitations to 
complete the questionnaires were sent automatically and data from 
the completed questionnaires were stored anonymously by an 
independent data controller in a database generated for this 
longitudinal study. The data were gathered between March 2015 and 
November 2019. About 19% (n = 145) were lost to 3-month follow-up, 
34% (n = 254) did not complete the six-month follow-up assessment, 
and about 58% (n = 439) did not complete the 12-month follow-up.

Patients provided passive informed consent for their anonymized 
data to be used for scientific research. As data were collected in the 
context of regular care and only anonymized data were analyzed, the 
study did not require medical ethical approval according to Dutch law. 
Inclusion criteria were: (1) aged between 18 to 65 years, (2) full 
completion of the questionnaires on the same day, and (3) diagnosed 
by depressive, bipolar, anxiety, trauma related or obsessive-compulsive 
disorder. The diagnosis was based on an extensive interview by a 
licensed clinical psychologist or psychiatrist. The diagnosis and related 
(evidence- and practice-based) treatment options were discussed and 
confirmed in a multidisciplinary team.

2.2. Baseline features

An overview of all available baseline features that were included 
in the models can be  found in Table  1. These include 
sociodemographic (e.g., gender, age), diagnostic (e.g., main diagnosis, 
comorbidity), and clinical characteristics of patients (e.g., number of 
treatments in the past, social problems). One additional clinical 
feature was created that was labeled as treatment intensity. This 
feature represents the ratio of number of treatments in the past and 
total duration of past treatments. Routinely collected self-reported 
psychological features included the total and subscales scores of the 
Outcome Questionnaire [OQ-45; (76)] and the Mental Health 
Continuum-Short Form [MHC-SF; (77, 78)]. The OQ-45 is a 45-item 
self-report measure of psychopathology and includes four subscales, 
namely symptomatic distress (e.g., “I’m anxious”), interpersonal 
relations (e.g., “Often I have fights”), somatic complaints (e.g., “I tire 
quickly”), and social roles performance (e.g., “I feel like I’m not doing 
well with my work”). Items are answered on a five-point Likert scale 
ranging from 0 (never) to 4 (almost always). Previous studies have 
shown that the OQ-45 is a reliable and valid instrument across 
different cultural contexts (76, 79, 80). The 14-item MHC-SF 
measures the presence of different well-being dimensions during the 
past month on three subscales: emotional (e.g., “Feeling satisfied with 

68

https://doi.org/10.3389/fpsyt.2023.1236551
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Franken et al. 10.3389/fpsyt.2023.1236551

Frontiers in Psychiatry 04 frontiersin.org

life”), social (e.g., “Feeling that you belong to a community”), and 
psychological well-being (e.g., “Feeling that your life as a sense of 
direction or meaning to it”). Items are answered on a six-point Likert 
scale ranging from 0 (never) to 5 (every day). The MHC-SF has shown 
good psychometric properties in the general population [e.g., (77, 
78)] and in clinical groups (81). In total, 41 baseline features were 
included in the models.

2.3. Response variable

Non-improvement on the OQ-45 total scores at six-month 
follow-up was used as binary response variable. Cases were labeled as 
‘not improved’ if the change from baseline in the symptomatic distress 
scale of the OQ-45 6 months after baseline was smaller than half a 
standard deviation (0.5 SD). The choice of this cut-off is motivated by 
a previous systematic review of 38 studies, suggesting that half a 
standard deviation consistently reflected a minimally important 
difference for health-related quality of life instruments across studies 
(82). Half a standard deviation also corresponds with a medium effect 
size according to Cohen’s conventional rule of thumb (83). The reason 
to use improvement at six-month follow-up as response variable, was 
that missing data become too high at later follow-up points and 
because 6 months was considered a time period long enough to 
be clinically relevant. Besides, hardly any additional average treatment 
effects were observed after that time in the dataset.

2.4. Preprocessing

Descriptive analyzes were done in the statistical package for social 
sciences (SPSS) version 27 (84). All other ML analyzes were conducted 
in R (85) using the caret R-package (86). Data, syntax and output files 
can be found on the Open Science Framework website (https:osf.io/
xwme4/).

All categorical features were dummy coded and continuous 
features were visually checked for approximate normal distribution. 
The feature ‘treatment intensity’ was log-transformed, since it was not 
normally distributed and right-skewed. Cases that did not complete 
the OQ-45 at 6 months after baseline were removed. Only complete 
cases were used, since imputing the response variable might 
overestimate the performance of the ML algorithms, as common 
imputation techniques (e.g., random forest) would be similar to what 
ML algorithms would use to predict non-improvement at follow-up. 
After data preprocessing and cleaning, the remaining data was 
randomly split into a training (70%) and hold-out sample (30%). Next, 
missing baseline data (0.8%) was globally imputed (before conducting 
k-fold cross-validations) and separately for training and hold-out data, 
using random forest imputation (87).

2.5. Machine learning models and model 
performance

The goal of ML is to identify patterns in observed high complex 
data in high dimensional settings, make accurate predictions or 
classifications, and improve their performance over time by learning 
from new data [e.g., (57, 58, 63, 88–90)]. ML algorithms involve three 
main components, which are (1) a model, (2) data for training, 
testing and validation, and (3) an optimization algorithm. The model 
represents the data and relationships between features. The training 
data is used to optimize model weights using cross-validation (CV) 
to minimize error or loss, while the optimization algorithm finds the 
optimal values of the model weights. ML algorithms are conducted 
in two steps: training and testing. During training, the objective is to 
find a balance between identifying specific patterns in the patient 
data and preventing overfitting (training data so well that it negatively 
affects its performance on new data, which occurs when the 
algorithm fits too closely to the random noise in the data). In the test 
phase, the accuracy of the predictions made by the algorithm is 
computed by comparing the predictions made for new data with the 
actual values observed in the new sample. CV optimizes the ML 
model by assessing skills of the ML model and testing its performance 
(or accuracy) in new data later.

Different ML algorithms were compared to predict 
non-improvement at six-month follow-up. The following algorithms 
were used: Logistic regression (LR), random forest (RF), support 
vector machine (SVM) with linear, radial and polynomial kernels, 
and gradient boosting machine (GBM). These algorithms differ in 
their underlying principles and modeling techniques. LR focuses on 
estimating probabilities based on linear relationships, RF combines 
decision trees for predictions, SVM find optimal hyperplanes for 
classification, and GBM sequentially build models to minimize 
prediction error. The rationale for choosing these algorithms was to 
be able to compare this study with previous studies that used similar 
algorithms [e.g., (19, 74)]. Furthermore, we  not only wanted to 

TABLE 1 Overview of baseline features.

Sociodemographic Psychological

Age

Gender (male/female)

Education (low/moderate/high)

Marital status (no partner/partner/other)

OQ-45 Total score

OQ-45 Symptomatic distress

OQ-45 Anxiety and somatic 

distress

OQ-45 Interpersonal relationships

OQ-45 Social role adjustment

MHC-SF Total score

MHC-SF Emotional well-being

MHC-SF Social well-being

MHC-SF Psychological well-being

GAF score

Diagnostic Clinical

Main diagnosis (depressive disorder, 

anxiety disorder, bipolar disorder, OCD, 

traumatic disorder)

First comorbidity (no/yes)

Second comorbidity (no/yes)

Somatic comorbidity (no/yes)

Axis II problem (no/yes)

Axis IV financial problem (no/yes)

Axis IV relationship problems (no/

yes)

Axis IV social problems (no/yes)

Axis IV work problems (no/yes)

Number of treatments in the past 

(0–4/5–10/10+)

Years since first time enrolled 

(0–3/3–10/10+)

Sum of previous enrollments in 

years (0–2/2–5/5+)

Log-transformed treatment 

intensitya

aTreatment intensity was calculated as the ratio of number of treatments in the past and total 
duration of past treatments.
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include flexible and less interpretable algorithms (e.g., GBM or 
SVM), but also techniques that are easier to interpret, while being less 
flexible (91).

All models were trained on the training set using repeated k-fold 
cross-validation with 10 folds and 10 repetitions (90). As the response 
variable was imbalanced, up-sampling was used for training 
purposes, which randomly replicates instances of the minority class. 
We  explored the effect of class imbalance before applying 
up-sampling. If no up-sampling was used models performed 
comparably well in terms of overall accuracy, but were not useful 
because the sensitivity was extremely high (often higher than 90%), 
while the specificity was often extremely low (often about 10–20%). 
We therefore decided to use up-sampling techniques for training the 
model, in order to create models that are more balanced in terms of 
sensitivity and specificity.

Using class weights (i.e., imposing a heavier cost for errors made 
in the minority class) was tested as an alternative to up-sampling, but 
did not lead to a substantially different performance.

Depending on the model, different hyperparameters were 
tuned for training the models. For RF models, the number of 
features used at each split was tuned. For linear SVM, the C 
hyperparameter was tuned, for SVM with radial basis function 
kernel the C and sigma parameters were tuned, for SVM with 
polynomial basis function the C, degree, and scale parameters were 
tuned, and for GBM number of iterations and complexity of the 
tree were tuned, while shrinkage and minimum number of training 
set samples in a node to commence splitting was held constant at 
0.1 and 10, respectively. Model training was done in different 
settings. First, models were fitted that only included baseline 
features (T0). Second, models were fitted that additionally included 
three-month change scores in OQ-45 (psychopathology) and 
MHC-SF (well-being) subscales and total scores. Change scores 
were included in the second setting, because early improvements 
in treatment have been shown to be a strong and unique indicator 
for ongoing improvement at a later moment across a range of 
psychiatric disorders (92–94). If such a model would perform 
substantially better, it would be  of added value for practice to 
(additionally) use this model some months after the treatment 
started to make more accurate predictions.

Third, additional feature reduction was used in both settings, 
because this might avoid overfitting and lead to better generalizability 
and increased performance on the test set. The practical usefulness of 
a model would increase if a reduced set of features yields comparable 
or even superior performance in predicting non-improvement. Least 
absolute shrinkage and selection operator regression (LASSO) was 
used to reduce the number of features. LASSO has the advantage of 
shrinking less relevant weights to zero, allowing to use it to reduce the 
number of features (90, 95, 96). In total, this resulted in four settings 
used for training the models: (1) no change scores and not reduced, 
(2) no change scores and reduced, (3) change scores and not reduced, 
and (4) change scores and reduced.

The trained models were then validated in the hold-out sample 
using a default probability cut-off of 0.5 (82). This means that every 
case that had a probability higher than 50% of not being improved, 
was classified as ‘not improved’. Performance of all models was 
evaluated using balanced accuracy, sensitivity, specificity, and area 
under the curve (AUC). Sensitivity, also known as True Positive Rate 
(TPR) or recall, focuses on the model’s ability to correctly detect 

positive instances whereas specificity, also known as True Negative 
Rate (TNR), assesses the model’s ability to correctly identify negative 
instances. Both sensitivity and specificity refer to a specific prediction 
threshold of the outcome. The AUC, on the other hand, provides a 
global evaluation, capturing the model’s performance across the 
entire range of threshold choices. AUC thus provides a holistic view 
of performance, independent of thresholds, making it a valuable 
measure to assess the overall discriminatory power of our binary 
classification model (improvement versus non-improvement). 
Therefore, the AUC was used as the primary evaluation measure in 
this study. Guidelines for interpreting AUC scores suggest that scores 
from 0.5 to 0.59 can be seen as extremely poor, from 0.60 to 0.69 as 
poor, 0.70 to 0.79 as fair, 0.80 to 0.89 as good and > 0.90 as 
excellent (97).

To be  better able to interpret the models and for reasons of 
conciseness, we additionally determined the top five most important 
features in the hold-out sample of each model in the four different 
settings. Feature importance was determined using the varImp 
evaluation function from the caret package, a generic calculation 
method and analysis technique for statistical modeling. It evaluates 
the impact of each predictor feature by assessing how much the 
model’s performance deteriorates when a particular feature is 
removed. By measuring the relative contribution of the features, it 
helps in understanding the ranking of influence on the prediction of 
non-improvement, ensuring further model optimization. Depending 
on the type of model, different metrics are used to determine feature 
importance [for an overview, see Kuhn, (86)].

3. Results

3.1. Sample

At baseline, 755 patients receiving outpatient treatments within 
multidisciplinary teams consisting of psychologists, psychiatrists, 
nurses and art therapists, were included in the dataset. Most 
patients were female, followed lower (43%), intermediate (37.1%) 
or higher (19.9%) vocational education, and lived with a partner 
and children (see Table 2). Almost one third had social, relation 
and/or work problems. The respondents were classified into five 
common psychopathological groups based on their primary 
diagnosis: depressive disorder (n = 417; 55.2%), bipolar disorder 
(n = 79; 10.5%), anxiety disorder (n = 114; 15.1%), trauma related 
disorder (n = 115; 15.2%) or obsessive-compulsive disorder (n = 30; 
4.0%). Most patients had comorbid disorders ranging from 
attention deficit hyperactivity disorder (ADHD), depression, 
anxiety, trauma or addiction, and/or had personality problems 
respectively: depressive disorder (5.0%; 31.3%), bipolar disorder 
(6.3%; 1.3%), anxiety disorder (8.8%; 29.8%), trauma related 
disorder (14.8%; 32.2%) or obsessive-compulsive disorder (OCD; 
10.0%; 26.7%).

3.2. Psychopathology and well-being per 
diagnosis over time

For descriptive purposes, Figure  1 shows the average OQ-45 
symptomatic distress scale scores over the 12-month time span for 
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the different diagnostic categories, as well as the percentages of 
patients who did or did not improve by more than half an SD 
compared to baseline. For patients with depressive disorder, a 
continuous improvement from baseline to 12-month follow-up 
seemed to be present in the total OQ-45 scores. For patients with 
anxiety disorder, it seemed that on average no improvement was 
present after six-month follow-up. The binary improvement data 

suggests that the largest proportion of improvement happened within 
the first 3 months. The increase in percentage improved after this 
point seemed very small for all diagnostic groups. The percentage of 
improved patients in the trauma-related disorder group seemed 
especially small.

Figure 2 summarizes the course of total well-being scores over 
the period of 12 months and the proportion of patients that improved 

TABLE 2 Major characteristics of respondents (N  =  755).

Depression 
(n  =  417) 
(55.2%)

Bipolar 
(n  =  79) 
(10.5%)

Anxiety 
(n  =  114) 
(15.1%)

Trauma 
(n  = 115) 
(15.2%)

OCD 
(n  = 30) 
(4.0%)

Total (N = 755)

Gender n (%)

  Male 190 (45.6) 32 (40.5) 45 (39.5) 35 (30.4) 8 (26.7) 310 (41.1)

  Female 227 (54.4) 47 (59.5) 69 (60.5) 80 (69.6) 22 (73.3) 445 (58.9)

Age

  Mean 46.0 45.6 39.3 41.0 36.8 43.8

  Range 20–65 25–64 21–62 19–63 21–65 19–65

  SD 10.8 10.0 10.4 10.6 12.0 11.1

Level of education n (%)a

  Low 182 (46.8) 13 (19.1) 43 (39.4) 60 (53.6) 6 (20.7) 304 (43.0)

  Moderate 143 (36.8) 29 (42.6) 45 (41.3) 33 (29.5) 12 (41.4) 262 (37.1)

  High 64 (16.5) 26 (38.2) 21 (19.3) 19 (17.0) 11 (37.9) 141 (19.9)

Marital status n (%)

  Single without children 77 (18.9) 14 (19.7) 17 (14.9) 30 (26.5) 2 (6.7) 140 (19.0)

  Single with children 30 (7.4) 6 (8.5) 13 (11.4) 16 (14.2) 1 (3.3) 66 (9.0)

  Married without 

children

93 (22.9) 12 (15.2) 22 (19.3) 17 (15.0) 9 (30.0) 153 (20.8)

  Married with children 161 (39.6) 33 (46.5) 36 (31.6) 33 (29.2) 11 (36.7) 274 (37.3)

  Other 46 (11.3) 6 (8.5) 26 (22.8) 17 (15.0) 7 (23.3) 102 (13.9)

Comorbid society problems n (%)

  House problem 18 (4.3) 0 (0) 2 (1.8) 2 (1.7) 2 (6.7) 24 (3.2)

  Work problem 112 (27.0) 14 (17.7) 31 (27.4) 29 (25.2) 6 (20.0) 192 (25.3)

  Relation problem 109 (26.3) 3 (3.8) 21 (18.6) 28 (24.3) 3 (10.0) 164 (21.8)

  Social problem 126 (30.4) 10 (12.7) 30 (26.5) 33 (28.7) 6 (20.0) 205 (27.3)

  Financial problem 59 (14.2) 1 (1.3) 11 (9.7) 13 (11.3) 3 (10.0) 87 (11.6)

  Somatic problem 61 (14.6) 3 (3.8) 21 (18.4) 8 (7.0) 2 (6.7) 95 (12.6)

Comorbid diagnosis n (%)

  None 273 (65.5) 58 (73.4) 67 (58.8) 42 (36.5) 19 (63.3) 459 (60.8)

  Two or more 21 (5.0) 5 (6.3) 10 (8.8) 17 (14.8) 3 (10.0) 56 (7.4)

  Personality problems 130 (31.3) 1 (1.3) 34 (29.8) 37 (32.2) 8 (26.7) 225 (29.8)

Nature all comorbid diagnoses n (%)

  ADHD 24 (5.8) 12 (15.2) 6 (5.3) 16 (13.9) 1 (3.3) 59 (7.8)

  Depression – – – – 25 (21.9) 27 (23.5) 6 (20.0) 58 (7.7)

  Anxiety 32 (7.7) 0 (0) – – 4 (3.5) 1 (3.3) 37 (4.9)

  Trauma 34 (8.2) 5 (6.3) 6 (5.3) – – 0 (0) 45 (6.0)

  Addiction 19 (4.6) 2 (2.5) 2 (1.8) 6 (5.2) 1 (3.3) 30 (4.0)

  Other 35 (8.4) 2 (2.5) 8 (7.0) 20 (17.4) 2 (6.7) 67 (8.9)

aLow = primary school, lower vocational education; moderate = secondary school, intermediate vocational education; high = higher vocational education, university.
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(> 0.5 SD) in well-being. Overall, a similar picture emerged. 
Improvements in well-being appeared to happen mainly within the 

first 3 months, while the increase in improvements after this point 
remained rather small.

FIGURE 1

Total OQ-45 scores (upper panel) and percentage of improved and not improved patients (lower panel) per diagnosis group and over time. The error 
bars in the upper panel represent 95% confidence intervals.

FIGURE 2

Total MHC-SF scores (upper panel) and percentage of improved and not improved patients (lower panel) per diagnosis group and over time. The error 
bars in the upper panel represent 95% confidence intervals.
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3.3. Feature reduction

Table 3 gives an overview of features that were included in the 
models without change scores and with change scores after LASSO 
regression was applied as additional preparatory step. In models 
without change scores, the only psychological feature of the 16 
remaining features after feature reduction was the baseline total score 
of the OQ-45, while all others were demographic, diagnostic and 
clinical features. In models with change scores of the remained 13, 
psychological features of both the OQ-45 and the MHC-SF turned out 
to be of interest.

3.4. Predicting improvement at 6  months

In the training set, 70% of cases did not improve and in the 
hold-out sample 71% of cases did not improve. An overview of the 
performance of all models under the four different settings can 
be found in Table 4. Overall, the models performed best when change 
scores were included. In settings in which early change scores were 
included (from 0 to 3 months), the highest overall performance on the 
training set was obtained (AUC range: 0.79–0.84). The models in this 
setting also performed best on the hold-out sample (AUC range: 
0.69–0.73). The best performing overall model in the hold-out sample 
in settings with change scores included was gradient boosting 
(AUC = 0.73). The models performed relatively poor in settings 
without change scores. In the training set, modest AUC values were 

found in these settings, ranging from 0.67 to 0.73. The best 
performance in the hold-out sample when no change scores were 
included was found for logistic regression (AUC = 0.63). Overall, these 
findings suggest that including change score substantially improves 
model performance in this dataset. An overview of all final 
hyperparameters after model training can be found in Table 5.

Another important comparison included settings in which 
reduced sets of features were used versus settings in which no 
reduced sets were used. Overall, the findings suggest that using a 
reduced set of features seemed to somewhat improve the 
performance in the training set. Yet, when validating the models on 
the hold-out sample it seems that using a reduced set of features 
does not substantially contribute the performance of the models. 
This indicates that using a reduced set of features does not decrease 
performance of the models to a relevant degree, suggesting that a 
reduced set of features might have a similar predictive ability 
compared with the full set of baseline features. The confusion 
matrices of the best performing models in the hold-out sample 
within each setting can be found in Table 6.

3.5. Feature importance

To allow for some interpretation of the models, one last step was 
to identify the most important features from the models that showed 
the best performance on the hold-out sample in each setting. An 
overview of these five most important features can be found in Table 7. 
It is noteworthy that change scores seem to play a crucial role in the 
models that include change scores. This, again, suggests that including 
information about change within the beginning of treatment seems to 
be valuable when aiming to improve model accuracy. Furthermore, in 
all settings, except the second setting, both psychopathology and well-
being are among the most important features. This indicates that not 
only psychopathology seems to be of importance when predicting 
improvement in symptoms, but also well-being.

4. Discussion

4.1. Main findings

The goal of the current study was to evaluate and compare the 
performance of different machine learning (ML) models in predicting 
non-improvement in an observational sample of patients treated in 
routine specialized mental healthcare. Below, the results are critically 
discussed in the light of previous research and opportunities for 
future research.

First, the ML models applied in the current study showed only 
modest performance in predicting treatment outcomes. Although 
some previous prediction studies show relatively good predictive 
results [e.g., (98–100)], most previous studies also indicate modest 
performance [e.g., (30, 53, 57, 70, 73, 101, 102)]. Some explanations 
for the modest performance in the current study should 
be  considered. Firstly, ‘confounding by indication’ could have 
introduced a bias into the observed association of observed 
features and non-improvement (103). The decision to assign 
(intensity of) treatment or adjustments along the way can 
be influenced by various factors, such as disease severity, previous 

TABLE 3 Overview of features that were included after feature reduction 
was applied using LASSO regression.

Model without change 
scores (k  =  16)

Model with change 
scores (k  =  13)

OQ-45 symptomatic distress OQ-45 symptomatic distress

Gender Change score OQ-45 interpersonal 

relations

Working problems Change score OQ-45 somatic 

complaints

Living problems Change score OQ-45 symptomatic 

distress

Log-transformed treatment intensitya Change score MHC-SF total score

Education: moderate Change score MHC-SF emotional 

well-being

Living situation: no partner Main diagnosis: trauma

Living situation: other Main diagnosis: anxiety

Comorbidity Second comorbidity

Second comorbidity Living situation: other

Main diagnosis: trauma Working problems

Main diagnosis: anxiety Living problems

Sum of previous enrollments in years: 0–2 Social problems

Sum of previous enrollments in years: 5+ –

Number of treatments in the past: 1–4 –

Number of treatments in the past: 5–10 –

MHC-SF, Mental Health Continuum-Short Form; OQ-45, Outcome Questionnaire. All 
change scores refer to change from baseline to 3-month follow-up.
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treatments, or patient preferences. It is possible that the predictors 
that drive treatment assignment, in this case confounding features, 
could have effected the treatment outcome and have made it 
difficult to assess the true predictive nature of the features 
considered in this study (103). Secondly, in real-world scenarios, 
external factors or sources of noise could have affected the outcome 
and introduced unpredictability. These factors may not be captured 
by the available features. Accounting for such factors or acquiring 
additional relevant data might help improve performance. Feature 
selection, domain expertise, or acquiring additional relevant 
features can potentially enhance the model’s performance. The 
challenge remains to add the right features predicting treatment 
success (104). Thirdly, in the current study treatment success is 
assessed based on subjective self-reported measures. The patient’s 
responses to outcome measures might be influenced by their desire 
to align their responses with the clinician’s expectations. This can 
result in inflated self-reported outcomes, leading to reduced 
accuracy in predicting treatment success. People respond 
inconsistently over time, but algorithms assume no response bias 
(105). These potential errors undermine prediction. ML techniques 
per se aren’t a panacea for higher accuracy without a quality dataset 
of informative and relative features and domain-specific 
considerations (106, 107).

Second, more complicated and flexible ML models did not 
perform substantially better than logistic regression. This is in line 
with a review of 71 clinical prediction modeling studies (108) and 
with a recent prediction study of eating disorder treatment response 
by Espel-Huynh et al. (98). One explanation for this finding might 
be that the feature set in the current study was not large enough for 
the more complex models to have an advantage over logistic 
regression. ML algorithms lead to better performance including in 
the prevention of the risk of overfit with a greater number of 
predictors than traditional statistical methods (109). More studies 
have to be  conducted to investigate which model works best in 
which circumstances (60, 108, 110). Further research into the 
possibilities of ML methods is still warranted since traditional 
regression-related approaches have various potential limitations, 
such as the assumption of straightforward linearity, which may 
render them less suitable for investigating the complex relational 
patterns between varied predictors for treatment success in mental 
healthcare (58, 111).

Third, although still modest, models that included change scores 
showed the highest overall performance in the hold-out sample, with 
the gradient boosting model achieving the best overall performance. 
Models without change scores performed poorly overall. These 
findings suggest that including change scores substantially improves 

TABLE 4 Model performance metrics of the six algorithms under different conditions in the training and hold-out sample.

Training sample (n  =  344) Hold-out sample (n  =  146)

Setting Algorithm ACCBal Sens Spec AUC ACCBal Sens Spec AUC

No change 

scores, not 

reduced

Logistic regression 0.61 0.66 0.56 0.68 0.59 0.64 0.54 0.63

Random forest 0.62 0.67 0.57 0.67 0.52 0.59 0.44 0.58

SVM (linear) 0.63 0.66 0.60 0.68 0.58 0.65 0.51 0.60

SVM (radial) 0.62 0.70 0.54 0.69 0.56 0.65 0.47 0.62

SVM (polynomial) 0.62 0.69 0.56 0.69 0.54 0.59 0.49 0.58

Gradient boosting 0.61 0.68 0.54 0.67 0.54 0.71 0.37 0.58

No change 

scores, reduced

Logistic regression 0.66 0.69 0.64 0.73 0.59 0.63 0.56 0.62

Random forest 0.65 0.68 0.62 0.71 0.56 0.61 0.51 0.58

SVM (linear) 0.66 0.67 0.65 0.73 0.58 0.58 0.58 0.61

SVM (radial) 0.66 0.70 0.63 0.73 0.56 0.61 0.51 0.59

SVM (polynomial) 0.67 0.67 0.67 0.73 0.61 0.60 0.63 0.60

Gradient boosting 0.65 0.67 0.63 0.72 0.59 0.67 0.51 0.62

Change scores, 

not reduced

Logistic regression 0.70 0.76 0.64 0.79 0.65 0.77 0.53 0.69

Random forest 0.68 0.88 0.47 0.80 0.65 0.93 0.37 0.71

SVM (linear) 0.72 0.76 0.67 0.80 0.67 0.76 0.58 0.69

SVM (radial) 0.72 0.77 0.67 0.80 0.63 0.70 0.56 0.71

SVM (polynomial) 0.72 0.75 0.68 0.81 0.63 0.73 0.53 0.68

Gradient boosting 0.73 0.77 0.69 0.81 0.66 0.77 0.56 0.71

Change scores, 

reduced

Logistic regression 0.74 0.78 0.70 0.83 0.65 0.74 0.56 0.69

Random forest 0.74 0.81 0.66 0.83 0.64 0.74 0.54 0.69

SVM (linear) 0.74 0.77 0.71 0.84 0.66 0.74 0.58 0.69

SVM (radial) 0.73 0.76 0.69 0.81 0.63 0.72 0.54 0.70

SVM (polynomial) 0.74 0.76 0.71 0.84 0.67 0.76 0.58 0.70

Gradient boosting 0.74 0.78 0.71 0.83 0.64 0.77 0.52 0.73
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prediction performance in this setting. Improvement in the first 
months has often been found to be related to later treatment success 
in other studies as well (93, 94) and early change predicts outcome 

even better than patient characteristics (92, 112, 113). This 
underscores the relevance of continuous treatment effect monitoring 
and treatment adjustments in clinical practice.

TABLE 5 Final hyperparameters used for prediction in the hold-out sample after model training.

Setting Algorithm Hyperparameter

No change scores, not reduced Logistic regression NA

Random forest mtry = 1

SVM (linear) C = 0.01

SVM (radial) C = 0.5, sigma = 0.02

SVM (polynomial) C = 0.25, degree = 3, scale = 0.01

Gradient boosting nTrees = 150, ID = 1, shrinkage = 0.1, NT = 10

No change scores, reduced Logistic regression NA

Random forest mtry = 1

SVM (linear) C = 0.01

SVM (radial) C = 0.25, sigma = 0.04

SVM (polynomial) C = 0.25, degree = 2, scale = 0.01

Gradient boosting nTrees = 150, ID = 1, shrinkage = 0.1, NT = 10

Change scores, not reduced Logistic regression NA

Random forest mtry = 2

SVM (linear) C = 0.01

SVM (radial) C = 0.25, sigma = 0.01

SVM (polynomial) C = 0.25, degree = 1, scale = 0.01

Gradient boosting nTrees = 50, ID = 1, shrinkage = 0.1, NT = 10

Change scores, reduced Logistic regression NA

Random forest mtry = 1

SVM (linear) C = 0.01

SVM (radial) C = 0.5, sigma = 0.06

SVM (polynomial) C = 0.5, degree = 1, scale = 0.01

Gradient boosting nTrees = 100, ID = 1, shrinkage = 0.1, NT = 10

C, C-parameter; ID, Interaction depth; mtry, number of features used at each split; NA, Not applicable; nTrees, Number of trees; NT, number of training set samples in a node to commence 
splitting. For all gradient boosting models, shrinkage and NT were held constant at 0.1 and 10, respectively.

TABLE 6 Confusion matrices of the best performing models in the hold-out sample within each setting.

Reference

Setting 1: Logistic regression Non-improvement Improvement

Predicted Non-improvement 66 20

Improvement 37 23

Setting 2: Gradient boosting

Predicted Non-improvement 69 2

Improvement 34 22

Setting 3: Gradient boosting

Predicted Non-improvement 79 19

Improvement 24 24

Setting 4: Gradient boosting

Predicted Non-improvement 79 21

Improvement 24 22
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Fourth, the feature-reduced models demonstrated no relevant 
decrease in performance for predicting treatment outcomes at 
6 months in the hold-out sample. Feature-reduced models potentially 
prevent overfitting and increase generalizability. A trade-off exists 
between interpretability and accuracy when choosing algorithms. 
Reducing features also improves the explainability of ML based 
prediction models. Additional, if a reduced set of features performs 
equally well (or even better) in predicting non-improvement, it 
would also increase the practical value and implementability of such 
a model in daily clinical practice.

Finally, analysis of the feature importance across the different 
model settings suggested that the most relevant features were the 
0–3 month change scores in symptomatic distress, somatic complaints, 
and well-being, as well as baseline symptomatic distress. The 
importance of monitoring both the level of psychopathology and well-
being in patients with mental health problems has been demonstrated 
more often (81, 114–118). Crucial predictors found in prior research, 
including chronicity, comorbidity, interpersonal functioning and 
familial problems (119), seemed less relevant for predicting 
non-response in the current study.

For practice, past and present findings underline the importance 
of searching for additional features to better predict treatment effect 
in real-world treatment context. Hilbert et al. (73) argued previously 
that prediction models developed within a diagnostically 
homogeneous sample are not necessarily superior to a more diverse 
sample that includes different diagnostic groups. The current study 
shows that the specific main diagnosis has less predictive value 
than, for example, early change in treatment effect. After all, where 
psychiatric patients differ enormously in severity, duration or 
symptoms of psychopathology and in risk of recurrence, treatments 
in daily care differ in used methods, assumed mechanisms and 
appointment frequency. Even within a specific diagnostic group, 
tailoring psychotherapeutic interventions specifically to the 
circumstances and characteristics of the patient can improve 
treatment outcomes (16, 120, 121). Depending on the context and 
goal of a ML model, one might want to adjust the probability cut-off 
for predicting non-improvement. We decided to use a probability 
cut-off of 50% for predicting non-improvement, because we did 
assume the cost of misspecification to be equal for the positive and 
negative class. For example, if one wants to aim for a model that has 
higher sensitivity, lowering the threshold could be desirable.

4.2. Strengths and limitations

The current study is one of the first to explore the potential of 
different machine learning models to predict treatment outcomes in 
a real-world mental healthcare context using a wide range of routinely 
available sociodemographic, clinical and patient-reported outcome 
data. There are however some limitations to the current study that 
need to be considered.

First, although the current study used a cross-validation approach 
by randomly splitting the dataset into a training and a test sample, 
which is the common approach in ML, it should be noted that the 
study is still exploratory in nature, Although common practice in ML, 
the test set consisted of a random subset from the same overall patient 
sample and therefore the study was still limited in its ability to test the 
generalizability of the final models. Confirmatory studies in 
independent datasets from different contexts are still necessary to 
further examine the robustness of the prediction models (122).

Second, in the context of the routine collection of patient-reported 
outcome data, data is often missing during the course of the treatment 
process because patients have already improved sufficiently or, on the 
contrary, have not improved. This missing data is not at random, 
resulting in the ML algorithms to ultimately relate to a select and 
biased subpopulation that continues to receive treatment for at least a 
certain period of time.

Third, the features available in this study consisted largely of self-
report data. For the future it would be interesting to incorporate more 
objective features such as psychological measurements into ML 
models (123, 124). Future ML studies could improve mental health 
predictions by adding a unique source of high-frequent and 
continuous data collecting using multi-modal assessment tools during 
the period of treatment. mHealth (mobile health) provides individuals 
real-time biofeedback via sensor apps in everyday devices such as 
smartphones or wearables on physiological or self-reported behavioral 
and state parameters, such as heart rate, sleep patterns, physical 
activity or stress levels (124–126). The combination of ML and 
mHealth, despite challenges in dimensionality, ethics, privacy and 
security, shows promise as a clinical tool for monitoring populations 
at risk and forms the basis for the next generation of mHealth 
interventions (124, 125).

Finally, though the chosen criterion of 0.5 SD for 
non-improvement is often used [e.g., (127–131)], a disadvantage is 

TABLE 7 Five most important features of the best performing models in each setting.

Setting 1: Logistic 
regression

Setting 2: Gradient 
boosting

Setting 3: Gradient 
boosting

Setting 4: Gradient 
boosting

Feature 1 OQ-45 symptomatic distress OQ-45 symptomatic distress Change score OQ-45 

symptomatic distress

Change score OQ-45 

symptomatic distress

Feature 2 Treatment intensity Treatment intensity Change score OQ-45 somatic 

complaints

Change score OQ-45 somatic 

complaints

Feature 3 OQ-45 social role performance Number of previous treatments: 

5–10

OQ-45 symptomatic distress Change score MHC-SF total 

score

Feature 4 GAF score Working problems Change OQ-45 interpersonal 

relations

OQ-45 symptomatic distress

Feature 5 MHC-SF total score Main diagnosis: anxiety Change score MHC-SF total 

score

Living problems
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that this cutoff is sample-dependent. Also, an improvement of 0.5 
SD does not necessarily mean that a patient has recovered in such 
a way that (s)he no longer has clinically relevant complaints. Future 
research could consider to use the Jacobson-Truax concept of the 
Reliable Change Index (RCI), which considers the reliability of the 
improvement in the context of the overall distribution that the 
patient is likely to belong to post-treatment (132). Patients moving 
reliably into the functional distribution are recovered. Patients are 
considered to have improved if they have made a reliable change but 
remain in the dysfunctional population, unchanged if they have not 
made a reliable change, and deteriorated if they have reliably 
worsened (132).

4.3. Clinical implications and 
recommendations for future research

Some recommendations can be made for future research. On the 
one hand, the use of sophisticated psychological data with relevant 
features according to the latest theoretical models may increase 
predictions and thereby improve decision-making on therapy 
indication. This could include the therapeutic relationship as a 
known predictor of interest (133) diagnosis specific questionnaires 
in addition to generics, which could mean that the case for a 
transdiagnostic approach may not yet have been settled, or program-
specific questionnaires, appropriate to the therapy offered. On the 
other hand, the development of more advanced tools is necessary to 
detect predictors for treatment response based on high-dimensional 
patient data (134). Based on current research, practitioners might 
decide to stop or adjust a treatment. In the future, it is desirable that 
patients can be indicated in a more targeted manner. After all, at 
present ML approaches cannot yet contribute to specific 
individualized clinical judgments (135). We would encourage future 
studies to develop predictors over rather broad diagnostic patient 
groups and not exclude features in advance, but use the full potential 
of information available in patient EHRs (136). Interestingly, ML 
techniques offer the opportunity to study patients who are 
underrepresented in RCTs.

Additionally, ML has the potential to benefit mental healthcare as 
it can account for the interaction between many features (137). The 
ML techniques are suitable to detect features with the strongest 
predictive influence in different contexts and mutual interactions, 
thereby providing a combined measure of both individual and 
multivariate impact of each feature (138). Subsequently, based on 
findings, the number of features to be implemented in daily care can 
be substantially reduced.

To reduce response bias, improve the predictive performance of 
the model, and provide a more comprehensive picture of treatment 
success, it may be  helpful to consider multiple perspectives and 
assessment sources. In addition, it is important to recognize and 
address the potential discrepancies between the assessments of 
different stakeholders (e.g., clinician and patient) when defining the 
criterion for treatment success in predictive studies.

As change scores in both psychopathology and well-being proved 
relevant, implementing change measurements in ML applications 
could be  more standardized. Therefore, for future studies, 
we  recommend that in addition to predicting changes in 
psychopathology, algorithms to predict non-improvements in 

well-being and other domain/construction should be included. Also, 
adding multiple change scores, such as living conditions in daily 
activities and social relationships, or compliance with homework-
related adherence could be  relevant (139). Adding other data 
modalities, such as the relationship with the patient’s life story, or test 
data could also improve prediction performance (140, 141). In any 
case, it is advisable to closely monitor changes in psychopathology and 
well-being in clinical practice and decision making from the very 
beginning, so that timely adjustments can be made in the therapy of 
non-responders. Tiemens et al. (142) recommend doing this at least 
4 weeks after starting treatment. The measurement of change scores is 
also important because the use of feedback based on these evaluations 
in itself has a positive effect on complaint reduction and it can shorten 
the duration of treatment (143, 144).

Finally, applying both ML and traditional statistical approaches in 
the same study allows for comparisons (109, 145). By learning from 
unique strengths and limitations of different ML algorithms, future 
ML research can contribute to increasingly accurate predictions (146).

5. Conclusion

In the current study we applied ML techniques in a real-world 
mental healthcare patient population to predict non-improvement 
using sociodemographic, psychological, diagnostic and clinical data. 
The overall conclusion is that working with a reduced set of data, and 
implementing early change scores and relatively simple models gives 
the best results, both in terms of accuracy and broader in interpretability 
and applicability. Our results show that ML can be used as a step to 
indicate treatment change in an early stage of treatment, where it seems 
to be important to use psychopathology and well-being as important 
features. The results are encouraging and provide an important step to 
use patient specific and routine collected patient-level outcome data in 
clinical practice to help individual patients and clinicians select the 
right treatments. ML may help to bridge the gap between science and 
practice. None of the ML applications were developed to replace the 
clinician, but instead were designed to advance the clinicians’ skills and 
treatment outcome (147). ML might become part of evidence-based 
practice, as a source of valuable information in addition to clinical 
knowledge and existing research evidence.
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The aim of this study is to analyze the performance of classifying stress and non-
stress by measuring biosignal data using a wearable watch without interfering 
with work activities at work. An experiment is designed where participants wear a 
Galaxy Watch3 to measure HR and photoplethysmography data while performing 
stress-inducing and relaxation tasks. The classification model was constructed 
using k-NN, SVM, DT, LR, RF, and MLP classifiers. The performance of each 
classifier was evaluated using LOSO-CV as a verification method. When the top 9 
features, including the average and minimum value of HR, average of NNI, SDNN, 
vLF, HF, LF, LF/HF ratio, and total power, were used in the classification model, it 
showed the best performance with an accuracy of 0.817 and an F1 score of 0.801. 
This study also finds that it is necessary to measure physiological data for more 
than 2 or 3  min to accurately distinguish stress states.

KEYWORDS

heart rate, machine learning, mental stress, knowledge worker, photoplethysmography, 
pulse rate variability

1. Introduction

Low-moderate levels of perceived stress have been shown to be associated with increased 
Working Memory (WM)-related neural activation, resulting in more optimal WM behavioral 
performance (1). However, higher stress scores are associated significantly with lower 
productivity scores (2). Stress can affect health directly through autonomic and neuroendocrine 
responses, but it can also affect health indirectly through changes in health behaviors (3). Mental 
stress in workers can reduce the quality of labor and increase a nation’s economic and industrial 
losses due to high medical costs and related insurance payments.

Recent studies have aimed to objectively quantify mental stress by analyzing physiological 
responses to stress using wearable sensors (4–6). Lee et al. (4) measured Electrocardiogram 
(ECG) and Electroencephalogram (EEG) data while the participants played money games, 
and they analyzed the effects of stress on human physiological response. The ECG sensors 
were attached based on the bipolar limb leads and 14 EEG channels were attached to the 
scalps of the participants. In a study by Acerbi et al. (5), ECG information was collected using 
a wearable Bluetooth chest belt, and Galvanic Skin Responses (GSR) were collected using a 
finger-type GSR sensor. Their analyzes of the ECG and GSR data highlighted significant 
differences between stressed and non-stressed individuals. In a study conducted by Chalmers 
et  al., Heart Rate (HR) was measured using a wearable Fitbit Versa 2 device on the 
nondominant wrist, and HR Variability (HRV) was measured using a three-lead ECG on the 
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chest. In the stress state, the HR and the Low-Frequency (LF) and 
High-Frequency (HF) increase significantly (6). However, it is 
disruptive for workers to wear these devices and measure their 
biosignal information at work.

In addition, researches are being conducted to collect data using 
wearable watches and then apply machine learning techniques to 
measure mental stress (7–9). Arsalan and Majid (7) used 
electroencephalography, GSR, and Photoplethysmography (PPG) 
signal data acquired during the resting state and public speaking 
activities to classify stressed and non-stressed groups. The 
classification was performed using five different classifiers. Dalmeida 
and Masala (8) collected HR from four Apple Watch users during a 
break while listening to relaxing music and after an 8-h workday. After 
extracting and normalizing HRV features from HR, they split the 
training and testing datasets 80:20 and used the Multilayer Perceptron 
(MLP) classifier. Can et  al. (9) collected heart activity, skin 
conductance and accelerometer signals using Empatica E4 and 
Samsung Gear from algorithm programming competition 
participants. They discriminated contest stress, relatively higher 
cognitive load (lecture) and relaxed time activities by using different 
machine learning methods.

However, to develop a system that can monitor and identify the 
current mental stress of knowledge workers at work, it is necessary to 
measure and analyze physiological data by simulating their work and 
rest behaviors. Additionally, noninvasive methods that can quickly 
measure biosignals to classify and predict mental stress without 
disrupting work are required. Thus, we  set the following research 
questions and designed an experiment to measure the mental stress 
state of knowledge workers by performing stressful tasks and 
relax tasks.

• Is it possible to classify stressed and non-stressed states using 
biosignals data measured by a wearable watch?

• For the prediction of stressed and non-stressed states, how long 
is it appropriate to measure biosignal data with a wearable watch?

2. Experimental environments for data 
collection

2.1. Experiment environment

The experiment in this study were approved by the Korean Public 
Institutional Bioethics Committee (http://public.irb.or.kr/; approval 
number: P01-202109-13-002). The 80 participants were involved in 
the experiment and data from 13 subjects were excluded from the 
analysis for reasons including device malfunction, missing some data, 
and abnormal data collection due to Bluetooth communication errors. 
The 67 participants used in the analysis were 39 men (58%) and 28 
women (42%), with an average age of 36.5 years (standard deviation 
8.6 years).

The top left of Figure 1 represents the data collection environment. 
We developed the WellMind Application (App) and installed on the 
Samsung Watch3 to collect the HR and peak to peak interval (PPI) 
data from the Watch3 and to transmit the data to the Galaxy Tablet. 
We  developed an application called WellMind Space (WSpace), 
installed it on a tablet, connected the Watch3 and tablet via Bluetooth, 
and collected data using the app. The WSpace possesses a labeling 
function that permits the annotation of stressful and relaxing task data 

as stress and non-stress labels, respectively. All data were stored on a 
computer installed with PostgreSQL (10).

2.2. Experimental procedure

The experimental procedure was as follows.
Preparation: The participants completed the consent form and 

profile questionnaire and then placed the Watch3 on their wrists. The 
operator established a Bluetooth connection between the Watch3 and 
the WSpace.

Stress task: The participants followed the operator’s instructions 
and performed a stress task for 5 min, that is, the operator sent the 
participants three emails which asked to search for information on the 
specific topics at 1 min intervals and each replied separately to three 
emails. This stress-inducing task was chosen following (11), where 
email writing was used as a stress-inducing task. In addition, to keep 
the participants’ stress level during the physiological data 
measurement, they were asked to memorize contents of the email for 
later presentation.

Measurement of PPG data after completing the stress task: The 
operator measured the participants’ HR and PPI data using 
the Watch3.

Announce email contents: Participants had to announce the 
contents of the email; this was done to keep participants stress state 
after the stress task before the PPG data measurements.

Survey about stress task: After announcing the email content, the 
participants completed a survey on their experiences with stress.

Relaxation task: Participants then performed one of three 
relaxation tasks: closing their eyes, stretching, or using a massager. The 
participants were divided into three groups to account for 
counterbalancing, and each group performed the relaxation tasks in a 
different order.

Measurement of PPG data after completing the relaxation task: The 
operator measured the participants’ HR and PPI data.

Survey about relaxation task: After performing the relaxation task, 
the participants completed a questionnaire about their relaxation task.

Participants repeated the above procedure three times. The 
bottom of Figure 1 represents the experiment procedure diagram.

3. Data manipulation

3.1. Photoplethysmography

PPG sensor uses a photodetector to measure the intensity of light 
reflected from the tissue, and changes in blood volume can 
be measured depending on the amount of light detected. Similar to 
ECG, PPG exhibits stable cardiac and respiratory activity. PPI defined 
as the time interval between successive peaks of the PPG waveform, 
can be utilized to derive the Pulse Rate Variability (PRV), which shares 
similarities with the ECG-derived HRV (12).

Because mental stress affects the Autonomic Nervous System 
(ANS), PRV is a means to observe ANS responses indirectly. 
Therefore, studies are being conducted to classify and predict the 
presence or absence of stress state using PPG signals (7, 13). HRV data 
can be used for stress detection by analyzing the time- and frequency-
domain features (7, 13, 14). In particular, the Standard Deviation of 
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Normal-to-Normal intervals (SDNN) and Root Mean Square of 
Successive Differences between normal heartbeats (RMSSD) which 
are related to the interval between consecutive heartbeats (the 
interbeat interval) and LF/HF in the frequency domain appear to 
be the primary factors that differentiate stress states. These features 
can also be used when analyzing PRV (12).

3.2. Feature variables

To analyze the mental stress of knowledge workers during 
working hours, it is necessary to acquire biosignals from these workers 
without disturbing them. Therefore, wrist-worn devices are more 
user-friendly in daily life than chest-worn devices. The Watch3, which 
integrates a PPG sensor to measure light intensity changes in the 
microvascular tissue and derive HR and PPI information, is worn on 
the wrist and offers a convenient and noninvasive approach for HR 
and PPI measurements (15). Hence, this study employed a Watch3 to 
collect these data.

The top right of Figure  1 illustrates the process of extracting 
features from HR and PPI data sequences. After completing each task, 
participants had 5 to 7 minutes of physiological data measurements. 
Moving a 3-min window forward with a shift size of 10 s in the HR 
and PPI data sequences collected from each participant, a total of 17 
independent features were extracted from the data within each 
window to form a data sample. The minimum, mean, median, and 
maximum values were calculated from a window in the HR data 
sequence. Time-domain and frequency-domain features were 
calculated from a window in the PPI data sequence. Time-domain 
features include the average NN Intervals (NNI), RMSSD, SDNN, 
Standard Deviation of Differences between adjacent NN intervals 

(SDSD), Percentage of successive NN intervals that differ by more 
than 50 ms (PNN50), and PNN20 values. Frequency domain features 
include LF, HF, LF/HF ratio, LF power in normalized units (LFnu), HF 
power in normalized units (HFnu), total power, and very Low 
Frequency (vLF).

The label “stress” was assigned to data samples which were 
constructed from physiological data measured when performing the 
stress task, and the label “non-stress” was assigned to data samples 
obtained from the relaxation task. Since one participant performs 6 
tasks and the measurements were made over 5 min for each task, an 
average of 432 data samples per a participant can be  obtained. 
Physiological data varies depending on each subject’s personal health 
status. Subsequently, min–max normalization was applied to each 
feature of each participant to generate the final data features for 
analysis. The collection of all data samples from all participants was 
used as an input to machine learning algorithms for binary 
classification of stress and non-stress.

4. Classification results

4.1. Classification analysis

In this study, k-Nearest Neighbor (k-NN), Support Vector 
Machine (SVM), MLP, Decision Tree (DT), Random Forest (RF), and 
Logistic Regression (LR) classifiers of the scikit-learn library was used 
(16). To achieve the highest performing classification model, 
hyperparameter tuning was performed using GridsearchCV function 
for each algorithm used. To evaluate the classifiers, Leave-One-
Subject-Out Cross-Validation (LOSO-CV) were performed. In 
LOSO-CV, from the 67 participants, the data for 66 people were used 

FIGURE 1

Experiment design and data feature extraction.
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as the training set, and the data from one participant was used as the 
test set. This process was repeated 67 times to measure the 
performance and to calculate the average to determine the 
overall performance.

The classification models were evaluated using the accuracy, 
precision, recall, and F1 scores as evaluation measures, as shown in 
Eqs. 1–4 (17), based on the confusion matrix. True Positive (TP) is the 
number of data samples predicted to be positive when belonging to 
the positive class. False Positive (FP) is the number of data samples 
predicted to be positive when belonging to the negative class. True 
Negative (TN) and False Negative (FN) are defined similarly. 
Matthews Correlation Coefficient (MCC) as expressed in Eq. 5 can 
also be  used to evaluate the performance of the classification 
model (18).

 
accuracy TP TN

TP FN FP TN
=

+
+ + +  

(1)

 
precision TP

TP FP
=

+  
(2)

 
recall TP

TP FN
=

+  
(3)

 
F score Precision Recall

Precision Recall
1 2− = ×

×
+  

(4)

 
MCC

TP TN FP FN
TP FN TN FP TP FP TN FN

=
∗( ) − ∗( )

+( ) +( ) +( ) +( )  
(5)

In this study, the positive corresponds to the stress state and the 
negative corresponds to the normal state. To accurately predict the 
stress state, it is important to optimize the performance measures of 
TP and TN and minimize the occurrence of FP and FN. In particular, 
a high TP rate (correct identification of stressed cases) and a low FN 
rate (correct identification of unstressed cases) are crucial. It is 
necessary to find a model with a high-recall value to effectively predict 
stressed knowledge workers and guide them to take breaks. High F1 
scores indicate that the corresponding classification model effectively 
predicts stressed workers.

This study constructs six machine-learning models and conducted 
a classification analysis to determine whether mental health state was 
categorized as either stress or non-stress.

Table 1 lists the results of the classification analysis using the 
LOSO-CV for the data generated using a 3-min window. The 
results showed that the LR classifiers achieved the best performance 
with accuracy of 0.814, precision of 0.843, recall of 0.805, F1 score 
of 0.796, and MCC of 0.643. The k-NN classifier achieved the 
lowest performance with an accuracy of 0.719 and an F1 score 
of 0.692.

4.2. Window size

Further analysis was conducted to determine the optimal window 
size required for measuring physiological data to predict the stress 
experienced by knowledge workers during working hours. In the 
analysis by LOSO-CV, the LR classifier was used as the prediction 
model owing to its best performance, as shown in Table 2, and various 
window sizes ranging from 30 s to 300 s (with 30-s intervals) were 
tested. This analysis aimed to identify the most appropriate time for 
measuring physiological data during working hours to accurately 
predict the stress status of workers.

The classification accuracy significantly improved when the 
window size was greater than 2 min. The highest performance was 
achieved when the window size was set to 150, with an accuracy of 
0.816, precision of 0.843, recall of 0.807, F1 score of 0.8, and an MCC 
value of 0.646. It can be suggested that measuring physiological data 
for at least 2–3 min is necessary to accurately distinguish between 
stressed and non-stressed states in knowledge workers.

4.3. Feature selection

Performance improvements in classification models typically 
depend on the selection of a suitable set of features. Gioia et al. (19) 
used a feature selection strategy based on Recursive Feature 
Elimination (RFE).

TABLE 1 Classification analysis using leave-one-subject out CV for data 
generated using a 3-min window.

Classifier Accuracy Precision Recall F1 MCC

k-NN 0.719 0.729 0.700 0.692 0.426

SVM 0.743 0.766 0.730 0.723 0.491

MLP 0.741 0.760 0.725 0.718 0.482

DT 0.756 0.787 0.739 0.730 0.519

RF 0.788 0.821 0.770 0.766 0.585

LRa 0.814 0.843 0.805 0.796a 0.643

aHighest F1 score.

TABLE 2 Results of logistic regression classification analysis after 
changing the window size.

Size Accuracy Precision Recall F1 MCC

30 s 0.762 0.792 0.758 0.747 0.545

60 s 0.775 0.806 0.770 0.761 0.572

90 s 0.795 0.825 0.791 0.782 0.612

120 s 0.801 0.832 0.796 0.787 0.624

150 sa 0.816 0.843 0.807 0.800a 0.646

180 s 0.814 0.843 0.805 0.796 0.643

210 s 0.805 0.842 0.792 0.784 0.628

240 s 0.808 0.846 0.792 0.784 0.630

270 s 0.815 0.848 0.791 0.787 0.632

300 s 0.826 0.862 0.793 0.792 0.646

aHighest F1 score.
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This study employs the LR-RFE model to determine how 
performance varies depending on the features utilized. Figure  2 
compares the performance of LOSO-CV using the selected features 
after the feature rank is determined by applying RFE with LR to the 
entire dataset. The features are displayed on the x-axis based on rank, 
and the accuracy and F1 score are measured by adding the features in 
the top rank individually. The best performance was obtained with an 
accuracy value of 0.817 and an F1 score of 0.801 when nine top-ranked 
features were used, including 2 HR-related features, HR_mean and 
HR_min; two time-domain features, Mean_NNI and SDNN; and five 
frequency-domain features, vLF, HF, LF, LF/HF ratio, and Total Power.

5. Discussion and conclusions

Since mental stress can reduce the quality of work and worsen 
health conditions, the technology needed for a mental health 
management system that monitors the mental stress of knowledge 
workers in the workplace must continue to be researched. In this study, 
HR and PPI data were measured using the Galaxy Watch3 rather than 
a chest-worn ECG device. The classification model was constructed 
using k-NN, SVM, DT, LR, RF, and MLP classifiers. The performance 
of each classifier was evaluated using LOSO-CV as a verification method.

To determine the optimal duration for measuring biosignals to 
classify and predict the mental stress, the HR and PRV data features 
were calculated using varying window sizes. The window size was 
varied from 30 to 300 s. The best performance was achieved with an 
accuracy of 0.816, precision of 0.843, recall of 0.807, F1 score of 0.8, 
and MCC of 0.646, using an LR classifier with 17 features extracted by 
setting the window size to 150. The results of this study show that it is 
possible to analyze mental stress using PPG data obtained over a 
sufficiently short period of time of 2 to 3 min that does not interfere 
with work activities at work.

Additionally, the LR-RFE model was utilized to investigate how 
performance changes depending on the type of features used. The best 
performance exhibited an accuracy value of 0.817 and an F1 score of 
0.801 when the nine top-ranked features were used. The feature 
selection results can be used to achieve a classification model suitable 
for highest performance.

To develop a system that can measure mental stress during 
working hours and guide rest in the event of stress, it is necessary to 
obtain biosignals without disturbing workers. In our study, HR and 
PPI data were collected using a Watch3 to noninvasively measure 
biosignals. However, it should be  noted that PPG signals have a 
limitation in that they are sensitive to motion artifacts caused by 
hand movements (20). Recently, studies on HR measurement 
methods based on remote PPG detection using deep learning-based 
facial videos have also been implemented (21, 22). In order to 
minimize worker inconvenience and simultaneously improve 
prediction performance, research should be  conducted on stress 
analysis through the combination of facial images and biosignal 
information through wearable watches. Additionally, we  plan to 
conduct research on the development of stress monitoring and 
intervention apps that incorporate these technologies.
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FIGURE 2

Comparison of accuracy and F1-scores when feature subsets are used based on feature ranking.
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A machine learning model to 
predict the risk of depression in 
US adults with obstructive sleep 
apnea hypopnea syndrome: a 
cross-sectional study
Enguang Li, Fangzhu Ai and Chunguang Liang*

Department of Nursing, Jinzhou Medical University, Jinzhou, China

Objective: Depression is very common and harmful in patients with obstructive 
sleep apnea hypopnea syndrome (OSAHS). It is necessary to screen OSAHS 
patients for depression early. However, there are no validated tools to assess 
the likelihood of depression in patients with OSAHS. This study used data from 
the National Health and Nutrition Examination Survey (NHANES) database 
and machine learning (ML) methods to construct a risk prediction model 
for depression, aiming to predict the probability of depression in the OSAHS 
population. Relevant features were analyzed and a nomogram was drawn to 
visually predict and easily estimate the risk of depression according to the best 
performing model.

Study design: This is a cross-sectional study.

Methods: Data from three cycles (2005–2006, 2007–2008, and 2015–2016) 
were selected from the NHANES database, and 16 influencing factors were 
screened and included. Three prediction models were established by the logistic 
regression algorithm, least absolute shrinkage and selection operator (LASSO) 
algorithm, and random forest algorithm, respectively. The receiver operating 
characteristic (ROC) area under the curve (AUC), specificity, sensitivity, and 
decision curve analysis (DCA) were used to assess evaluate and compare the 
different ML models.

Results: The logistic regression model had lower sensitivity than the lasso model, 
while the specificity and AUC area were higher than the random forest and 
lasso models. Moreover, when the threshold probability range was 0.19–0.25 
and 0.45–0.82, the net benefit of the logistic regression model was the largest. 
The logistic regression model clarified the factors contributing to depression, 
including gender, general health condition, body mass index (BMI), smoking, 
OSAHS severity, age, education level, ratio of family income to poverty (PIR), 
and asthma.

Conclusion: This study developed three machine learning (ML) models (logistic 
regression model, lasso model, and random forest model) using the NHANES 
database to predict depression and identify influencing factors among OSAHS 
patients. Among them, the logistic regression model was superior to the lasso 
and random forest models in overall prediction performance. By drawing the 
nomogram and applying it to the sleep testing center or sleep clinic, sleep 
technicians and medical staff can quickly and easily identify whether OSAHS 
patients have depression to carry out the necessary referral and psychological 
treatment.
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Introduction

Depression is a widespread mental health disorder that seriously 
limits the patient’s psychological and social function, which reduces 
their quality of life. At the same time, depression also brings severe 
financial and emotional stress to the families of patients. Its main 
features include persistent fatigue, depression, low mood, reduced 
interest, and poor concentration (1). Depression is related to mental 
health and is now the main reason for the global burden of disease. In 
addition to the severe influence on personal emotion and 
psychological state, it may seriously impact work and personal 
relationships (2). In 2015, the WHO announced that, globally, 
depression affects more than 300 million people, or 4.4% of the world’s 
population, and is the leading cause of disability globally (3), with 
about 1 million people dying of depression each year (4). At the same 
time, depression also imposes significant socioeconomic costs. The 
annual cost of treating depression in the US is reported to be as high 
as $210 billion (5). However, in high-income countries, nearly half of 
people with depression are not diagnosed or treated. In low and 
middle-income countries, the proportion is as high as 80%–90%. 
Early detection and prevention of depression is, therefore, essential to 
reduce the global burden. Society needs to take action early in life and 
in adversity and the impact of inequality (6).

Obstructive Sleep Apnea Hypopnea Syndrome (OSAHS) is a 
chronic disease characterized by recurrent upper airway collapse and 
obstruction during sleep (7), resulting in periodic reduction or 
cessation of ventilation, which causes hypoxia, hypercapnia and sleep 
arousal (8). Cross-sectional studies have found that OSAHS may 
increase the risk of depression (9). In addition, a dose–response 
relationship has been found between the severity of OSAHS and the 
risk of depression (10). That is, the more severe the OSAHS, the higher 
the risk of depression. This means that the presence of OSAHS may 
cause more significant difficulties in the treatment of depression. A 
cross-sectional study of community and clinical populations found a 
relatively high prevalence of depression in patients with OSAHS of 
17% (11). In contrast, the prevalence of depression among patients 
with a definite diagnosis of OSAHS in the sleep clinic showed a wide 
variability, ranging from 5% to 63% (2). To verify the causal 
relationship between OSAHS and depression, according to a 
prospective longitudinal study of depression a year later with OSAHS 
between cause and effect (12). Therefore, we suggest that screening for 
psychiatric in patients with OSAHS timely find depression to 
effectively prevent and treat depression and reduce the impact on the 
quality of life and social economy.

Currently, one of the early screening methods for depression is to 
determine the presence or absence of depression by using the 
Depression Self-Rating Scale (DSRS). However, there is no self-
assessment scale for depression for patients with OSAHS. Although 
several self-rating depression scales have been shown to have reliable 
reliability and validity in OSAHS patients (13–16), these scales still do 
not accurately predict the risk of depression in OSAHS patients. 
Clinical predictive modeling was introduced to solve this problem. It 
is a mathematical formula to estimate the probability that a particular 
individual is currently suffering from a disease or experiencing a 
specific outcome. In this study, a prediction model was used to 

estimate the likelihood of depression in OSAHS patients to more 
accurately assess the risk of depression in patients and take 
appropriate interventions.

However, traditional statistical methods are only suitable for 
solving simple linear problems rather than for dealing with complex 
nonlinear relationships. Secondly, traditional models lack adaptive 
learning capabilities and require manual selection and extraction of 
variables. This process requires specialized knowledge and experience 
and relies on prior knowledge or specific rules to build and adapt. 
Moreover, the traditional model can only deal with small-scale data 
sets, and the processing effect on high-dimensional data is poor (17).

Therefore, introducing machine learning (ML), a powerful and 
intelligent tool, can solve all these problems. ML models can adaptively 
learn and adjust models from data without manually specifying model 
parameters or rules. In addition, ML models also have good 
generalization ability. It can effectively generalize the patterns learned 
from the training data to the new data. In addition, ML models can 
handle large-scale data, automatically extract features, and build 
models from the data. Finally, the ML model also has high 
interpretability, can through the way of visualization and explanatory, 
help researchers to understand the behavior of the model and the 
decision-making process (18, 19).

At present, the ML has been widely applied in the depression risk 
prediction model was constructed. For example, Dai Su et al. used ML 
algorithms to construct a risk prediction model for depression in older 
Chinese adults (20). Fang Xia et al. developed a prediction model for 
depression caused by heavy metals in older people using the ML 
method based on the National Health and Nutrition Examination 
Survey (NHANES) database (21). The research result shows that ML, 
which improves the prediction accuracy of depression, reduces error 
and mass data processing, and so on, shows great potential.

After a comprehensive literature search, we found that most of the 
previous studies focused on exploring the correlation between OSAHS 
and depression. At the same time, there are a large number of 
predictive studies of patients with OSAHS (9, 22–26). However, no 
studies have been found to predict whether patients with OSAHS will 
develop depression. This includes studies using traditional statistical 
methods (such as logistic regression) and ML methods (such as 
random forest, SVM, etc.) to construct depression risk prediction 
models for OSAHS patients. Therefore, this study selected a large data 
sample from the NHANES database and screened for influencing 
factors associated with depression. To construct a risk prediction 
model that can predict whether OSAHS patients will have depression 
using ML methods.

Materials and methods

Data and sample

Description of National Health and Nutrition 
Examination Survey data

The data used in this study come from the NHANES database 
published by the Centers for Disease Control and Prevention (CDC). 
NHANES, a population-based cross-sectional survey, aims to collect 
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information about relevant American adults’ and children’s diet, 
nutrition, health, and health behavior (5). A representative sample of 
households across the United States was selected using multistage 
stratified random sampling. Since 1999, the NHANES program has 
conducted a nationally representative sample every two years. Each 
year, NHANES investigators conduct home visits and in-person 
interviews with a nationally representative sample of about 5,000 
people of all ages. They collect data on basic information, family 
structure, health status, and eating habits of the respondents. After the 
face-to-face survey, participants were invited to a temporary 
examination center for various physical measurements, physical 
function tests, and laboratory tests. Finally, the collected data will 
be  collated, coded, and anonymized before being stored in the 
NHANES database. It was also approved by the Research Ethics 
Review Board of the National Center for Health Statistics (NCHS). 
Each participant was asked to sign a consent form, including all the 
questionnaires, and check. For participants younger than 18 years of 
age, they were required to complete data collection with informed 
consent from their parents or guardians (27, 28). In this study, the 
OSAHS population was selected based on participants’ self-report of 
the question “How often do you snort/stop breathing?” on the sleep 
questionnaire. Therefore, we  excluded data periods that did not 
include this question in the sleep questionnaire and finally selected 
data from the three 2-year periods that had this question (2005–2006, 
2007–2008, and 2015–2016). These data will be used to construct a 
prediction model for depression in the OSAHS population. All data 
were downloaded from the official NHANES website.1

Outcome variable

The 9-item Patient Health Questionnaire-9 (PHQ-9) was used in 
this study to assess depression in patients with OSAHS. The 
questionnaire used a four-point Likert scale, with options for each 
item including 0 (not at all), 1 (a few days), 2 (more than half a day), 
and 3 (almost every day). Each item is scored from 0 to 3, and the total 
score ranges from 0 to 27 (29). Patients with a PHQ-9 total score ≥ 5 
were considered to have depression according to study criteria (30). It 
is worth noting that the ultimate purpose and significance of this 
study is to estimate the probability of depression in OSAHS patients 
by selecting the best prediction model and constructing a nomogram 
based on the relevant influencing factors. The application of this 
nomogram in sleep testing centers or sleep clinics can help sleep 
technicians and medical staff quickly and easily identify whether 
OSAHS patients have depression and make necessary referrals. 
Therefore, patients were divided into two groups with and without 
depression only according to whether they would develop depression. 
However, Kroenke noted that significant clinical significance was 
often seen in moderate to severe cases and suggested concomitant 
antidepressants to improve sleep (31). Therefore, if considering the 
practical application value of psychiatric clinical practice, it is 
recommended that future research be able to divide the severity of 
depression in detail and construct multivariate dependent variable 
prediction models. Such studies are expected to improve the accuracy 

1 https://www.cdc.gov/nchs/nhanes/index.htm

and predictive power of the model and thus better provide clinical 
assistance to psychiatrists.

Predictor variables

In this study, we categorized the OSAHS population based on 
participants’ responses to the question “How often do you  stop 
breathing?” on a sleep questionnaire. In answer to this question, 
we recorded responses of 0 (never) as indicating the non-OSAHS 
population, while responses of 1 (rarely, 1–2 nights per week), 2 
(occasionally, 3–4 nights per week), and 3 (often, five or more nights 
per week) were defined as indicating the OSAHS population.

Data on demographic characteristics of NHANES from 2005–
2006, 2007–2008, and 2015–2016 were selected for this study. Data on 
age, gender, race, education level, marital status, ratio of family income 
to poverty (PIR), body mass index (BMI), and sleep hours were 
included. Of these, we selected adults aged 18 years and older for the 
study. For race, we categorized them into five categories: Mexican 
American, Other Hispanic, Non-Hispanic White, Non-Hispanic 
Black, and Other Race. Education level was categorized into five 
groups: Less than 9th Grade, 9th–11th Grade, High School Grad/GED 
or Equivalent, Some College or AA degree, and College Graduate or 
above. Marital status included married, widowed, divorced, separated, 
unmarried, and living with a partner. Income status was divided into 
two categories by using PIR: low-income (PIR ≤ 1.3) and non-low-
income (PIR > 1.3). BMI was categorized into four types: underweight 
(BMI < 18.5), normal weight (18.5–24.99), overweight (25.0–29.99), 
and obese (BMI ≥ 30.0). Sleep hours were also categorized into three 
categories: short sleep hours (<7 h), normal sleep hours (7–9 h), and 
long sleep hours (>9 h).

Lifestyle variables include smoking and alcohol drinking. 
Smoking status was determined based on respondents’ self-reports to 
two questions: “Have you ever smoked more than 100 cigarettes in 
your lifetime?” and “Do you currently smoke?.” Smoking status was 
categorized into three categories: never smoker (lifetime never 
smoked more than 100 cigarettes, current never smoked), former 
smoker (lifetime smoked more than 100 cigarettes, current never 
smoked), and now smoker (lifetime smoked more than 100 cigarettes, 
current daily smoker or current smoker for a few days).

Alcohol drinking was determined by self-report of respondents 
on the following questions: “In the past 12 months, how often did 
you drink any type of alcoholic beverage (measured in days)?” Based 
on their responses, we defined drinking as three types: never drinking 
(0), low drinking (1–36 days), and heavy drinking (≥37 days).

Health information variables included general health condition, 
hypertension, diabetes, asthma, coronary heart disease, and OSAHS 
severity. General health condition was determined by self-report of 
respondents on the following questions: “I have some general 
questions about your health.” and “Would you say your health in 
general is?” Of these, “excellent,” “very good,” and “good” responses 
were redefined as “good general health condition.” “Fair” is defined 
as “General health.” “Poor” is defined as “bad general 
health condition.”

The presence of the four conditions, hypertension, diabetes, 
asthma, and coronary heart disease, was determined using a “yes” or 
“no” response. For diabetes problems, it is essential to note that if 
respondents answer “Border,” it has also been defined as no diabetes.
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OSAHS severity was determined by the subject’s response to the 
question, “How often do you snort/stop breathing?.” Specifically, “1–2 
nights per week” was defined as “mild,” and “3–4 nights per week” was 
described as “moderate.” “5 or more nights per week” was defined as 
“severe.” Table  1 provides details of the assignment of each 
influence factor.

Statistical analysis

Data description
Stata 17.0 software was applied to extract and clean the NHANES 

data, and SPSS 25.0 and R Studio software were used for statistical 
analysis and description. Measurements that conformed to normal 
distribution were expressed as M ± SD (Mean ± standard error), and 
comparisons between groups were made using the independent 
samples t-test. If it did not meet, it was expressed as M (P25, P75), and 
comparisons between groups were made using the Mann–Whitney U 
test. Count data were expressed as n (%), and comparisons between 
groups were made using the χ2 test, with p < 0.05 being considered 
statistically significant.

ML models
Before ML model training and evaluation, we  used the set.

seed(123) function in R studio software to split the dataset into 
training and validation sets at a 7:3 ratio. The training set is used for 
training multiple models, while the validation set is used to verify the 
performance and generalization ability of the model.

Logistic regression model
In R Studio software, the functions and commands of the mlr 

package were used for univariate logistic regression, followed by 
multiple collinearity diagnoses in SPSS software, and the variables 
with statistically significant differences were included in multivariate 
logistic regression for analysis. The final selected variables were used 
in R Studio software to draw the nomogram and establish the logistic 
regression prediction model by the plotLearnerPrediction() 
function.

LASSO model
In this study, we used the mlr package and glmnet package in R 

Studio software for training and fitting the lasso model. 
We performed 10-fold cross-validation with the cv.glmnet() function 
to select the best lambda value. Then, we retrained the lasso model 
based on the best lambda value and used the coef() function to 
obtain the coefficients of the model to complete the training of the 
lasso model. Given that there may be  some covariance and 
correlation between the independent variables, in order to avoid 
overfitting the model, we performed dimensionality reduction on 
the independent variables to screen out the influencing factors 
related to OSAHS depression. Based on the above dimension 
reduction analysis, the lasso method was used to analyze all the 
independent variables included in the model, as shown in Figure 1. 
In this process, the model can be started from the initial to join the 
independent variable coefficient of compression gradually until the 
part of the independent variable coefficient is compressed to 0 to 
avoid the model’s overfitting problem.

Random forest model
Using the randomForest package in the R Studio for training the 

random forest model. Based on MeanDecreaseGini, We ranked the 16 
independent variables and used the random forest feature importance 
assessment algorithm to derive the importance of each influencing 
factor (32), selection of important variables with high impact on 
depression in OSAHS patients. The optimal number of features of the 
random forest model was chosen according to the out-of-bag error 
rate. To better understand the relationship between variables and 
improve the model’s prediction performance. Among the model 

TABLE 1 Predictor variable assignment.

Predictive 
factors

Variable type Assignment

Gender Categorical variables “Male” = 1, “Female” = 2

Age Continuous variables Original value entry

Race Categorical variables “Mexican American” = 1, “Other 

Hispanic” = 2，

“Non-Hispanic White” = 3 ，

“Non-Hispanic Black” = 4 ，“Other 

Race” = 5

Education level Categorical variables “Less than 9th grade” = 1, “9-11th 

grade” = 2，

“High school graduate” = 3，“Some 

college or AA degree” = 4 ，“College 

graduate or above” = 5

Marital status Categorical variables “Married” = 1, “Widowed” = 2

，“Divorced” = 3,

“Separated” = 4，“Never married” =5,

“Living with a partner” = 6

PIR Categorical variables “Low-income” = 1, “Non-low-

income” = 2

General health 

condition

Categorical variables
“Good” = 1, “General” = 2，“Bad” = 3

Sleep hours Categorical variables “Short” = 1, “Normal” = 2，“Long” = 3

BMI Categorical variables “Underweight” = 0, “Normal 

weight” = 1，

“Overweight” = 2, “Obese” = 3

Alcohol 

drinking

Categorical variables “Never drinking” = 0, “Small 

amount” = 1，

“Large amount” = 2

Smoking Categorical variables “Never smoker” = 0, “Former 

smoker” = 1，

“Now smoker” = 2

Hypertension Categorical variables “Yes” = 1, “No” = 2

Diabetes Categorical variables “Yes” = 1, “No” = 2

Asthma Categorical variables “Yes” = 1, “No” = 2

Coronary heart 

disease

Categorical variables
“Yes” = 1, “No” = 2

OSAHS severity Categorical variables “Mild” = 1, “Moderate” = 2

，“Severe” = 3

PIR, ratio of family income to poverty; BMI, body mass index.

91

https://doi.org/10.3389/fpubh.2023.1348803
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Li et al. 10.3389/fpubh.2023.1348803

Frontiers in Public Health 05 frontiersin.org

parameters, there are two key parameters to consider: the number of 
predicted evaluation indicators (mtry) and the number of random 
trees (ntree). Among them, mtry is the number of randomly selected 
evaluation indicators used to construct a random tree, usually the 
square root of the number of all evaluation indicators in the sample. 
The tree represents the number of random trees built in the model. 
When mtry = 5, the minimum error rate outside the package. When 
ntree = 500, the error is basically stable, and the dynamic relationship 
between the prediction error of random forest and the number of 
random trees is shown in Figure 2. Therefore, the parameters of the 
optimal model are mtry = 5 and ntree = 500. The final selected variables 
were included in the multivariate logistic regression analysis, and the 
random forest model was finally constructed.

Model comparison
Adopt the receiver operating characteristic curve (ROC curve) and 

the area under the curve (AUC), specificity, sensitivity, Youden index, 
and DCA comparison of the model to evaluate and compare the 
performance of the forecasting model. Specifically, this study used the 
pROC package of R studio software to draw the ROC curve of the 
prediction model. Then, calculate the AUC, specificity, sensitivity, and 
Youden index. Subsequently, the ROC curves of the three models were 
compared using the DeLong test to judge whether the ROC curves of the 
three models were significantly different. Finally, the “rmda” package and 
the “decision_curve” function algorithm were used to draw and compare 
the differences between the DCA curves of different models.

Results

Patient screening and statistical analysis 
process

After strict data cleaning, we selected the three NHANES data 
cycles: 2005–2006, 2007–2008, and 2015–2016. In the process, 
we finally chose to include 2,453 patients in the standard. All eligible 

patients were randomly divided into a training set and a validation set 
at a ratio of 7:3, with 1718 patients in the training set and 735 in the 
validation set. Such a dataset partitioning is consistent with the 
approach Yalong Zhang et al. adopted in their study of ML prediction 
models (33). Meanwhile, Jianping Lv et al., in their research, used a 
ML model designed to predict the risk of bullying victimization 
among adolescents in the same way that our dataset was partitioned 
(34). The detailed screening process is shown in Figure 3.

Comparison of baseline information

Through the statistical analysis, this study found no significant 
difference in baseline characteristics between the training and 
validation sets (p > 0.05). This shows no deviation between the two 
groups caused by the uneven distribution of the dependent variable, 
as shown in Table 2. In addition, we divided the training set into 
non-depressed and depressed groups and compared baseline 
information between the two groups. Specific comparative results can 
be found in Table 3.

Models predict performance in depressed 
patients with OSAHS

Logistic regression model
In the training set, we  divided 1718 OSAHS patients into 

depressed and non-depressed groups. Through the single variable 
analysis, we  found a statistically significant (p < 0.05) result of 12 
factors involved, including gender, age, education level, marital status, 
PIR, general health condition, BMI, smoking, hypertension, diabetes, 
asthma, and OSAHS severity. Subsequently, statistically significant 
variables in the univariate analysis were included in the 
multicollinearity diagnosis. According to the analysis results, all 
variance inflation factors (VIF) involved in the binary logistic 
regression analysis were less than 5, and the tolerance index was 
greater than 0.1. This indicates that there is no case of multicollinearity 
between covariates. All variables are included in the logistic model as 
a predictor. The results of multicollinearity diagnosis are shown in 
Table 4. Statistically, there is a difference in the univariate analysis, and 
there is no multicollinearity of a variable in binary logistic regression 

FIGURE 1

Lasso screening variable dynamic plot.

FIGURE 2

Dynamic relationship between prediction error of random forest and 
the number of random trees.
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analysis. Adopting the positive method step by step and likelihood 
ratio test, the method of removing confounding factors, finally got 
into the model’s variables. The results showed that gender, general 
health condition, BMI, smoking, OSAHS severity, age, education level, 
PIR, and asthma were significant influencing factors for depression in 
OSAHS patients. Among these influencing factors, Gender, General 
health condition, BMI, Smoking, and OSAHS severity were identified 
as independent risk factors for depression in OSAHS patients. The 
factors associated with depression in univariate and multivariate 
analyses are shown in Table 5.

Based on the factors included in the above regression analysis and 
the corresponding regression coefficients of each element, a risk 
prediction model for depression in OSAHS patients was constructed, 
and a nomogram was drawn. According to the influencing factors in 
the nomogram and the corresponding scores of each variable, the 
prediction probability corresponding to the total score was the 
probability of depression in OSAHS patients when the scores were 
summed. Points are the individual scores, total points are the full 
scores, and risk of depression is the incidence of depression 
corresponding to the total scores, as shown in Figure 4. The nomogram 
assignment method of relevant factors is shown in Table 6.

LASSO model
Depression was used as the dependent variable, and a total of 

gender, age, race, education level, marital status, PIR, general health 
condition, sleep hours, BMI, alcohol drinking, smoking, hypertension, 
diabetes, asthma, coronary heart disease, and OSAHS severity, a total 
of 16 independent variables. From Figure 5, the optimal model was 
obtained by selecting the λ value with the minor error (0.005586744) 
through ten-fold cross-validation. On this basis, we  choose the 
associated with OSAHS depression 14 of the most promising of the 
independent variables, including gender, age, education level, marital 
status, PIR, general health condition, sleep hours, BMI, alcohol 
drinking, smoking, hypertension, asthma, coronary heart disease, and 
OSAHS severity. We conducted the binary logistic regression analysis 
based on the selection of variables, and the results were obtained. 
After analysis, it was found that marital status, PIR, general health 
condition, sleep hours and smoking are the independent influencing 
factors of depression in OSAHS patients (p < 0.05).

Random forest model
According to the results, age, general health condition, race, 

education level, marital status, OSAHS severity, BMI, smoking, and 

FIGURE 3

Researchers and statistical flowchart.

93

https://doi.org/10.3389/fpubh.2023.1348803
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Li et al. 10.3389/fpubh.2023.1348803

Frontiers in Public Health 07 frontiersin.org

sleep hours were the top nine critical factors for predicting depression 
in OSAHS patients. Figure 6 demonstrates the ranking of importance 
of these indicators. Subsequently, the above nine variables in binary 
logistic regression analysis, the final results showed that marital status, 
general health condition, and smoking were independent influencing 
factors for depression in OSAHS patients (p < 0.05).

Comparison of model prediction 
performance

Comparison of ROC curve prediction 
performance

To compare the performance of the three models in predicting 
depression in OSAHS patients, we used the test set data for evaluation. 
Results show that compared to the lasso model, the sensitivity of the 
logistic regression model is low, but its specificity and AUC area are 
higher. This means that the logistic regression model performs better 
in accurately identifying non-depressed patients, while the lasso 
model is more sensitive in capturing depressed patients. AUC was 
used as the preferred index to judge the model’s prediction 
performance. Therefore, the prediction performance of the logistic 

TABLE 2 Comparison of baseline data between the two groups.

Predictive 
factors

Training 
data 

(n =  1,718)

Validation 
data 

(n =  735)
χ2/t

p 
value

Age 50.01 ± 15.984 50.35 ± 16.274 −0.471 0.341

Gender 3.835 0.052

  Male 1,091(63.5) 436(59.3)

  Female 627 (36.5) 299(40.7)

Race 5.913 0.206

  Mexican American 286(16.6) 129(17.6)

  Other Hispanic 178(10.4) 61(8.3)

  Non-Hispanic White 811(47.2) 328(44.6)

  Non-Hispanic Black 326(19.0) 159(21.6)

  Other race 117(6.8) 58(7.9)

Education level 3.250 0.517

  Less than 9th grade 167(9.7) 63(8.6)

  9–11th grade 263(15.3) 124(16.9)

  High school 

graduate

426(24.8) 171(23.3)

  Some college or AA 

degree

528(30.7) 219(29.8)

  College graduate or 

above

334(19.4) 158(21.5)

Marital status 5.048 0.410

  Married 997(58.0) 435(59.2)

  Widowed 79(4.6) 40(5.4)

  Divorced 183(10.7) 74(10.1)

  Separated 54(3.1) 27(3.7)

  Unmarried 218(12.7) 98(13.3)

  Living with a 

partner

187(10.9) 61(8.3)

PIR 0.645 0.422

  Low-income 483(28.1) 195(26.5)

  Non-low-income 1,235(71.9) 540(73.5)

General health 

condition

3.340 0.188

  Good 1,233(71.8) 514(69.9)

  General 360(21.0) 176(23.9)

  Bad 125(7.3) 45(6.1)

Sleep hours 2.070 0.355

  Short sleep hours 652(38.0) 262(35.6)

  Normal sleep hours 962(56.0) 434(59.0)

  Long sleep hours 104(6.1) 39(5.3)

BMI 1.597 0.660

  Underweight 14(0.8) 10(1.4)

  Normal weight 319(18.6) 135(18.4)

  Overweight 548(31.9) 235(32.0)

  Obese 837(48.7) 355(48.3)

(Continued)

TABLE 2 (Continued)

Predictive 
factors

Training 
data 

(n =  1,718)

Validation 
data 

(n =  735)
χ2/t

p 
value

Alcohol drinking 0.334 0.846

  Never drinking 398(23.2) 165(22.4)

  Low drinking 1,303(75.8) 564(76.7)

  Heavy drinking 17(1.0) 6(0.8)

Smoking 1.392 0.499

  Never smoker 741(43.1) 335(45.6)

  Former smoker 519(30.2) 208(28.3)

  Now smoker 458(26.7) 192(26.1)

Hypertension 0.078 0.781

  Yes 728(42.4) 307(41.8)

  No 990(57.6) 428(58.2)

Diabetes 0.015 0.901

  Yes 284(16.5) 123(16.7)

  No 1,434(83.5) 612(83.3)

Asthma 0.130 0.719

  Yes 312(18.2) 129(17.6)

No 1,406(81.8) 606(82.4)

Coronary heart disease 1.277 0.258

  Yes 104(6.1) 36(4.9)

  No 1,614(93.9) 699(95.1)

OSAHS severity 1.547 0.461

  Mild 777(45.2) 339(46.1)

  Moderate 492(28.6) 221(30.1)

  Severe 449(26.1) 175(23.8)

PIR, ratio of family income to poverty; BMI, body mass index.
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TABLE 3 Comparison of baseline data between depression group and 
non-depression group in training data.

Predictive factors
Non-depression 

group 
(n =  1,170)

Depression 
group 

(n =  548)

Age 50.65 ± 16.332 48.65 ± 15.139

Gender

  Male 801(68.5) 290(52.9)

  Female 369(31.5) 258(47.1)

Race

  Mexican American 200(17.1) 86(15.7)

  Other Hispanic 116(9.9) 62(11.3)

  Non-Hispanic White 540(46.2) 271(49.5)

  Non-Hispanic Black 222(19.0) 104(19.0)

  Other race 92(7.9) 25(4.6)

Education level

  Less than 9th grade 96(8.2) 71(13.0)

  9–11th grade 168(14.4) 95(17.3)

  High school graduate 283(24.2) 143(26.1)

  Some college or AA degree 354(30.3) 174(31.8)

  College graduate or above 269(23.0) 65(11.9)

Marital status

  Married 722(61.7) 275(50.2)

  Widowed 52(4.4) 27(4.9)

  Divorced 114(9.7) 69(12.6)

  Separated 29(2.5) 25(4.6)

  Never married 126(10.8) 92(16.8)

  Living with a partner 127(10.9) 60(10.9)

PIR

  Low-income 259(22.1) 224(40.9)

  Non-low-income 911(77.9) 324(59.1)

General health condition

  Good 944(80.7) 289(52.7)

  General 189(16.2) 171(31.2)

  Bad 37(3.2) 88(16.1)

Sleep hours

  Short sleep hours 407(34.8) 245(44.7)

  Normal sleep hours 709(60.6) 253(46.2)

  Long sleep hours 54(4.6) 50(9.1)

BMI

  Underweight 6(0.5) 8(1.5)

  Normal weight 239(20.4) 80(14.6)

  Overweight 385(32.9) 163(29.7)

  Obese 540(46.2) 297(54.2)

Alcohol drinking

  Never drinking 260(22.2) 138(25.2)

  Low drinking 899(76.8) 404(73.7)

(Continued)

regression model was better than that of the lasso and random forest 
models. The comparative results are shown in Table 7. The ROC curve 
is shown in Figure 7.

Comparison of DCA prediction performance
Clinical decision curve analysis of the prediction model found 

that when the probability threshold was in the range of 0.19 to 0.82, 
the prediction model had an excellent net benefit in predicting 
depression in OSAHS patients. The decision curve analysis results 
show that the net benefits of the three models were similar for 
thresholds probability ranging from 0.25 to 0.45. When the threshold 
probability range was 0.19–0.25 and 0.45–0.82, respectively, the net 
benefit of the logistic regression model was the most significant. 
Therefore, the logistic regression model showed better clinical utility 
than the random forest and lasso models as shown in Figure 8.

Considering the above indicators, the logistic regression model 
has better predictive performance than the lasso and random forest 
models in predicting depression in OSAHS patients. And analysis of 
the influence of related factors, including gender, general health 
condition, BMI, smoking, OSAHS severity, age, education level, PIR, 
and asthma.

Clinical utility
Figure 9 shows an example of a patient’s nomogram. The patients 

who are 35 years of age, female, have a bachelor’s degree, low income, 
have general health, obesity, and smoking in the past, now give up 

TABLE 3 (Continued)

Predictive factors
Non-depression 

group 
(n =  1,170)

Depression 
group 

(n =  548)

  Heavy drinking 11(0.9) 6(1.1)

Smoking

  Never smoker 541(46.2) 200(36.5)

  Former smoker 356(30.4) 163(29.7)

  Now smoker 273(23.3) 185(33.8)

Hypertension

  Yes 466(39.8) 262(47.8)

  No 704(60.2) 286(52.2)

Diabetes

  Yes 174(14.9) 110(20.1)

  No 996(85.1) 438(79.9)

Asthma

  Yes 176(15.0) 136(24.8)

  No 994(85.0) 412(75.2)

Coronary heart disease

  Yes 63(5.4) 41(7.5)

  No 1,107(94.6) 507(92.5)

OSAHS severity

  Mild 560(47.9) 217(39.6)

  Moderate 330(28.2) 162(29.6)

  Severe 280(23.9) 169(30.8)

PIR, ratio of family income to poverty; BMI, body mass index.
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smoking, do not admit to a history of asthma, suffer from severe 
OSAHS. According to the diagram model, the patients with a total 
score of 163.5 points have a probability of about 57% of depression.

Discussion

The main strength of this study is the use of the NHANES 
extensive sample database and the use of ML models to predict and 
identify potential influencing factors of depression in OSAHS patients. 
In this study, we  constructed and trained a model based on the 
depression of OSAHS adults in the US. We considered variables such 
as demographic characteristics, lifestyle, and health factors and 
weighted them during the construction of the model. Through our 
selection model and can be output in probability of OSAHS adult 
depression in the United States. These results improve the intelligence 
of the mental health care system and have a positive impact. Sleep-
related healthcare providers can use these ML algorithms to identify 
OSAHS patients who are potentially at risk for depression, which in 
turn can detect early if they are suffering from depression and help 
them with early intervention. The research also further increases the 
chances of OSAHS patient’s access to mental health services. This 
study will explore the incidence of depression in American adults with 
OSAHS, the influencing factors, and the predictive power of risk 
prediction models. The practical application of these findings to real 
life will also be discussed.

Depression among OSAHS adults in the US

The present study was based on three cycles of NHANES data 
(2005–2006, 2007–2008, and 2015–2016) and included variables that 
included demographic characteristics, lifestyle, and health 
information. A total of 2,453 OSAHS patients were screened, 
including 1,671 non-depressed patients and 782 depressed patients. 
The incidence of depression was 31.9%, slightly lower than the 
findings of Houda Gharsalli and Siddharth Bajpai et al. (4, 13). The 
difference in the incidence of depression may be due to the different 
inclusion criteria used in the OSAHS population. The study by Houda 

TABLE 4 Multi-collinearity analysis results of predictive variables of depression of OSAHS patients.

Coefficientsa

Non-standardized 
coefficient

Standardized 
coefficient

Colinearity statistics

Model B Standard 
error

Beta t Significance Allowance VIF

(Constant) 0.174 0.134 1.295 0.195

Gender 0.121 0.022 0.125 5.462 0.000 0.960 1.042

Age −0.002 0.001 −0.070 −2.679 0.007 0.745 1.342

Education level −0.008 0.009 −0.022 −0.868 0.385 0.817 1.224

Marital status 0.005 0.006 0.022 0.883 0.377 0.828 1.208

PIR −0.086 0.026 −0.083 −3.339 0.001 0.820 1.219

General health condition 0.194 0.019 0.254 10.079 0.000 0.789 1.267

BMI 0.019 0.014 0.032 1.373 0.170 0.896 1.117

Smoking 0.031 0.013 0.055 2.319 0.021 0.897 1.115

Hypertension −0.028 0.023 −0.029 −1.176 0.240 0.809 1.236

Diabetes 0.012 0.031 0.010 0.397 0.691 0.832 1.202

Asthma −0.069 0.028 −0.057 −2.482 0.013 0.962 1.039

OSAHS severity 0.031 0.013 0.055 2.394 0.017 0.945 1.059

PIR, ratio of family income to poverty; BMI, body mass index.aDependent variable: depression.

TABLE 5 Factors associated with depression in univariable and 
multivariable analyses in the training set.

Predictive 
factors

Univariable model Multivariable model

OR(95%CI)
p 

value
OR(95%CI)

p 
value

Gender 1.93 (1.57，2.38) <0.001 1.86 (1.48，2.33) <0.001

Age 0.99 (0.99，1.00) 0.016 0.99 (0.98，1.00) 0.011

Race 0.96 (0.87，1.05) 0.363

Education level 0.80 (0.74，0.87) <0.001 0.95 (0.86，1.05) 0.005

Marital status 1.11 (1.05，1.17) <0.001 1.03 (0.97，1.09) 0.397

PIR 0.41 (0.33，0.51) <0.001 0.66 (0.51，0.86) <0.001

General health 

condition

2.85 (2.41，3.38) <0.001 2.43 (2.00，2.94) <0.001

Sleep hours 0.85 (0.71，1.01) 0.072

BMI 1.22 (1.07，1.39) 0.004 1.11 (0.96，1.28) 0.025

Alcohol 

drinking

0.87 (0.69，1.09) 0.217

Smoking 1.35 (1.19，1.53) <0.001 1.17 (1.02，1.35) 0.047

Hypertension 0.72 (0.59，0.89) 0.002 0.86 (0.67，1.10) 0.062

Diabetes 0.70 (0.53，0.91) 0.007 1.06 (0.77，1.46) 0.758

Asthma 0.54 (0.42，0.69) <0.001 0.71 (0.54，0.94) 0.011

Coronary heart 

disease

0.70 (0.47，1.06) 0.091

OSAHS 

severity

1.25 (1.10，1.41) <0.001 1.18 (1.03，1.35) 0.024

PIR, ratio of family income to poverty; BMI, body mass index.
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Gharsalli and Siddharth Bajpai et al. employed specialized diagnostic 
equipment, such as polysomnography (PSG), with an apnea-hypopnea 
index (AHI) ≥5 as the diagnostic criteria for OSAHS. In contrast, this 
study was judged and included only based on patients’ self-reported 
results on “How often do you snore/stop breathing?.” At the same 

time, temporal and geographic differences may also contribute to 
lower rates of depression in the OSAHS population than the results of 
other studies.

FIGURE 4

Nomogram prediction model for logistic risk of depression in OSAHS patients. PIR, ratio of family income to poverty; BMI, body mass index.

TABLE 6 Nomogram of relevant factors in the assignment method.

Risk factors Assignment

Gender “Male” = 1, “Female” = 2

Age Original value entry

Education level

“Less than 9th grade” = 1, “9-11th grade” = 2, “High 

school graduate” = 3 ，“Some college or AA 

degree” = 4, “College graduate or above” = 5

PIR “Low-income” = 1, “Non-low-income” = 2

General health condition “Good” = 1, “General” = 2，“Bad” = 3

BMI
“Underweight” = 0, “Normal weight” = 1

，“Overweight” = 2, “Obese” = 3

Smoking
“Never smoker” = 0, “Former smoker” = 1，“Now 

smoker” = 2

Asthma “Yes” = 1, “No” = 2

OSAHS severity “Mild” = 1, “Moderate” = 2，“Severe” = 3

PIR, ratio of family income to poverty; BMI, body mass index. FIGURE 5

Lasso model ten-fold cross-validation method to screen predictors 
process diagram.
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Factors influencing the development of 
depression in OSAHS adults in the US

This study used three ML algorithms, logistic regression, lasso, 
and random forest, to construct a predictive model of depression in 

the US OSAHS population. Results show that the logistic regression 
model is better than the random forest and logistic regression models 
in terms of specificity, Youden index, and AUC. However, its sensitivity 
is lower. Therefore, according to the results of this study, among the 
three prediction models, the logistic regression model performs better 
than the lasso model and the random forest model. In predicting the 
occurrence of depression in the OSAHS population, the model is 

FIGURE 6

Variable importance plot. PIR, ratio of family income to poverty; BMI, body mass index.

TABLE 7 Comparison of prediction performance of three kinds of models.

Model AUC 95%CI Sensitivity Specificity Youden index

Random forest 0.710 (0.669, 0.752) 0.624 0.727 0.350

Lasso 0.727 (0.687, 0.767) 0.756 0.599 0.355

Logistic regression 0.746 (0.707, 0.785) 0.603 0.764 0.367

FIGURE 7

Comparison of ROC curve prediction performance of three 
prediction models for OSAHS patients with depression (The x-axis 
indicates the false positive rate, and the y-axis represents sensitivity.).

FIGURE 8

Comparison of the predictive performance of three predictive 
models decision-making curve analysis (DCA) predictions (The x-axis 
indicates the high risk threshold, and the y-axis represents net 
benefit.).
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affected by factors such as gender, age, education level, PIR, general 
health condition, BMI, smoking, asthma, and OSAHS severity. In 
addition, the model results are visually presented in Figure  4 in 
this study.

In terms of sociodemographic characteristics， according to the 
findings of Alimohamad Asghari, Magali Saint Martin, and Yaozhang 
Dai, as well as Rachel H. Salk, women are more prone to depression 
relative to men (35–37). This difference exists not only in China but 
also in most countries and cultures worldwide. In general, women are 
twice as likely to suffer from depression (OR = 1.95) than men, which 
may be related to frequent hormonal disturbances due to genetic and 
physiological factors. Some studies have shown that women are more 
likely to experience depression during menopause (38, 39). According 
to the results of this study, obese individuals are more likely to suffer 
from depression compared to normal weight or underweight 
individuals, which is consistent with the findings of Ashley Wendell 
Kranjac and Tuula H. Heiskanen (40, 41). According to Ashley 
Wendell Kranjac et al., after taking into account the combined effects 
of gender and BMI, obese women were 43% more likely to experience 
depression than normal-weight women. Tuula H. Heiskanen’s study, 
a 6-year prospective study of outpatients, found that subjects with 
significant weight gain were more likely to develop major depression 
(41). This may be because obese people often suffer from associated 
chronic inflammation. Immune cells in adipose tissue produce 
signaling proteins related to inflammation, and some of these proteins, 

such as cytokines, are strongly related to mental health problems and 
have even been used as biomarkers for depression (42).

Compared to older people, teens are at higher risk of depression. 
This is consistent with the findings of Stephanie Wagner (43). In the 
study of Stefanie Wagner, hospitalized patients with depression were 
divided into four different age groups. The results showed that the 
aged 18 to 29 years old young patients are more likely to show extreme 
behavior, such as suicide and drug abuse. In contrast, middle-aged and 
older patients aged between 50 and 65 years were more likely to show 
mild depression, such as decreased sexual interest. This may be related 
to adolescent adolescence body hormone disorder and lack of mental 
toughness, leading to mental instability (44).

The higher the level of education, the lower the risk of depression. 
Early studies have pointed out that depression is associated with low 
levels of education (45), and education has a significant effect on the 
development of depression. That is, illiterates are more likely to have 
more severe depression (46). This may be  due to the low level of 
education, which leads to narrower social contacts and fewer avenues 
for problem solving when experiencing negative life events and is 
more likely to cause heavier negative emotions, which can lead 
to depression.

The findings suggest that low-income people are more likely to 
suffer from depression than non-low-income people, which was 
confirmed in the study of Glaesmer (47). It is estimated that while 
around half of people with depression in high-income countries are 

FIGURE 9

Example of nomogram. PIR, ratio of family income to poverty; BMI, body mass index.
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not diagnosed or treated, in low-income and middle-income 
countries, the proportion may be as high as 80%–90%. According to 
a December 2020 commentary in the journal Science, there is a causal 
interaction between poverty and mental illness. This means that 
people with low incomes are more vulnerable to the threat of mental 
illness, and at the same time, mental illness is also one of the vital 
causes of people with low incomes (13). This phenomenon may 
be because low-income people usually face financial difficulties in 
their daily lives and lack sufficient funds to meet basic needs such as 
food, housing, and healthcare. This financial pressure may make them 
feel helpless, anxious, depressed, and more prone to depression.

The poorer the general health condition, the greater the 
probability of the risk of depression. This finding is consistent with 
results from the World Health Survey published by Saba Moussavi in 
The Lancet. This study showed that depression was associated with the 
lowest health scores, both in isolation and in co-occurrence with other 
chronic diseases (48). A research study by Nicolas Zdanowicz also 
indicated that physical health and its improvement are related to the 
level of depression (49), and Érica Dorigatti de Ávila clarified that 
patients without depression have a higher level of mental health (50). 
The possible cause is physical factors. Bad health condition is 
accompanied by chronic illness, pain, or discomfort that may affect an 
individual’s emotional and psychological state, thereby increasing the 
risk of depression. In addition, due to limited physical function and 
lower quality of life, people with depression may harm their self-worth 
and self-esteem. This psychological stress may further aggravate 
depression. Chronic physical illnesses and health problems may cause 
individuals to develop negative feelings and increase the risk of 
depression. And overall, poor health increases the personal burden of 
life. People may need more time and money to treat their diseases, 
which may lead to economic stress and anxiety, thus increasing the 
risk of depression.

According to the study, smoking is considered to be one of the 
factors that predict the high risk of depression in OSAHS patients. 
Specific studies have shown higher rates of depression among current 
and former smokers compared with never smokers. According to a 
survey of the U.S. population, LUIS G. ESCOBEDO found that former 
smokers are more likely to develop depression, especially those who 
have a history of major depression (51). The cross-sectional study 
conducted by Tana M. Luger also noted that current smokers were 
more likely to develop depression than never-smokers. In contrast, 
current smokers were more likely to develop depression than former 
smokers (52). This phenomenon may be because nicotine intake from 
smoking can bring short-term pleasure and relaxation. Still, long-term 
smoking may lead to neurotransmitter disorders, thereby affecting 
emotional stability and increasing the risk of depression.

People with asthma are more likely to suffer from depression than 
people without asthma. This idea is supported by a biological linkage 
study by Mingdi Jiang et al. It implies that the inflammatory response 
may be  a critical factor in regulating the common pathways of 
depression and asthma (53). The results of Mahima Akula’s study also 
confirmed the correlation between the two (54). Furthermore, a 
bidirectional association between asthma and depression was 
observed in Hyo Geun Choi’s study (55). In a clinical practice study of 
adolescents with asthma, 11.5% had depression (42). This may 
be because people with asthma may feel negative emotions such as low 
self-esteem, anxiety, and fear. Due to asthma having wave properties, 
some patients may need to avoid social situations and activities, which 

may lead to individual patients being isolated and isolated, which will 
affect their psychological health. In addition, patients with asthma 
often face physical discomfort such as dyspnea and chest tightness, 
which may affect the individual’s emotional and psychological state, 
which in turn exacerbates negative emotions and increases the risk 
of depression.

As the severity of OSAHS increases, so does the risk of depression. 
Cass Edwards et al. Research confirmed the results and found that 
with the rise in the severity of OSAHS, PHQ score and the incidence 
of depression also gradually increased (56). This result may be due to 
the OSAHS patients during apnea oxygen supply is insufficient and 
hypoxemia. With the deterioration of OSAHS, hypoxemia has a more 
serious negative impact on brain function and emotion regulation, 
which leads to the occurrence of depression. In addition, patients with 
OSAHS may experience symptoms such as fatigue, lethargy, and 
difficulty concentrating during the day due to decreased sleep quality. 
These limitations in daily functioning may negatively affect an 
individual’s psychological state and increase the risk of depression.

Severe OSAHS can also cause sleep disturbances, which in turn 
can lead to a decline in social activities and work ability. This situation 
is further exacerbated by negative emotions such as anxiety, low self-
esteem, and depression. Therefore, it can be concluded that there is a 
strong correlation between OSAHS and depression and that its 
severity is positively related to the risk of depression.

Evaluation and application of risk 
prediction models for depression

Research results show that the logistic regression model is better 
than the random forest and lasso models regarding specificity, Youden 
index, and AUC area. To validate the model in the clinical application 
value of this study, the DCA was used, and the net income of the 
model was used in the comparison. The results showed that the 
logistic regression model had the most significant net benefit within 
the vast majority of threshold probability ranges (0.19 to 0.25 and 0.45 
to 0.82) and had a good effect on clinical application. Therefore, the 
comprehensive prediction ability of the comparison results shows that 
the logistic regression model is superior to the lasso and random forest 
models. It should be noted that the lasso model may ignore some 
relevant features due to the high correlation between features. In 
addition, selecting the appropriate regularization parameter needs 
experience, cross validation, and other methods. This increases the 
complexity of model tuning (57). The random forest model is 
composed of multiple decision trees. Although feature importance can 
be used to understand the contribution of each feature to the model, 
the overall model is less explanatory than the logistic regression 
model. In addition, due to the random forest model to build a decision 
tree and perform multiple feature selection and integration of the 
operation, its training time is relatively long (58). In contrast, the 
logistic regression model, as a generalized linear model, uses the least 
squares method to fit the model and thus has high accuracy (59). 
Logistic regression models can make predictions and explore the 
direction and degree of influence between independent and dependent 
variables, so they have better explanatory power (49). Logistic 
regression models can be quantified and visualized by nomograms, 
which have outstanding advantages in auxiliary diagnosis in the 
medical field (60).
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Before applying a risk prediction model for depression in the 
OSAHS population, it is necessary to select the most appropriate 
model and adjust the parameters to maximize the prediction effect of 
the model to improve the accuracy and sensitivity of identifying 
OSAHS patients at high risk for depression. Subsequently, predictive 
models need to be translated into forms applicable to the community 
and clinic, such as nomograms or mobile applications that allow 
physicians and sleep technologists to calculate the probability of 
depression easily and quickly. This will help to protect OSAHS patients 
in advance and effectively prevent the occurrence of depression.

In this study, ML models, especially logistic regression models, 
demonstrated excellent depression prediction and recognition 
capabilities in a large dataset. In contrast to traditional statistical 
methods, ML methods no longer require the researcher to specify the 
relevant variables subjectively but can automatically identify the 
variables associated with the outcome variables in the data set. This is 
precisely one of the advantages of ML in building clinical prediction 
models. Future research could apply ML methods to model and 
compare in longitudinal studies to obtain basic information such as 
the prevalence of depression. For example, as far as studies in 
predicting depression are concerned, studies like those done by Dai 
Su et al. in a longitudinal study of the older adult population in China 
are a good example (20). In addition, it is possible to cross-combine 
multiple models in ML to form a hybrid model and verify whether the 
hybrid model outperforms the traditional single ML model in terms 
of predictive performance (61). To better psychological doctors and 
health care at all levels, provide appropriate information and services.

In a clinical sense, physicians can assess whether a patient is at risk 
for depression based on gender, general health condition, BMI, 
smoking, OSAHS severity, age, education level, PIR, and asthma. 
Once a patient is identified as being at risk for depression, 
interventions can be  implemented, including medication, 
psychotherapy, and behavioral changes. Early intervention and 
treatment can help patients reduce the symptoms of depression, 
improve their sleep quality and quality of life, and improve the effect 
of OSAHS treatment.

When using the logistic regression model to predict depression in 
OSAHS patients, this study suggests that specificity, sensitivity, and 
Youden index should be considered comprehensively, and the choice 
of specificity and sensitivity should be  weighed according to the 
specific situation. In addition, in clinical practice, demonstrating the 
effectiveness of these indicators is also necessary. To ensure the 
applicability and reliability of the model, it is recommended to 
continue to collect larger scale, diverse data and use these data to 
validate and replicate the findings. By expanding the dataset’s scope, 
the model’s predictive performance in different populations and 
contexts can be more fully evaluated. Such efforts can help improve 
the accuracy and generalization ability of the model and provide a 
more reliable basis for future clinical practice. When the model is 
applied in clinical practice, it needs to be comprehensively evaluated 
by combining clinical experience and individual patient differences. 
This process involves interpretation and interpretation of the model 
predictions and a comprehensive consideration of the patient’s 
situation. At the same time, it is necessary to continuously update and 
optimize the model to improve its predictive performance and clinical 
utility. Finally, for the research on the influencing factors, the specific 
mechanism of each factor’s influence on the occurrence of depression 

can be further explored in depth. This includes detailed studies of 
biological, psychosocial, and other factors to reveal their associations 
with depression. At the same time, how to prevent and treat depression 
by intervening in these factors can also be studied.

The results of this study can be incorporated into the development 
and implementation of relevant public health policies. Government 
departments can develop prevention and intervention strategies for 
depression in OSAHS patients according to the logistic regression 
model and influencing factors identified in this study. By formulating 
strategies based on these models and influencing factors, patients’ 
mental health can be  effectively improved. Department of Public 
Health and medical institutions can reasonably allocate resources to 
strengthen the prevention and treatment of depression in patients 
with OSAHS. This could include making more counselors or 
psychotherapists available and improving screening and diagnostic 
facilities for depression, among others. In related health education 
activities, the findings of this study should be disseminated to improve 
the public’s awareness and attention to depression in OSAHS patients. 
This helps reduce the social discrimination against depression to 
promote social support and understanding. It can also guide medical 
practice. By applying a logistic regression model, the medical 
personnel can more accurately identify the existence of the risk of 
depression in patients with OSAHS, which can carry on the 
intervention and treatment in a timely manner. This method helps to 
improve the early diagnostic rate of depression and to provide more 
effective personalized treatment options for patients to enhance their 
mental health. On prevention strategies, the results of this study are to 
develop in OSAHS patients with depression prevention strategy 
provides an essential basis. Based on the logistic regression model, the 
influence factors of medical personnel can be targeted to carry out the 
intervention measures, including strengthening the OSAHS patients’ 
psychological health education and psychological support services 
and establishing health management programs.

It should be noted that our results may have been affected by 
various potential biases in the NHANES database. One of the main 
biases is the low participation rate of specific populations, which may 
introduce sampling bias. Therefore, the data representation may 
be poor and cannot fully reflect the OSAHS group. This may affect the 
generalizability of the findings. Therefore, it is suggested that a 
multicenter study be  carried out to expand the sample 
representativeness and increase the external data validity and 
generalization ability. Second, it should be noted that some of the data 
in the NHANES database rely on participant self-reports, such as 
diagnostic information for patients with OSAHS. This dependence 
may be limited by the deviation of subjective evaluation and memory 
bias, the influence of such factors to assess the severity of OSAHS 
symptoms, or inaccuracy. This may affect the reliability and accuracy 
of the findings. Therefore, to improve the objectivity and accuracy of 
diagnosis, this study suggested introducing objective measurement 
tools, such as more sleep figures (PSG). Using these objective 
measurement tools can reduce the dependence on self-reported 
respondents and help assess the symptoms and severity of OSAHS 
more accurately. Suggestions in the study consider integrating other 
data sources, such as clinical records and medical insurance databases, 
to get more comprehensive and multi-angle OSAHS data. By 
combining these diverse data sources, the reliability and 
generalizability of the findings can be increased.
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In addition, future research should further optimize the ML 
model’s performance to improve the prediction accuracy of depression 
in patients with OSAHS. The introduction of other machine learning 
algorithms or deep learning methods can also be  considered to 
explore better predictive models. These methods can model and 
analyze the data from different perspectives and improve the stability 
and accuracy of the model. By exploring effective intervention 
strategies and conducting intervention trials, the effects of other 
methods can be evaluated, and their long-term effects can be followed 
up to reduce the incidence of depression and improve the quality of 
life of patients with OSAHS.

Conclusion

This research uses the NHANES database to establish three ML 
models, the logistic regression model, the lasso model, and the 
random forest model, to predict depression in the OSAHS group and 
identify the related factors. Among them, the logistic regression 
model was superior to the lasso and random forest models’ overall 
prediction performance. By drawing the nomogram and applying it 
to the sleep testing center or sleep clinic, sleep technicians and 
medical staff can quickly and easily identify whether OSAHS patients 
have depression to carry out the necessary referral and 
psychological treatment.

Limitations

The data used in this study were obtained from the NHANES 
database, which includes a variety of relevant variables, such as 
smoking history and sleep disorders. Most of these variables are based 
on patient self-reporting and may have subjective bias, affecting the 
data’s objective accuracy.

Due to the lack of relevant variables in the NHANES database, 
such as the AHI index, minimum oxygen saturation, etc., 
including these predictors may allow for better model 
prediction performance.

In this study, due to the limited sample size of the screening, 
we did not perform external validation to verify the effect of this 
predictive model. However, we hope that future studies will externally 
validate this model by conducting a multicenter study with an 
increased sample size and applying it to a community population for 
screening further to test the generalization ability and robustness of 
the model.
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Background: Non-suicidal self-injury (NSSI) has become a significant public
health issue, especially prevalent among adolescents. The complexity and
multifactorial nature of NSSI necessitate a comprehensive understanding of
its underlying causal factors. This research leverages the causal discovery
methodology to explore these causal associations in children.

Methods: An observational dataset was scrutinized using the causal discovery
method, particularly employing the constraint-based approach. By integrating
machine learning and causal inference techniques, the study aimed to determine
direct causal relationships associated with NSSI. The robustness of the causal
relationships was evaluated using three methods to construct and validate it: the
PC (Peter and Clark) method, Fast Causal Inference (FCI) method, and the GAE
(Graphical Autoencoder) method.

Results: Analysis identified nine nodes with direct causal relationships to
NSSI, including life satisfaction, depression, family dysfunction, sugary beverage
consumption, PYD (positive youth development), internet addiction, COVID-
19 related PTSD, academic anxiety, and sleep duration. Four principal causal
pathways were identified, highlighting the roles of lockdown-induced lifestyle
changes, screen time, positive adolescent development, and family dynamics in
influencing NSSI risk.

Conclusions: An in-depth analysis of the factors leading to Non-Suicidal Self-
Injury (NSSI), highlighting the intricate connections among individual, family, and
pandemic-related influences. The results, derived from computational causal
analysis, underscore the critical need for targeted interventions that tackle these
diverse causative factors.

KEYWORDS

NSSI, causal discovery, mental health, artificial intelligence, risk factors, COVID-19

1 Introduction

Non-suicidal self-injury (NSSI) has become a pressing public health issue,

with rising prevalence both in developed and developing countries (1). Rates

of NSSI fluctuate between 11.5 and 33.8%, contingent on sample type and

study design, but there is an undeniable uptrend worldwide, even in developing

nations. Adolescence is the peak risk period for NSSI (2), with about 23%

of adolescents, 13.4% of young adults, and 5.5% of adults being affected (3).
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Alarmingly, up to 24.7% of Chinese adolescents report

experiencing NSSI (4), which necessitates further attention (5).

The repercussions of NSSI in children and adolescents are

severe and long-lasting (6, 7). It is closely linked to heightened

suicidal ideation and attempts (8). Even when accounting for

suicidal thoughts, NSSI remains a potent predictor of suicidal

actions (9–11). Specifically, 39.6% of those who have self-harmed

report suicidal behaviors, and of that cohort, 66.3% have a history

of NSSI (12). Besides, NSSI correlates with several psychological

challenges, like depression, anxiety, and post-traumatic stress

disorder(PTSD), and negatively impacts familial and interpersonal

bonds (13, 14).

The risk factors for non-suicidal self-injury in children and

adolescents are diverse and multifaceted. While much emphasis

has been placed on the psychological, family, and school

levels—including psychological disorders and symptoms, adverse

family experiences, and victimization (4, 15, 16)—the underlying

mechanisms driving NSSI behaviors are complex. Many studies to

date have been constrained bymethodological limitations, failing to

grasp the problem from a comprehensive and systematic viewpoint.

Moreover, the emergence of the COVID-19 pandemic and its

associated lockdownmeasures has further complicated the scenario

(17, 18). Factors such as changes in sleep time (19), physical activity,

screen time (20), and increased stress due to isolation and academic

pressures have heightened the mental and emotional issues among

children and adolescents, possibly leading to a surge in NSSI

behaviors (21–23).

Protective factors against Non-Suicidal Self-Injury (NSSI),

including life satisfaction and Positive Youth Development (PYD),

have been highlighted as promising avenues for intervention.

Research highlights that higher levels of life satisfaction can serve

as a significant buffer against self-injurious behaviors, while the

presence of PYD qualities has been shown to not only reduce the

risk of NSSI but also lessen the impact of depressive symptoms

on such behaviors (24–26). This underscores the PYD perspective’s

shift from focusing on youth deficits or psychopathology to

emphasizing their strengths, skills, and assets, which can be

nurtured and improved (27, 28). These factors are theorized to

buffer individuals from the deleterious effects of risk factors like

depression and family dysfunction. Enhancing these protective

mechanisms may mitigate the risk of NSSI, providing a critical

strategy for supporting at-risk adolescents.

Based on the literature review above and the four-function

model of self-injury (29, 30), we developed a comprehensive

hypothetical framework (Figure 1) for the emergence of NSSI

in adolescents. we have formulated a series of causal pathway

hypotheses to be explored within our comprehensive hypothetical

framework.

• Changes in sleep times, physical activity, consumption of

sugar-sweetened beverages, and screen time during COVID-

19 lockdowns are hypothesized to augment the probability

of developing familial and psychological dysfunctions,

subsequently enhancing the risk of NSSI.

• COVID-19-related PTSD is presumed to escalate

the risk of psychological issues, further contributing

to NSSI.

• Family dysfunction may indirectly lead to NSSI by

exacerbating psychological distress.

• PYD qualities could potentially modulate the relationship

between psychological distress and NSSI.

Building on the comprehensive review and the hypothetical

framework outlined above, this research adopts causal discovery

methods within a robust theoretical framework to elucidate the

complex web of factors influencing NSSI among adolescents.

Traditional research methodologies, which are predominantly

observational and correlational, have contributed valuable insights

yet frequently encounter limitations in establishing causality (31).

Moreover, there is a tendency within existing research to adopt

a narrow focus on isolated variables, neglecting the broader

constellation of contributing factors. Recognizing the limitations of

conventional research methodologies in capturing the multifaceted

nature of NSSI, our study utilizes a causal discovery approach

applied to a unique observational dataset, aiming to identify causal

factors associated with NSSI in children.

Causal discovery, a methodological paradigm dedicated

to unearthing cause-and-effect relationships among variables,

emerges as a formidable tool in scientific inquiry and data analysis.

It enables researchers to transcend the boundaries of correlation,

probing the underlying “why” behind observed phenomena (32–

34). In the domain of NSSI, discerning the causal dynamics behind

this complex behavior is crucial for crafting effective prevention

and intervention measures. Through this approach, our study aims

to contribute a nuanced understanding of NSSI, fostering the

development of more precise and efficacious strategies to combat

this pressing issue among youth.

2 Materials and methods

2.1 Study design and participants

Data for this research was sourced from the Chengdu Positive

Child Development (CPCD) survey (35). Launched in December

2019 in Chengdu, this school-based longitudinal study targeted

students aged 6–16 years, drawn from five primary and secondary

schools. Information was collected using a mix of paper and

electronic questionnaires completed by children and caregivers,

as well as through direct interviews. The study aimed to explore

connections between students’ sociodemographic factors, health,

lifestyle behaviors, and academic performance, with supplementary

data obtained from caregiver health evaluations and school records.

The first follow-up of the survey, conducted between June 16, 2020,

and July 8, 2020, aligned with the resumption of classroom activities

following the COVID-19 lockdowns.

A meticulous vetting process was utilized to refine the dataset,

ultimately including 5,807 students to ensure high-quality data

for robust causal inference. This process involved identifying and

eliminating statistical outliers, removing variables with a missing

rate exceeding 90%, and excluding samples lacking caregiver

questionnaires or COVID-19 related responses. The “Sample

Selection and Refinement Process for NSSI Study” is illustrated in

Figure 2.
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FIGURE 1

NSSI comprehensive hypothetical framework.

FIGURE 2

Sample selection and refinement process for NSSI study.

2.2 Ethics statement

The confidentiality of all data was meticulously

maintained by the research team, with no disclosure of

any personal information within the study’s findings. This

research adhered to the principles set forth in the Helsinki

Declaration, secured approval from the Ethics Committee of

Sichuan University (Approval No. K2020025), and obtained

consent from the relevant school authorities, parents,

and students.

2.3 Measures

2.3.1 Non-suicidal self-injury
The assessment of Non-suicidal self-injury (NSSI) in our

study was conducted using the 9-item Intentional Self-Injury

Scale, developed and validated by Gratz (36). This scale evaluates

eight specific NSSI behaviors, including cutting, burning, biting,

stabbing, hitting, pinching, and ingesting non-food items, along

with a self-assessment for NSSI-related hospitalizations. Each

behavior is rated on a 4-point scale, ranging from 1 (never) to
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4 (three ormore times). Participants reporting a score of 1 or higher

on any item were identified as exhibiting NSSI behaviors. This

measurement approach has been previously validated in studies

involving Chinese adolescents (37).

2.3.2 Explanatory variables
In our research, we carefully selected 21 variables collected

during the first follow-up period of the CPCD Survey. This

selection was strategically guided by the existing literature

(4, 8–10, 15, 38), and the aim of our study was to explore

causal relationships with non-suicidal self-injury (NSSI).

We focus on various sociodemographic, behavioral, and

psychological factors that have been previously associated

with NSSI behaviors. This approach aimed to create a

manageable and comprehensive analytical framework that

aligned our study with established findings and theory in

NSSI research.

Sociodemographic data, including gender, age, grade, and

BMI, were collected, prioritizing “Grade” for its relevance

to educational context and peer interactions. Mental health

status and psychological characteristics were evaluated through

scales measuring depression, academic anxiety, positive child

development, life satisfaction, family dysfunction, and internet

addiction, aiming to create a comprehensive analytical framework

that aligns with established NSSI research findings and theories.

Moreover, the study evaluated COVID-19-related behavioral

factors like PTSD, changes in sleep patterns, physical activity,

screen time, and sugary beverage consumption to understand the

pandemic’s impact on students’ routines and its potential link

to NSSI behaviors. These evaluations used precise binary coding

for behavioral changes, offering detailed insights into lifestyle

adjustments during the pandemic. Additional considerations

included internet addiction and caregivers’ mental health status,

with a comprehensive overview of all variables, definitions, and

measurement methods provided in the Supplementary material.

2.4 Data pre-processing

We conducted essential data preprocessing steps to ensure that

we had a well-prepared dataset for subsequent causal discovery

analysis. To harmonize the numerical and categorical features

within the dataset, we employed standardized procedures. For

the categorical variables, which included ordinal data with a

discernible degree of ordering, we applied the LabelEncoder

technique to transform them into numerical representations

while preserving the ordinal relationships. Simultaneously, we

standardized the numerical features using the StandardScaler

method, which centered the variables around a mean of zero

and scaled them to unit variance. This preprocessing not only

alleviated potential issues arising from varying scales but also

facilitated the compatibility of our data with the causal discovery

algorithm, ensuring that it operated effectively in uncovering causal

relationships within our dataset.

2.5 Causal discovery model application

It is crucial to recognize that causality and correlation are

distinct concepts with profound implications for scientific research

and data analysis. While correlation measures the strength and

direction of statistical association between variables, it does not

elucidate the direction of influence or establish a cause-and-effect

relationship. Causality, on the other hand, delves into the intricate

web of cause-and-effect connections, emphasizing that changes

in one variable lead to changes in another. In this study, we

aimed to identify the complex causality hidden in NSSI based on

social-demographic characteristics, psychological characteristics,

COVID-related behavioral factors, behavioral factors, mental

health status and caregiver’s mental health status.

The primary methods for learning the causal graph structure

among variables include constraint-based, score-based, and

gradient-based approaches. Constraint-based methods, such as

PC (Peter and Clark) and FCI (39), identify causal relationships

by recognizing patterns of conditional independence. Score-

based methods, including GES (40), assign numerical scores to

different causal structures and search for the structure with the

highest score. Gradient-based methods, including GAE (41), have

emerged as notable alternatives, exhibiting superior accuracy and

computational efficiency. In comparison to constraint-based and

score-based methods, gradient-based methods directly learn the

causal graph through end-to-end optimization, eliminating the

need for explicit detection of conditional independence or the use

of scoring functions in intermediate steps.

Consequently, having recognized the strengths of each

approach, we integrate a combination of these methods to enhance

the accuracy and robustness of our causal Directed Acyclic Graph

(DAG) learning. We employed three approaches for constructing

and validating the DAG: the PC method (34), FCI (42), and the

GAE. This is aimed at fortifying the reliability and credibility of our

DAG, ensuring its resilience and accuracy across diverse analytical

frameworks. The framework of our prediction work is presented in

Figure 3.

PC algorithm represents a fundamental approach to causality

analysis that is grounded in conditional independence testing. Its

fundamental logic hinges upon the principle that genuine causal

relationships manifest as conditional independence relationships in

observational data. FCI algorithm is an extension of PC, designed

to handle latent variables more effectively. As both PC and FCI are

Constraint-based methods, they first use conditional independence

tests to learn the skeleton of the underlying casual graph, and

then orient the edges based on a series of orientation rules. It’s

important to note that the order in which variables are considered

can influence the outcomes of these two algorithms.

To mitigate the impact of order-dependency, we conducted

multiple runs of both PC and FCI with different random orders

of variables. This ensures that the algorithm are exposed to various

variable orders, mitigating the influence of a specific sequence on

the final results. In our study, for FCI and the three variations of PC

(original, stable, and parallel), we performed 1,000 runs for each,

employing random variable orders. We identified the edges that

appearmost frequently across themultiple runs. The final structure,

represented by edges that consistently appear, can be considered
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FIGURE 3

The workflow for computational casual discovery.

as the more robust DAG. The general steps for PC and FCI are

described as follows:

1. Prior knowledge on variable selection. It is crucial to note that

the PC and FCI algorithm assume causal sufficiency, and therefore,

all potential confounding factors should be present in the data for a

comprehensive causal analysis. We conscientiously leveraged prior

knowledge in the face of a large number of total features to identify

the variables relevant to NSSI.

2. Prior knowledge on variable relationship. We added prior

knowledge to guide our causal modeling by informing the

anticipated forbidden causal pathways. The rationale behind the

prohibition of each path is detailed below.

• Prohibition of paths leading to “Grade” and “Gender”

variables. Within our causal modeling framework, we

have enforced a stringent constraint by prohibiting any

causal pathways that lead to the “Grade” and “Gender”

variables. This restriction is grounded in the fundamental

premise that “Grade” and “Gender” are considered

intrinsic attributes of individuals, impervious to external

causal influences.

• Prohibition of paths leading to “COVID-Related Behavioral

Factors”. We also prohibited any causal pathways leading

to the “COVID-Related Behavioral Factors”. This constraint

arose from the distinctive temporal characteristics and

underlying nature of these factors. Unlike other variables

in our analysis, which were sourced from a single survey

conducted during the COVID-19 pandemic, the “COVID-

Related Behavioral Factors” represented the dynamic changes

observed between this COVID-19 period survey and another

before-COVID-19 period survey. The timeline of these

behavioral factors is inherently distinct, encompassing the

evolving responses of individuals to the unique circumstances

brought about by the pandemic. Thus, we enforced

the prohibition of all paths leading to “COVID-Related

Behavioral Factors”.

3. Causal discovery process. Our application of the PC and FCI

algorithms followed these essential steps:

• Skeleton discovery: Begin with a fully connected undirected

graph that includes all variables. Utilized conditional

independence tests to uncover the initial skeleton of the

causal graph, representing potential pairwise relationships

between variables. We performed independence test using

Fisher-z’s test.
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• Edge Orientation: PC orients edges based on conditional

independence tests. FCI orients edges within Markov

equivalence classes, considering latent variables and capturing

more complex causal relationships.

• Refinement: PC refines the graph iteratively by applying

conditional independence tests and edge removals. FCI refines

the graph by considering additional conditional independence

tests and making decisions about edge orientations within

Markov equivalence classes.

• Multiple runs and final structure: For FCI and three variations

of PC, we performed 1,000 runs with random variable orders.

Identified edges that consistently appeared across multiple

runs to establish a final structure.

GAE algorithm represents Graph Autoencoder for causal

structure learning. It is an alternative generalization of

NOTEARS (43) to handle nonlinear causal relations. After

decoder, GAE can generate an adjacency matrix that captures

the relationships between nodes. The adjacency matrix typically

includes positive values for positive edges and negative values

for negative edges. Positive value might represent a positive

relationship or interaction, while negative value might represent

a negative or inhibitory relationship. We used the learned latent

representations from the GAE to identify factors associated with

protective effects and those contributing to an increased risk,

shown in Figure 3.

3 Results

3.1 Sample characteristics

Among the 5,307 participants included in the final analysis,

1,394 individuals (26.27%) reported engaging in non-suicidal self-

injury (NSSI) in the past year. Among the 1,394 participants who

reported engaging in NSSI, the NSSI detection rate was 24.82%

for males (n = 667) and 27.75% for females (n = 727). The NSSI

detection rate among primary school students was 23.51% (n =

886), while among middle school students, it was 33% (n = 508).

The characteristics of the sample are presented in Table 1.

3.2 Direct causes and e�ects of NSSI (local
causal network)

We utilize a directed acyclic graph (DAG) to exhibit the

complexity of variables influencing adolescent and child non-

suicidal self-injury (NSSI) behaviors during the COVID-19

pandemic.Within this illustrative graph, the structure of the local

causal network model, fundamental to our study, is evident.

It includes an array of variables, each having its significance

in the broader scope. The DAG aptly captures the “upstream”

and “downstream” variables (31). Here, “upstream” variables act

as forerunners or primary triggers that might affect succeeding

variables. Conversely, the “downstream” variables are those likely

influenced or modified due to the preceding ones.

The DAG offers a comprehensive visualization, revealing both

direct neighbors and secondary neighbors within two “steps” of

NSSI behaviors. This graphical representation paints an in-depth

portrait of the relationships between various factors during the

COVID-19 pandemic’s acute phase for adolescents. Our application

of the GAE algorithm not only corroborates these findings but

also enriches them by providing a nuanced understanding of the

factors contributing to NSSI. This advanced method, represented

in Figure 3, facilitated the quantification of each variable’s impact

by calculating their polarity and magnitude. The GAE algorithm’s

unique ability to model nonlinear relationships allowed us to

further delineate factors with protective effects (denoted in green)

from those associated with increased risk (indicated in red).

The results, as depicted in Figure 4, confirm and strengthen our

causal network model, providing a nuanced understanding of the

variables that directly or indirectly contribute to NSSI behaviors.

The nodes with direct causal relationship with NSSI are life

satisfaction, depression, family dysfunction, sugary beverage

consumption, PYD, Internet addiction, COVID-19 related PTSD,

academic anxiety and sleep duration. The analysis identified

four key causal pathways influencing NSSI: (1) Lockdown-

induced reductions in physical activity escalate academic anxiety,

potentially leading to PTSD, heightening internet addiction

and NSSI risks. (2) Enhanced screen time and sugary beverage

consumption are linked to elevated depression risks and increased

NSSI likelihood. (3) Positive adolescent development acts as

a buffer, mitigating the adverse effects of family dysfunction

and internet addiction on NSSI. (4) Family dysfunction

negatively impacts life satisfaction and fosters depression,

directly contributing to NSSI.The detailed DAG illustrating these

relationships is provided in Supplementary Figure S1.

The graph further enlightens us about individual attributes

that could influence this dynamic, underscoring the phenomena’s

multifaceted nature. The focus on NSSI behavior in the DAG,

and its potential links with these various factors, is particularly

noteworthy. Moreover, the graph showcases the intricate ties

between these variables, elucidating the ripple effects and possible

feedback mechanisms within the system. Ultimately, the DAG

serves as a comprehensive visual tool, elucidating the intricate

connections and potential causal pathways pertaining to NSSI

behavior in adolescents amid the COVID-19 pandemic.

4 Discussion

Our research harnessed machine learning and causal discovery

techniques to understand the intricate web of causal links

surrounding NSSI in children and adolescents. Aiming to shed light

on influential factors related to individual characteristics, family

dynamics, and the repercussions of the COVID-19 pandemic,

we strived to provide actionable insights that could spearhead

innovative prevention and intervention approaches. Given the

complex nature of NSSI, dictated by numerous variables, and the

limitations of current research methodologies, we sought a fresh

approach to discern causation, ultimately guiding more effective

strategies. The PC and FCI algorithms exhibit sensitivity to the

order of variables, implying that the obtained results may vary

based on the sequence in which variables are considered during

execution. To address this, we conducted multiple runs of these

algorithms using different orders of features. Additionally, to
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TABLE 1 Sample characteristics.

Total (n = 5,307) NSSI (n = 1,394) Incidence of NSSI (%)

Gender

Male 2,687 (50.63) 667 (47.85) 24.82

Female 2,620 (49.37) 727 (52.15) 27.75

Grade

1 239 (4.50) 33 (2.37) 13.81

2 312 (5.88) 49 (3.52) 15.71

3 852 (16.05) 200 (14.35) 23.47

4 1,019 (19.20) 238 (17.07) 23.36

5 664 (12.51) 188 (13.49) 28.31

6 682 (12.85) 178 (12.77) 26.10

7 807 (15.21) 247 (17.72) 30.61

8 732 (13.79) 261 (18.72) 35.66

Primary school 3,768 (71.00) 886 (63.56) 23.51

Junior high school 1,539 (29.00) 508 (36.44) 33.01

BMI

Normal 4,169 (78.56) 1,103 (79.12) 26.46

Overweight 454 (8.55) 126 (9.04) 27.75

Obesity 684 (12.89) 165 (11.84) 24.12

COVID-19-related behavioral factors

Sleep time+ 1,401 (26.40) 363 (26.04) 25.91

Sleep time− 2,470 (46.54) 714 (51.22) 28.91

Physical activity+ 1,796 (33.84) 470 (33.72) 26.17

Physical activity− 2,233 (42.08) 618 (44.33) 27.68

Screen time+ 1,387 (26.14) 398 (28.55) 28.70

Screen time− 2,521 (47.50) 692 (49.64) 27.45

SSB+ 727 (13.70) 247 (17.72) 33.98

SSB− 1,963 (36.99) 570 (40.89) 29.04

Mental health status

No depression 3,449 (64.99) 507 (36.37) 14.70

Depression 1,858 (35.01) 887 (63.63) 47.74

No anxiety 4,472 (84.27) 896 (64.28) 20.04

Anxiety 835 (15.73) 498 (35.72) 59.64

Academic anxiety (<4) 3,366 (63.43) 787 (56.46) 23.38

Academic anxiety (≥4) 1,941 (36.57) 607 (43.54) 31.27

No PTSD 3,468 (65.35) 710 (50.93) 20.47

PTSD 1,839 (34.65) 684 (49.07) 37.19

Internet addiction

Average 4,514 (85.06) 987 (70.8) 21.87

Occasional to frequent 722 (13.60) 363 (26.04) 50.28

Significant 71 (1.34) 44 (3.16) 61.97
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FIGURE 4

The DAG for local variable in NSSI.

enhance the robustness of the causal structure, we incorporated the

GAEmethod into our approach. Subsequently, the most frequently

identified edges were retained for further in-depth analysis.

Our study has delineated a network of nine pivotal variables

that exhibit direct causal associations with NSSI behavior in

children, as visualized in Figure 4 (for the full names and

assignments corresponding to the abbreviations of the variables

shown in Supplementary Table S1). Central among these findings

is the pervasive influence of the COVID-19 pandemic, which

manifest as a marked decrease in sugary beverage intake,

diminished sleep quality, and the emergence of COVID-19-

triggered PTSD. Individual psychological drivers encompassed

themes of academic stress and manifestations of depression. In

tandem, key psychological attributes were identified: the holistic life

satisfaction measure, the nuanced interplays of family dynamics,

the embodiment of Positive Youth Development (PYD) (26),

and the grip of internet addiction. The coherence of these

findings with existing literature underscores the robustness of our

methodological approach (4, 44, 45).

Significantly, the COVID-19 pandemic has altered the

sleep patterns of children and adolescents, a crucial aspect of

mental health. Prolonged lockdowns have disrupted regular sleep

schedules, heightening stress and anxiety levels. These sleep

disruptions, combined with the stress of new learning modes

and social isolation, have intensified academic anxieties, affecting

family dynamics and increasing household tensions. Moreover,

the pandemic has triggered PTSD in young people, a concerning

development given its long-term mental health implications.

This emergence of PTSD, fueled by constant pandemic-related

news and personal experiences, adds a critical dimension to our

understanding of the pandemic’s impact on youth mental health.

Digging deeper into these variables, the interconnectedness

within this network is profound. Academic stress finds its

roots in the diminished sleep and curtailed physical activity

patterns during the pandemic, as well as the challenges posed

by family dynamics. The haunting presence of COVID-19-

related PTSD is sculpted by the restrictive physical activity

regimes, academic stressors, and family dysfunction. Depression’s

emergence is further amplified by excessive screen time, both

for academic and recreational purposes, interwoven with

academic anxieties, the nurturing aspects of Positive Youth

Development, and overarching life satisfaction. Completing this

intricate web, internet addiction bears the imprints of PTSD

linked to the pandemic, the shadows of depression, family

struggles, and the protective or exacerbating elements of Positive

Youth Development.

Emerging from our findings is a comprehensive understanding

that provides invaluable insights for safeguarding the mental

wellbeing of children and adolescents in the wake of unforeseen

public health crises, such as the COVID-19 pandemic. This

understanding emphasizes the potential of our data in guiding

practical interventions and preventive measures. The notable

reduction in sugary beverage consumption and sleep duration,

as well as the emergence of pandemic-induced PTSD, highlight

the profound physiological and psychological shifts induced by

prolonged lockdowns and associated societal changes (46, 47).

Our findings advocate for prevention strategies that are not

only trauma-informed but also adaptive to the evolving public

health landscape.

The established causal relationship between sugary beverage

consumption and NSSI echoes previous studies associating

unhealthy diets with increased depressive symptoms in adolescents

(48, 49). Inflammatory diets can intensify mental health problems,

possibly through obesity and inflammation (50, 51). Thus, the

importance of balanced diets is underscored. Emphasizing a diet

rich in fruits, vegetables, and anti-inflammatory foods, combined
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with strategies like restoring regular sleep patterns and trauma-

informed interventions, may offer a comprehensive approach to

improving the mental wellbeing of children and adolescents.

Furthermore, understanding the intricate network of causal

factors—including academic anxieties (52), family dynamics (53),

and individual psychological attributes—means that interventions

can be more targeted and precise. This precision is vital in

the clinical setting, where tailored interventions can lead to

more effective outcomes. Rather than applying generic measures,

strategies can be devised to specifically counteract or augment

identified causal agents. This approach enhances the practical

utility of our findings, offering a roadmap for clinicians and

policymakers in developing targeted interventions. The identified

drivers, such as academic stress and depression, could be

targeted through school-based programs emphasizing coping

mechanisms, emotional regulation, and peer support. Family-

centered interventionsmight focus on strengthening familial bonds

and improving communication, reducing the chance of family

dysfunction exacerbating mental health issues (54). The correlation

between internet addiction and NSSI emphasizes the importance

of digital literacy programs that equip adolescents with skills to

navigate the online world safely.

A key distinction of our study lies in the use of computational

causal discovery. Traditional methodologies often restrict

themselves to observational correlations, which, although

informative, don’t offer a genuine window into the underlying

causative structures. Causal discovery goes beyond merely

identifying these associations, allowing us to pinpoint the drivers

of adverse outcomes such as NSSI. The superiority of this

approach lies in its potential to tailor prevention and intervention

strategies based on the actual causes, rather than mere symptoms

or correlated factors. This means that initiatives informed by

our findings can be significantly more effective, as they strike

at the heart of the issue, directly addressing and mitigating the

root causes. As we move forward in our collective endeavor to

nurture the mental health of our younger generation, leveraging

advanced methodologies like computational causal discovery will

be paramount in ensuring our strategies are not only well-informed

but also impactful.

5 Strengths and limitations

A significant strength of our study is the use of multiple causal

discovery algorithms, enhancing the robustness and interpretability

of the results. This approach marks a departure from traditional

approaches that predominantly rely on correlations. This novel

approach facilitates a nuanced understanding of the intricate

“cause-and-effect” dynamics underlying NSSI behaviors in children

and adolescents, particularly in the unique context of the COVID-

19 pandemic. By pinpointing fundamental causative elements,

our study lays the foundation for more targeted and efficacious

interventions that address root causes, providing both immediate

and sustained psychological health benefits.

Nevertheless, the study has limitations, notably the influence

of variable ordering on model outcomes. We’ve addressed this by

running numerous iterations, lending consistency to our findings

despite potential variable ordering effects.

While the adoption of causal algorithmsmarks an advancement

in our analysis, they cannot fully negate the impact of unobserved

confounders or bidirectional relationships. The cross-sectional data

limits temporal causality claims, necessitating further validation

with longitudinal studies.

Additionally, while AI methods enhance efficiency and aid

in the application of causal inference to health data, they are

not infallible. The necessity for human judgment remains a

key component in the interpretative process, not least because

different AI algorithms might yield varying interpretations or

conclusions (55). This involves using different AI algorithms for

mutual validation and conducting repeated experiments to test

their robustness. This dual approach of leveraging both AI and

human judgment facilitates a more nuanced and robust analysis

than could be achieved by either one alone.

In terms of academic recommendations and future directions,

there is a compelling need for further exploration of the

identified mechanisms underpinning NSSI behaviors. Using

longitudinal datasets with time series information, in conjunction

with computational causal discovery, can offer more robust

and definitive insights into causality. forging interdisciplinary

collaborations that meld psychological, societal, and technological

insights could provide a more holistic understanding and usher

in innovative intervention strategies tailored to the multifaceted

challenges of the modern era.

6 Conclusions

Drawing on unique computational causal discovery and

machine learning methods, this study illuminated the intricate

causal network of factors influencing NSSI in children during

the COVID-19 pandemic. Our findings underscore nine critical

variables intricately interwoven, reflecting the profound effects of

the pandemic, academic stress, family dynamics, and individual

psychological attributes. The study’s insights offer a fresh

perspective for devising impactful interventions, emphasizing the

significance of addressing root causes, particularly in the wake of

unprecedented global challenges.
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1Department of Psychology, Health and Technology, Centre for eHealth and Wellbeing Research,
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Background: Clinicians collect session therapy notes within patient session

records. Session records contain valuable information about patients’

treatment progress. Sentiment analysis is a tool to extract emotional tones and

states from text input and could be used to evaluate patients’ sentiment during

treatment over time. This preliminary study aims to investigate the validity of

automated sentiment analysis on session patient records within an eating

disorder (ED) treatment context against the performance of human raters.

Methods: A total of 460 patient session records from eight participants diagnosed

with an ED were evaluated on their overall sentiment by an automated sentiment

analysis and two human raters separately. The inter-rater agreement (IRR) between

the automated analysis and human raters and IRR among the human raters was

analyzed by calculating the intra-class correlation (ICC) under a continuous

interpretation and weighted Cohen’s kappa under a categorical interpretation.

Furthermore, differences regarding positive and negative matches between the

human raters and the automated analysis were examined in closer detail.

Results: The ICC showed a moderate automated-human agreement (ICC =

0.55), and the weighted Cohen’s kappa showed a fair automated-human (k =

0.29) and substantial human-human agreement (k = 0.68) for the evaluation of

overall sentiment. Furthermore, the automated analysis lacked words specific to

an ED context.

Discussion/conclusion: The automated sentiment analysis performed worse in

discerning sentiment from session patient records compared to human raters

and cannot be used within practice in its current state if the benchmark is

considered adequate enough. Nevertheless, the automated sentiment analysis

does show potential in extracting sentiment from session records. The

automated analysis should be further developed by including context-specific

ED words, and a more solid benchmark, such as patients’ own mood, should be

established to compare the performance of the automated analysis to.
KEYWORDS

eating disorders, automated sentiment analysis, session patient records, validation,
sentiment extraction
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1 Introduction

Eating disorders (EDs) are serious psychological disorders

characterized by disturbed eating patterns that can lead to

(severe) somatic and psychological complications (1, 2). The three

most common EDs are anorexia nervosa (AN), bulimia nervosa

(BN), and binge-eating disorder (BED) (1). EDs that do not meet

the criteria of one of the aforementioned disorders but do create

significant distress or functional impairment are classified under the

category of “other specified feeding and eating disorders” (OSFED)

(2). The lifetime prevalence of all EDs is 8.4% for women and 2.2%

for men, which has increased during the last decades (3–5).

Despite the different types of therapy available for EDs, they

remain challenging to treat and are followed by high levels of

relapse, reflecting the often chronic nature of these disorders (6–9).

Hence, it is essential to better understand and monitor the recovery

process to protect individuals against relapse. One way to facilitate

recovery is by monitoring the responsiveness of patients to

treatment with routine outcome monitoring (ROM) (10). The

ROM is an instrument to periodically evaluate patients’ progress

through using diagnostic indicators and severity scales (11, 12).

ROM can alert therapists when treatment is ineffective, indicate a

worsening of symptoms, or reassure patients by providing insight

into slight improvements in their situation (13).

However, ROM requires patients to fill out self-report

questionnaires, which may lead to subjective bias resulting in an

over- or underestimation of patient’s states (14). Furthermore,

ROM is supposed to be administered at fixed time intervals

during treatment, which is burdensome for patients and time-

consuming for therapists, making it costly and not always feasible

within clinical settings (11, 15–17). As a result, ROM is often only

completed at the beginning and end of therapy, leading to a limited

representation of patients’ treatment progress (16, 18). The

limitations of the ROM demonstrate that therapists could benefit

from a less burdensome procedure and data utilization to

continuously monitor patients’ treatment progress.

Therapists already collect information about patients’ treatment

progress within session-by-session patient records (session records)

(19). Clinicians write the session records after therapy sessions that

may contain valuable information, such as patients’ reactivity to

and states during treatment, details of therapeutic conversations,

and clinicians’ impressions of the patient (20, 21). Session records

are essential to treatment as they improve patient care by ensuring

effective communication between clinicians and can support the

substantiation of treatment choices (22, 23). Exhaustive evaluation

of the session records could yield insightful information into

patients’ treatment process and progress.

However, the utilization of session records in research is limited

due to the records being lengthy and complex, requiring more

advanced and customized approaches to manage the difficulties in

extracting information from such texts (21, 24–26). The session

records are classified as unstructured data, meaning that the

qualitative texts are not stored in an organized predefined format,

making them challenging to analyze with conventional analysis

techniques (27, 28). One conventional method to analyze such texts

is by using human raters. However, this task is demanding and
Frontiers in Psychiatry 02117
time-consuming and is often not feasible when large amounts of

text data are involved (29). Throughout the last few years, new

techniques have emerged that allow for more cost-effective and

efficient analysis of unstructured text data (30). One such method is

natural language processing (NLP) in which computer programs

attain the ability to understand natural language in text or spoken

words (31). A subfield within NLP is automated sentiment analysis,

aiming to analyze natural language by using an algorithm operating

through a set of rules to identify sentiment encompassing attitudes,

emotions, appraisals, and the emotional tone within a text (32).

Hence, automated sentiment analysis could be particularly suited to

analyze session records because these often contain sentiment.

Sentiment analysis has become increasingly popular and was

mainly used for the mining of sentiment from online customer

reviews. However, prior research has started to examine the

sentiment of patients’ medical records, which showed potential

regarding the mining of sentiment from such texts (33–36). Despite

this, sentiment analysis applications within clinical practice remain

limited; especially, the sentiment within session records has hardly

been examined.

A few sentiment analysis studies have been executed within a

clinical setting. A study by Provoost et al. (37) investigated the

performance of an automated sentiment analysis on texts from

online behavioral therapy interventions regarding different

psychological disorders against a set of human raters. They found

that the sentiment analysis performed similarly to the human raters

in discerning sentiment from such mental health texts.

Furthermore, a study investigating the performance of four

different sentiment analyses on healthcare-related texts against a

human baseline found three sentiment analyses to have fair

agreement and one to have moderate agreement with the human

raters (38). Moreover, a study evaluating the sentiment on videos

and comments about AN found a fair agreement between the

automated sentiment analysis and human raters (39). However,

to date, only one study has investigated the performance of an

automated sentiment analysis on written statements from patients

diagnosed with anorexia nervosa regarding their body perception

(40). This study showed that a relationship existed between patients’

vocabulary in written texts and their mental states, Furthermore,

the texts could be categorized in one of the six predefined

subcategories related to AN (40).

Despite these studies showing promising results, a challenge

within this type of research is that there is no solid benchmark to

compare the performance of automated sentiment analyses with,

because research regarding the analysis of sentiment from session

records within the mental healthcare domain is very limited. For

example, Provoost and colleagues (37) used the agreement among

the human raters as benchmark to compare the performance of the

automated sentiment analysis too. Their research suggested that the

automated sentiment analysis performed similar to the human

raters. However, the aforementioned study showed a moderate

human-human agreement, meaning that the human raters

differed in many cases regarding the sentiment of the texts.

Hence, because of a lack of consensus between raters, it cannot be

determined with certainty whether the performance of the

automated sentiment analysis is either “good” or “bad”. Another
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point is that this research is conducted within the field of clinical

psychology; therefore, thorough research is required on new

technologies before they can actually be applied in practice (37,

41). Furthermore, automated sentiment analyses can be highly

context-specific, as texts within different contexts may require

different vocabulary and language, such as analyzing social media

texts in contrast to clinical documents (42–45). Thus, the

vocabulary within an ED context may differ from the vocabulary

used within other domains of mental healthcare.

In all, limited evidence exists on the performance of automated

sentiment analyses on session patient records within an ED treatment

context. The automated sentiment analysis is not tailored to an ED

context; however, because of the context specificity of such analyses, it

is not clear whether an automated sentiment analysis (without

tailoring) can extract sentiment reliably and validly from session

records within such a context. Furthermore, because of little

understanding about the application of an automated sentiment

analyses within clinical practice, it must be thoroughly researched

and validated before such analyses can be applied within the clinical

field. The session records are readily available to examine patients’

treatment progress; therefore, efficient analysis of these records by an

automated sentiment analysis may provide a less burdensome

method for both patients and clinicians to monitor treatment

progression over time and be used on different texts related to EDs.

Therefore, this study will examine how an existing Dutch automated

sentiment analysis evaluates unstructured text data from session

patient records compared to human raters.
2 Materials and methods

2.1 Participants

Participants were Dutch patients with the criteria of having a

minimum age of 17 at the time of providing an informed consent

and an ED diagnosis during data collection. A total of 149 patients

were asked to sign the consent form, of which 12.1% rejected. A

total of 131 patients provided consent. A random selection was

made for this preliminary study, including patients with different

ED diagnoses and a minimum of forty session records.

The sample consisted of eight patients: two patients diagnosed

with AN, three patients with BN, one with BED, and two with

OSFED. Five patients were between the ages of 21 and 25, two

between the ages of 26 and 30, and one between the ages of 31 and

35. The average duration of patients’ treatment up to the start of the

study was approximately 10 months (SD = 4.8).
2.2 Procedure

Patients’ session records were evaluated on their sentiment by

an automated sentiment analysis and separately by two human

raters. The two human raters examined each session patient record

and allocated a sentiment score to each record individually.

Data collection occurred between February 2019 and April 2022,

during which participants received outpatient treatment at a
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specialized ED treatment institution in The Netherlands (46).

Patients were diagnosed with an ED by a psychiatrist or clinical

psychologist in collaboration with an intake team. Participants visited

their therapist once or twice a week for individual face-to-face

treatment sessions, which were partly online due to the restrictions

regarding the COVID-19 pandemic in The Netherlands (47).

Therapy sessions concerned topics regarding recovery, autonomy,

and decreasing problematic eating behavior using cognitive

behavioral therapy and insight-giving therapy. Patients also

received homework after the sessions to apply what they had

learned (46). Furthermore, at the start of treatment, each patient

received an account for an eHealth environment in which

questionnaires and exercises were offered, where patients were

provided with a brochure explaining the aim of the research as

well. Patients were able to contact the researchers for further

information and signed an informed consent form which they

could withdraw from when they no longer wished to participate

(see Appendix A and B).

The client advisory board of Human Concern advised on the

execution of the study regarding adherence to ethical principles

concerning patient privacy, possible risk, and harm and clarity of

the study brochure. The study protocol was approved by the board

of directors at Human Concern and the Ethical Committee of the

University of Twente (EC-220422).
2.3 Materials

2.3.1 Session patient record data
The data utilized for this study were session patient record data.

The session records were written electronically within the used

system by the clinicians during treatment; they were free to use their

own format in writing the records and could include any

information they deemed important. The records included

information from therapy sessions, treatment progression, ROM

results, and patients’ background information. The records varied

in length, language, and format. However, not all session records

were suited for the analysis. Some records only contained brief

information about arranged appointments with other clinicians or

institutions or descriptions of actions taken by the clinician(s)

regarding administrative activities. Therefore, records that

included one (or several) of the aforementioned actions or

contained less than five words were excluded from the analysis by

the human raters. In contrast, the automated analysis only excluded

records with less than five words or records that did not include

sentiment words.

2.3.2 Anonymization
The model “deduce” tailored to the Dutch language was

executed on the pseudonymized session patient records to

anonymize the data (48). First, patient and postal codes,

addresses, email addresses, telephone numbers, URLs, and other

contact information, including those of relatives, clinicians, and

other care providers and institutions, were excluded. Second, the

session records were tokenized; names and initials were changed to

(NAME-1) and dates to (DATE-1); and dates indicating the start or
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end of treatment were transformed to a month and year, ages to

(AGE), and locations or cities to (LOCATION-1).

2.3.3 Automated sentiment analysis
To analyze the sentiment within the session records, an

automated sentiment analysis from 6Gorillas tailored to the Dutch

language and mental healthcare domain was used (49). Before

analyzing the data, the sentiment analysis automatically pre-

processed the data by transforming capital letters to lowercase

letters and removing stop words, numbers, words with only one

character, and underscores to improve the data mining functionality

and prevent misleading results (50). The automated sentiment

analysis employed a top-down lexicon-based approach, using three

lexicons to extract sentiment. The primary lexicon used was from

NRC Word-Emotion Association containing English sentiment

words translated into Dutch; furthermore, a healthcare-specific

lexicon created by 6Gorillas and an adjustment dictionary from

Ynformed (a data science company) changed or removed words

with multiple meanings within a text (51).

The lexicon indicated whether a positive or negative sentiment

score was awarded to a sentiment-bearing word within a session

record. Furthermore, the automated sentiment analysis searched for

words prior to a sentiment-bearing word to examine the semantic

context by using N-grams, including bigrams (a two-word

sequence) and trigrams (a three-word sequence). Consequently,

the automated analysis could account for negations that reverse the

polarity of a sentence (e.g., “not good”) and strengthening words

(“extremely good”) (52, 53). The sentiment score of a bigram was

calculated by scoring the sentiment-bearing word with either “0,”

“+1,” or “−1,” which was multiplied by two when the preceding

word was a reinforcer, and the sentiment score was inverted when

the preceding word was a negation. The final score was calculated

by adding all the bigram scores of a session record divided by the

total number of bigrams (49). For trigrams, the same approach was

used; the sentiment-bearing word determined the sentiment, and

the two preceding words indicated whether the score was inverted

or reinforced. The final score was calculated by adding all the

trigrams scores of a session record divided by the total number

of trigrams.

A final overall sentiment score was awarded to each session

record, which was an average of all the sentiment scores within a

record ranging between an interval of −1 and 1. Higher (positive)

scores indicated greater positive sentiment, scores close to zero

indicated a neutral sentiment, and lower (negative) scores indicated

a greater negative sentiment of the record.
2.3.4 Human sentiment analysis
The procedure of Provoost and colleagues (37) was followed for

the human sentiment analysis as a guideline because this was the

only study examining the extraction of sentiment from texts within

a Dutch mental health context.

Two human raters were involved in the human sentiment

analysis; the first author was considered the first human rater, and

the last author the second human rater. First, the human raters rated

the first 20 session records together to explore variations in their
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ratings. After individually rating a session record, they discussed their

reasoning and justifications for their scores. This collaborative

approach served as the foundation for the preliminary protocol.

Subsequently, they independently rated the next eighty session

records. After, a feedback session was arranged to discuss issues

and difficulties concerning the sentiment rating, upon which the

protocol was refined and finalized. Hereafter, the new protocol was

used to evaluate the overall sentiment of the remaining session (see

Appendix C). Every record was rated on a scale from 1 to 7, with “1”

indicating very negative, “2” indicating negative, “3” indicating

somewhat negative, “4” indicating neutral, “5” indicating somewhat

positive, “6” indicating positive, and “7” indicating very positive.

The category “neutral” was assigned when a record was

considered objective (including no sentiment) or contained about

the same number of positive and negative sentiments. Furthermore,

a separate category “mixed” was created to indicate that a session

record contained both an equal number of positive and negative

sentiment. Because the automated sentiment analysis frequently

scored such records as “neutral,” the category “mixed” was created

to explore the frequency of this occurrence.
2.4 Data analysis

Analyses were performed within the statistical program R (54)

and Statistical Package of the Social Sciences (SPSS) 28 (55). The

alpha level was set at 0.05.

2.4.1 Data preparation
The raw sentiment scores from the automated sentiment

analysis and scores from the human raters were standardized in

order to compare the automated and human sentiment analysis.

2.4.1.1 Automated sentiment analysis

Categories were created for the standardized sentiment scores

on the session records from the automated analysis. For the

standardized sentiment scores, no score of zero existed indicating

the category “neutral,” given the wide range of scores generated by

the automated analysis. Therefore, the category “neutral” was

defined as a range bounded by the first positive and first negative

standardized sentiment score. The category “negative” was defined

by the scores below the first negative standardized sentiment score,

and the category “positive” was defined by the scores above first

positive standardized sentiment scores. Consequently, the

categories for the standardized overall sentiment scores from the

automated analysis were defined as follows: negative for values

smaller than −0.03 and positive for values larger than 0.11.

2.4.1.2 Human sentiment analysis

Categories were created for the raw sentiment scores of each

human rater as these are similar to the standardized sentiment

scores. Values smaller than 4 were categorized as negative, values

larger than 4 as positive, and scores equal to 4 as neutral.

Furthermore, the sentiment scores of each human rater were

standardized. An overall human sentiment score was calculated by
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taking the average of both raters’ sentiment score on each record,

which was standardized and is referred to as the average human

rating. A contingency table was created, including both human

raters’ raw sentiment scores and a frequency distribution of

negative, neutral, and positive scores between the human raters.

2.4.2 Human-automated agreement
2.4.2.1 Categorical interpretation

A weighted Cohen’s kappa was calculated to assess the inter-

rater agreement (IRR), which measured the extent that two (or

more) examiners agreed on their assessment decisions (56). The

weighted Cohen’s kappa accounted for ordinal categorical data and

was used to measure a text’s polarity in terms of its direction

(category). The weighted Cohen’s kappa was calculated to examine

the IRR between the standardized categorical sentiment scores of

the automated analysis and categorical scores of rater 1 and rater 2

(57, 58). Values for the weighted Cohen’s kappa range between −1

and 1; the degree of agreement was interpreted as none (<0), slight

(0 to 0.20), fair (0.21 to 0.4), moderate (0.41 to 0.60), substantial

(0.61 to 0.80), or almost perfect reliability (> 0.80) (59).

2.4.2.2 Continuous interpretation

The intra-class correlation (ICC) can be used to assess the IRR

on continuous data and data with missing values (58). The ICC

correlated the standardized sentiment scores of the automated

analysis against the standardized sentiment scores of rater 1 and

rater 2 to measure the intensity of the agreement between the two

analyses, accounting for a two-way mixed effect model based on an

absolute agreement (60). Values for the ICC ranged between 0 and

1; the degree of agreement was interpreted as poor (<0.50),

moderate (0.50 to 0.75), good (0.75 to 0.90), and excellent

reliability (>0.90) (60).

2.4.3 Human-human agreement
2.4.3.1 Categorical interpretation

A weighted Cohen’s kappa was calculated to assess the IRR

between the categorical scores of the human raters. The Cohen’s

kappa was interpreted as aforementioned.

2.4.3.2 Continuous interpretations

The ICC was calculated to assess the IRR between the raw

sentiment scores of the human raters. The ICC was interpreted

as aforementioned.

2.4.4 Human-automatic agreement per
individual patient
2.4.4.1 Continuous interpretation

The ICC was calculated to assess the IRR between the standardized

scores of the automated sentiment analysis and each human rater for

each patient individually. The ICC was interpreted as aforementioned.

2.4.4.2 Differences between the automated sentiment
analysis and human sentiment analysis

A line graph was created for each patient to visualize the

differences between the automated and human sentiment analysis,
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illustrating a patient’s sentiment score over time. The graphs

included the standardized automated sentiment analysis’s and

average human sentiment scores on each session record (y-axis)

and the number of records (x-axis). The average human sentiment

rating was used due to the good (ICC = 0.89) and substantial (k =

0.68) human-human agreement. Furthermore, deviations in

sentiment scores between the automated and human raters were

examined and reflected upon. The sentiment-bearing words and its

assigned positive or negative match by the automated sentiment

analysis and human raters were explored in closer detail.

Accordingly, a word list was created for words specific to an ED

context, which were not considered during the automated analysis.

Furthermore, a word list was created for words considered of

positive or negative sentiment by the automated analysis, which

were not considered or considered of the opposite sentiment by the

human raters.
3 Results

3.1 Patient session records

Out of the total 460 session patient records with an average of

57.50 (SD = 48.02) records per patient, 268 (58.3%) records were

deemed relevant for the analysis by the first human rater and 263

(57.1%) by the second rater, whereas the automated analysis scored

315 (68.5%) records as relevant for the analysis.
3.2 Categorical comparison between the
human raters and automated
sentiment analysis

The automated sentiment analysis rated more session records as

positive compared to the human raters, whereas the scores for the

categories neutral and negative from the automated analysis and

human raters are closer to each other (see Table 1). The human

raters showed similar ratings for each category, with the largest

difference for the category “positive” (see Table 1).

Furthermore, the human raters showed the most consensus on

the scoring of the session records in the “positive” category, followed

by the “negative” category (see Table 2). The lowest consensus was

observed for the category “neutral” where, when one human rater

categorized a record as “neutral,” the other human rater more often

categorized the record in one of the other two categories.
3.3 Automated-human agreement

3.3.1 Categorical interpretation
The weighted Cohen’s kappa indicated a fair agreement, k = 0.29

(95% CI, 0.199 to 0.387, p < 0.001), between the automated sentiment

analysis and rater 1 regarding overall sentiment of the session records.

The weighted Cohen’s kappa indicated a fair agreement, k =

0.29 (95% CI, 0.191 to 0.378, p < 0.001), between the automated
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sentiment analysis and rater 2 regarding overall sentiment of the

session records.

3.3.2 Continuous interpretation
The ICC analysis revealed a moderate IRR [ICC = 0.51, CI = 0.37–

0.61, F(267, 267) = 2.02, p < 0.001] between the automated analysis and

rater 1 regarding overall sentiment on the session records.

The ICC analysis revealed a moderate IRR [ICC = 0.57, CI = 0.43–

0.65, F(262, 262) = 2.245 p < 0.001] between the automated analysis

and rater 2 regarding overall sentiment on the session records.
3.4 Human-human agreement

3.4.1 Categorical interpretation
The weighted Cohen’s kappa indicated a substantial agreement

[k = 0.68 (95% CI, 0.62 to 0.75), p = 0.000] between rater 1 and rater

2 regarding overall sentiment on the session records.

3.4.2 Continuous interpretation
The ICC analysis revealed a good IRR [ICC = 0.89, CI = 0.86–

0.91, F(262, 262) = 9.02, p < 0.001] between rater 1 and rater 2

regarding overall sentiment on the session records.
3.5 Automated-human agreement per
individual patient

3.5.1 Continuous interpretation
The ICC revealed a poor IRR for participants 1 (OFSED), 4

(AN), and 6 (BN) for rater 1 (see Table 3). The ICC revealed a poor

IRR for participants 1, 4, and 5 (BED) for rater 2 (see Table 4).
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Moderate ICC values were found for the remaining participants for

both raters. The values were significant for four cases for rater 1 and

five cases for rater 2 (see Tables 3, 4).

3.5.2 Differences between the automated and
human sentiment analysis

The visualizations of the sentiment over time per patient

regarding sentiment scores from the automated analysis and

human raters can be seen in Figures 1–8. Figure 1 shows a large

difference between the average human rating and the automated

analysis on session record 106 of participant 1, where the automated

analysis showed a sentiment score of 4.0; however, the human raters

identified this record as irrelevant. Likewise, in Figure 2, the

automated sentiment analysis peaked at record 34 of participant

2, whereas the human raters considered this record irrelevant.

Participants 4, 5, and 6 illustrate this occurrence as well, showing

a larger peak of the automated analysis without the human raters

having assigned a sentiment score to the record in question, such as

on record, 10, 13, and 17, respectively, in Figures 4-6. The

automated sentiment analysis presenting a considerably larger

sentiment score compared to the human rater is often paired with

the human raters evaluating the session record as irrelevant.

3.5.2.1 Sentiment words specific to ED context.

The automated sentiment analysis did not consider words

specific to an ED context. An example can be seen from

participant 4 diagnosed with AN in session record 37, where the

average human rating showed a sentiment score of 1.97 and the

automated sentiment analysis a score of 0.40 (see Figure 4). When

examining the positive and negative matches from the automated

analysis on the record, it was observed that the automated analysis

did not rate certain context-specific positive ED words or

expressions. For instance, the automated analysis did not rate the

expression “beautiful recovery line,” “feeling more,” or “taking

space,” which are of positive sentiment within the context of EDs.

The aforementioned examples are not the only ones encountered

when examining the differences between positive and negative

matches of the human raters and the automated sentiment

analysis. Therefore, a list with context-specific ED words and the

different diagnoses can be found in Appendix D.

Lastly, the automated sentiment analysis categorized certain

words to have a positive or negative polarity, which were not

considered or considered of the opposite sentiment within the

human analysis. For example, the automated analysis indicated
TABLE 1 Comparison of categorical sentiment evaluations on the
session patient records from the human raters and automated
sentiment analysis.

Rater 1
N (%)

Rater 2
N (%)

Automated
Analysis
N (%)

Negative (%) 126 (47.0%) 127 (48.3%) 135 (36.8%)

Neutral (%) 64 (23.9%) 70 (26.6%) 64 (20.3%)

Positive (%) 78 (29.1%) 66 (25.1%) 116 (42.9%)

Total 268 263 315
TABLE 2 Comparison between the human raters’ categorical sentiment evaluations on the patient session records.

Rater 2

Rater 1 Negative
N (%)

Neutral
N (%)

Positive
N (%)

Total
N (%)

Negative 106 (83.5%) 14 (20.0%) 5 (7.6%) 125 (47.5%)

Neutral 14 (11.0%) 43 (61.4%) 4 (6.1%) 61 (23.2%)

Positive 7 (5.5%) 13 (18.6%) 57 (86.4%) 77 (29.3%)

Total 127 70 66 263
frontiersin.org

https://doi.org/10.3389/fpsyt.2024.1275236
https://www.frontiersin.org/journals/psychiatry
https://www.frontiersin.org


Huisman et al. 10.3389/fpsyt.2024.1275236
“exercising” or “compensating” as a positive match on a record with

a patient diagnosed with AN when, in fact, these expressions are

mostly not of a positive polarity within such a context. Moreover,

the words “emotion regulation” and “body experience” were

categorized as a negative match. However, these were not

considered sentiment-bearing words in the human analysis.

Further differences regarding the positive and negative matches

between the automated analysis and human raters can be found in

Appendix E.
4 Discussion

The aim of this study was to examine the performance of an

automated sentiment analysis at extracting sentiment from session

patient records within an ED treatment context compared to

human raters. In addition, the purpose of this study was to

provide feedback to the designers of the automated sentiment

analysis to optimize the analysis’ future utilization potential. The

results showed a fair automated-human agreement with rater 1 and

rater 2 (k = 0.29) under categorical interpretation and a moderate

automated-human agreement with rater 1 (ICC = 0.51) and rater 2
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(ICC = 0.55) under continuous interpretation regarding the

extraction of overall sentiment from the session records. The

human-human agreement regarding overall sentiment was

substantial under the categorical interpretation (k = 0.68) and

good (ICC = 0.89) under the continuous interpretation.

Furthermore, the automated analysis scored the sentiment of the

session records more positive than the human raters. The

automated analysis did not demonstrate increased difficulties in

assessing sentiment related to specific types of EDs, despite its

challenges with disorder-specific vocabulary.
4.1 Automated-human agreement

The findings of the automated-human agreement are partly in

line with other studies. While this study found a moderate

continuous automated-human agreement and a fair categorical

agreement for both human raters, the exemplary study by

Provoost et al. (37) found a moderate automated-human

agreement under both continuous and categorical interpretations.

Furthermore, a study investigating the performance of four different

sentiment analyses compared to a baseline of multiple human raters
TABLE 3 Intra-class correlation value for the agreement between the first human rater and the automated sentiment analysis per participant.

ICC 95% CI F-statistics

Lower Upper Value df1 df2

Participant 1 (OFSED) 0.13 −0.47 0.48 1.14 56 56

Participant 2 (AN) 0.63 0.34 0.79 2.65** 49 49

Participant 3 (BN) 0.50 −0.29 0.82 2.10 15 15

Participant 4 (AN) 0.37 −0.18 0.67 1.58 41 41

Participant 5 (BED) 0.60 0.25 0.78 2.42** 43 43

Participant 6 (BN) 0.38 −0.60 0.75 1.57 20 20

Participant 7 (BN) 0.69 0.19 0.87 3.05* 19 19

Participant 8 (OFSED) 0.60 −0.11 0.85 2.41* 17 17
ICC, intra-class correlation; CI, confidence intervals, * < 0.05, ** < 0.01.
TABLE 4 Intra-class correlation value for the agreement between the second human rater and the automated sentiment analysis per participant.

ICC 95% CI F-statistics

Lower Upper Value df1 df2

Participant 1 (OFSED) 0.30 −0.18 0.59 1.44 55 55

Participant 2 (AN) 0.72 0.51 0.84 3.52** 49 49

Participant 3 (BN) 0.66 −0.05 0.88 2.93* 15 15

Participant 4 (AN) 0.41 −0.09 0.68 1.69* 41 41

Participant 5 (BED) 0.40 0.10 0.67 1.66* 43 43

Participant 6 (BN) 0.69 0.21 0.88 3.24* 18 18

Participant 7 (BN) 0.68 0.14 0.88 3.07* 17 17

Participant 8 (OFSED) 0.54 −0.26 0.83 2.12 17 17
ICC, intra-class correlation; CI, confidence intervals, * < 0.05, ** < 0.01.
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found a fair automated-human agreement for three sentiment

analyses and one moderate agreement, all under a categorical

interpretation (38). Similarly, a study by Oksanen et al. (39)

found a fair automated-human categorical agreement between an

automated sentiment analysis and each of its three human raters,

rating the sentiment of videos and comments related to AN.

Some shortcomings of the automated analysis could explain the

findings of the automated-human agreement. The automated

analysis’ lexicon did not include vocabulary of sentiment specific

to an ED context and labeled negative words as positive and vice

versa. Besides, the automated analysis assigned a sentiment score to

words that were not sentiment-bearing and not considered by the

human raters. Literature has shown that sentiment analyses are

often domain and context-specific, accordingly, a word’s polarity

may have been altered due to the context and domain within which

it occurred and labeled as of the opposite sentiment (42–45).

Furthermore, the automated analysis used “n-grams,” which only

considered words before a sentiment-bearing word and not after; as

a result, it may have overlooked the context of certain words and

labeled them incorrectly. A study investigating the performance of

different machine and deep learning methods showed that the

accuracy of n-grams was best for unigrams (one-word sequences)

and decreased with bigrams and trigrams, as these may contain

more complex human language (61). These shortcomings could

have led to a discrepancy in sentiment scores between the two

analyses, leading to a lower automated-human agreement and

potential more positive rating of the records’ sentiment opposed

to the human raters.

Another explanation that may cause a variance in the sentiment

scores between the two analyses is the difference in approach

regarding the rating of the session records. The automated analysis’

word-by-word analysis with use of two and three-word combinations

in comparison the human raters’ holistic interpretation of the
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records’ sentiment may result in diverging sentiment scores on the

session records. This effect was amplified when only one or two words

were rated by the automated analysis within a record compared to the

human raters considering the entire record and, hence, caused a

difference in the observed sentiment scores.

Furthermore, other possible explanations may be due to the

characteristics of the session records. The records included

occasional misspellings or incorrect sentences, implicit statements

of sentiment, or varied in their length, content, and written

language due to differences in writing of clinicians. This will

make the extraction of sentiment from the records more complex

and misinterpretation more likely by the automated analysis,

whereas human raters possess the ability and intelligence to

comprehend difficult and ambiguous sentences and to extract

sentiment from these more precisely (40, 62). The automated

sentiment analysis rated more records than the human raters due

to its inability to consistently identify and exclude “irrelevant”

records. This occasionally resulted in the algorithm rating records

with minimal sentiment content, leading to outliers often paired

with the human raters rating the records as “irrelevant.”

Furthermore, the session records often contained a summary of

patients’ difficulties and successes from the past days or weeks in

between therapy sessions. Seventy percent of the session records

classified as “neutral” within the human analysis were also

categorized as “mixed,” meaning that the records contained both

an equal positive and negative polarity. Furthermore, the automated

analysis’ sentiment scores were mostly centered around zero,

whereas the majority of the human raters’ sentiment scores were

mostly centered around slightly positive or slightly negative,

meaning that sentiment may be difficult to extract from session

records, often containing sentiment from both polarities.

Furthermore, the sentiment within the session records does not

directly stem from the patients; rather, it is a clinician’s
FIGURE 1

Sentiment scores from the automated sentiment analysis and the human sentiment analysis over time for participant 1 (OFSED) (N = 175).
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interpretation of patients’ sentiment and may, therefore, contain a

subjective view of clinicians. The human raters agreed to only score

sentiment stemming from the patients. Whereas human raters are

able to distinguish between sentiment stemming from the patient or

the clinician, the automated analysis could not. The human raters

were able to take this into account when scoring the records that

could have resulted in the observed difference in sentiment ratings.

In summary, the automated analysis performed worse in

discerning sentiment from session patient records as opposed to

the human raters, meaning that the automated sentiment analysis
Frontiers in Psychiatry 09124
cannot be used within practice in its current state, assuming that the

gold standard of the human-human agreement is considered

good enough.
4.2 Agreement between human raters

The finding of the substantial categorical human-human

agreement is in line with previous research, which investigated

the performance of an automated sentiment analysis against two or
FIGURE 2

Sentiment scores from the automated sentiment analysis and the human sentiment analysis over time for participant 2 (AN) (N = 68).
FIGURE 3

Sentiment scores from the automated sentiment analysis and the
human sentiment analysis over time for participant 3 (BN) (N = 22).
FIGURE 4

Sentiment scores from the automated sentiment analysis and the
human sentiment analysis over time for participant 4 (AN) (N = 61).
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three human raters and found a substantial agreement as well,

under the categorical interpretation (42, 63, 64). In contrast, a lower

(moderate) categorical and continuous human-human agreement

was found in the study of Provoost and colleagues (37), who used an

average of eight human raters per text.

A possible explanation for the findings could be due to the

human raters’ utilization of a feedback session and clear protocol.

Likewise, a study by Moreno-Ortiz et al. (64) incorporated a
Frontiers in Psychiatry 10125
feedback session to optimize the followed protocol. They found a

significant increase in the human-human agreement between the

first and second trial, ensuring that the session records were rated

similarly. Furthermore, both raters of this study possessed

knowledge of EDs as they were both educated within the field of

psychology. Hence, they may have similarly interpreted words or

expressions specific to an ED context and whether these were of

positive or negative sentiment.
FIGURE 5

Sentiment scores from the automated sentiment analysis and the
human sentiment analysis over time for participant 5 (BED) (N = 56).
FIGURE 6

Sentiment scores from the automated sentiment analysis and the
human sentiment analysis over time for participant 6 (BN) (N = 30).
FIGURE 7

Sentiment scores from the automated sentiment analysis and the
human sentiment analysis over time for participant 7 (BN) (N = 22).
FIGURE 8

Sentiment scores from the automated sentiment analysis and the
human sentiment analysis over time for participant 8 (OFSED) (N = 19).
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The human-human agreement within this study was chosen as

the “gold standard” to compare the performance of the automated

analysis with. Nevertheless, no perfect agreement has been found

within literature regarding human-human agreement for the

validation of an automated sentiment analysis within a mental

healthcare context, meaning that human raters still lack consensus

regarding the rating texts’ sentiment (42). For this reason, it cannot

be determined with certainty whether the automated analysis

performed either “good” or “bad” as there is no solid benchmark.
4.3 Qualitative differences between the
automated sentiment analysis and
human raters

The automated sentiment analysis was tailored to the Dutch

language and mental healthcare context but not to the context of

EDs. Hence, because of the context of the records and limited domain-

specificity of the used lexicons, differences in positive and negative

matches between the automated analysis and human raters were

identified. Furthermore the automated analysis does not seem to

encounter more difficulties with rating the sentiment within the

context of a specific diagnosis, as each diagnosis once showed to

have a lower automated-human agreement in comparison to the

overall automated-human agreement, except for BN which showed a

lower ICC value two times.
4.4 Strengths and limitations

A strength of this study is that the session records were written

by trained clinicians providing real contextual data from patients

from an actual ED treatment center. The findings of this study will

also be provided as feedback to the developers of the automated

sentiment analysis to improve its performance for future usage.

Furthermore, the utilization of a feedback session may have

supported that the records were rated similarly by the human

raters (64). A limitation of this study was that there is no solid

benchmark to compare the performance of the automated analysis

with. The human raters were chosen as gold standard; however, the

human raters still lack solid consensus when rating the session

records. Hence, the results should be interpreted with caution.

Furthermore, this study used fewer texts for the analysis than

other research investigating the performance of automated

sentiment analyses, as more than 40% of the records within this

study were not suitable for the analysis, decreasing the reliability of

the results and possibly leading to a selective sample of records (37,

39, 42, 65). The human raters only evaluated sentiment related to

the patient, whereas the automated analysis rated an entire session

record, which may have led to a discrepancy in the content

evaluated by the human raters and the automated analysis.

Therefore, the interpretation of the IRR between the human

raters and the automated analysis requires caution. Another

limitation is that the human raters may have been subjected to
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emotional bias, which is a distortion in one’s cognitions due to

emotional factors such as personal feelings at the time of decision-

making (66). Consequently, the affective state of the human raters at

the time of rating the session records could have influenced the

sentiment score that was given to a certain text. Furthermore, this

study only included two human raters, which makes for a less

representative interpretation of the overall sentiment within the

session records compared to using multiple raters (67). Lastly, the

method for the standardized sentiment scores regarding the

category “neutral” differed between the automated analysis and

human raters, as establishing a clear median or “neutral” point was

challenging. The decision to use a range for the algorithm was made

to accommodate the nuances and variability inherent in an

automated sentiment analysis to represent the category “neutral.”

However, this may have resulted in differences within the category

“neutral” between the automated analysis and human raters.
4.5 Future research and implications

The findings suggest that the automated analysis performs

worse than human raters in discerning sentiment from session

records. However, it is questionable whether the human-human

agreement can be considered the gold standard to determine the

performance of the automated analysis. Nevertheless, no clinically

relevant IRR values that would allow methods to be applied within

practice could be identified within the literature sufficient enough to

apply such methods within practice, and, therefore, although

excellent reliability should be strived for, it is of interest to

investigate what IRR values are sufficient enough to apply such

methods within clinical practice.

This research is among the first to assess the performance of

automated sentiment analysis on contextual patient data. Its

potential application in clinical practice could serve as a feedback

system, allowing for quick analysis of patients’ sentiment over time.

This could be especially long-term treatments, where subtle changes

in sentiment might be challenging to discern through manual

review alone. Consequently, this approach could reduce the

burden on both clinicians and patients and, importantly, aid in

identifying when treatment adjustments are necessary or detect

deterioration in patients’ conditions. Such an application could be a

significant step forward in optimizing mental healthcare delivery.

For future research, it is recommended to increase the number

of human raters and examine the differences between the raters’

sentiment scores in closer detail to improve the gold standard.

Moreover, because of limited evidence regarding the utilization of

human raters as the gold standard, patients’ ratings of their own

moods after or before therapy sessions or utilization of patients’

diaries and accompanying mood ratings could make an additional

benchmark to validate the automated sentiment analysis to.

Furthermore, the sentiment scores of the automated analysis

could be compared to therapists’ sentiment ratings of the session

records, which may not only yield insightful information about the

efficacy of the tool but also identify sentiments that might not be
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immediately apparent to the therapist and could give an additional

layer of insight into patient progress.

Another key recommendation is to update the automated analysis

lexicon with context-specific ED words and investigate its performance

again on texts or session records within an ED treatment setting to

improve its accuracy (68). Furthermore, potential confounding

variables should be investigated by operating the automated

sentiment analysis on more homogenized samples of texts with

controlled participant demographics such as specific age groups and

types of EDS to investigate the impact of different variables on the

sentiment analysis.

Furthermore, the usability of session records for the extraction

of patients’ sentiment can be questioned because of its

characteristics and it is primarily an account by the clinician of

the patients’ sentiment. Therefore, the sentiment of the session

records and whether these could give an accurate representation of

the patients’ sentiment should be further investigated. In addition,

future research could focus on exploring novel procedures to

document patients’ sentiment more directly, such as, by

requesting the patient to summarize their feelings about the past

week(s) in a few sentences at the beginning or end of a session,

which could be used for the monitoring of patients’ sentiment

over time.

However, despite the session records including complex and

ambiguous information, which makes them difficult to analyze, the

records do contain valuable information about processes and

underlying patterns contributing to EDs. Hence, it may be

particularly interesting to use an open coding, through which the

session records are examined on recurring ED themes, which may be

beneficial for the understanding of the mechanisms exhibited by

individuals with an ED disorder. Furthermore, it would be

particularly interesting to explore session records capturing both

sentiment from patients and clinicians to investigate the therapeutic

alliance and dynamic, as this is a contributing factor within treatment

and may yield insightful information about such processes.
5 Conclusion

To conclude, this study suggests that the current automated

sentiment analysis tool does not perform as well as human raters in

discerning sentiment from session patient records within a Dutch

ED treatment context when compared against the human-human

agreement standard. However, it is crucial to acknowledge the

limitations of this benchmark. The lack of a solid consensus

among human raters on sentiment evaluation indicates a need for

alternative benchmarks in future research to more accurately assess

the efficacy of automated sentiment analysis tools in clinical

practice, such as patients’ own mood ratings. Furthermore, this

study showed that the sentiment of patients extracted from session

records can be portrayed over time. Moreover, the automated

sentiment analysis must be optimized by including context-
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specific ED terms and expressions within its lexicon to increase

the analysis’ accuracy, requiring further investigation. Lastly, it

remains uncertain whether the patient session records are suitable

for the extraction of patients’ sentiments due to their complex and

ambiguous nature containing both an equal number of positive and

negative sentiment.
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Harmonizing the CBCL and SDQ 
ADHD scores by using linear 
equating, kernel equating, item 
response theory and machine 
learning methods
Miljan Jović 1*, Maryam Amir Haeri 1, Andrew Whitehouse 2 and 
Stéphanie M. van den Berg 1

1 Department of Learning, Data Analytics and Technology, University of Twente, Enschede, 
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Introduction: A problem that applied researchers and practitioners often face is 
the fact that different institutions within research consortia use different scales 
to evaluate the same construct which makes comparison of the results and 
pooling challenging. In order to meaningfully pool and compare the scores, 
the scales should be harmonized. The aim of this paper is to use different test 
equating methods to harmonize the ADHD scores from Child Behavior Checklist 
(CBCL) and Strengths and Difficulties Questionnaire (SDQ) and to see which 
method leads to the result.

Methods: Sample consists of 1551 parent reports of children aged 10-11.5 
years from Raine study on both CBCL and SDQ (common persons design). 
We used linear equating, kernel equating, Item Response Theory (IRT), and the 
following machine learning methods: regression (linear and ordinal), random 
forest (regression and classification) and Support Vector Machine (regression 
and classification). Efficacy of the methods is operationalized in terms of the 
root-mean-square error (RMSE) of differences between predicted and observed 
scores in cross-validation.

Results and discussion: Results showed that with single group design, it is 
the best to use the methods that use item level information and that treat the 
outcome as interval measurement level (regression approach).

KEYWORDS

data harmonization, test equating, machine learning, IRT, linear equating, kernel 
equating, ADHD

1 Introduction

When researchers work with data from different institutions, they often encounter 
situations where different scales are used for the evaluation of the same construct. This makes 
pooling of data and comparison of the results challenging. Nevertheless, combining data from 
different groups of participants who filled in different questionnaires is often necessary to 
obtain (a) sufficiently large sample sizes, (b) to be  able to make comparisons across 
subpopulations, or (c) to increase generalizability and validity of research results (Smith-
Warner et al., 2006; Thompson, 2009; Fortier et al., 2010, 2011; Hamilton et al., 2011; van den 
Berg et al., 2014).

Two mental health instruments that are widely used by different institutions for assessing 
the same constructs are the Child Behavior Checklist (CBCL) and the Strengths and Difficulties 
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Questionnaire (SDQ). Both assess mental health problems among 
children and adolescents, but they differ both quantitatively (different 
number of items) and content wise (e.g., different phrasing of items). 
The CBCL consists of 113 items and operationalizes childhood 
problem behavior on eight subscales/dimensions (social withdrawal, 
somatic complaints, anxiety/depression, social problems, thought 
problems, attention problems, delinquent behavior, and aggressive 
behavior; Achenbach et al., 1991; Achenbach and Ruffle, 2000). The 
SDQ consists of 25 items equally divided across five scales, also called 
dimensions (Emotional, Conduct, Hyperactivity, Peer, and Prosocial 
problems; Goodman, 1997, 2001).

Both instruments are already well-established and widely used for 
assessing psychopathology in general, but also for assessing specific 
mental health problems (Achenbach, 1991; Allen and Prior, 1995; 
Caspi et al., 1995; Muris et al., 2003; Ortuno-Sierra et al., 2015).

One relatively common mental health problem in children is 
Attention-Deficit Hyperactivity Disorder (ADHD). Both CBCL and 
SDQ contain items that address ADHD-related symptoms and various 
research studies proved that both of those instruments perform well 
in the context of screening for ADHD problems (Chen et al., 1994; 
Algorta et al., 2016; Hall et al., 2019).

Even though they are both valid, there are differences in the 
content and number of items. SDQ has a hyperactivity scale that also 
includes items that measure concentration problems (SDQ; 5 ADHD 
items in total), while CBCL is more focused on attention problems but 
also contains hyperactivity items (CBCL; 11 ADHD items in total). 
Both measure ADHD in broader sense, but they do not completely 
overlap. Those differences make it difficult to compare scores on SDQ 
and CBCL scales directly, as they have different distributions (e.g., 
different means and different variance). In order to make the scores 
obtained by those instruments comparable, it is necessary to 
harmonize them, that is, to put them on the same scale. Such a scale 
could be the SDQ scale, where CBCL scores are transformed in some 
way into an SDQ scale, or vice versa. Alternatively, both SDQ and 
CBCL scale scores could be translated into a third, normalised scale 
score, with for instance mean 0 and variance 1.

There are different methodologies that can be  used for data 
harmonization, and the most common one is test equating, also 
known as test linking or scaling (Mislevy, 1992; Holland et al., 2006; 
Kolen and Brennan, 2014). It is applied mostly in the context of 
educational measurement, where the test scores from one exam need 
to be  harmonized somehow with test scores from a similar but 
different exam.

The type of method used for test equating depends on what 
information is available or used. For example, if we only have test 
scores on exam A in pupils from school I and test scores on exam B in 
pupils from school II, we can either use only the mean test scores, 
we use both means and standard deviations, or we use the entire 
distributions in terms of quantiles. The respective methods that are 
based on these statistics are mean equating, linear equating and 
equipercentile equating. The strong assumption in these methods is 
that the scores provide all the necessary information (sufficiency) and 
that the two tests measure exactly the same trait, conceptually. 
Although reasonable for exam versions in education, in the context of 
psychopathology this may be too strong an assumption.

In the case if scales do not measure exactly the same thing, 
we need data to link those two scales. In that case, we need either at 
least some common items in both scales (Common Items study design 

with so-called anchor items), or the same group of persons that filled 
in both scale versions (Common Persons study design, a.k.a. single 
group design).

In Common Items design, there are two different samples of 
participants. One sample filled in scale A while another filled in scale 
B. Majority of items in those scales are different, but there is a certain 
number of items that is common for both scales. Accordingly, those 
overlapping (common) items that are present in both scales can 
be used to obtain harmonized scores.

Another design is Common Persons (single group) design in 
which we have only one sample of participants, but they filled in both 
scales at the same time. Since we have responses of all participants on 
both scales, we can use them to harmonize the scores.

This type of information (raw data at the item level), when it is 
available, could be used in a powerful way by implementing Item 
Response Theory (IRT) models. These models take into account not 
only differences between test takers, but also between the items, for 
instance their relative difficulty (van den Berg et al., 2014; Jabrayilov 
et  al., 2016; Sansivieri et  al., 2017; Jović et  al., 2022; Mansolf 
et al., 2022).

Still, the basic unidimensional IRT approach includes the 
assumption that exactly the same trait is measured. If we allow for 
the possibility that the scales only partly overlap, in that the 
constructs that are measured are only correlated, we  could use 
either a more complex IRT model (more complex than Rasch 
models), or try a whole bunch of other methods. Rasch model is a 
simple IRT model in which participants` response to an item is 
determined by the latent trait level of the participant and difficulty/
threshold parameter of the item. Threshold parameter is defined as 
the point on the latent trait continuum where the response 
probability for two adjacent response categories is equal (Wetzel 
and Carstensen, 2014). In more complex IRT models (e.g., 
Generalized Partial Credit Model), participants` responses are 
determined not only by their latent trait value and difficulty of the 
item, but also by discrimination parameter of the item (refers to the 
strength of the relationship between trait level and participants` 
responses on the item; see Embretson and Reise (2000) for more 
details). For example, van den Berg et al. (2014) used Generalized 
Partial Credit Model to harmonize neuroticism and extraversion 
scores, while Jović et  al. (2022) used it to harmonize anxiety/
depression and ADHD scores of CBCL and SDQ scales. Mansolf 
et al. (2022) used IRT to harmonize Internalizing, Externalizing, 
and Total Problems domains from CBCL and SDQ. Recently there 
has been attention for methods based on the machine learning 
(ML) literature. For example, Jiang et  al. (2023) used ensemble 
learning and their results showed that ML based equating 
outperformed Mean, Linear and Equipercentile equating methods 
both in simulation and empirical studies (educational assessment). 
Tsutsumi et al. (2021) successfully combined deep learning and IRT 
for data harmonization of both simulated and actual datasets.

1.1 Existing research on CBCL and SDQ 
data harmonization

In the past few years, there were a few interesting research 
studies that aimed to harmonize CBCL and SDQ data and they used 
different methodologies for data harmonization. Stevens et al. (2021) 
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harmonized CBCL and SDQ total scores on a sample of 284 high-
risk youth in a residential care facility. They used equipercentile 
equating. Mansolf et  al. (2022) harmonized Internalizing, 
Externalizing, and Total Problems domains separately on a sample 
of 1,500 participants from general population between 2 and 17 years 
old. They used both equipercentile equating and IRT. They evaluated 
the quality of harmonization using the correlation between 
harmonized and observed scores: these were all higher than 0.82, 
except for Externalizing in the school-aged samples, which reached 
a minimum of about 0.75 for females ages 12–17 (Mansolf 
et al., 2022).

Jović et al. (2022) focused on harmonizing ADHD and anxiety/
depression scores obtained by using CBCL and SDQ on a sample of 
1,330 participants between 10 and 11.5 years old from Australia. 
Authors used IRT to harmonize CBCL and SDQ.

In all three research studies, the participants filled in both CBCL 
and SDQ scales, which is referred to as a common persons or single-
group design, which is, according to Dorans (2007), ideal design for 
test linking.

They all had different samples. Stevens et al. (2021) used a high-risk 
population, while Mansolf et  al. (2022) and Jović et  al. (2022) 
harmonized data on a general population. They used different 
harmonization methods, equipercentile equating (Stevens et al., 2021) 
and IRT (Jović et al., 2022), while Mansolf et al. (2022) compared the 
results of both of those approaches. Also, they all harmonized CBCL 
and SDQ on a different level of granularity. Stevens et al. (2021) and 
Mansolf et al. (2022) harmonized externalising, internaling and total 
scores, while Jović et  al. (2022) focused on more specific subscales 
(Anxiety/Depression and Hyperactivity/attention problems). In sum, it 
is unknown which harmonization method works the best in the case of 
CBCL and SDQ while harmonizing hyperactivity/attention problems.

1.2 The aim of the research

This study focuses on finding the most accurate approach for 
harmonizing hyperactivity/attention problem scores obtained by 
CBCL and SDQ scales. Our aim is to try out different data 
harmonization methods (that have different levels of complexity, 
different underlying assumptions and limitations) to see if there is one 
particular method that works best. We define best in the sense that a 
method helps us to put SDQ and CBCL on the same scale. For 
instance, the method should be able to translate a child’s score based 
on SDQ items into a CBCL-like score, so that the child’s level of 
ADHD related problems can be compared to those of its peers that 
only have CBCL item scores.

As mentioned above, the performance of the harmonization 
methods largely depends on the conceptual overlap between scales. If 
they completely overlap, the methods that use only mean and standard 
deviation or percentiles should be adequate enough. If, at the other 
hand, scales that we want to harmonize measure completely different 
constructs, we will need as much information as we can get. In the 
field of psychopathology it is hard to expect complete overlap between 
scales. Particularly a construct like ADHD where both attention 
problems and hyperactivity play a role, and different questionnaires 
put different emphases on these subdimensions. To see what works 
best, we will try out different methods of test equating, and compare 
their performance.

2 Methodology

2.1 Scales

The CBCL consists of 113 items and operationalizes childhood 
behavior on eight subscales/dimensions (social withdrawal, somatic 
complaints, anxiety/depression, social problems, thought problems, 
attention problems, delinquent behavior, and aggressive behavior; 
Achenbach et al., 1991; Achenbach and Ruffle, 2000). We used the 
attention problems subscale that includes both hyperactivity and 
attention problems.

The SDQ consists of 25 items equally divided across five scales, 
also called dimensions (Emotional, Conduct, Hyperactivity, Peer, and 
Prosocial problems; Goodman, 1997, 2001) and it is used for children 
aged 3–16 years. We used the hyperactivity-inattention scale that also 
includes items related to concentration problems.

2.2 Data collection design

Both CBCL and SDQ were administered to the same group of 
participants in the Raine study (McKnight et al., 2012). Accordingly, 
the Single-Group Design (Common Persons) was used to harmonize 
data in this study because we had responses of the same group of 
participants on both of scales. In the Single-Group Design, different 
scales that measure the same construct are administered to the same 
sample of participants. Different scales are filled in by the participants 
at the same time, so we assume that there were no changes in the 
measured construct that can affect the scores on different scales.

2.3 Sample

The Raine study is a prospective cohort of children that begun in 
1989 and included 2,900 randomly assigned pregnant women who 
attended the public antenatal clinic at King Edward Memorial Hospital 
(KEMH; Perth, Western Australia) and nearby private clinics between 
May 1989 and November 1991 (Newnham et al., 1993; Chivers et al., 
2010; Howard et  al., 2011; McKnight et  al., 2012). Those women 
completed questionnaires at 18 and 34 weeks of gestation, and 
follow-up investigations took place at birth, and at 1, 2, 3, 5, 8, 10, 14, 
17, 18, and 20 years (Howard et al., 2011; McKnight et al., 2012). The 
study had two main aims: to investigate the hypothesis that 
complications of pregnancy might be  prevented by frequent 
ultrasound scans and to develop a long-term cohort to study the role 
that early life events have on later health (McKnight et al., 2012). The 
subset of the dataset that we used for this study consists of both the 
CBCL and SDQ parent-filled questionnaires of 2,861 children 
(‘Generation 2’) aged between 10 and 11.5 years (1,417 girls, 1,444 
boys). The 1991 Aseba version for the CBCL (age 4–18) by Achenbach 
(1991) and the 1997 SDQ version by Goodman (1997) were used. In 
the CBCL, the item scores consisted of either 0 – not true, 1  - 
omewhat/sometimes true, or 2 - very true/often true. In the SDQ, the 
responses are 0 – not true. 1 – somewhat true and 2 – certainly true. 
CBCL and SDQ data were collected at the same time. In this research, 
we  used a subsample of 1,551 children whose mother provided 
responses on all attention problems/hyperactivity items (complete 
cases only). Which means only participants with complete answers on 
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all 11 CBCL and 5 SDQ attention problems/hyperactivity items were 
included in the analysis.

2.4 Data harmonization methodology

We harmonized data by using linear equating, kernel equating, 
IRT and various ML based methods and compared the quality of 
harmonization results. But first it was important to decide which 
scale to use as the target scale. In the case of harmonizing the SDQ 
and the CBCL scale scores, there are three options: either (1) 
we leave the SDQ scores as they are and transform the CBCL scores 
in such a way they can be interpreted as SDQ items, (2) we leave the 
CBCL scores as they are and transform the SDQ scores to CBCL 
scores, or (3) we define a new scale, and we translate both SDQ and 
CBCL scores to that new scale. Van den Berg et al. (2014) used the 
option to create a new scale, but for practitioners it seems more 
logical to choose either the SDQ scale or the CBCL scale as the 
target, as these scales are already familiar to them. But which scale 
should be chosen as the target scale? For harmonization in daily 
practice, it is important to keep as much of the original information 
as possible. When more cases with only SDQ scores are present 
than children with only CBCL scores, it makes sense to leave the 
SDQ data as they are and find a way to transform the CBCL scores 
into SDQ scores. However, any large differences in the reliability of 
the scores should also be considered (Mansolf et al., 2022). When 
the CBCL scale scores are substantially more reliable than the SDQ 
scores, there should be a preference to leave the CBCL scores intact 
and find a way to translate SDQ scores into CBCL scores. With the 
present RAINE data set, all children had both SDQ and CBCL 
scores, so relative number of cases was not a consideration. 
We found however that the CBCL scores we slightly more reliable 
than the SDQ items (based on Guttman’s Lambda-2, see results), so 
we devised models to transform SDQ scores into CBCL scores.

For all methods we  applied the same logic: we  constructed a 
function or model that determines how to translate one scale score 
(SDQ) to an equivalent score on the other scale (CBCL). In all 
methods, the model was constructed based on a training set: one 
subset of the data based on a random selection of children. To check 
the effectiveness of each model, the model was applied to the 
remaining children using only the SDQ data as if the CBCL data were 
missing, predicting the CBCL score, and comparing it with the actual 
observed score.

2.4.1 Equating based on distributions only
The most common traditional (non-IRT) methods are mean, 

linear or equipercentile equating. Those methods are focused on the 
test level scores and they are described in detail by . In mean equating, 
the scores on test B are transformed such that the transformed scores 
have the same mean as the scores on test A. Linear equating takes into 
account not only the means but also the standard deviations. A linear 
function is estimated that translates the scores on test A such that they 
have a comparable mean and standard deviation as the scores on test 
B. We used the ‘equate’ package from R to conduct linear equating.

When not only the means and variances of two scales are different 
(the first two moments), but the whole shape of the distribution looks 
different, it is necessary to also make the higher moments equal (i.e., 
skewness, kurtosis). For that we  can use equipercentile equating 

where, after a nonlinear transformation, the scores on tests A and B 
have equal percentile ranks.

2.4.2 Equating exploiting the single group design
Kernel equating is a more elaborate method to make the 

distribution of one score more like the one for another score. It 
also includes the possibility to use more information that is 
available when the scores are coming from the same individuals. 
In kernel equating, the scores are first converted from discrete to 
continuous using for example a Gaussian kernel distribution (von 
Davier et al., 2006; Liu and Low, 2008; Arikan and Gelbal, 2018). 
Kernel equating can be used in such a way that one exploits the 
single group design: the information of what CBCL scores go 
together with which SDQ scores in the same children. We used the 
‘kequate’ package with the single group option (Andersson 
et al., 2013).

2.4.3 Item response theory (IRT) and other model 
based approaches

The IRT approach uses the responses to the individual items, 
rather than the total scores. A model is used that links a participant’s 
response to an item to both the participant’s trait level and the item 
parameters of that particular item (Embretson and Reise, 2000). One 
commonly used model is the Generalized Partial Credit Model 
(GPCM; e.g., van den Berg et al., 2014; Jović et al., 2022). This model 
contains one discrimination and several threshold parameters for each 
item (Embretson and Reise, 2000). The discrimination parameter 
represents the capability of an item to differentiate among respondents 
with similar trait levels (Embretson and Reise, 2000). It is conceptually 
similar to a factor loading in factor analysis (van den Berg et al., 2007). 
The threshold parameters are defined as the point on the latent trait 
continuum where the response probability for two adjacent response 
categories is equal (Wetzel and Carstensen, 2014). Accordingly, for a 
3-point scale, we have two threshold parameters, between categories 
1 and 2 and between categories 2 and 3 (Uto and Ueno, 2018). For the 
IRT approach we used the mirt package (Chalmers, 2012) to estimate 
the discrimination and threshold item parameters of the GPCM. The 
IRT harmonization approaches focuses mainly on the items: based on 
the SDQ item scores, an estimate is made of an individual’s latent trait 
level, after which this latent trait estimate is used to make a prediction 
of the total score on the CBCL, conditional on the CBCL 
item parameters.

Apart from IRT, several other models were tried that are not 
traditionally using in test equating: linear and ordinal regression, 
support vector machines (SVM; Hearst et al., 1998; Noble, 2006; Awad 
and Khanna, 2015 and random forest).

Regression is a statistical technique that relates a dependent 
variable to one or more independent (explanatory) variables and it 
plays a fundamental role in statistical modelling. It is widely used in a 
form of linear regression where dependent variable is continuous. 
There is also variant of regression for predicting responses on a 
categorical scale, ordinal regression. Ordinal regression objective is to 
classify patterns using a categorical scale which shows a natural order 
between the labels, and in the case when the scale is ordinal, the 
ordering consideration improves the performance in comparison to 
their nominal equivalents (Gutiérrez et al., 2015). You can find more 
details about ordinal regression and underlying formulas in 
(Tutz, 2022).
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A support vector machine (SVM) is a computer algorithm that 
learns by example to assign labels to objects. In general, a SVM is an 
algorithm for maximizing a particular mathematical function with 
respect to a given collection of data (Noble, 2006).

For more details and underlying mathematical formulas behind 
SVM, check Noble (2006), Hearst et  al. (1998), and Awad and 
Khanna (2015).

Random forest (RF) is a supervised learning algorithm that 
combines the output of multiple randomized decision/regression trees 
to reach a single result by averaging them (Biau and Scornet, 2016). 
Random Forests can be used for either a categorical response variable 
as “classification” or a continuous response, referred to as “regression” 
(Cutler et al., 2012; Qi, 2012).

Within these methods, there are several options on how to use 
them. The IRT approach tis fully focused on item level data, where 
the information on the SDQ items is used to make a prediction of 
the SDQ sum score through the latent trait level and the item 
parameters. In contrast, for the other methods we  can choose 
whether to work with the raw item data or with the total scores, for 
both the target scale (CBCL) as the original scale (SDQ). 
We harmonized data in three different ways (these methods are 
illustrated in Figure 1):

 a) Using the SDQ sum score to predict CBCL sum score (sum 
to sum).

 b) Using SDQ item responses to predict the CBCL sum score 
(items to sum).

 c) Using SDQ item responses to predict CBCL item responses and 
subsequently summing the predicted item responses (items 
to items).

Note that sum to sum prediction was only realistic in the case of 
linear and ordinal regression, but was not sensible in the case of 
Random Forest and Support Vector Machine since you then have only 
one predictor variable.

Apart from the choice whether to work with items or total scores, 
there is also the choice regarding the measurement level of the target 
variable. Regression approaches in ML regard the target as having 
interval measurement level, whereas classification approaches regard 
the target variable as a categorical variable (nominal measurement 
level). In between is the option to regard the target as ordinal. 
We therefore applied a linear regression (using the ‘lm’ function from 
the R stats package) and compared it to an ordinal regression, using 
the ‘clm’ function for ordinal regression model (R package ‘ordinal’; 
Christensen, 2018). For the SVM we used both the regression and the 
classification version with the package ‘e1071’ (Dimitriadou et al., 
2009). We  used the ‘svm’ function both for classification 
(type = ‘C-classification’, kernel = ‘linear’) and regression 
(type = ‘eps-regression’, kernel = ‘linear’). For random forest ordinal 
classification, we used the ‘ordfor’ function (‘ordinalForest’; Hornung, 
2020) and for random forest regression the ‘randomForest’ function 
(‘randomForest’; Liaw and Wiener, 2002).

2.5 Evaluating the quality of harmonization

We evaluated the quality of harmonization by comparing the 
scores as predicted by the models (i.e., the harmonized scores) to the 

observed (true) ones by computing the root mean squared error 
(RMSE). First, we calculated the difference between the observed and 
predicted scores by certain method for every participant, squared 
them and summed them for all participants (or data points). After 
that, we divided the sum with the number of data points in order to 
get the mean value and calculated the square root of the mean value 
to get RMSE.

A small RMSE represents small differences between observed 
and predicted scores, and therefore high-quality harmonization. To 
avoid overfitting and to get a realistic idea of how well the methods 
would work in practice, we  used 5-fold cross-validation. 
We randomly divided our sample (1,551 participant with complete 
responses on all 11 CBCL and all 5 SDQ items; no missing data) into 
5 subsets (folds). We used 4 folds as a training set to estimate the 
model, and one-fold as a test set (80% training, 20% test), predicting 
the CBCL data on the basis of the SDQ data. Every fold was used 
once as the test set. We used the RMSEs across the five folds to 
construct boxplots. Next to these RMSE boxplots, we  used 
scatterplots of observed and predicted scores to further illustrate 
differences between the methods.

3 Results

The CBCL scale had a slightly higher reliability in comparison 
with SDQ scale (0.82 vs. 0.80). Consequently, we decided to use the 
SDQ scale score as the predictor and CBCL scale as the criterion.

The RMSEs associated with the various methods are presented in 
Figure 2 and Table 1. The various methods showed a large variation in 
performance. The overall worst performance was seen in the ordinal 
regression with the sum score as the predictor. The other methods that 
used only the SDQ sum score as predictor were also relatively poor, 
compared to the methods that used individual SDQ items as 
predictors. Overall, the items to sum options (in green) performed 
better than the items to items options (in red), except for linear 
regression and random forest regression where they showed 
comparable success. Overall, it seems best to use individual SDQ items 
to predict the CBCL scale score directly. Another pattern is that the 
regression approaches perform better than the classification/ordinal 
approaches, that is, regarding the output as interval measurement level 
rather than ordinal or nominal.

Generally, we see that the IRT method, the linear regression and 
the random forest regression showed the best results, with very 
similar RMSEs.

Kernel equating performed better than linear equating, which is 
to be expected since it exploits the single group design whereas linear 
equating only uses the means and standard deviations of the SDQ and 
CBCL score distributions.

Figure 3 shows the relationship between predicted and observed 
scores for the linear and kernel equating, IRT and ML regression 
methods. For clarity, the line with intercept 0 and slope 1 is drawn 
where the dots should be in case of perfect prediction. In order to 
avoid presenting the mixture of 5 subsets (folds) in the same graph, 
we used the results from 1 fold as an example.

First thing that we can clearly see is that harmonization of SDQ 
scores close to 0 is more precise than harmonization of high scores 
(above 10). For scores close to 0, the predictions are relatively good, 
with only some overestimation. Scores above 10 are generally far 
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from the perfect line and generally underestimated. It seems 
particularly hard to harmonize the relatively high scores. It is worth 
mentioning that in the case where majority of responses are skewed 
towards the lower side of the scale lead to underestimation of high 
scores which also affects RMSE values. That is, methods that 
underestimate the high scores more are expected to have 
higher RMSE.

4 Discussion

The aim of this paper was to harmonize ADHD scores measured 
by CBCL and SDQ scales. We used different data harmonization 
methods with different levels of complexity, different underlying 
theories and limitations. We compared the quality of harmonization 
obtained by linear and kernel equating, IRT and three different 
machine learning methods (regression, random Forest and SVM) by 
using both regression and classification approaches. The methods 
showed a large variety in performance. The best performing models 

were based on SDQ items rather than SDQ sum scores, and treated 
the outcome as interval measurement level (referred to as a regression 
approach in machine learning), rather than ordinal or nominal 
(classification). The IRT method, the random forest regression and 
the linear regression based on items showed the best overall 
performance in terms of RMSE.

Looking more closely at these three methods, the random forest 
regression and the linear regression showed very comparable patterns 
in the scatterplot of observed and predicted scores. The pattern was 
slightly different in the IRT approach with more overestimation for 
the low scores and less underestimation but more variability for the 
higher scores. It seems that the bias for the IRT model is less, but that 
the variance of the predictions is larger.

For all methods there was a bias in that low scores were 
overestimated and high scores were underestimated. This is due to 
three causes: impossibility of scores less than 0, regression towards 
the mean and lack of information on the high score end of the scale 
(sparsity). For instance, in the IRT approach and in the classification 
approaches, it is simply impossible to predict a sum score less than 

FIGURE 1

Illustration of using common persons design for harmonization. (A) shows the common person harmonization problem. We have two tests SDQ and 
CBCL; for the common person, we have the responses for both sets of items. Thus, we can train and validate a model for predicting the outcomes of 
one test from the other one over the information of common persons using three different ways. (B) shows the sum to sum method for harmonization 
using machine learning. (C) demonstrates the items to sum approach, and (D) depicts item to items approach.
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0, so all misclassifications of CBCL scores of 0 are due to 
overestimation. In the linear regression approach, there is a natural 
regression to the mean since the correlation between a weighted 
sum of SDQ item scores and CBCL sum scores is never 100%. 
Because the relationship is forced to be  linear, there will 
be overestimation on the low end of the scale and underestimation 
on the high end. An increase in sample size will never fix this 
problem. On the other hand, in the random forest approach, a 
nonlinear relation between the items and the outcome is possible. 
With increasing data on the higher end of the scale it is theoretically 
quite possible to get better results. In this study the number of 
children with high scores on attention problems/hyperactivity were 
relatively scarce since the sample was from the general population. 
Future research should look deeper into the relationship between 
sample size, sparsity, bias and variance for the IRT, linear regression, 
and random forest methods.

Machine learning methods performed better than linear and 
kernel equating in all the cases except for ordinal regression in sum 
to sum setting. The lower quality of harmonization in the case of 
ordinal regression in sum to sum setting could possibly be explained 
by the fact that we use limited amount of information (only one 
predictor, SDQ sum score) as in the linear and kernel equating, but 
on the top of it predicted scores are rounded to be on an ordinal scale 
in the case of ordinal regression. In that way, by rounding the scores 
we lose some information which is not the case with linear and kernel 
equating which scores are not necessarily round numbers. In the case 
when we use same small amount of information in different methods 
(linear and kernel equating and ordinal regression in sum to sum 
setting), losing information due to rounding the scores could make 
the difference in favour of method which does not round the scores 
and keeps more information (linear and kernel equating). That is 

something that would be good to pay attention to and investigate 
further in the future research. In all other cases, machine learning 
methods performed better than linear and kernel equating and were 
very close to IRT. That is in accordance to the findings of the previous 
studies. For example, Tsutsumi et al. (2021) showed that machine 
learning can be used for successful data harmonization (in their study 
they combined it with IRT), while in the study of Jiang et al. (2023) 
machine learning methods outperformed mean, linear and 
equipercentile equating. Machine learning methods are more 
advanced, more complex and take into account more information 
than the linear and kernel equating methods that are often used in 
the educational assessment field (i.e., item level data). Our results 
confirmed that machine learning has strong potential.

Because the best performing methods used item level data, it is 
not straightforward to construct crosswalk tables that provides 
researchers the information what SDQ score is equivalent with what 
CBCL score. Although quick and easy, we do recommend to instead 
use SDQ item level information to predict the equivalent CBCL, as 
that yields more reliable results.

We used a harmonization approach where we attempted to find a 
function that transforms an SDQ score into a CBCL-like score, in such 
a way that all scores can now be  interpreted as CBCL scores. In 
practice that would mean that if you have several groups of children 
that were assessed using the CBCL and several groups of children that 
were assessed using the SDQ, you can keep the original CBCL scores, 
and only have to transform the data from the children with SDQ data. 
In this context, it is important to mention that we had the same sample 
sizes for CBCL and SDQ data, so we decided which scale to use as a 
predictor based on scale reliability (by using more reliable scale as a 
criterion to keep as much information as possible at the end). But in 
the case if samples are not equal and if we have larger sample size for, 

FIGURE 2

Boxplot of RMSEs in 5-fold cross-validation, as a function of harmonization method. Per method we see the spread of the RMSEs in the 5-fold cross-
validation. There are in total 17 boxplots. 6 for items to items setting (Linear regression, Ordinal regression, RF classification, RF regression, SVM 
classification and SVM regression), 7 for items to sum setting (IRT, Linear regression, Ordinal regression, RF classification, RF regression, SVM 
classification and SVM regression) and 4 for sum to sum setting (Linear equating, Kernel equating, Linear regression and Ordinal regression).
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for example, SDQ than for CBCL, then it would make more sense to 
use the scale with larger sample size as a criterion in order to keep 
more of the original information, especially in the case if scale 
reliability of two scales is very similar.

Our results showed that an approach based on the raw SDQ item 
scores works better than using the sum score only. Moreover, based 
on previous research we knew that attention problems/hyperactivity 
scores from CBCL and SDQ scales can be harmonized successfully 
by using IRT (Jović et  al., 2022) in the sense that the IRT 
unidimensional model fitted reasonably well. In this research paper 
we  showed that for attention problems/hyperactivity the IRT 
approach gave the best results: it is better at predicting what the 
CBCL score would look like than many of the other methods. This is 
surprising given the fact that the CBCL attention problems subscale 
and the SDQ hyperactivity subscale do not fully match content-wise. 
You would expect that the constructs assessed with these two scales 
overlap, but not 100%. Both measure ADHD in a broader sense, but 
with different emphasis to hyperactivity and attentional problems. 
SDQ is focused on hyperactivity, while CBCL is more focused on 
attention problems. They are correlated (r = 0.43), but they do not 
completely overlap conceptually. In that case, one would expect the 
IRT model that we applied here would not be ideal as the IRT model 
assumed there is only one dimension underlying all SDQ and CBCL 
items. But here we saw that the approach works is quite robust to 
model violations in that the other methods performed similarly 
or worse.

Stevens et  al. (2021) successfully harmonized total SDQ and 
CBCL scores by using equipercentile equating. Mansolf et al. (2022) 
also harmonized scales on a more general level (Internalizing, 
Externalizing, Total problems). They also used a single group design 

and the results showed that both IRT and kernel equating led to 
similar quality of harmonization, which was quantified as a high 
correlation between predicted and observed scores. It should be noted 
Stevens et al. (2021) and Mansolf et al. (2022) did not use a cross-
validation approach (at least not within age groups) so that it is unsure 
to what extent there was model overfit.

We zoomed in on the more specific subscales hyperactivity and 
attention problems where the conceptual overlap is less precise, the 
scale reliabilities are lower, and consequently, the correlation 
between the observed scores is lower. This inevitably results in 
lower quality of harmonization. The correlation between observed 
and predicted scores was between 0,43 and 0,73, depending on the 
method. The unidimensionality assumption is particularly pertinent 
in the IRT approach we took. It would therefore not be strange to 
find that one of the machine learning methods would perform 
better as these do not have this unidimensionality assumption. In 
our study, machine learning methods (especially with a regression 
approach) led to much higher quality of harmonization than linear 
and kernel equating but were comparable to IRT. Potential 
explanation is in the similarity of the underlying mechanisms of 
these methods. Namely, in the regression approach, every predictor 
(item) is weighted and contributes to the prediction of criterion in 
different degree, while in the IRT approach we have discrimination 
parameters that are doing the same by referring to the strength of 
the relationship between trait level (criterion) and participants` 
responses on the item (predictor). There is a strong case to believe 
that the IRT approach can often outperform linear regression. The 
IRT approach takes advantage of both linear and non-linear 
transformations. In the first part of IRT, there is nonlinear, more or 
less S-shaped, translation of item scores to latent trait level while in 
the next step the estimated latent trait values are translated to sum 
score using again a nonlinear S-shaped form (depends on the exact 
IRT model that was used). In contrast, with linear regression there 
is only a strictly linear relationship between the weighted SDQ sum 
score and the unweighted CBCL score. We  expect IRT to 
outperform linear regression in cases where the threshold item 
parameters are very different across scales. Overall, we expect that 
with less sparsity in the top end of the scale, the random forest 
approach can outperform the IRT and the linear 
regression approaches.

At the end, it is worth mentioning that even though the quality of 
harmonization conducted by linear and kernel equating methods was 
not very good, there are situations in which those methods are only 
possible methods for data harmonization. That is the case if we do not 
have the full data obtained by the Single Group design (Common 
persons) but we only have summary statistics. In addition, in the 
context of quality of harmonization and machine learning it is 
important to mention that even though our results showed that 
regression approach gives better results in comparison to classification, 
treating categorical variable as continuous and using regression 
approach may not always be possible.

Concluding, when harmonizing data, different methods should 
be tested for a particular application, making use of cross-validation 
to avoid overfitting. Whenever data is available from the same 
individuals, one should make use of either IRT or regression based 
machine learning methods (in the case if regression based approach 
is suitable) that use the items as predictors.

TABLE 1 Summary of the results for different methods and settings.

Method Setting Median RMSE 
(lower the 

better)

Mean 
RMSE

SD 
RMSE

IRT Items to sum 2.31 2.25 0.17

Linear equating Sum to sum 3.52 3.47 0.23

Kernel equating Sum to sum 2.94 2.93 0.20

Linear 

regression

Items to items 2.34 2.27 0.18

Items to sum 2.34 2.27 0.18

Sum to sum 2.9 2.89 0.19

Ordinal 

regression

Items to items 2.74 2.69 0.15

Items to sum 2.52 2.42 0.18

Sum to sum 3.72 3.62 0.22

Random forest 

regression

Items to items 2.32 2.24 0.17

Items to sum 2.32 2.25 0.17

Random forest 

classification

Items to items 3.16 3.14 0.19

Items to sum 2.47 2.39 0.14

SVM regression Items to items 2.66 2.67 0.22

Items to sum 2.36 2.33 0.17

SVM 

classification

Items to items 3.05 3.01 0.18

Items to sum 2.74 2.73 0.18

Methods with the best results (the lowest RMSE) are highlighted.
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FIGURE 3

Observed vs. Predicted scores – Scatter plots. Black line is the line with intercept 0 and slope 1. In the case of perfect quality of harmonization, all 
points should be on that line which would mean that predicted and observed scores are exactly the same.
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