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Editorial on the Research Topic

New insights into the cognitive neuroscience of attention

Attention is associated with the selective directedness of our mental lives. It has been

extensively examined since the nineteenth century, and recent studies have elucidated

the underlying neural mechanisms and functionality in living humans using various

human neuroscientific techniques. This Research Topic is a collection of studies relevant

to attention in health and disease using human neuroscientific techniques, including

event-related brain potentials (ERPs) and magnetic fields (ERFs), oscillatory activity on

magnetoencephalograms (MEG) or electroencephalograms (EEG), sheet-type wearable

EEG devices, functional magnetic resonance imaging (fMRI), functional near-infrared

spectroscopy (fNIRS), and novel methods for the measurement and modeling of attention.

EEG is a classical technique to measure human neurophysiological activity, and recent

advances in technology and experimental paradigms have rendered EEG a unique and

powerful tool (Michel and Murray, 2012; Kida et al., 2015). This Research Topic consists

of a number of EEG-based studies; five are based on the ERP technique, which has long been

used to elucidate the neural mechanisms underlying attention (Hillyard et al., 1998;Martinez

et al., 1999; Eimer and Driver, 2001; Muller et al., 2003; Eimer et al., 2009; Jones and Forster,

2013; Forster et al., 2016; Gherri et al., 2016, 2023; Qin et al., 2022). Using ERPs, Rutkowska

et al. investigated a working memory (WM)-based guidance effect for naturalistic, complex

stimuli. WM-based guidance is the automatic capture of visual attention generated when a

sensory stimulus matches a stimulus representation voluntarily stored in WM. Memorized

items did not evoke a lateralized N2pc ERP component, which was considered to indicate

attention shifts (Luck and Hillyard, 1994; Eimer, 1996; Eimer and Kiss, 2007). In contrast,

ERP modulation for very early prioritization specific to memorized faces was noted, which

was consistent with the sensory recruitment theory of WM. Therefore, complex stimuli

were prioritized by attention when maintained in WM, and the mechanism underlying

this prioritization was considered to be based on a prolonged hold of spatial attention.

Gherri et al. identified a reliable N140cc component (Forster et al., 2016), a somatosensory

homolog of N2pc, for all set sizes in a tactile search task, and the N140cc amplitude decreased

as the number of distractors increased. The addition of distractors appeared to impede

the preattentive processing of the search array, resulting in increased uncertainty about

the target location. This, in turn, increased the variability of directing attention to the
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target, resulting in reduced N140cc amplitudes. These findings

indicated distinct patterns of attention between touch and vision. A

study by Kimura and Katayama used ERP as an index of attention

and prediction error and event-related spectral perturbation as

an index of prediction to elucidate the predictive function of

the visuo–tactile interaction in the peri-personal space. Their

findings showed that approaching visual stimuli facilitated the

prediction of subsequent tactile events regardless of whether

they were relevant to the task. An ERP study by Kida et al.

demonstrated the effects of focused and divided attention on

N140 and P300 in somatosensory selective attention tasks with

different response modes (motor response and silent counting),

and also attentional modulation under different hand and arm

postures. They also revealed attentional alterations in stimulus-

response coupling using a single-trial analysis of the P300 latency

and reaction time, which showed different patterns from data

for dual-task vs. single-task conditions (Kida et al., 2012). An

auditory ERP study by Sasaki et al. showed that the amplitude of

phonological mapping negativity and N400, which are objective

measures of phonological and semantic processing, respectively,

increased when the picture of an event and speech mismatched.

The authors suggested that established sound symbolic words and

sound symbolic pseudowords undergo similar semantic processing.

The ERP technique has long been used to elucidate the mechanisms

underlying attention, and the findings published here indicate that

this technique is still effective for that purpose.

Other studies published here using EEG proved its diverse

usefulness for examining and estimating attentional states. Wan

et al. measured EEG during the performance of a sustained

attention task and in a resting state. A new classification model,

Complexity-XGBoost, was proposed using EEG-based dynamical

complexity features and Extreme Gradient Boosting (XGBoost) to

discriminate multi-level attention states with greater accuracy. The

proposed model outperformed the other classification methods,

leading the authors to conclude the value of the proposed

approach for classifying the attention status in order to improve

safety and efficiency, and also its applicability to the brain-

computer interaction. Dini et al. measured EEG while participants

watched videos with high and low levels of narrativity, and

calculated the inter-subject correlation of EEG and attentional

engagement scores. High-level narrativity was associated with

higher inter-subject correlation and attention scores, suggesting

that the findings obtained are a step toward elucidating the

viewers’ way of processing. Callan et al. measured EEG gamma

and alpha oscillations in association with inattentional deafness

using a wireless EEG device. In an auditory detection task, task

performance (hits and misses) was associated with alpha- and

gamma-band activities, respectively, in different hemispheres of the

auditory cortex. Additional activities were detected in the frontal

and parietal regions that reflected attentional monitoring, selection,

and switching. Therefore, these findings showed the involvement

of gamma and alpha activities in frontal and modality-specific

regions in selective attention. Ueno et al. used a sheet-type wearable

EEG device to measure the frontal midline theta rhythm (fmθ),

which emerges during the attentional focus state, in a resting state

and mental calculation task. Participants with fmθ showed higher

gamma and theta power and lower alpha power, leading the authors

to conclude that gamma activity in the frontal region was associated

with WM.

This Research Topic was also contributed to by other

neuroscientific techniques, such as MEG, fNIRS, genetics

neuroimaging, and behavioral measures. EEG is a record of

extracellular volume currents (secondary current) that originate

from the current source and flow in the brain, whereas MEG is

a record of the in/outflux of magnetic fields generated following

intracellular currents (primary current; Hamalainen et al., 1993;

Kida et al., 2015). The magnetic field is highly permeable in the

skull, scalp, meninges, and cerebrospinal fluid and, thus, MEG has

advantages for accuracy and the computational demand of source

localization. MEG studies reported attentional modulations using

event-related (evoked) activity in audition (Okamoto et al., 2007),

vision (Kida et al., 2011), and touch (Kida et al., 2018) as well as

oscillatory activity (Siegel et al., 2008). In this Research Topic,

Onishi and Yokosawa used MEG to examine theta-band oscillatory

activity during a WM task. Theta activity exhibited a dynamic

pattern from attentional control and inhibition control in the

prefrontal cortex to the inhibition of task-irrelevant information

in the occipito-parietal cortex. An fNIRS study by Ohshima

et al. examined the neural correlates of executive functions

(EFs) based on an emotional vocal cue in an N-back task. The

findings obtained showed that the right precentral and inferior

frontal gyri were activated during the emotional N-back task,

reflecting the function of an attentional network with auditory

top-down processing. Significant activation was also detected

in the ventrolateral prefrontal cortex, an important area for

WM. Therefore, this study demonstrated the neural correlate of

emotional judgments based on vocal cues in comparison with that

for gender judgments. Huang et al. reported genetics neuroimaging

in attention deficit/hyperactivity disorder (ADHD), one of themost

common neurodevelopmental disorders. The study performed a

functional connectivity (FC) analysis of resting-state fMRI data in

60 ADHD patients and 28 healthy controls, and genotyped single

nucleotide polymorphisms in synaptosomal-associated protein-25

(SNAP-25) to separate patients into two groups: TT homozygotes

and G-allele carriers. In comparisons with the TT group, the TG

group showed significant changes in FC between the hippocampus

and other regions. The authors proposed that hippocampal FC

may serve as an imaging biomarker for ADHD. Younger et al.

developed a novel behavioral measure and modeling of EFs closely

associated with attentional functions, and used a large-scale diverse

dataset in middle childhood to reveal the evolving diversity of EFs,

including WM, context monitoring, and interference resolution,

while simultaneously accounting for their unity. The findings

obtained showed that the eight tasks were organized into three

stable components by the age of 10 years, whereas refinements in

the composition of these components continued through to at least

the age of 14 years.

The novel analytical approaches, measurement devices,

ERP components, and oscillatory activities discussed in this

Research Topic will advance research on the neuroscience of

attention. The variety of methodologies and themes represents

the expansion of this research field, suggesting that the

cognitive neuroscience of attention will continue to progress in

the future.
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Measuring and identifying the specific level of sustained attention during continuous
tasks is essential in many applications, especially for avoiding the terrible consequences
caused by reduced attention of people with special tasks. To this end, we recorded
EEG signals from 42 subjects during the performance of a sustained attention task
and obtained resting state and three levels of attentional states using the calibrated
response time. EEG-based dynamical complexity features and Extreme Gradient
Boosting (XGBoost) classifier were proposed as the classification model, Complexity-
XGBoost, to distinguish multi-level attention states with improved accuracy. The
maximum average accuracy of Complexity-XGBoost were 81.39 ± 1.47% for four
attention levels, 80.42 ± 0.84% for three attention levels, and 95.36 ± 2.31% for two
attention levels in 5-fold cross-validation. The proposed method is compared with other
models of traditional EEG features and different classification algorithms, the results
confirmed the effectiveness of the proposed method. We also found that the frontal
EEG dynamical complexity measures were related to the changing process of response
during sustained attention task. The proposed dynamical complexity approach could
be helpful to recognize attention status during important tasks to improve safety
and efficiency, and be useful for further brain-computer interaction research in clinical
research or daily practice, such as the cognitive assessment or neural feedback
treatment of individuals with attention deficit hyperactivity disorders, Alzheimer’s disease,
and other diseases which affect the sustained attention function.

Keywords: attention recognition, sustained attention task, electroencephalogram, dynamical complexity,
extreme gradient boosting

INTRODUCTION

Sustained attention refers to the ability to focus on task-related information stimuli while
consciously trying to ignore other stimuli over a relatively long period. As a foundational cognitive
function, sustained attention underlies other cognitive domains, such as learning and memory
(Fortenbaugh et al., 2017). However, due to the lack of a monitoring mechanism, assessing whether
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people are sustainably focused and improving concentration in
learning activities is a challenge. Many studies have applied
electroencephalography (EEG) to explore neural mechanisms
because it has both high time-resolution and applicability (Schu,
1999). In addition to being used to diagnose various brain-
related diseases, EEG has shown great potential in studying
related brain activities such as cognition, memory, and emotion.
It is also an essential measurement for assessing attention status
(Aoki et al., 1999; Müller et al., 2000; Palva and Palva, 2007;
Srinivasan et al., 2009).

It has been shown that EEG activities in different frequency
bands can be related to specific physiological states. The
traditional EEG analysis method is to divide the brain activity
into different frequency bands, including delta (1–4 Hz),
theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), and
gamma (30–60 Hz) waves (Teplan, 2002). A lot of studies
were considering band power as an important parameter to
characterize the state of attention. EEG power-based indices
[Pβ/Pα, 1/Pα, and Pβ/(Pα + Pθ)] were used to assess the
sustained attention level in healthy controls and diffused
axonal injury patients, and they found significant negative
correlations between Pβ/Pα, 1/Pα indices and the variations
of mean reaction time during sustained attention test (Coelli
et al., 2018). Hu et al. (2018) extracted the Hjorth parameters
and power spectral features to distinguish three attention
levels evaluated by a self-assessment model according to 10
subjects’ self-reports during a learning process. They proposed
a combined procedure with correlation-based feature selection
and k-nearest neighbors classification algorithm to achieve the
highest accuracy of 80.04%.

In addition to linear characteristics, nonlinear analysis
methods have great potential in EEG analysis based on
its nonlinear and nonstationary characteristics. Nonlinear
dynamical analysis make it possible to study self-organization
and pattern formation in the complex neuronal networks of
the brain (Stam, 2005). Several studies have reported the
association between attentional function and EEG single-scale
complexity. Bob et al. (2011) using pointwise correlation
dimension to analyze attentional processes related to dissociative
states. Rezaeezadeh et al. (2020) focused on entropy measures,
including univariate features from individual EEG channels and
multivariate features from brain lobes, to diagnosis Attention
Deficit Hyperactivity Disorder. Recent studies have shown that
applying nonlinear multiscale information analysis to EEG can
provide new information about the complex dynamics of brain
cognitive function, such as emotion recognition (Gao et al.,
2019). Ke et al. (2014) conducted two experiments instructing
all subjects to perform tasks with three different levels of
attention (i.e., attention, no attention, and rest). Nonlinear
parameters including entropy and multiscale entropy were
extracted, and a Support Vector Machine (SVM) model was
performed for classification between each experiment state and
resting states, with 76.19 and 85.24% accuracy, respectively, in the
two experiments.

The relationship between EEG activity and attention state
is not limited to EEG amplitude changes with experimental
tasks, it also includes phase and cross-frequency coupling.

Hanslmayr et al. (2005) calculated the phase-locking index
using Gabor wavelet analysis with a frequency resolution of
0.5 Hz during a continuous visual target stimulus processing
task. The results suggested that focused attention will cause
a large phase locking of alpha wave without amplitude
change. Szczepanski et al. (2014) found increases in power
of high gamma (70–250 Hz) in electrocorticography (ECOG)
signal during allocation of visuospatial attention, and these
high gamma power increases were modulated by the phase
of the ongoing delta/theta (2–5 Hz) phase. Borhani et al.
(2019) applied brain network connectivity analysis based on
Granger causality on event-related selective attention tasks,
and found that the flow of information between independent
neural components on the left occipital cortex and the right
supplementary motor area became highly coupled on alpha
waves during the selective attention tasks. The dynamical
analysis is an extension of the EEG measures with a focus
on the time sequence of EEG index or functional connectivity
networks (Bola and Sabel, 2015; Pagnotta et al., 2020). Previous
studies based on perfusion functional magnetic resonance
imaging found that the connectivity strength of frontal-parietal
network represented by topological characteristics dynamically
changes to compensate the cognitive decline during long-term
sustained attention task (Taya et al., 2018). The dynamical
analysis represents the evolution of neural activity, mostly
used is dynamic functional connectivity. At present, the
correlation between dynamical sequence of EEG complexity
measures and sustained attention performance in the aspect of
helping assess attention during sustained attention tasks still
need research proof.

To date, little research has been done on the identification of
multiple attention levels using continuous EEG feature analysis
instead of superposition of event related potentials. Previous
studies mostly allowed subjects to control or self-assess their
attention level by subjective methods (Li et al., 2013; Chen
et al., 2017). Due to the reliable of continuous attention
test, and the neural mechanism of continuous attention has
been widely recognized (Rosvold et al., 1956), we performed
an AX-continuous performance test (AX-CPT) task to get
EEG segments of different attention levels. The entropy and
multiscale entropy based dynamical complexity analysis were
performed for discriminating attention states in four levels. The
quantified complexity indices were used as a feature vector
to classify different attention levels through Extreme Gradient
Boosting (XGBoost). Furthermore, the relationship between EEG
complexity indices and task response performance was studied
to assess the effectiveness of dynamical complexity analysis
in attention recognition. Our hypotheses for this study were
that (1) during sustained attention tasks, the reaction time
becomes faster or slower is corresponded to different attention
state, and this change of attention level can be reflected in
the variation of EEG dynamical complexity; (2) the multi-scale
nonlinear method will provide more information than the single-
scale complexity in recognition of different attention states, and
(3) the EEG dynamical complexity-based attention recognition
may be more sensitive and effective in frontal region than
other brain regions.
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MATERIALS AND METHODS

Experiments
Participants
This study included 42 right-handed subjects (16 males, 26
females) with age ranging from 20 to 26 years (mean age
24.26 ± 1.17). All participants had no history of neurological
or psychological disorder, and they all had normal vision or
were corrected to normal vision (self-report). This study was
approved by IEC for clinical research of Zhongda Hospital,
affiliated to Southeast University (No. 2019ZDSYLL073-P01). All
participants signed the informed written consent form before
participating in the experiment.

Sustained Attention Task
In this study, the attention continuous performance test
(CPT) task was employed to assess the sustained attention
capability of the participants, while their continuous EEG
signals were recorded.

The version of the CPT task used in this study was the AX-
CPT (Cohen et al., 1999). During the AX-CPT task (see Figure 1),
the participants were presented with a series of letters of English
alphabet randomly, in which they were instructed to inhibit
their response when the target sequence is “X” preceded by an
“A” and to make a response as fast as possible for other target
sequences different from sequence “AX.” There were 192 trials,
with 144 “AX” sequences (Left mouse button response) and 48
other sequences (right mouse button response), each sequence
contained two letters. Each letter stimulus was presented for 250
ms with an inter-stimulus interval (ISI) of 250 ms and an inter-
trial interval (ITI) of 1,500, 2,000, or 2,500 ms randomly set. The
task was performed in a dimly lit and quiet room.

Questionnaires
All questionnaires were administered to participants after EEG
recording, including demographic (age, gender, and handedness),
Pittsburgh Sleep Quality Index (PSQI) questionnaire (Buysse
et al., 1989), Profile of Mood States (POMS) questionnaire
(Curran et al., 1995), and Cognitive Failures Questionnaires
(CFQ) (Broadbent et al., 1982).

FIGURE 1 | AX-Continuous performance test (AX-CPT) task flow.

EEG Recording and Preprocessing
The EEG data were recorded by 32 electrode cap (Easycap)
based on the international 10-10 system (Fp1, Fp2, Af3, Af4,
F7, F3, Fz, F4, F8, Fc5, Fc1, Fc2, Fc6, T7, C3, Cz, C4, T8,
Cp5, Cp1, CP2, Cp6, P7, P3, Pz, P4, P8, Po3, Po4, O1, Oz,
O2) and digitized at 1,000 Hz using the Neuroscan Synamp2.
The reference electrode is located near Cz. Eye movements were
recorded using two bipolar electrodes (one electrode superior to
the right eye, another electrode to the right of the orbital fossa).
The impedance of each electrode was below 10 k�.

A notch filter at 50 Hz to suppress the remained power-
line noise, and a band-pass filter at 0.3–70 Hz using a FIR
filter with a 3rd order Butterworth window was used to
eliminate movement artifacts. Independent Component Analysis
(ICA) was performed for removing EEG ocular artifacts
(Vigário, 1997). The 32-channels EEG was decomposed into 30
independent components (ICs) by ICA, and then the Electro-
oculogram (EOG) were automatically recognized by calculating
the correlation between each IC and two EOG signals. The noise
ICs were set to zero, and the other ICs were reconstructed to
EEG without ocular noise. The clean EEG was segmented into 3 s
sections according to each AX-CPT trial for feature extraction.

Previous studies have shown that response time may be an
indicator of attention level (Gunawan et al., 2017). When people
are sustaining a high level of concentration, they usually respond
to visual stimuli immediately and quickly. Conversely, people
with low attention levels usually make slower response. In fact,
the ability to respond to tasks rapidly varies with different
individuals, so it would happen that some subjects respond
relatively slowly on all trials, and some subjects respond relatively
quickly on all trials. In this case, evaluation and definition
of different attention levels directly by absolute reaction time
in a cross-subject attention recognition will not be accurate
enough. Hence, for the purpose of cross-subject attention states
recognition, we corrected the task response times based on the
average reaction time of each person to obtain calibrated response
times (C-RTs). Since the AX-CPT task is composed of 192 trials
and each trial corresponds to a calibrated response time, the EEG
data is segmented according to the event of the task trial with a
window length of 3 s. After removing the outliers of C-RTs, an
average of 190.76 (±2.55) task epochs segments (1 epoch = 3
s) for each subject were remained. As we can see in Figure 2,
the distribution of C-RTs in the histogram is very similar to the
log-normal distribution.

In this context, we set a critical value α based on the C-RTs
to match EEG segments with different attention states. we
defined task data epochs with C-RTs significantly shorter than
the critical value as “high attention state,” data epochs with C-RTs
significantly longer than the critical value as “low attention state,”
and other data segments with medium C-RTs were considered
as “medium attention state.” For example, α = 0.25 defined that
the data segments with C-RTs in the top 25% (shorter response
times) represented “high attention state,” the data segments with
C-RTs in the bottom 25% (longer response times) represented
“low attention state,” and other segments represented “medium
attention state.” To increase the reliability of this definition,
different significance level α (0.05–0.35) were picked up to
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FIGURE 2 | The distribution of the calibrated response times (C-RT).

represent different attention levels in Results section. Besides
the task states, we also took the 3-min resting state EEG of
each subject for analysis and obtained 60 resting data epochs
(1 epoch = 3 s) for each subject.

Frequency Domain Features
Wavelet Packet Decomposition (WPD) (Coifman and
Wickerhauser, 1992) projects the time series onto the space
of orthogonal wavelet basis functions and decomposes the signal
into low frequency and high frequency. Compared with wavelet
analysis, it not only decomposes the low-frequency part of the
signal, but also re-decomposes the high-frequency part. In this
paper, 7-layer WPD was used to obtain theta (θ, 4–8 Hz), alpha
(α, 8–13 Hz), and beta (β, 13–30 Hz) band oscillations. The
power ratio features β/θ, β/α, β/(α+θ) calculated by Welch’s
power spectral density estimate methods (Welch, 1967) were seen
as classical EEG features for attention recognition in this study.

Single-Scale Complexity
Approximate Entropy
Approximate entropy (ApEn) (Pincus, 1991) uses a non-negative
number to represent the complexity of a time series and reflect the
occurrence of new information in the time series. For a given time
series [u(1), u(2), ..., u(N)], two parameters m and r are defined
to compute ApEn. First, take m consecutive points in sequence to
form vectors sequence

U(i) = {u(i), u(i+ 1), ..., u(i+m− 1)} (1)

where i = 1, 2, ..., N −m+ 1 then define the distance between
the two vectors U(i) and U(j) as

d[U(i), U(j)] = max
k =0,1,2,..,m−1

∣∣u(i+ k)− u(j+ k)
∣∣ (2)

where i = 1, 2, ..., N −m+ 1. For a given threshold r, count the
number of d[U(i), U(j)] < r as Nm(i), and the ratio of Nm(i) to
the total number of distances N-m+1 is recorded as Cr

m(i),

Cr
m(i) = Nm(i)/(N −m+ 1) (3)

Take the logarithm of Cr
m(i) and calculate its average values for

all i, denoted as φm(r),

φm(r) = (N −m+ 1)−1
N−m+1∑

i =1

lnCr
m(i) (4)

Increase the dimension to m + 1, and recalculate φm+1(r)
according to the above steps, the approximate entropy of the
sequence is

ApEn(m, r, N) = φm(r)− φm+1(r) (5)

The parameters for ApEn was set as m = 2,r = 0.2.

Sample Entropy
Sample entropy (SampEn) is an improved complexity
measurement based on the concept of ApEn (Richman and
Moorman, 2000). The initial calculation process is the same as
ApEn, but there is an additional restriction that i 6= j for the
calculation of d[U(i), U(j)] in formula (2).

SampEn is calculated as

SampEn(m, r, N) = ln(φm(r)/φm+1(r)) (6)

The parameter for SampEn was set as m = 2,r = 0.15.

Fuzzy Entropy
Fuzzy entropy (FE) uses a fuzzy membership function to measure
the degree of similarity of vectors (Chen et al., 2007), so the
calculated values are smooth, continuous, and more robust.
The phase-space reconstruction is performed on time series
[u(1), u(2), ..., u(N)], and a set of m-dimensional (m ≤ N-2)
vectors are reconstructed as follows:

Xm
i = {u(1), u(2), ..., u(i+m− 1)} − um(i), i

= 1, 2, ..., N −m+ 1 (7)

where um(i) represents the mean of this m-dimensional vector.
The maximum Euclidean distance between Xm

i and Xm
j was

defined as dm
ij , given n and r, the degree of similarity of two vectors

can be calculated according to the fuzzy membership function:

Am
ij = u(dm

ij , n, r) = exp(−(dm
ij )

n/r) (8)

Define the function ϕm(n, r) as

ϕm(n, r) =
1

N −m

N−m∑
i =1

[
1

N −m− 1

N−m∑
j =1,j6=i

Am
ij ] (9)

The fuzzy entropy for the given time series can be defined as

FuzzyEn(m, r, n, N) = lnϕm(n, r)− lnϕm+1(n, r) (10)

The parameters for FuzzyEn was set as m = 2, r = 0.15, n = 2.
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Multiscale Complexity
Multiscale Sample Entropy
Multiscale Entropy analysis is a method to investigate the
complexity of time series at multiple time scales (Costa et al.,
2005). Multiscale sample entropy (MSE) extends sample entropy
to multiple time scales or resolutions. The basic principle of
MSE involves coarse-graining and entropy calculation procedure.
For a given time series[u(1), u(2), ..., u(N)], the range of
scale factor τ is defined from 1 to s, and the original time
series was coarse-grained according to the scale factor τ as
follows:

yτ
j =

1
τ

jτ∑
i =(j−1)τ+1

u(i), j = 1, 2, ..., int (N/τ) (11)

Calculate the SampEn for each coarse-grained series {yτ
j } in

different scale factors.

MSE(τ, m, r) = SampEnyτ
j
(m, r, N), τ = 1, 2, ..., s (12)

Multiscale Fuzzy Entropy
The calculation principle of multiscale fuzzy entropy (MFE)
(Zheng et al., 2014) are similar to the steps of MSE. After the
coarse-graining procedure in all scale factors, MFE is defined as:

MFE(τ, m, r) = FuzzyEnyτ
j
(m, r, N), τ = 1, 2, ..., s (13)

When analyzing multiscale complexity, we used m = 2, r = 0.15
for MSE and m = 2, r = 0.15, n = 2 for MFE, and scales were
set from 1 to 50.

Extreme Gradient Boosting
Extreme gradient boosting (XGBoost) model was used as a
classifier to distinguish different levels of sustained attention.
XGBoost is an efficient and distributed implementation of the
Gradient Boosting algorithm (Chen and Guestrin, 2016). The
main advantage of XGBoost lies in its scalability, which allows
parallel and distributed computing, and makes learning and
model exploration faster. And approximate algorithm used in
XGBoost finds the candidate set of cutting points according
to the quantile of the feature distribution, and then traverses
all the sub-sets to determine the best split point. This method
replaces the greedy algorithm that needs to traverse all samples
when looking for the best segmentation point in training.
In addition, XGBoost proposed a more regularized model
formalization to prevent over-fitting, so that the performance
of XGBoost is better than the conventional Boosting algorithm.
Apart from that, XGBoost is an unexplored algorithm in the
field of attention recognition. So here in this work we explored
this algorithm to get better accuracy. The subject leave-one-
out cross-validation (LOOCV) and 5-fold-cross validation were
both performed to evaluate the model’s predictive performance.
XGBoost library through the python package was used to
complete this work.

Statistical Analysis
The D’Agostino-Pearson normality test was performed to
check whether the data satisfied the normal distribution. The
parametric ANOVA test was used for the data that satisfied
normality. If the data are not normally distributed, a non-
parametric Kruskal-Wallis test was used.

To uncover the associations between the dynamical analyzed
indices and behavioral parameters, Spearman’s correlation
coefficient was performed between the EEG features and
calibrated response time (C-RTs). The significant difference was
defined as the p-value < 0.05. All statistical analysis methods were
performed in MATLAB R2018a.

RESULTS

Behavior Analysis
Descriptive statistics were presented in Table 1, behavioral
results were reported in terms of mean reaction time (RT) (ms)
and mean errors (%) for all subjects. The average PSQI score
(mean = 5.31, SD = 2.09) can be used as evidence to support
that the currently selected group of subjects does not have
insomnia disorder (Dietch et al., 2016). The average Total Mood
Disturbance (TMD) score of POMS (mean = 108.31, SD = 20.60)
shown that the emotional state of participants is normal and there
is no negative mood swing [TMD score range from 68 to 268,
a higher TMD score is indicative of greater mood disturbance
(McNair et al., 1992)]. The average CFQ score (mean = 52.90,
SD = 12.47) suggested that the concentration of participants in
daily life is at a normal range (Wallace et al., 2002). No abnormal
value was found in the PSQI, POMS, and CFQ questionnaires.

EEG Dynamical Complexity Between
Resting and Attention States
We analyzed the ApEn, SampEn, FuzzyEn, MSE, and MFE of
all 32 channels for all EEG epochs to investigate the single-
scale and multiscale complexity, and the group difference of EEG
complexity between resting state (eyes opened) and sustained

TABLE 1 | Mean task results of all subjects.

Characteristics Mean (standard deviation) n %

Subject

Male 16 38.10

Female 26 61.90

Age (years) 24.26 (1.17)

Education level college student 42 100

Handedness right-handed 42 100

AX-CPT task

Mean RT (ms) 405.04 (96.52)

Mean errors (%) 8 (6.65)

Questionnaires

PSQI 5.31 (2.09)

POMS 108.31 (20.60)

CFQ 52.90 (12.47)
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attention state was presented in Figure 3. The three single-
scale complexity values during the sustained attention task
were significantly higher than resting state (Figure 3A, ApEn,
p < 0.001, SampEn, p < 0.001, and FuzzyEn, p < 0.001).
Distinct increases of multiscale complexity curves (scales 1–50)
measured by MSE and MFE were observed during sustained
attention state (Figures 3B,C). These promising results suggest
that complexity has the potential to distinguish different levels of
attention states.

EEG Dynamical Complexity Compared
Among Four Attention Levels
Single-Scale EEG Complexity
The single-scale EEG complexity for different attention levels was
explored using three kinds of entropy calculation methods, i.e.,
ApEn, SampEn, and FuzzyEn. Four different levels of attention
states were defined in this study, including high attention (HA),
medium attention (MA), low attention (LA), and resting state
(RS). The definition criterion for different attention levels was
introduced in section “EEG Recording and Preprocessing.” Here,
we first took α = 0.25 as the representative case in this section,
and finally α = 0.05–0.35 were evaluated accordingly in section
“Effects of Significance Level Alpha.”

The brain topography of averaged ApEn, SampEn, and
FuzzyEn for all 42 subjects was shown in Figure 4, representing
HA, MA, LA, and RS, separately. These topography maps
demonstrate that (i) consistently in all three entropy
methods, higher attention levels showed higher single-scale
EEG complexity than lower attention levels in frontal and
central brain regions, whereas resting state showed lowest EEG
complexity than keeping focused (see Figure 4A), and (ii) these
differences among the four attention levels in frontal and central
regions were highly significant (evaluated by nonparametric
Kruskal-Wallis test, see Figure 4B).

Furthermore, as illustrated in Figures 4C,D, we took Fz and
F4 as representative results to show the group differences in
frontal regions. FuzzyEn achieved highest statistical difference

than ApEn and SampEn among HA, MA, and LA states,
representatively shown in Figures 4C,D, ApEn (Fz: p < 0.05,
F4: p < 0.01), SampEn (Fz: p < 0.01, F4: p < 0.01), and
FuzzyEn (Fz: p < 0.01, F4: p < 0.01). Approximately equal
significant group differences were found among four attention
levels (p < 0.001 for both SampEn and FuzzyEn measures in
both Fz and F4). Similar group differences were found in other
EEG channels (i.e., channels marked with the red asterisk in
Figure 4B).

Thus, the comparison results of single-scale complexity
measured by ApEn, SampEn, and FuzzyEn showed that most of
the frontal lobe electrodes (e.g., FP1, FP2, AF3, AF4, F7, F3, Fz,
F4, F8, Fc1, Fc2) and part of the parietal lobe electrodes (e.g.,
C3, C4) all have significant differences among different attention
levels, suggesting that characterization of different attention
levels is more associated with EEG complexity in the frontal and
central regions than other brain regions.

Multiscale EEG Complexity
The dynamical complexity measured from the temporal
regularity of EEG oscillations across different time scales may
provide more information. The multiscale EEG complexity of
three different attention levels and resting state were analyzed
by multiscale measures of both MSE and MFE. The averaged
MSE and MFE curves of F4 were shown in Figure 5. As in the
enlarged detail plots at scales 1–10, more obvious difference was
found in MFE curves (Figure 5B) than MSE curves (Figure 5C)
among four attention states, showing that the higher the
attention level is, the higher the entropy value at this scale. In
Figure 5A, the mean sample entropy values of MA and LA
are approximately equal across different time scales. At time
scales 11–50, the curves of four attention levels are aliased
together in both Figures 5A,B. Hence, the area under MSE
and MFE curves at time scales 1–10 was defined as multiscale
sample entropy index (MSEI) and multiscale fuzzy entropy
index (MFEI). Figure 5C displayed the group differences among
both three different attention levels (i.e., HA, MA and LA,
MSEI: p < 0.01 and MFEI: p < 0.001) and four attention

FIGURE 3 | Comparison of complexity measured separately by approximate entropy (ApEn), sample entropy (SampEn), fuzzy entropy (FuzzyEn), Multiscale sample
entropy (MSE), and Multiscale fuzzy entropy (MFE) between resting state and sustained attention state at Fz. (A) The averaged values of single-scale complexity
(ApEn, SampEn, and FuzzyEn) for 42 subjects [∗∗∗p < 0.001, the error bar represented standard deviation (SD)]. (B) The averaged Multiscale complexity measured
by MSE and (C) MFE for 42 subjects [shadows represented standard error (SE)].
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FIGURE 4 | Brain topography and representative results of single-scale EEG complexity. (A) Topography of approximate entropy (ApEn), sample entropy (SampEn),
and fuzzy entropy (FuzzyEn) for all 42 subjects at four attention states (i.e., high attention—HA, medium attention—MA, low attention—LA, and resting state—RS).
The red color means high entropy, and blue means low entropy. (B) The statistical significance of 32 channels using Kruskal-wallis test. The color of circle indicates
significance level α, blue represents α in the range of (0.01, 0.05], yellow represents α in the range of (0.001, 0.01], red represents α smaller than 0.001. (C,D)
Representative results of single-scale complexity measured group differences for three attention levels (HA, MA, and LA) and four different attention levels (HA, MA,
LA, and RS) in frontal region at Fz and F4. Nonparametric Kruskal-Wallis test, ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001. Error bars = ±1 SD.

levels (i.e., HA, MA, LA, and RS, MSEI: p < 0.001 and MFEI:
p < 0.001).

Recognition of Multi-Level Attention
Classification Results
For the dynamical complexity method, both single-scale (i.e.,
ApEn, SampEn, FuzzyEn) and multiscale complexity indices (i.e.,
MSEI, MFEI) extracted from EEG recordings in the frontal region
(i.e., FP1, FP2, AF3, AF4, F7, F3, Fz, F4, F8, FC5, FC1, FC2, FC6)
were fed into the classification model. To prove the efficiency
and advantage of complexity-based features, the conventionally
used power ratios of different frequency bands which have been
widely considered to be related with attention level (Barry et al.,
2009; Putman et al., 2010), e.g., β/θ, β/α, β/(α+θ), were applied
as classical method to recognize different level of attention
states. For the classical method, 3 power ratio features β/θ, β/α,
β/(α+θ) was extracted from the same frontal electrodes. Hence,
the feature dimension of each sample in the complexity-based
model is 65 (5∗13) and for the classical model, each sample is
described by 39 (3∗13) features. To eliminate the influence of
individuality on classification, the features of all data segments
were separately normalized to 0–1 in all subjects, respectively,
before classification.

Furthermore, in order to further evaluate the distinguish
performance of the Complexity-XGBoost, SVM, and random

forest (RF) were also performed, which have been commonly
used in EEG analysis. The parameters optimizing process was
performed for each classifier model during training.

Table 2 demonstrated the classification results of multi-level
attention recognition obtained from both the LOOCV and 5-
fold cross-validation. With LOOCV, the proposed Complexity-
XGBoost model achieved accuracy of 64.69, 70.49, and 76.39%,
respectively for four-level attention states classification (HA,
MA, LA, and RS), three-level attention states classification
(HA, MA, and LA), and two-level attention states classification
(attention state (AS), and RS). With 5-fold cross-validation, the
Complexity-XGBoost model achieved accuracy of 81.39, 80.42,
and 95.36%, respectively.

Compared with classical methods, complexity-based methods
resulted in best performance in all two validations and three
classification strategies, and this advantage is more distinct when
using the 5-fold cross-validation. When both LOOCV and 5-fold
cross-validation was conducted, the performance in XGBoost
outperformed those of other two machine learning methods. The
results of the SVM were not much different from those of the RF.

The Receiver Operating Characteristic (ROC) curves of
Complexity-XGBoost and Classical-XGBoost methods for three
classification strategies are showed in Figure 6. The area under
curve (AUC) of Complexity-XGBoost method are 0.95, 0.91,
and 0.99 respectively, for four-level, three level, and two-level
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FIGURE 5 | Representative results of multiscale complexity analysis on electrodes F4. (A) The averaged multiscale sample entropy curves and (B) averaged
multiscale fuzzy entropy curves of four attention states for 42 subjects, and the shadow represents SE. (C) Group differences between MSEI and MFEI among
different attention levels. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001. Error bars = SD.

TABLE 2 | The performance between XGBoost and other machine learning methods in the LOOCV and 5-fold cross-validation.

Methods Model LOOCV 5-Fold cross validation

4-Level 3-Level 2-Level 4-Level 3-Level 2-Level

Classical methods SVM 59.23 ± 8.32 65.14 ± 7.79 73.82 ± 8.72 62.42 ± 0.51 72.00 ± 1.73 82.32 ± 0.81

RF 60.19 ± 5.21 64.12 ± 4.96 72.34 ± 7.46 63.52 ± 0.65 73.39 ± 1.10 81.71 ± 1.37

XGBoost 63.15 ± 4.63 65.24 ± 3.86 73.39 ± 4.47 67.45 ± 0.48 72.75 ± 1.03 83.46 ± 1.83

Complexity analysis SVM 60.13 ± 12.32 70.34 ± 9.76 75.43 ± 13.45 78.46 ± 1.12 78.25 ± 1.19 94.34 ± 1.18

RF 63.77 ± 8.63 72.33 ± 10.22 73.70 ± 11.68 77.27 ± 1.73 77.68 ± 0.90 94.12 ± 0.34

XGBoost 64.69 ± 6.20 70.49 ± 4.59 76.30 ± 9.24 81.39 ± 1.47 80.42 ± 0.84 95.36 ± 2.31

attention states classification. And the AUC of Classical-XGBoost
method are 0.83, 0.81, and 0.88, respectively, for three kinds pf
classification strategies.

Feature Importance
The complexity-based features and the classical PSD features
from 32 channels were combined to conduct a Combined-
XGBoost classifier. One advantage of this approach is that
we can retrieve the importance score of each feature after
constructing the gradient boosted trees to obtain the importance

ranking of the feature. The top 10 important features and
their electrode positions are shown in Figure 7. The top 10
important features were all complexity-based features. MFEI
appears 4 times in the top 10 important features, FuzzyEn 3 times,
MSEI twice, and SampEn once, indicating that the complexity-
based features in identifying different attention levels were far
better than the PSD features. Meanwhile, the electrode positions
where these features are located also showed that the frontal
lobe brain area is of great significance for identifying different
level of attention.
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FIGURE 6 | The Receiver Operating Characteristic (ROC) curves of Complexity-XGBoost and Classical-XGBoost methods for three classification strategies. (A) The
ROC curve for four-level classification. (B) The ROC curve for three-level classification. (C) The ROC curve for two-level classification.

FIGURE 7 | Feature importance of Combined-XGBoost (top 10 features).

Effects of Significance Level Alpha
The above results were obtained based on the definition criterion
α = 0.25 for different attention levels (introduced in sections
“EEG Dynamical Complexity Compared Among Four Attention
Levels” and “Recognition of Multi-Level Attention”). Here,
to investigate the reliability of complexity-based features for
characterizing specific attention level, we evaluated the multi-
level attention recognition accuracy under different significance
level α = 0.05–0.35 (see Figure 8, 4-level attention classification).
With the increase of α-level, the classification accuracy of
classical methods based on the power ratio tends to decrease
dramatically from 80.59% (α = 5%) to 64.40% (α = 30%),

while the methods based on complexity analysis have much
higher accuracies (73.91–95.01%) for the recognition of the
four attention states. These findings further confirmed the
advantages of nonlinear complexity analysis for attention-related
EEG recognition. Hence, in this study we took α = 0.25 as the
representative threshold to define HA, MA, and LA is reliable.

Relationship Between EEG Dynamical
Features and Real-Time Response
During Sustained Attention Task
Brain dynamics research has highlighted the contributions of
the ongoing EEG to behavioral responses. In this section, we
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FIGURE 8 | The effects of the significance level α to classification accuracy.

examined the correlation effects of state-related EEG changes on
stimulus-response efforts during sustained attention task. First,
the averaged time-varying C-RTs across subjects were calculated.
As for multi-channels EEG features, we performed principal
component analysis (PCA) method to realize dimensionality

reduction. PCA and related techniques have been applied to
describe the fluctuation of EEG measurements during the resting
state (Leonardi et al., 2013), continuous movie-watching task
(Demirtaş et al., 2019), and whole-brain connectivity dynamics
(Allen et al., 2014; Zhu et al., 2020). PCA is a method
accepted by many researches to reduce the dimensionality
of multi-channel or whole brain features, and then to study
dynamic fluctuation. PCA was performed on the dynamical
EEG features of 13 electrodes in the frontal brain area
within each subject, then the first principal component (PC1)
was selected as the representative EEG features for each
subject. Finally, the averaged time-varying PC1 of 42 subjects
were calculated. These correlation effects were estimated
using a Spearman’s correlation test between averaged EEG
features and averaged C-RTs of all subjects along with data
segments over time.

Five complexity-based features (ApEn, SampEn, FuzzyEn,
MSEI, and MFEI) and 3 power ratio features [β/θ, β/α, and
β/(α+θ)] are all took into consideration separately. Significant
negative correlations were found between the involved EEG

TABLE 3 | Comparison with previous studies on attention recognition.

Authors Attention task
(levels)

Subjects Methods Window
(seconds)

Brain regions
(channels)

Validation Accuracy (%)

2-Levels

Chen et al.
(2017)

Continuous
performance task
(high-attention,
low-attention)

10 Temporal and
entropy
features—SVM

Trial length Prefrontal (1) 3/4 train, 1/4
test

91.60

3-Levels

Hu et al.
(2018)

Randomly selected
learning task (high,
neutral, low)

10 Linear and
nonlinear
features—
CFS+KNN

180 Central and
temporal (6)

10 times
3-Fold CV

80.84

2-Levels 3-Levels

Gaume et al.
(2019)

Continuous
performance task (easy,
medium, and hard)

14 Power
features—LDA

5 Whole brain
(16)

Leave-one-
subject-out

75 51.8

30 85 64.8

2-Levels
(in-ear)

2-Levels
(prefrontal)

Jeong and
Jeong (2020)

Psychomotor vigilance
tasks (attention, rest)

6 Temporal and
spectral
features—Echo
State Network

0.5 In-ear (2)
prefrontal (2)

Within-
subject

81.16 82.44

Cross-
subject

64.00 65.70

10-Fold CV 74.15 73.73

2-Levels 3-Levels 4-Levels

Our study AX-CPT (rest, LA, MA,
HA)

42 Complexity—
XGBoost

3 Frontal (13) Leave-one-
subject-out

76.30 70.49 64.69

5-Fold CV 95.36 80.42 81.39

SVM, support vector machine; CFS, correlation-based feature selection; KNN, k-nearest-neighbor; LDA, Linear discriminant analysis; ESN, Echo State Network; CV,
cross-validation.
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features (except the classical features β/α) and C-RTs, MFEI had
the highest correlation (r =−0.35, p < 0.001).

DISCUSSION AND CONCLUSION

This study proposed to use a calibrated response times (C-RTs)
to obtain multi-level attention states during an AX-CPT
sustained attention test, which can truly reflect the changes in
attention without the influence of individuality on response. The
proposed entropy-based Complexity-XGBoost model achieved
outstanding performance, respectively, in recognizing four,
three, and two levels of attention states relative to a similar
model trained on conventional power spectral based measures.
Furthermore, we found significant correlation relationships
between complexity-based EEG features and C-RTs over time.

EEG signal is a nonlinear coupling of large number of nerve
cells. The linear EEG analysis can evaluate the communication
between neural networks in the same oscillating frequency
band or similar neuron firing patterns. However, it is not clear
how much information is missing since the behavior of neural
network can be highly nonlinear and nonstationary (Yang et al.,
2018; He and Yang, 2021). Thus, nonlinear analysis methods
like entropy and complexity are more suitable for EEG feature
extraction than the power spectral based linear analysis. The
dynamical complexity of the neural network should correlate
with the conscious state of the subject (Tononi and Edelman,
1998). The neural network based on automatic behavior or low-
control behavior should have lower dynamical complexity than
the neural network that consciously controls behavior, such as
controlling oneself to maintain a high attention state.

Compared with the performance of previous studies on the
EEG application of attention state monitoring (Chen et al., 2017;
Hu et al., 2018; Gaume et al., 2019; Jeong and Jeong, 2020), we
dealt with the recognition up to four levels of attention states
and our performance is higher than them using Complexity-
XGBoost (see Table 3). The Complexity-XGBoost achieved the
accuracy of 81.39 ± 1.47% for four-level attention states (HA,
MA, LA, and RS), 80.42 ± 0.84% for three-level attention states
(HA, MA, and LA), and 95.36 ± 2.31% for two-level attention
states (AS and RS) when using 5-fold cross-validation. With
LOOCV, the accuracies were 64.69 ± 6.20%, 70.49 ± 4.59%,
and 76.30 ± 9.24%, respectively. The performance of the three-
level attention classification (without RS) is still relatively high,
indicating that the accuracy of the four-level classification is
not affected by the obvious difference between resting state and
attention state.

The proposed attention recognition model based on the
XGBoost algorithm adds a regularization step to the traditional
gradient enhancement algorithm, which can reduce the degree
of overfitting of training and improve the performance of
cross-subject classification. Moreover, the Complexity-XGBoost
model supports multi-threaded parallel computing, and the
approximate algorithm is used to replace the greedy algorithm
when looking for the best segmentation point, thereby greatly
improving the computing efficiency of the algorithm and
reducing the computational cost in real-time training. In terms of

the recognition of small and medium-sized data, such as attention
recognition using EEG features, algorithms based on XGBoost
are by far one of the best ways for an application purpose.
So attention recognition based on Complexity-XGBoost model
has great application potential in actual portable brain-computer
interface applications.

Furthermore, the interpretable property of the XGBoost
algorithm also showed the importance of complexity-based
features and frontal brain region. The presented attention
recognition results in this study were obtained using EEG features
derived from frontal brain region instead of the whole brain.
The frontal region is involved in the generation of top-down
control signals for attention transition, especially the prefrontal
lobe area plays a vital role in the ability to switch attention
control based on changing task requirements (Rossi et al., 2009).
It is suggested that the frontal region played an important
role in attention regulation (Daffner et al., 2000; Paneri and
Gregoriou, 2017). Both the brain topography of three single-
scale complexity indices (see Figure 4) and feature importance
ranking with electrode locations (see Figure 7) showed that
frontal channels could distinguish different levels of attention
states more significantly than any other brain area. The frontal
cortex, the control center for most cognitive functions, is
considered a higher order area that controls several executive
functions including taking charge of the brain’s attention and
controlling relevant parts of the visual cortex (Baldauf and
Desimone, 2014). However, previous studies found that other
brain regions, including parietal and occipital, also reflect
attentional modulation (van Schouwenburg et al., 2017; Magosso
et al., 2019; Misselhorn et al., 2019). These studies focused on the
relationship of attentional modulation and alpha oscillation or
alpha power, which all used linear analysis methods. It appears
that Hu et al. (2018) excluded frontal electrodes (they used C3,
C4, Cz, P3, P4, Pz), whereas the this study focused on frontal
electrodes. The mechanism that the linear analysis method and
the nonlinear analysis method behave differently in different
brain regions is worthy of further investigation. In this study,
we proposed and verified the effective dynamical complexity
indices for attention evaluation based on frontal EEG, which
is a good impetus for the application of portable prefrontal
EEG devices to promote real-time attention state assessment.
Attention recognition based on Complexity-XGBoost could
applied to the neural feedback treatment of diseases that affect
cognitive function such as attention deficit hyperactivity disorder,
mild cognitive impairment, or Alzheimer’s disease.

This study also provides an instance of EEG dynamical
correlation analysis to investigate the effectiveness of EEG
features in attention assessment. Our results showed that
dynamical complexity measures were related to the changing
process of response, e.g., dynamical complexity measure MFEI
(r = −0.35, p < 0.001) were significantly correlated to the task
performance during sustained attention task. Previous studies
also demonstrated that attention dynamically modulates brain
rhythms (Liu et al., 2020; McCusker et al., 2020; Pagnotta
et al., 2020). McCusker et al. (2020) observed multi-spectral
oscillatory robust effected by attention dynamically for both the
directed and divided attention experiments in a MEG study.
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Liu et al. (2020) applied an complex analysis framework
composed of weighted phase lag index and tensor
component analysis and they found dynamic organizations
of frequency-specific function connectivity can track the
decrement and motivation of attention in sustained task.
In a simplified perspective, dynamical complexity analysis
conducted in this study may offer additional predictive value
for attention.

One limitation of this study is that the time course of AX-
CPT tasks was not sufficiently long, resulting in the reaction
time not being able to progress overtime to produce more
obvious changes. In future research, multi-session variable-
speed AX-CPT tasks and longer experimental time will be
performed to verify the advantages of nonlinear complexity
methods for attention recognition. In addition, we also hope
to use cross-frequency neural coupling measurement for
attention recognition.

The present study investigated brain dynamical complexity
concurrently during rest and a task characterized by
sustained attention. The present findings demonstrated
that dynamical complexity and XGBoost achieved great
performance for different levels of attention states
recognition, and significant differences were observed in the
frontal regions.
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Bola M (2022) Attentional Prioritization
of Complex, Naturalistic Stimuli

Maintained in Working-Memory–A
Dot-Probe Event-Related Potentials

Study.
Front. Hum. Neurosci. 16:838338.
doi: 10.3389/fnhum.2022.838338

Attentional Prioritization of Complex,
Naturalistic Stimuli Maintained in
Working-Memory–A Dot-Probe
Event-Related Potentials Study
Natalia Rutkowska, Łucja Doradzińska and Michał Bola*
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Recent studies suggest that a stimulus actively maintained in working memory (WM)
automatically captures visual attention when subsequently perceived. Such a WM-
based guidance effect has been consistently observed for stimuli defined by simple
features, such as color or orientation, but studies using more complex stimuli provided
inconclusive results. Therefore, we investigated whether the WM-based guidance effect
occurs also for naturalistic stimuli, whose identity is defined by multiple features and
relations among them, specifically for faces and houses. The experiment consisted
of multiple blocks in which participants (N = 28) either memorized or merely saw
(WM or exposure condition, respectively) a template stimulus and then performed
several dot-probe trials, with pairs of stimuli (template and control) presented laterally
as distractors and followed by a target-asterisk. Analysis of reaction-times (RT) in the
dot-probe task shows that memorized stimuli were prioritized by attention and points
toward attention-hold, rather than capture, as a mechanism of attentional prioritization.
Consistent with this interpretation, memorized items did not evoke a lateralized N2pc
ERP component, thought to indicate attention shifts. However, in an exploratory ERP
analysis we found evidence for a very early (100–200 ms post-stimulus) prioritization
specific to the memorized faces, which is in line with the sensory recruitment theory
of WM. In conclusion, our data provide evidence that complex stimuli are prioritized
by attention when maintained in WM, and that the mechanism of such prioritization is
based on a prolonged hold of spatial attention.

Keywords: attention, dot-probe, naturalistic stimuli, N2pc, working memory

INTRODUCTION

Contemporary theories of memory emphasize its role in the prospective guidance of perception
and action (Nobre and Stokes, 2019). Particularly, the working memory (WM) system is currently
recognized as the key component of a pro-active, top-down selection mechanism (Desimone and
Duncan, 1995; Nobre and Stokes, 2019). While WM plays an important role in the volitional
control of attention, it influences attentional selection also in an involuntary way. Specifically,
stimuli encoded and actively maintained in visual WM automatically attract attention upon a
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subsequent presentation (review: Soto et al., 2008). This effect
has been revealed, first, by dot-probe experiments, in which
responses to probes presented at the location of the WM-
maintained stimulus were faster, than to probes following an
unfamiliar, control stimulus (Downing, 2000). Second, by visual
search experiments, showing that search times are increased
when a WM-maintained stimulus appears in the search array
as a distractor (e.g., Soto et al., 2005; Olivers et al., 2006; Soto
and Humphreys, 2007, 2009). Third, by eye-tracking studies
indicating that eye-movements are automatically attracted by
visual items matching the WM content (Hollingworth et al.,
2013; Schneegans et al., 2014; Silvis and Van der Stigchel,
2014). Finally, by electrophysiological experiments revealing
that the WM-maintained stimuli evoke an N2pc component,
which is a classic index of covert attention shifts (Kumar
et al., 2009; Carlisle and Woodman, 2013). Importantly,
such a WM-based attention-capture effect is not a form
of priming, as it was observed only when a stimulus was
actively maintained in WM, but not when it was merely
seen; and is considered automatic and involuntary, as it
occurred even when detrimental to the task performance (review:
Soto et al., 2008).

The automatic guidance of attention from WM has been
so far demonstrated mainly with the use of simple stimuli,
defined either by color or orientation (review: Soto et al., 2008).
Stimuli varying on a single dimension of one basic feature
are generally most effective in guiding bottom-up attention,
as they can be processed pre-attentively and result in a pop-
out search (Wolfe and Horowitz, 2017). Therefore, a question
arises whether complex stimuli, whose identity is typically
defined by multiple features and relations among them, are
able to cause a similar WM-based attention guidance effect.
The seminal dot-probe study by Downing (2000) revealed that
images of faces, abstract geometric shapes, and line drawings
of real life objects captured attention when maintained in
WM. However, subsequent experiments using visual search
paradigms did not replicate these findings. First, Houtkamp
and Roelfsema (2006) used drawings of real-life objects as
stimuli in a visual search task and found no evidence–neither in
accuracy or RT scores, nor in the eye-tracking data–indicating
that such complex items captured attention when held in WM.
Second, Downing and Dodds (2004) also used a visual search
task with complex artificial shapes as stimuli and found no
interference on search performance–as indexed by accuracy
and RT in response to targets–from items concurrently held
in WM. Third, Peters et al. (2009) conducted an event-related
potentials (ERP) study–also using complex artificial shapes as
WM items–and showed not only that the memory-matching
distractors did not influence the search task accuracy, but
also that complex stimuli held in WM do not differ from
control stimuli in terms of evoked ERP activity. Finally, a key
study was conducted by Zhang et al. (2010), who used the
same procedure as Peters et al. (2009) to directly compare
two different sets of stimuli–one consisting of simple shapes
[previously used by Soto et al. (2005)], and another of more
complex, artificial shapes [used by Downing and Dodds (2004)].
Zhang et al. (2010) found that simple stimuli captured attention

when maintained in WM, but complex stimuli did not cause
such an effect. Therefore, they concluded that the WM-
based attentional guidance critically depends on the stimulus
features, with only the simple ones being effective in guiding
attention from visual WM.

In light of such conflicting findings–with the classic study
of Downing (2000) supporting the WM-based attention-capture
by complex stimuli, but several subsequent studies challenging
his conclusions (Downing and Dodds, 2004; Houtkamp and
Roelfsema, 2006; Peters et al., 2009; Zhang et al., 2010)–we
designed a study to provide further evidence, either in favor
or against the discussed effect. Specifically, we investigated
whether two types of complex, naturalistic stimuli–images of
faces and houses–are prioritized by attention when maintained
in visual WM. We chose these two categories as both are
defined by multiple features and thought to exhibit similar
levels of complexity, and thus are often compared in visual
perception studies (Filliter et al., 2016). In the conducted
experiment images of faces and houses were used as template
stimuli, which were either memorized for later recollection
(WM condition) or merely seen without the need to memorize
(exposure condition), in separate blocks. Next, within each
block participants performed a sequence of dot-probe trials,
in which the target dot followed either a template (congruent
trials) or a control image (incongruent trials), which were
presented as task-irrelevant distractors (MacLeod et al., 1986).
We analyzed a difference in reaction-times (RT) between
congruent and incongruent trials, which is a primary index
of attention capture in the dot-probe task, and compared it
between experimental conditions. Further, to obtain a measure of
attentional prioritization that is time-resolved and independent
of behavioral response, we recorded electro-encephalographic
(EEG) activity and analyzed two lateralized ERP components.
First, the N2 posterior contralateral (N2pc), which is considered
to represent covert attention shifts (Luck and Hillyard, 1994;
Eimer, 1996; Kiss et al., 2008). N2pc is defined as more
negative amplitude of signals recorded at posterior electrodes
contralateral to the presented stimulus (in comparison to
ipsilateral electrodes) in the early time-window (starting c.a.
200 ms after stimulus onset). Second, the Sustained Posterior
Contralateral Negativity (SPCN), defined in a similar manner
but occurring later, around 300–400 ms after stimulus onset, and
thought to reflect maintenance and manipulation of information
in visual WM (Jolicæur et al., 2008; Emrich et al., 2009;
Clark et al., 2015).

We hypothesized that template stimuli will attract attention in
the WM condition–as indicated by shorter RT in the congruent
dot-probe trials, and by greater amplitude of the N2pc ERP
component–but we did not expect to observe these effects in
the mere exposure condition. Further, because we assumed
the attentional prioritization of WM items to be automatic
and involuntary, we did not expect to observe the SPCN ERP
component, neither in the WM, nor in the exposure condition.
Finally, considering preferential processing of faces in the visual
system, in comparison to houses, we expected them to benefit
from attentional and memory advantage (in line with: Farah et al.,
1998; Tsao and Livingstone, 2008; Curby et al., 2009).
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MATERIALS AND METHODS

Participants
The study was conducted with the approval of the human
ethics committee of the SWPS University of Social Sciences
and Humanities (Warsaw, Poland). All participants declared
normal or corrected-to-normal vision and no history of mental
or neurological disorders. All participants provided written
informed consent and received monetary compensation for their
time (100 PLN = c.a. 25 EUR).

We analyzed data of 28 participants (18 females, mean
age = 24.2, SD = 2.59 years, range: 19–28, 2 left-handed). Data of
six additional participants were collected, but they were excluded
from the analysis: four participants due to the technical problems
during an EEG recording procedure; one participant did not
comply with the dot-probe task instruction; and one participant
due to insufficient number of epochs remaining after EEG signal
pre-processing (detailed criteria are described in the Section
“Electro-Encephalographic Recording and Analysis”).

Stimuli
Two sets of stimuli were used. First, 60 pictures of faces with
neutral expression (30 male, 30 female; all Caucasian) selected
from the Karolinska Directed Emotional Faces stimulus set
(KDEF; Lundqvist et al., 1998). From their original format, the
face photographs were converted to grayscale using the Gnu
Image Manipulation Program (GIMP1). Second, 60 pictures of
houses from the DalHouses stimulus set (Filliter et al., 2016). All
houses’ images were originally in grayscale, presented on a white
background, thus no modifications were introduced. Identifiers
of stimuli used in the present study can be found in the project
description at OSF.2

Procedure
The experimental procedure was written in the Presentation
software (Neurobehavioral Systems, Albany, CA, United States)
and presented on a FlexScan EV-2450 (Hakusan, Ishikawa, Japan)
screen through an Intel Core i3 computer. Participants were
seated comfortably in a dimly lit room with a viewing distance
of 57 cm, which was maintained by a chinrest.

The procedure started with a display providing participants
with the task instructions and information about the trial
structure. The procedure consisted of two tasks: a working-
memory (WM) task and a mere exposure task; and involved
two stimuli types: faces and houses. Thus, there were four
conditions: a face WM condition; a house WM condition; a face
exposure condition; and a house exposure condition; which were
presented to participants as separate blocks, the order of which
was randomized. Each condition was further sub-divided into 32
memory or exposure blocks. For each memory/exposure block
one template and one control stimulus were randomly chosen
from the pool of all houses or faces. Additionally, in the face
conditions the face stimuli were gender-matched, i.e., female and
male template images were paired only with, respectively, female

1Available at http://www.gimp.org/
2https://osf.io/9rc4j/

and male control images. In both, a face WM condition and a face
exposure condition, female faces were used in half of the blocks,
and male faces in the other half. All stimuli were presented against
a black background.

Each of those 32 blocks started with a central presentation
of a template stimulus for 5000 ms (Figure 1). The instruction–
either “Memorize this picture” (in the WM condition) or “Take
a look at this picture” (in the exposure condition)–was displayed
above the image. The face images subtended 7.4◦

× 10.0◦ of the
visual angle, while house images varied in size and subtended
from 6.1◦ to 9.3◦

× 7.8◦ of the visual angle. After the display of the
template stimulus, a sequence of dot-probe trials was presented.
Each dot-probe trial started with a fixation cross (subtending
0.9◦

× 0.9◦ of the visual angle) displayed in the center of the
screen. The fixation cross remained on-screen throughout the
trial. After 1000 ms a pair of stimuli were presented bilaterally
for 200 ms–the template stimulus on one side and control
stimulus on the other. Face stimuli were presented with their
inner edge 4.4◦ left and right from the fixation cross, while
house stimuli with the inner edge from 3.8◦ to 5.3◦ left and
right from the fixation cross. Next, a target asterisk subtending
0.7◦

× 0.7◦ of the visual angle was presented for 150 ms in the
location of the center of either the template stimulus (congruent
trial) or the control one (incongruent trial). Participants were
instructed to maintain their gaze on the centrally presented
fixation cross, ignore the laterally appearing stimuli, and indicate
the side of the target asterisk presentation (left or right) by
pressing one of two buttons using index fingers of their left
or right hand. Participants were asked to respond as quickly
and accurately as possible. The response time to the target
asterisk was limited to 3000 ms and the next trial started
immediately after the manual response. Within each dot-probe
sequence the template stimulus was presented on the left side
in half of the dot-probe trials, and on the right side in the
other half. Further, half of the dot-probe trials were congruent
and half were incongruent. The order of trials within each
sequence was randomized.

In the WM condition, participants were given a memory
test at the end of each memory block (i.e., after completing
the dot-probe trials sequence). Either a template image or a
different image (neither a template, nor a control stimulus) was
presented centrally. Participants had to indicate whether the
presented stimulus is the same or different from the one they were
previously asked to memorize. Above the image a question “Is
this the same image?” was displayed. In half of the WM blocks
the stimulus was the template image (correct answer “yes”), and
in the other half it was a different image (correct answer “no”).
The answer “yes” was displayed in the left corner of the screen
and the answer “no” in the right corner. Participants responded
by pressing one of two buttons (left for “yes,” right for “no”). The
response time in the memory test was limited to 5000 ms and the
next WM block started immediately after the manual response.
In the mere exposure condition participants were not tested for
stimulus recognition, but immediately after completion of the
dot-probe sequence the next exposure block started.

In total 192 dot-probe trials were presented per condition.
Within each condition half of the WM/exposure blocks
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FIGURE 1 | Experimental procedure. Participants were asked to memorize (WM condition) or just look (exposure condition) at the presented stimulus (either a face
or a house). Then they performed 4 or 8 dot-probe trials in which their task was to indicate with a button press the location of a target asterisk (left or right). Asterisks
were preceded by pairs of stimuli, which participants were supposed to ignore. A memorized/seen stimulus was presented on one side, and a control one on the
other side. In the WM condition participants completed a memory test, in which they had to decide if the presented stimulus is the one they were instructed to
memorize (in the exposure condition there was no memory test). Images from KDEF stimulus set reproduced with permission from Lundqvist et al. (1998). IDs of
images included in the Figure: AM13NES and AM22NES.

comprised 4 dot-probe trials, and the other half comprised 8 dot-
probe trials (the order of blocks was random). The number of
trials varied in order to prevent participants from expecting the
exact moment of a memory test, and thus encourage them to
maintain the WM active throughout the block. Participants had a
self-paced break five times per condition.

Analysis of Behavioral Data
All analyses of behavioral data were conducted using custom-
made Python scripts. Accuracy of responses to the presentation
side of the target-dot was calculated as a percentage of correct
responses. The obtained values are presented in the Results
section, but due to ceiling level performance in the majority
of participants this measure was not analyzed statistically.
Therefore, analysis of the dot-probe task data was focused on
establishing whether reaction times (RT) of manual responses
to the target asterisk differ between two types of trials: those
in which the asterisk was presented on the same side as the
potentially attention-grabbing stimulus (memorized/seen face or
house; congruent trials) and those in which the asterisk was
presented on the neutral stimulus side (control face or house;
incongruent trials). Mean reaction times were calculated only for
the correct responses. For the WM condition the accuracy of
memorizing a template stimulus was calculated as a percentage
of correct responses in the memory test.

Electro-Encephalographic Recording
and Analysis
During the experiment, EEG signal was recorded with 64
Ag-AgCl electrically shielded electrodes mounted on an elastic
cap (ActiCAP, Munich, Germany) and positioned according to
the extended 10–20 system. Vertical (VEOG) and horizontal
(HEOG) electro-oculograms were recorded using bipolar
electrodes placed at the supra- and sub-orbit of the right eye and
at the external canthi. Electrode impedances were kept below
10 k�. The data were amplified using a 128-channel amplifier
(QuickAmp, Brain Products, Enschede, Netherlands) and
digitized with BrainVisionRecorder R© software (Brain Products,
Munich, Germany) at a 500 Hz sampling rate. The EEG signal
was recorded against an average of all channels calculated by the
amplifier hardware.

Electro-encephalographic and EOG data were analyzed using
EEGlab 14 functions and Matlab 2016b. First, all signals were
filtered using a high-pass (0.5 Hz) and a low-pass (45 Hz)
Butterworth IIR filter (filter order = 2; Matlab functions: butter
and filtfilt). Then data were re-referenced to the average of
signals recorded from left and right earlobes, and down-sampled
to 250 Hz. All data were divided into 768 dot-probe epochs
(192 epochs per condition; [−200, 1200] ms with respect to
the faces/houses images onset) and the epochs were baseline-
corrected by subtracting the mean of the pre-stimulus period

Frontiers in Human Neuroscience | www.frontiersin.org 4 April 2022 | Volume 16 | Article 83833825

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-16-838338 April 29, 2022 Time: 11:30 # 5

Rutkowska et al. Complex WM Items Attract Attention

(i.e., [−200, 0 ms]). Further, epochs were rejected based on the
following criteria (all values Mean ± SEM): (i) when there was
no manual response to the target dots until 1.2 s after the onset
(18.9 ± 6.0; range [0, 120] epochs per participant); (ii) when
activity of the HEOG electrode in the time-window [−200, 500]
ms exceeded −40 or 40 uV (105.5 ± 19.1; range [11, 352] epochs
per participant); (iii) when activity of the P7 or P8 electrode
in the time-window [−200, 600] ms exceeded −80 or 80 uV
(none of the epochs rejected). Thus, after applying the described
criteria the average number of analyzed epochs per participant
was: 643.6 ± 22.0; range [355, 752].

A participant was excluded if the number of epochs in
any condition was <60. This criterion resulted in excluding 1
participant out of 29 (but additional 5 participants were excluded
due to other criteria, as described in the Section “Participants”).
The numbers of epochs provided above were calculated based on
the final sample of 28 participants.

Next, each EEG-EOG data-set was decomposed into 50
components using Independent Component Analysis as
implemented in the EEGlab pop_runica function. To remove
residual oculographic artifacts from the data the following
procedure was used: time-course of each component was
correlated with time-courses of HEOG and VEOG electrodes
and in case the Spearman correlation coefficient exceeded
−0.3 or 0.3 a component was subtracted from the data.
Using this procedure 3.0 ± 0.2 components (range [1, 6]) per
participant were removed.

To ensure that there was no difference in the number
of trials with the target presented on the WM (congruent)
and control side (incongruent) which were retained in the
data after preprocessing, we conducted a 3-way repeated-
measures ANOVA with congruency (congruent, incongruent
trials), task (WM, exposure), and stimulus (face, house) as
factors. We confirmed that congruency had neither main effect
[F(1,27) = 1.386, p = 0.249, ηp

2 = 0.049], nor interacted with other
factors [congruency × task: F(1,27) = 0.649, p = 0.428, ηp

2 = 0.023,
congruency × stimulus: F(1,27) = 0.042, p = 0.839, ηp

2 = 0.002].
Both N2pc and SPCN components are defined as a difference

between the contralateral and ipsilateral activity recorded at
posterior electrodes after a stimulus presentation (Luck and
Hillyard, 1994; Jolicæur et al., 2008). As N2pc is typically
maximal at posterior electrodes sites (Luck, 2012), signals from
P8 and P7 electrodes were used to calculate both components,
similarly to other studies using N2pc and SPCN as markers of
attention shifts (Kappenman et al., 2014; Furtak et al., 2020;
Bola et al., 2021). Epochs were divided with respect to the
condition and presentation side of the template stimulus in the
following way: when template stimulus was presented on the
left side, P8 was the contralateral electrode and P7 was the
ipsilateral electrode; when template stimulus was presented on
the right side, P7 was the contralateral electrode and P8 was
the ipsilateral electrode. For each condition contralateral and
ipsilateral signals were first concatenated and then averaged, to
obtain contralateral and ipsilateral waveforms. These waveforms
were averaged within the 200–400 ms time-window for the
N2pc analysis (e.g., Woodman et al., 2009; Reutter et al., 2017;
Wójcik et al., 2019) and in the 400–600 ms time-window for

the SPCN analysis (Clark et al., 2015). Further, based on the
visual inspection of the obtained ERP waveforms (Figure 3)
an exploratory analysis was conducted on lateralized activity
observed in the early, 100–200 ms time-window.

Statistical Analysis
Statistical analyses were conducted in the JASP software and
cross-checked with Statcheck.3 The values are reported as
Mean ± SEM, unless stated otherwise. For all statistical tests
probability values were reported (p) and the standard 0.05 alpha
level was used as a threshold for refuting the null hypothesis.

To test for the presence of the behavioral (RT) and
electrophysiological dot-probe task effects repeated–measures
(rm) ANOVA models were used. Specific to the analysis of RT
was the factor of congruency, defined by the asterisk presentation
side with respect to the memorized/seen item (congruent vs.
incongruent trials). Specific to the electrophysiological analysis
was the factor of side, defined as the side on which ERP activity
was recorded, with respect to the memorized/seen item (ipsi- vs.
contra-lateral). The side effect was analyzed separately for activity
recorded in the three analyzed time-windows (100–200 ms, 200–
400 ms, and 400–600 ms). The factors of a stimulus (faces vs.
houses) and task (memory vs. mere exposure) were included in all
models. The simple main effects analyses were conducted in case
of a significant interaction. Results were reported as F(df) and
partial eta-squared, the indicator of the effect size, was reported
as ηp

2.
To compare the accuracy scores in the memory test between

faces and houses conditions, the data distribution was first tested
with the Shapiro–Wilk test and, as it deviated from normality, a
non-parametric two-tailed Wilcoxon test was used. The statistic
was reported as a sum of positive ranks (W), together with
the matched rank biserial correlation (rrb) as a measure of
the effect size.

Data Availability
The data used in the statistical analysis can be accessed from the
OSF (see text footnote 2). Raw EEG data, and scripts used for
presentation of the experimental procedure and data analysis will
be shared by authors per request.

RESULTS

Memory Accuracy
We observed high working-memory (WM) accuracy scores for
both faces (97.2 ± 0.7%) and houses (94.2 ± 1.6%), which
indicates that participants were actively maintaining the template
stimulus in working memory. Comparing the WM accuracy
between face and houses we found better memory performance
for face images (W = 172.500, p = 0.010, rrb = −0.150). This
result confirms our hypothesis and is in line with previous studies
(Curby et al., 2009), but due to the ceiling level performance and
low effect size it should be treated with caution.

3http://statcheck.io/index.php
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FIGURE 2 | Mean RTs in dot-probe task for the WM and exposure conditions and both types of stimuli (House, Face). Asterisks indicate statistically significant
differences between congruent and incongruent trials (p < 0.001). Error bars represent 2SEM.

FIGURE 3 | Event related potentials in the dot-probe task. Electrodes P7/P8 were chosen for the analysis. Waveforms recorded ipsi- and contra-laterally with
respect to the seen or memorized stimulus are presented in the top row. Difference waveforms (i.e., contra–ipsi-lateral side) are presented in the bottom-row. Time
windows of the three analyzed components–the early negativity (EN; 100–200 ms), N2pc (200–400 ms), and SPCN (400–600 ms)–are highlighted.

Dot-Probe Task–Behavioral Results
In the dot-probe task participants exhibited ceiling-level accuracy
(i.e., in indicating the target-dot presentation side), with the
percentage of correct responses being: 97 ± 0.6% in the
house WM condition; 97 ± 0.6% in the face WM condition;

97 ± 0.8% in the house exposure condition; 98 ± 0.5%
in the face exposure condition. Correct responses to the
target asterisk were analyzed in terms of reaction times (RT),
which was our primary index of attention capture. Specifically,
we investigated whether RT were shorter when the target
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followed a potentially attention-grabbing template stimulus (i.e.,
congruent trials), in comparison to trials when it followed a
control stimulus (i.e., incongruent trials; Figure 2). In a three-
way rm-ANOVA analysis we found a significant main effect of
congruency [F(1,27) = 15.49, p < 0.001, ηp

2 = 0.365] and task
[WM vs. exposure; F(1,27) = 9.05, p = 0.006, ηp

2 = 0.251], and a
significant interaction between those two factors [F(1,27) = 14.24,
p = 0.001, ηp

2 = 0.345]. With regard to this interaction
there was a significant simple main effect of congruency in
the memory condition [congruent trials: 352.06 ± 8.67 ms;
incongruent 368.54 ± 10.86 ms; F(1,27) = 21.42, p < 0.001,
ηp

2 = 0.442], but not in the exposure condition [congruent
trials: 349.33 ± 11.14 ms; incongruent 350.55 ± 10.56 ms;
F(1,27) = 0.265, p = 0.611, ηp

2 = 0.010]. The main effect of
stimulus [F(1,27) = 0.052, p = 0.822, ηp

2 = 0.002] and other
interactions [task × stimulus: F(1,27) = 0.830, p = 0.370, ηp

2 = 0.03,
stimulus × congruency: F(1,27) = 0.033, p = 0.858, ηp

2 = 0.001,
congruency × task × stimulus: F(1,27) = 0.12, p = 0.746,
ηp

2 = 0.004] did not reach significance. Therefore, in line with
our hypothesis, we found attentional prioritization of stimuli
that were actively maintained in WM (but not of stimuli that
were merely seen), and such a WM-based effect was observed
irrespective of the stimulus type.

Dot-Probe Task–Electrophysiological
Results
Results of the three-way rm-ANOVA for the N2pc ERP
component indicate a significant side effect (ipsilateral amplitude:
1.64 ± 0.44 µV; contralateral: 1.49 ± 0.44 µV), but interactions
between side and task, or side and stimulus were not significant
(Figure 3 and Table 1). Therefore, we conclude that our
manipulations did not affect the N2pc component, and that our
hypothesis stating that larger N2pc will be observed in the WM
task was not confirmed.

Similarly, results of the three-way rm-ANOVA for the SPCN
ERP component indicate a significant stimulus effect only. This
effect indicates that activity evoked by faces (1.77 ± 0.37 µV) had
lower amplitude than activity evoked by houses (2.15 ± 0.33 µV).
However, because none of the interactions involving the side
factor was significant, we conclude that our manipulation did not
affect the SPCN component, which is in line with our hypothesis.

Inspection of the obtained ERP waveforms prompted us to
conduct an unplanned, exploratory analysis of the lateralized
activity in an earlier, 100–200 ms time-window. This analysis
yielded a significant interaction between side, task, and stimulus
(Figure 3 and Table 1). The simple main effects analysis showed
that an early contralateral negativity is present in the memory
condition for faces [ipsilateral: −0.51 ± 0.39 µV; contralateral:
−0.74 ± 0.38 µV; F(1,27) = 10.13, p = 0.004, ηp

2 = 0.273],
but not for houses [ipsilateral: 0.15 ± 0.43 µV; contralateral:
0.15 ± 0.44 µV; F(1,27) = 0.004, p = 0.951, ηp

2 < 0.001].
In the mere exposure conditions the simple main effects were
not significant neither for faces [ipsilateral: −0.85 ± 0.42 µV;
contralateral: −0.79 ± 0.41 µV; F(1,27) = 1.02, p = 0.322,
ηp

2 = 0.036] nor for houses [ipsilateral: 0.23 ± 0.42 µV;
contralateral: 0.23 ± 0.43 µV; F(1,27) = 0.01, p = 0.971,

ηp
2 < 0.001]. Therefore, our analysis revealed that the very

early lateralized activity was evoked only by face images
maintained in WM.

DISCUSSION

The present study examined whether complex naturalistic stimuli
that are actively maintained in visual WM are automatically
prioritized by attention upon subsequent presentation. Such a
WM-guided attentional selection has been consistently observed
for simple stimuli (review: Soto et al., 2008), but inconsistent
findings were reported when more complex stimuli were used
(Downing, 2000; Downing and Dodds, 2004; Houtkamp and
Roelfsema, 2006; Peters et al., 2009; Zhang et al., 2010). Therefore,
in the present study images of faces and houses were either
memorized or merely seen by participants, and subsequently
presented in a dot-probe task. To test a hypothesis that such
complex, naturalistic stimuli are automatically prioritized by
attention when actively maintained in WM we analyzed both
behavioral (RT) and electrophysiological (N2pc) indexes of
attentional prioritization.

Attentional Prioritization of Complex
Stimuli
Our main finding from the dot-probe task is that RTs were
significantly shorter when a target asterisk followed a memorized
face or a house, in comparison to the situation when it followed
a control stimulus. Importantly, the RT effect was not observed,
neither for faces nor for houses, when participants merely saw
the template images, without an instruction to memorize them.
This indicates that stimuli actively maintained in WM were
prioritized by attention, but those that were merely seen did
not cause such an effect. Thus, our behavioral results replicate
the findings of Downing (2000), who found a similar effect for
a range of complex stimuli–including complex artificial shapes,
line drawings, and images of faces–in a similar dot-probe task.
However, his findings were challenged by subsequent visual
search experiments, which used drawings of real-life objects and
complex shapes and did not find a similar effect (Downing and
Dodds, 2004; Houtkamp and Roelfsema, 2006; Peters et al., 2009).
Of special relevance is work by Zhang et al. (2010), who compared
two sets of artificial shapes–simple and complex ones–directly
in the same study and using the same visual search task. They
found only the simple stimuli to be prioritized by attention
when maintained in WM and concluded that the attentional
guidance critically depends on the stimulus features, with a
stronger effect for simple than for complex stimuli. Thus, their
conclusion is at odds with results of both Downing (2000) and
our study, which show that even stimuli defined by multiple
features and by relations among them can induce a WM-based
attentional bias. Importantly, our data provide evidence that
the mere complexity of a stimulus is not likely to be a critical
factor in the investigated phenomenon. We rather argue that
the images used in our study evoked the WM-based guidance
effect because they were processed holistically and perceived as
meaningful, in contrast to the complex artificial shapes [e.g.,
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TABLE 1 | Rm-ANOVA analysis of the electrophysiological effects.

Time window: 100–200 ms Time window: 200–400 ms Time window: 400–600 ms

Factor F(1,27) p ηp
2 F(1,27) p ηp

2 F(1,27) p ηp
2

Side 1.556 0.223 0.054 10.194 0.004 0.274 1.717 0.201 0.060

Task 0.661 0.423 0.024 0.032 0.860 0.001 0.587 0.450 0.021

Stimulus 31.910 <0.001 0.542 1.023 0.321 0.037 10.061 0.004 0.271

Side × Task 4.923 0.035 0.154 1.899 0.180 0.066 1.414 0.245 0.050

Side × Stim 0.066 0.321 0.036 0.069 0.795 0.003 0.672 0.420 0.024

Task × Stim 2.341 0.138 0.080 0.027 0.871 0.001 0.394 0.536 0.014

Side × Task × Stim 4.923 0.035 0.154 2.032 0.165 0.070 0.224 0.640 0.008

Analysis was conducted separately for three time windows (early negativity: 100–200 ms; N2pc: 200–400 ms; and SPCN: 400–600 ms). Each model included the
following three factors: side (recording from contralateral/ipsilateral electrodes), task (memory/exposure), stimulus (face/house).

used by Zhang et al. (2010)]. Our interpretation is in line with Xu
(2017), arguing that visual WM is not typically used to encode
features of a single dimension, but rather to store integrated
representations of meaningful objects.

Notably, apart from differences in stimuli properties, the
discussed studies differ also in terms of paradigms used–while
the studies demonstrating a WM-based prioritization of complex
stimuli used a dot-probe task (Downing, 2000, and our study),
studies finding no evidence for such an effect used a visual search
task (Downing and Dodds, 2004; Houtkamp and Roelfsema,
2006; Peters et al., 2009; Zhang et al., 2010). Potential differences
in sensitivity between these two procedures might thus account,
at least partially, for differences in reported results. More data has
to be collected by future studies to address which factor plays a
key role in the discussed effect.

Two opposing accounts of the mechanism behind the WM-
based guidance effect have been proposed. First one emphasizes
the role of verbal (and perhaps semantic) representations in WM
maintenance and subsequent directing of visual attention. It is
based on studies showing that verbalization by itself can induce
attention guidance (Soto and Humphreys, 2007), and that when
visual stimuli are used as memory items the articular suppression
task impairs the guidance effect (Downing and Dodds, 2004;
Woodman and Luck, 2007; Soto and Humphreys, 2008). In
contrast, the second view assumes that the guidance effect relies
predominantly on visual representations. It is supported by
experiments revealing the effect only when stimuli were defined
by small and hard to verbalize differences in their attributes (e.g.,
hues of one color or slightly differing shapes) but not when easy to
verbalize categorical differences were used (Olivers et al., 2006).
Importantly, the stimuli used in our study were also difficult
to verbalize and required maintaining a predominantly visual
representation. Thus, our results provide further support for
the latter view.

Attentional Prioritization–Capture or
Hold?
The majority of previous studies investigated the WM-based
guidance effect using behavioral methods, and thus relevant
EEG or fMRI data is scarce. Therefore, in the present study we
collected EEG data, with the main aim of using them to evaluate

the time-course of attentional prioritization. However, the N2pc
ERP component–a classic index of attention capture (Luck and
Hillyard, 1994; Eimer, 1996; Kiss et al., 2008)–was not affected
by the memory manipulation. Thus, in our study we found a
robust behavioral (RT) effect of attentional prioritization, but at
the same time no related electrophysiological effect in the form
of N2pc. Lack of N2pc is thus at odds with previous studies that
found N2pc in similar WM tasks (Kumar et al., 2009; Carlisle
and Woodman, 2013), albeit it is important to emphasize these
previous studies used simple stimuli. Importantly, the series of
previous studies have shown that N2pc can be observed when
stimuli maintained in WM are subsequently presented as task-
irrelevant distractors [Kumar et al., 2009; but see also Carlisle and
Woodman (2011)], but its amplitude is four times higher when
stimuli constitute task-relevant targets (Carlisle and Woodman,
2013). Thus, while absence of the N2pc component in our study
might be related to the fact that complex stimuli were used,
it might also stem from task-irrelevance of the memory items.
Future studies will investigate the effect of naturalistic stimuli
in situations when they are task-relevant, which would also more
closely reflect daily life situations.

Importantly, the classic theory of attention proposed by
Posner et al. (1987) differentiates two independent functionalities
of spatial attention orienting–attention shifts (or capture) defined
as movement of attention from its current location to a new one;
and attention engagement (or hold) described as an involvement
in processing of a stimulus and a transient inability to switch
to a new location. Therefore, another potential explanation of
the dissociation between RT and N2pc observed in our study
is that the memorized stimuli did not automatically capture
attention (thus no N2pc effect was observed), but rather held
and engaged attention for a longer time. What further supports
this interpretation is that we observed an elongation of RT in the
incongruent trials, rather than shortening of RT in the congruent
ones–this is evident when the WM and exposure conditions are
compared (Figure 2). Previous visual search studies using simple
stimuli and including valid, neutral, and invalid conditions have
provided conflicting results on the matter of capture vs. hold.
Some found longer RTs in invalid as relative to neutral trials,
but no difference between valid and neutral conditions (which
would be indicative of an attention-hold by memorized items;
Soto et al., 2007). However, others show both shorter RT in valid
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and longer RT in invalid trials, in comparison to the neutral
ones (which would be indicative of both capture and hold; Soto
et al., 2006). Importantly, data collected by Downing (2000) do
not speak to the matter at hand because of the between-subject
design used in his study (the group performing the control task
had in general significantly longer RTs to probes than the group
performing WM task). Thus, further studies are required to
elucidate the precise mechanism of attentional prioritization of
the WM-maintained items.

Early Prioritization Specific to Faces
Even though our WM manipulation did not influence the
N2pc or SPCN components, in an exploratory analysis we
did find electrophysiological evidence suggesting a very early
prioritization of the memorized faces. Specifically, we observed a
contralateral negativity in response to the memorized face already
between 100 and 200 ms after the stimulus onset. Thus, it is
not clear whether contralateral negativity occurring so early can
be termed N2pc, as N2pc is considered to occur around 175–
200 ms after the stimulus onset (i.e., co-occurring with N2; e.g.,
Woodman et al., 2009; Reutter et al., 2017; Wójcik et al., 2019).
Nevertheless, observing contralateral negativity already around
100 ms after the stimulus onset (i.e., co-occurring with the P100
component) suggests it represents the early and perceptual stages
of processing. Enhanced activity of the occipital area in response
to a stimulus held in WM has been already reported (Tan et al.,
2014, 2015), but while Tan and colleagues analyzed the P100
amplitude, here we analyzed a difference between contralateral
and ipsilateral activity (i.e., in our study the WM-maintained
stimulus was presented always in pair with control stimulus, thus
analysis of P100 is not possible). However, other studies, which
used simple stimuli, did not observe any evidence for such an
early WM-associated activity (e.g., Kumar et al., 2009; Telling
et al., 2010). It is thus important to emphasize that in our study
the early effect was present for faces, but not for houses. While the
mechanisms of such an early electrophysiological effect remain to
be investigated, the fact that it was observed only for faces is in
line with several lines of evidence. First, due to their evolutionary
and social importance, faces are processed in a largely automatic
and holistic manner (Farah et al., 1998; Tsao and Livingstone,
2008). Second, due to holistic encoding strategies, faces benefit
from a WM advantage (which is observed also in our data;
Curby et al., 2009). Third, continuous flash suppression (CSF)
studies show that faces actively maintained in WM break the
CFS faster than faces that were merely seen (Pan et al., 2014).
The fact that in the CFS paradigm WM can bias face perception
outside of awareness is in line with the automatic and involuntary
(possibly pre-attentive) nature of the effect found here. Thus,
the attention prioritization revealed in the present study is a
plausible mechanism accounting for the CFS effects. Finally, face
recognition is performed by a specialized set of brain regions
(Haxby et al., 2000; Kanwisher and Yovel, 2006) with the initial
stages of face categorization occurring as early as 80–150 ms
post-stimulus (Herrmann et al., 2005), which is in line with the
observed early effect.

The presence of such early visual cortex activity in response
to the WM-maintained stimuli is relevant to the ongoing debate

on neuronal mechanisms of visual working memory. Here,
two opposing theories have been proposed: first, the top-down
amplification hypothesis, which assumes that visual WM items
are maintained by fronto-parietal interactions (Bettencourt and
Xu, 2016; Riley and Constantinidis, 2016; Christophel et al., 2018;
Thigpen et al., 2019; review: Xu, 2017); second, the sensory-
recruitment hypothesis, assuming that visual WM items are
stored and maintained in the visual cortex (i.e., that perception
and visual WM share the same neural substrate; Postle, 2006).
The latter view might particularly effectively account for the
automatic interactions between perception and the WM contents,
which were observed in our and other studies (e.g., Silvanto
and Cattaneo, 2010; Albers et al., 2013; Gayet et al., 2017; Teng
and Kravitz, 2019). Importantly, given that ERP components
observed in the 100–200 ms time-range are generated by sensory
brain regions and reflect perceptual processing (Nusslock, 2016),
such an early prioritization of the memorized faces provides
support for the sensory recruitment theory. Further, such an early
effect was not found in previous dot-probe studies using very
salient and relevant emotional faces (Holmes et al., 2009) or self-
faces of participants (Wójcik et al., 2019; Bola et al., 2021), which
further indicates it might specifically reflect a match between
the WM-maintained representation and an incoming stimulus.
However, because this analysis was exploratory, the conclusion
should be treated with caution.

Limitations and Conclusion
There are two main limitations of our study that should be
pointed out. First, we are not able to definitely exclude the
possibility of strategic allocation of attention to the WM-
maintained stimuli. In such a scenario participants would
focus on the template image in order to improve (refresh) its
representation in WM and perform better in the subsequent
memory test. However, the design of our study–including
brief presentation time of distractor stimuli (200 ms), the
minimal demands on WM for the memory test (i.e., participants
performance exhibited a ceiling-level), and the fact that
occurrence of the observed WM-based attention capture effect
was detrimental to the dot-probe task performance–discouraged
such strategic and volitional effects. Further, considering that
robust N2pc is observed when task-relevant stimuli are attended
strategically (Kumar et al., 2009), and that SPCN’s amplitude
increases during retention and processing of stimuli in the WM
(Jolicæur et al., 2008; Emrich et al., 2009; Clark et al., 2015), the
fact that neither component was observed in our data is also
an argument against the strategic resampling. Second limitation
is that WM and exposure conditions differed in terms of
cognitive effort necessary to encode and maintain the presented
stimulus. As this might be important for disentangling the exact
mechanisms behind attentional effects, future studies should use
the retro-cueing procedure (e.g., Gayet et al., 2017; Gayet and
Peelen, 2019).

In conclusion, our study provides evidence that attentional
prioritization of WM-maintained stimuli can be observed for
complex and naturalistic stimuli, and thus encourages further
investigations of this effect in more ecological conditions. The
pattern of RT results and the dissociation between RT and
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N2pc suggests that the observed attentional prioritization might
reflect hold, rather than capture of attention. Further, our
electrophysiological results provide evidence for a very early
prioritization of the memorized face images, which is in line with
the sensory-recruitment theories of WM.
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Sciences, Graduate School of Health Sciences, Yamagata Prefectural University of Health Sciences,
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Introduction: The current study measured the frontal midline theta rhythm (Fmθ),

which appears in the frontal midline region during the attentional focus state,

using the sheet-type wearable electroencephalograph (EEG) device HARU-1, and

examined the modulation of frontal gamma band activity by cognitive tasks.

Methods: We measured the frontal EEG of 20 healthy subjects using HARU-1 for

2 min during the rest eyes-closed condition and simple mental calculation task

condition, respectively. Statistical analyses were conducted using permutation

testing based on t-test and cluster analysis to compare the results between the

resting state and the task condition.

Results: Twelve of 20 subjects showed Fmθ during the task condition. The 12

subjects with Fmθ showed significantly higher activity of the theta and gamma

bands, and significantly low activity of the alpha band during the task condition

compared to the resting condition. In the eight subjects without Fmθ were

significantly low activity of the alpha and beta bands and no significant activity

in the theta and gamma band activity during the task condition compared to the

resting condition.

Discussion: These results indicate that it is possible to measure Fmθ using

HARU-1. A novel finding was the gamma band activity appearing with Fmθ in the

left and right frontal forehead regions, suggesting that it reflects the function of

the prefrontal cortex in working memory tasks.

KEYWORDS

EEG, frontal midline theta rhythm (Fmθ), gamma activities, focused attention, calculation,
HARU-1, sheet-type EEG device, wearable device

1. Introduction

Electroencephalography (EEG) is a leading method for non-invasive measurement of
human brain activity and has been used in various fields, from the diagnosis of epilepsy and
sleep disorders to brain-computer interface (Teplan, 2002; Padfield et al., 2019). However,
EEG amplitude is smaller than electromyography (Raez et al., 2006), electrocardiography
(Velayudhan and Peter, 2016), and electro-oculography (Choudhury et al., 2005). Therefore,
when measuring EEG, it is necessary to avoid these artifacts. Additionally, power line
interference can cause artifacts, limiting the environment. Furthermore, a conventional EEG
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device has been found to be cumbersome, time-consuming,
painful, and uncomfortable to use, requiring skin preparation,
gel-electrode application, mounting many wired sensors, and
connecting electrodes to the main acquisition unit and personal
computer (Mihajlovic et al., 2015).

In the last decade, various types of wearable EEG devices
have been developed, and some of them are commercially
available. However, most non-clinical EEG solutions are designed
for general-use EEG applications with a lack of support for
sophisticated signal processing and effective feedback generation,
and most of them are used for entertainment such as games
(Mihajlovic et al., 2015). In this context, PGV Inc. has released
a sheet-type wearable EEG device “HARU-1” (PGV Inc., n.d.a).
HARU-1 applies sheet-type EEG electrodes developed by Professor
Tsuyoshi Sekitani (Araki et al., 2019). The electrode sheet used in
HARU-1 is manufactured by printing electrodes on a flexible and
stretchable sheet, which adapts to the movement of the skin surface
and does not cause stress or discomfort to the subject (Matsumori
et al., 2022). They are low-cost and disposable. The main unit
(amplifier, AD converter, wireless signal transmission unit, battery,
etc.) is small and light enough to fit in the front forehead.
Furthermore, the system is completely wireless, transmitting EEG
signals to smartphones and tablets via Bluetooth, making it possible
to measure EEG during activities without restricting the wearer’s
activities (PGV Inc., n.d.a). Li et al. (2019) reported that repeated
and longitudinal recording of EEG using sheet-type EEG will
contribute to the detection of specific EEG patterns for patients
with sleep/wake-related problems to dementia. Matsumori et al.
(2022) presented a novel automatic sleep scoring system with
HARU-1, and the results indicated that the system is feasible to
score the sleep stage with an accuracy comparable to that achieved
by clinical polysomnography devices.

One of the characteristic EEG components that appears during
mental activity is the frontal midline theta rhythm (Fmθ). Ishihara
and Yoshii (1972) discovered Fmθ, which appears in the frontal
midline of healthy subjects by using a 13-channel EEG system. Fmθ

is induced in an attentional focus, such as during psychological
tasks (Ishihara and Yoshii, 1972; Asada et al., 1999; Ishii et al.,
2014), and is particularly sensitive to immersion in a task, or
when attention is focused on a single task. Fmθ appears in tasks
such as the Uchida-Kraepelin test (Ishihara and Yoshii, 1972), rifle
shooting preparation (Doppelmayr et al., 2008), and car driving
(Laukka et al., 1995), supporting the idea that Fmθ is related to the
attentional focus state. Thus, measuring Fmθ during work activities
can objectively evaluate the state of attentional focus. In the
field of occupational therapy, the appearance of Fmθ during craft
activities has been shown to be related to the autonomic nervous
responses, suggesting that focusing attention on craft activities can
have relaxing effects (Shiraiwa et al., 2020). Also, during cognitive
tasks, active mobilization of cortical areas has been reported to be
translated into a local increase in the gamma bandwidth (Tallon-
Baudry and Bertrand, 1999). Furthermore, the prefrontal cortex
(PFC) may influence the posterior sensory areas where working
memory representations are maintained (Lara and Wallis, 2015).
Using spectral analysis and beamforming, Roux et al. (2012)
suggests that gamma oscillations in PFC are critically implicated
in the maintenance of relevant working memory information.
Previous studies that measured intracerebral EEG during working
memory tasks have also reported modulation of gamma-band

activity (Mainy et al., 2007; Meltzer et al., 2008). Based on these
findings, gamma-band activity may be modulated by cognitive
tasks that induce Fmθ.

Since HARU-1 can be used to measure EEG during situations
involving movement, it is a suitable device for measuring EEG
during work activities and monitoring the subject’s attentional
state. However, no attempt has been made to use HARU-1 to
measure Fmθ induced by the attentional state, nor gamma-band
activity modulated during working memory tasks. This study
aimed to validate the utility of HARU-1 for measuring Fmθ and
gamma band activity, during a calculation task confirmed to be
validated in previous studies.

2. Materials and methods

2.1. Subjects

The subjects were 20 healthy young volunteers (mean age:
24.6 ± 8.7 years, 8 males and 12 females).

2.2. Experimental procedure

Electroencephalography measurements were performed in the
sitting position. The room in which the EEG was measured was
not a shielded room. However, EEG was measured after confirming
that no HAM noise was introduced by real-time spectral analysis
using the measurement application HARU-Measure (PGV Inc.,
Tokyo, Japan). The stretchable electrode sheets (weight = 0.5 g,
thickness = 80 µm, stretchability ≤ 150%) used in this study were
fabricated by screen-printing an Ag particle-containing paste onto
the elastomer substrate that had a moisture permeability of up to
2,700 g m−2 day−1 (25 µm thickness at 40◦C and 90% humidity),
which can help avoid bacterial growth even in a wet state (Araki
et al., 2019). The reliability of this EEG sensor platform has already
been evaluated by comparison with the International 10–20 system,
showing a voltage resolution not inferior to that from a high-end
device for fixed EEG (Araki et al., 2019). The electrode sheet was
attached with a special conductive gel, and the skin of the front
forehead and left mastoid region of the subject was wiped with an
alcohol swab. The electrode sheet was attached in the same position
as AFz, Fp1, and Fp2 based on the International 10–10 system,
and the reference electrode was positioned at the left mastoid. The
sampling rate was set to 250 Hz (Figure 1).

Electroencephalography signals were transmitted via Bluetooth
to the measurement tablet LAVIE Tab PC-TE507JAW (NEC
Corporation, Japan) and recorded using the measurement
application HARU-Measure (PGV Inc., Tokyo, Japan).

Below is an overview of the tasks (Figure 2).
Electroencephalography signals were recorded under the

following two conditions.
1. Resting eyes-closed condition.
The subjects were instructed to close their eyes while sitting on

a chair. The eyes were then kept closed for 2 min.
2. Simple mental calculation task condition.
We adopted a calculation task as an Fmθ-induced task, as

in previous studies (Mizuki et al., 1980; Iramina et al., 1996;
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FIGURE 1

The electrode sheet is attached. The three channels used are AFz,
Fp1, and Fp2. The reference electrode was positioned at the left
mastoid. PGV Inc. (n.d.b).

Ishii et al., 1999). Subjects were instructed to subtract 7 from 1,000
for 2 min in a row with their eyes closed. If subjects calculated while
saying the answer or using their fingers, they were instructed to
“calculate in your mind.”

2.3. Analysis

Electroencephalography data of 20 subjects were visually
checked and evaluated whether Fmθ appeared or not by certificated
medical doctor of the Japanese Society of Clinical Neurophysiology.
The measured EEG data for the resting eyes-closed condition and
the simple mental calculation task condition were analyzed using
the Brain Electrical Source Analysis: BESA Research 6.0 (BESA
GmbH, Germany) software. High Pass Filter of 4.0 Hz, Low Pass
Filter of 75.0 Hz, and Notch Filter of 60.0 Hz were applied offline.
Two minutes of EEG data in each of the two conditions were
divided into 2 s. Artifacts such as blinks and electromyograms
were visually removed. Additionally, artifact scans were performed
with an amplitude threshold that accepted at least 85% of the
remaining epochs. The amplitude thresholds for the two conditions
were the same and were set for each subject. The mean value of
the amplitude threshold was 102 ± 27 µV. The average number
of remaining epochs in the resting eyes-closed condition was
54 ± 6, and the average number of remaining epochs in the simple
mental calculation task condition was 50 ± 6. We performed
time-frequency analysis in the frequency range of 4.0–75.0 Hz
in 0.25 Hz-steps with a time sampling rate of 200 ms-steps by
applying complex demodulation to transform time-domain EEG
data into time-frequency data which was implemented in BESA
(Hoechstetter et al., 2004). A post hoc power analysis was performed
using G power 3.1 software with a medium effect size (0.5) and α of
0.05 (two-tailed paired t-test).

The two groups were set up by certificated medical doctor of the
Japanese Society of Clinical Neurophysiology as follows: the Fmθ

group (Subjects with theta waves for more than 1 s during simple
mental calculation task) and the No-Fmθ group (except for the Fmθ

group). Statistical analyses were conducted using BESA Statistics
1.0 (BESA GmbH, Germany) for permutation testing based on
t-test and cluster analysis (Bornfleth et al., 2020). For the BESA
Statistics analysis procedure, we first performed a preliminary test,
the paired t-test, to define data clusters showing significant effects.
After summing all the t-values for each cluster to derive the cluster
value, we performed a permutation test based on the cluster value.
This method addressed the issue of multiple comparisons. We set
“Average over Time” to average the 2 s windows and investigated
the statistical difference between the resting eyes-closed condition
and the simple mental calculation task condition in each of the two
groups. The significance level was set at 0.05.

3. Results

3.1. Subject classification based on the
appearance of Fmθ

Twelve of the 20 subjects (mean age: 21.2 ± 1.2 years, 4 males,
8 females) showed Fmθ in the simple mental calculation task
condition and were assigned to the Fmθ group (Figure 3). The
remaining eight subjects (mean age: 29.6 ± 12.0 years, 4 males,
4 females), who did not show clear theta waves in the simple
calculation task condition, were assigned to the No-Fmθ group.

3.2. Fmθ group

The Fmθ group showed significantly higher activity in theta
band in all channels, beta band in all channels and gamma band
in Fp1 and Fp2 and significantly lower activity in alpha band in
AFz during the task condition compared to the resting condition
(Table 1).

3.3. No-Fmθ group

The No-Fmθ group showed significantly low activity in theta
band in Fp2 and AFz, alpha band in Fp2 and AFz, beta band in all
channels and low-gamma band in AFz during the task condition
compared to the resting condition (Table 2).

FIGURE 2

EEG measurement overview.
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FIGURE 3

An example of Fmθ lasting more than 1 s during a simple calculation
task.

4. Discussion

In this study, we tested the feasibility of measuring the Fmθ

using the sheet-type wearable EEG device “HARU-1.” We found
that 12 of 20 subjects (60.0%) showed Fmθ for more than 1 s in
the simple calculation task condition. Additionally, the activity of
the gamma band was different between the Fmθ group and the
No-Fmθ group.

4.1. The feasibility of measuring Fmθ

using “HARU-1”

In a previous study by Ishihara, 14 university students were
asked to perform the Uchida-Kraepelin test, intelligence test,
mental calculation, and Tetris, and EEG measurements during the
tasks showed that Fmθ was recorded in 5 (35.7%), and long-lasting
Fmθ was recorded from 2 of them (Ishihara, 2020). Ishii et al. (2014)
performed magnetoencephalography (MEG) recordings using a
helmeted whole-head array of 64-channel SQUID sensors and
reported that prominent Fmθ was observed in 8 of 11 subjects
(72.7%) during the calculation task. Ishihara reported that the Fmθ

elicitation rate varies greatly depending on the subject and the
eliciting medium and is likely to vary depending on differences in
attitude toward the task, the environment in which the subject is
placed, and the subject’s personality (Ishihara, 2020). Mizuki et al.
(1984) investigated the relationship between the occurrence of Fmθ

and personality and reported that subjects who were more anxious,
more introverted, and had higher neurotic tendencies showed
less or no Fmθ. Tani also reported that increasing motivation for
work activities increased the occurrence of Fmθ (Tani, 1978). The
subjects who did not exhibit Fmθ in this study were considered
to have been unable to focus attention although they were able to
perform the task due to the experimental environment, the type
and difficulty of the task, and their personalities. In this study,
Fmθ during the calculation task was observed in 12 of 20 subjects
(60.0%). Our finding is similar to previous studies (Ishii et al.,
2014; Ishihara, 2020). This suggests that HARU-1 can measure
Fmθ and serve as an objective measure of attentional focus during
activities.

4.2. EEG characteristics during
calculation tasks and attentional focus

In this study, the Fmθ group showed low activity during the
calculation task in the α band of AFz, and the No-Fmθ group
showed low activity in the α and β bands in all channels. There
is a difference in the spectral parameters of the EEG between
resting and cognitive tasks, as well as during different mental tasks
(Fernández et al., 1995). In particular, the decrease in alpha band
activity during mental tasks has been a common observation since
the EEG was firstly recorded (Compston, 2010). These previous
studies support a significantly low activity of alpha band in all
subjects in this study.

We found the gamma band activity only in the Fmθ group
during the calculation task. The calculation task used in this
study was simple continuous subtraction of 7 from 1,000 which
involved several cognitive functions, such as focused attention,
executive function, figure manipulation and working memory.
Previous studies have reported that the PFC plays a role
in maintenance of information, representation, attention, and
inhibition in working memory tasks (Miller and Cohen, 2001;
Curtis and D’Esposito, 2003). Kaiser and Lutzenberger (2005)
reported that synchronized gamma band activity is involved in
bottom-up driven perception and top-down driven functions
such as selective attention and retention of information in
memory. Using spectral analysis and beamforming, Roux et al.
(2012) suggests that gamma oscillations in PFC are critically
implicated in the maintenance of relevant working memory
information. The frontal gamma band activity identified in this
study may represent representational maintenance in working
memory tasks.

Ishii et al. (2014) and Fitzgibbon et al. (2004) also reported
gamma band activity that appears with Fmθ during calculation
tasks. Both reports showed increased gamma band activity in the
parietal or occipital regions, not sustained frontal gamma band
activity associated with Fmθ. The coupling of theta and gamma
oscillations has been reported to be associated with the formation of
a neural code, recall of sequences of items from long-term memory,
and encoding of short-term memory (Lisman and Buzsáki, 2008).
Kaplan et al. (2014) suggest that theta phase coupling between
medial PFC (mPFC) and medial temporal lobe and theta-gamma
phase-amplitude coupling between mPFC and neocortical regions
may play a role in human spatial memory retrieval. Therefore, the
high gamma band power during the computational task is related
to Fmθ and may be theta-gamma coupling that reflects the process
of memory processing and recall. As future application, the gamma
band activity in the left and right frontal regions observed at the
time of Fmθ appearance needs to be verified by multichannel EEG
and MEG.

The wearable EEG device is suitable as a tool for assessing
and monitoring brain activity in actual daily life because it has
few restrictions on activity. The results of this study indicate
the possibility that HARU-1 can monitor the attentional state in
activities of daily living (ADL). It can aid in the assessment and
intervention of difficult ADL in patients with stroke, dementia, and
subjects with attention-deficit hyperactivity disorder (ADHD).
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TABLE 1 Results of permutation test in Fmθ group.

Channel Cluster value Mean for task Mean for rest Start frequency
(Hz)

End frequency
(Hz)

p-value

Fp1 32.12 4.18 3.15 4.0 7.0 p < 0.01

4.97 2.90 2.52 13.0 13.3 p < 0.05

5.20 1.30 1.20 23.8 24.1 p < 0.05

7.00 1.24 1.14 24.7 25.3 p < 0.05

4.99 1.08 1.01 28.0 28.3 p < 0.05

8.61 0.99 0.89 35.5 36.1 p < 0.02

65.44 0.90 0.79 38.8 45.1 p < 0.01

16.43 0.84 0.74 45.7 47.2 p < 0.01

7.61 0.81 0.73 48.4 49.0 p < 0.02

249.20 0.65 0.57 50.2 73.3 p < 0.01

13.90 0.57 0.49 73.9 75.1 p < 0.01

Fp2 16.31 4.13 3.22 4.6 6.1 p < 0.01

5.08 2.98 2.63 13.0 13.3 p < 0.05

12.55 1.37 1.22 24.4 25.3 p < 0.01

17.91 1.20 1.06 27.7 29.5 p < 0.01

28.46 1.15 0.99 30.1 33.1 p < 0.01

19.57 1.10 0.95 34.3 36.1 p < 0.01

400.89 0.79 0.66 39.1 75.1 p < 0.01

AFz 4.73 4.37 3.54 4.0 4.3 p < 0.05

8.16 3.14 2.82 5.2 5.8 p < 0.02

−15.53 3.59 4.39 10.3 11.5 p < 0.03

8.01 1.25 1.16 24.4 25.0 p < 0.02

Frequency bands with positive cluster values indicate high activity in the task condition, and frequency bands with negative values indicate low activity in the task condition.

TABLE 2 Results of permutation test in No-Fmθ group.

Channel Cluster value Mean for task Mean for rest Start frequency
(Hz)

End frequency
(Hz)

p-value

Fp1 −33.99 1.28 1.50 19.3 22.3 p < 0.01

−17.45 1.17 1.38 22.9 24.4 p < 0.01

−21.25 1.07 1.24 27.1 29.2 p < 0.01

Fp2 −19.17 2.09 2.56 7.6 9.4 p < 0.01

−24.16 1.23 1.43 16.6 19.0 p < 0.01

−28.30 1.34 1.58 19.6 22.0 p < 0.01

−16.83 1.15 1.42 23.5 24.7 p < 0.01

AFz −15.32 2.04 2.77 8.5 9.7 p < 0.01

−23.93 1.19 1.38 16.6 18.7 p < 0.01

−24.66 1.26 1.48 19.3 21.4 p < 0.01

−22.11 1.19 1.39 22.6 24.4 p < 0.01

−11.67 0.87 0.99 32.8 33.7 p < 0.05

−18.21 0.77 0.88 34.3 36.1 p < 0.01

4.3. Limitations of this study

A limitation of this study was the small number of subjects. The
power of the Fmθ group analysis (n = 12) was 0.35 and the power
of the No-Fmθ group analysis (n = 8) was 0.23. Statistical power
may not be sufficient, a concept closely related to Type II error. The
band of no significant differences between the resting condition and

the task condition should be interpreted with caution. Additionally,
since this study was conducted on young healthy subjects, it was
impossible to examine the effects on the elderly and children, nor
was it possible to examine the effects of diseases. And because of
many artifacts in the low frequency range and setting the High
Pass Filter at 4.0 Hz, frequency bands below the theta band could
not be considered.
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The tasks that tend to induce Fmθ are those with simple
structures, single trials, and appropriate difficulty levels (Ishihara,
2020). Therefore, it is necessary to be careful in interpreting Fmθ

when using it to monitor tasks that require the distribution of
attention or require multiple trials.

5. Conclusion

The HARU-1 can be used to measure the Fmθ induced by the
attentional focus state. As a novel finding, we found gamma band
activity in the left and right frontal forehead regions that appeared
with Fmθ. Future studies are desired that investigate the EEG
activity in daily life with more subjects and examine the usefulness
of wearable EEG devices in ADL.
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Introduction: The focus of cognitive and psychological approaches to narrative

has not so much been on the elucidation of important aspects of narrative, but

rather on using narratives as tools for the investigation of higher order cognitive

processes elicited by narratives (e.g., understanding, empathy, etc.). In this study,

we work toward a scalar model of narrativity, which can provide testable criteria

for selecting and classifying communication forms in their level of narrativity. We

investigated whether being exposed to videos with different levels of narrativity

modulates shared neural responses, measured by inter-subject correlation, and

engagement levels.

Methods: Thirty-two participants watched video advertisements with high-

level and low-level of narrativity while their neural responses were measured

through electroencephalogram. Additionally, participants’ engagement levels

were calculated based on the composite of their self-reported attention and

immersion scores.

Results: Results demonstrated that both calculated inter-subject correlation and

engagement scores for high-level video ads were significantly higher than those

for low-level, suggesting that narrativity levels modulate inter-subject correlation

and engagement.

Discussion: We believe that these findings are a step toward the elucidation of the

viewers’ way of processing and understanding a given communication artifact as

a function of the narrative qualities expressed by the level of narrativity.

KEYWORDS

narrativity level, engagement, inter-subject correlation, EEG, naturalistic stimuli

1. Introduction

Attention is involved in all cognitive and perceptual processes (Chun et al., 2011). To
some degree, an attentive state toward an external stimulus implies the silencing of internally
oriented mental processing (Dmochowski et al., 2012). Sufficiently strong attentive states
can hamper conscious awareness of one’s environment and oneself (Busselle and Bilandzic,
2009). In contrast to neutral stimuli, emotional stimuli attract greater and more focused
attention (see Vuilleumier, 2005 for a review of the topic). As stories can generate and
evoke strong feelings (Hogan, 2011), the pathos implicit in narratives could be considered
attention-seeking stimuli. In fact, people tend to engage emotionally with stories (Hogan,
2011). Attentional focus to a narrative stimulates complex processing (Houghton, 2021),
with narratives inducing “emotionally laden attention” (Dmochowski et al., 2012). In the
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narrative domain, attentional focus and the sense of being absorbed
into the story are part of narrative engagement (Busselle and
Bilandzic, 2009). Indeed, researchers have suggested that narratives’
inherent persuasiveness is related to the feelings of immersion
they evoke, a phenomenon that has been termed “transportation
effects” (Green and Brock, 2000). In this context, “transportation”
indicates a combination of attention, feelings, and imagery where
there is a convergent process of different perceptual, cognitive,
and affective systems and capacities to the narrative events (Green
and Brock, 2000). During narrative comprehension, involuntary
autobiographical memories triggered by the story in question
appear to impair attention only momentarily (Tchernev et al.,
2021). This is not the case for either internally or externally
generated daydreaming or distraction (Tchernev et al., 2021). Thus,
narrative engagement can be hampered when thoughts unrelated to
the narrative arise (Busselle and Bilandzic, 2009). In addition, the
degree to which audiences engage with a narrative varies based on
delivery modality (e.g., audio or visual) (Richardson et al., 2020),
during narrative comprehension (Song et al., 2021a), and across
individuals (Ki et al., 2016; Sonkusare et al., 2019). Nonetheless,
narratives are naturally engaging (Sonkusare et al., 2019), and they
reflect daily experiences, making them potentially useful devices for
understanding cognitive processes such as engagement.

The use of simplified and abstract stimuli has been common
in cognitive neuroscience for decades (e.g., Dini et al., 2022a).
Although such stimuli enable highly controlled experiments and
isolation of the study variables, they tend to lack ecological validity.
Hence, recent studies have employed stimuli that simulate real-
life situations, including narratives, termed “naturalistic stimuli”
(see Sonkusare et al., 2019, for a review of the topic). From
this perspective, advertising is considered a naturalistic stimulus
that is designed to be emotionally persuasive (Sonkusare et al.,
2019). Video ads provide narrative content in short period of
time; hence, advertisers focus on delivering a key message through
stories with different narrativity levels. In fact, companies use
narrative-style ads because stories captivate, entertain, and involve
consumers (Escalas, 1998; Coker et al., 2021). Researchers have
found that, at the neural level, narratives (particularly more
structured ones) tend to induce similar affective and cognitive
states across viewers (Dmochowski et al., 2012; Song et al., 2021a).
However, whether consumers perceive stories in similar ways is of
great interest, as this might affect whether they ultimately engage
with the advertisement as expected. To investigate the underlying
cognitive processes generated by narratives, many studies have used
traditional methods such as electroencephalogram (EEG) power
analysis (Wang et al., 2016). Though valid, the metrics provided by
traditional methods may not be ideal when considering narrative
as a continuous stimulus, given that such methods could generally
require stimulus repetition. In addition, they do not capture how
the same information is processed across individuals.

Inter-subject correlation (ISC) is an appropriate neural metric
for investigating shared neural responses, especially when using
naturalistic stimuli, including media messages (see Schmälzle, 2022,
for a discussion of the topic). This data-driven method assumes
the occurrence of common brain reactions to a narrative, which
improves the generalizability of the findings. By correlating neural
data across individuals, this metric can identify localized neural
activities that react to a narrative in a synchronous fashion (i.e.,
in a time-locked manner) (Nastase et al., 2019). ISC is well-suited

to analysis of both functional magnetic resonance (fMRI) (Redcay
and Moraczewski, 2020) and EEG (Petroni et al., 2018; Imhof et al.,
2020) data. ISC obtained using naturalistic stimuli has been used
to investigate episodic encoding and memory (Hasson et al., 2008;
Cohen and Parra, 2016; Simony et al., 2016; Song et al., 2021a),
social interaction (Nummenmaa et al., 2012), audience preferences
(Dmochowski et al., 2014), information processing (Regev et al.,
2019), narrative comprehension (Song et al., 2021b), and, similar
to this study, attention and engagement (Dmochowski et al., 2012;
Ki et al., 2016; Cohen et al., 2017; Poulsen et al., 2017; Imhof et al.,
2020; Schmälzle and Grall, 2020; Grall et al., 2021; Song et al., 2021a;
Grady et al., 2022).

Inter-subject correlation calculated from EEG data has been
shown to predict levels of attentional engagement with auditory
and audio-visual narratives (Ki et al., 2016; Cohen et al., 2017).
Cohen et al. (2017) found that neural engagement with narratives
measured through ISC was positively correlated with behavioral
measurements of engagement, including real-world engagement.
Another study demonstrated that dynamic ISC aligns with reported
suspense levels of a narrative (Schmälzle and Grall, 2020). Attention
was shown to modulate (attended) narrative processing at high
levels of the cortical hierarchy (Regev et al., 2019). Ki et al. (2016)
found that ISC was weaker when participants had to concurrently
perform mental arithmetic and attend to a narrative than when
participants only attended to the narrative. This was especially
the case when participants attended to audiovisual narratives
compared to auditory-only narratives. They also reported that
the ISC difference between the two attentional states, as well as
its magnitude, was more pronounced when the stimulus was a
cohesive narrative than when it was a meaningless one. Moreover,
they demonstrated that audiovisual narratives generated stronger
ISC than audio-only narratives. In line with this finding, a recent
fMRI study indicated that sustained attention network dynamics
are correlated with engagement while attending audiovisual
narratives (Song et al., 2021a). However, this is not the case for
audio-only narratives. Nevertheless, in audio-only stimuli, ISC
is higher for personal narratives compared to a non-narrative
description or a meaningless narrative (i.e., a reversed version of
the personal narratives) (Grall et al., 2021). Furthermore, Song
et al. (2021a) found higher interpersonal synchronization of default
mode network activity during moments of higher self-reported
engagement with both audio-visual and audio-only narratives. In
addition, highly engaging moments of a narrative evoke higher ISC
in the mentalizing network compared to less engaging moments
(Grady et al., 2022). Finally, ISC was observed to diminish when
viewers watched video clips for the second time (Dmochowski et al.,
2012; Poulsen et al., 2017; Imhof et al., 2020), which was supported
by a study showing lower ISC when viewers were presented with a
scrambled narrative for the second time compared to the first time
(Song et al., 2021b).

In summary, while some previous studies have examined
the relationship between ISC and narrative engagement (or its
correlate, attention) (Dmochowski et al., 2012; Ki et al., 2016;
Cohen et al., 2017; Poulsen et al., 2017; Regev et al., 2019; Schmälzle
and Grall, 2020; Grall et al., 2021; Song et al., 2021a; Grady
et al., 2022), they assumed that “being a narrative” is an either-or
quality. For example, a cohesive narrative is considered a narrative,
whereas a meaningless narrative (e.g., a scrambled narrative) is
not considered one. From the narratological perspective, there
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has been increased interest in “narrativity” as a scalar property;
that is, artifacts (pictures, videos, stories, and other forms of
representation) may have different degrees of narrativity. In other
words, narrative may be a matter of more-or-less rather than
either-or (Ryan, 2007). Therefore, how different levels of narrativity
affect narrative engagement remains an open question. Moreover,
whether narrativity levels lead to different degrees of ISC, and
whether it is possible to predict narrativity level based on ISC
values, has not yet been explored. Therefore, our main research
question for this study is as follows: does narrativity level [high
(HL) vs. low (LL)] modulate self-reported engagement and ISC?
To answer this question, we asked 32 participants to watch
12 narrative, real video ads twice each (with sound removed)
varying in their degree of narrativity. We defined “narrativity
level” as the degree to which an artifact is perceived to evoke
a complete narrative script (Ryan, 2007). Essentially, this refers
the degree to which a story seems complete in all its structural
elements, such as the presence of defined characters in a stipulated
context, clear causal links between events, and a sense of closure
resulting from the intertwining of these events (Ryan, 2007). While
participants watched the videos, we recorded their EEG brain
signals to investigate shared neural responses to the video ads across
participants; that is, we investigated the interpersonal reliability
of neural responses (expressed by ISC). We further assessed how
narrativity level affected self-reported engagement with the ads.
Thus, we asked participants to rate how much each ad captured
their attention and how immersed in it they felt. Furthermore, we
examined how engagement and ISC differ for video ads watched for
the first time versus the second time. Based on the aforementioned
studies, which explore how narratives engage individuals and
indicate that ISC levels are higher during moments of higher
narrative engagement and, we postulate that HL video ads will have
higher ISC than LL video ads and that self-reported engagement
will be higher for HL ads than for LL ads. Moreover, we expect that
both engagement and ISC will be higher the first time the videos are
seen compared to the second time.

2. Materials and methods

This study was approved by the local ethics committee
(Technical Faculty of IT and Design, Aalborg University) and
performed in accordance with the Danish Code of Conduct
for Research and the European Code of Conduct for Research
Integrity. All participants signed a written informed consent form
at the beginning of the session, were debriefed at the end of
the experiment, and were given a symbolic payment as a token
of gratitude for their time and effort. Data collection took place
throughout November 2020. This study was part of a larger study;
here, we report only the information relevant to the present study.

2.1. Participants and stimuli

We recruited 32 (13 women) right-handed participants of
16 nationalities between the ages of 20 and 37 (M = 26.84,
SD = 4.33). Regarding occupation, 69% were students, 16% were
workers, and 15% were both. Regarding educational level, 12% had

completed or were completing a bachelor’s degree, and 88% had
completed or were completing a master’s degree. We requested
that participants not drink caffeine products at least 2 h prior the
experimental session.

To select the stimuli, we initially pre-selected 22 video ads
(eight brands; Figure 1A) varying in the number of elements that
constitute different narrative levels according to Ryan (2007). The
narrativity levels of these video ads were then preliminarily rated
from 0 to 100 by an expert in the narrative field. Based on these
scores, we selected six brands that had the largest difference in
score between two of their ads (to maximize the difference in
narrativity level between two ads of the same brand), coinciding
with an absolute score below 50 for one ad and above 50 for the
other ad (Figure 1B). We then grouped the video ads into two
categories: HL and LL narrativity. Although not categorizing the
videos—thus considering continuity in narrativity level—would
better align with a scalar model of narrativity, our results would
suffer from statistical invalidity. Because the videos were real
and therefore not created specifically for the study, they had
idiosyncratic features separate from the narrativity level (e.g.,
different scenario, characters, and plot). These features could either
cover a potential effect of narrativity level or lead to a misattribution
of an effect. By categorizing the videos into two narrativity levels,
we sought to mitigate the potential effects of those individual
features and make the differences in narrativity level more salient.
The final selection consisted of six video ads with HL narrativity
(M = 83.17, SD = 10.70) and another six with LL narrativity
(M = 33.33, SD = 10.70), with each of the six brands contributing
one video to each of the two groups (Figure 1C). The videos
can be seen here: https://youtu.be/RBMo0wvFKoY. To validate
the categorization of the ads into these two categories, another
independent expert in the narrative field rated the narrativity level
of the 12 video ads from 0 to 100, and their ratings were consistent
with those of first expert (HL: M = 81.00, SD = 13.70; LL: M = 37.33,
SD = 15.37; Figure 1D). To assess whether the general public
would also perceive a difference in narrativity level between the
two categories of videos, we conducted an online validation test
using the Clickworker platform1 with an independent panel of
participants, which confirmed that our classification was valid (see
section “3. Results”). For the online test, a total of 156 participants
were assigned to one of four groups. Each group was assigned to
watch three video ads, each of which was from a distinct brand.
To capture the degree of perceived narrativity in each video ad,
participants were asked to answer five questions used by Kim et al.
(2017), such as “the commercial tells a story” and “the commercial
shows the main actors or characters in a story.” All questions were
rated from 0 (strongly disagree) to 100 (strongly agree). Average
responses to these five questions showed whether the videos ads
were indeed perceived to be in the HL (higher scores) or LL
(lower scores) category. The responses confirmed that our initial
categorization of the videos was valid (see results and Figure 1E).

The stimuli therefore comprised 12 2D video ads from
six brands (Barilla, Coke, Disney, Kellogg’s, Nike, and
Oculus), with two video ads from each brand, one for each
narrativity level. We selected different brands to mitigate
the influence of brand and product category. The ads were

1 https://www.clickworker.com
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FIGURE 1

Video ads selection procedure, division into high (HL) and low (LL) categories, results of the ratings, and the resulting design. (A) The eight
pre-selected brands from which we chose 22 video ads. (B) Process of selecting videos based on expert’s rating. Suppose that, from brand X, we
pre-selected three videos that were rated by the expert. The videos that had the maximum difference (df1) in score, for which one score was >50
and the other was <50, were selected as the final videos from brand X. (C) The six selected brands with average scores. For each brand, the video
with a higher score was assigned to the HL category (six videos) and the video with a lower score was assigned to the LL category (six videos).
(D) Average of the second expert’s ratings across the six selected videos. (E) Average scores (across participants and stimuli) for narrativity level, rated
by 124 participants. An independent sample t-test showed that the narrativity scores of the HL videos were significantly higher than those of the LL
videos (p < 0.001). The black error bars represent the standard deviation of the sample. (F) The 2 × 2 experiment design consisted of the following
conditions: HL–PC, HL–VR, LL–PC, and LL–VR. *p < 0.05.

real commercials retrieved from YouTube. We removed the
audio and edited some of the videos slightly to adjust the
length (which varied from 57 to 63 s). We selected non-
verbal narratives in video format because motion picture
narratives are less susceptible to interindividual differences
and generate more homogeneous experiences across individuals
than verbal (oral) narratives (Jajdelska et al., 2019). This may
be because the visual images are directly related to the narrative
content, which reduces personal interpretations of the story
(Richardson et al., 2020).

2.2. Design, data collection, and task

We conducted a 2 × 2 full factorial within-subjects study
with two levels of narrativity [high level (HL) vs. low level
(LL)] and two media [computer screen (PC) vs. virtual reality
(VR)]. The study included four conditions: six HL video ads
presented on a PC (HL–PC), six HL video ads presented
in VR (HL–VR), six LL video ads presented on a PC (LL–
PC), and six LL video ads presented in VR (LL–VR). See
Figure 1F.

Initially, the EEG device (32-channel, 10–20 system) was
placed on each participant’s scalp, and the impedance of the
active electrodes was set to less than 25 k� using a conductive
gel, according to the manufacturer’s guidelines. The signals were
recorded at a sampling rate of 500 Hz using Brain Products
software. The HTC Vive Pro VR headset was placed on top of
the EEG electrodes, and the impedance of the electrodes was
checked again. The task comprised two sessions of approximately
25 min each, separated by a 20 min interval. During one
session, participants watched ads on a PC; during the other

session, they watched ads in VR. During each session, participants
watched all of the video ads and answered a questionnaire
after each. A 2-s fixation cross was shown before each new
video. The videos were displayed first on a PC for half of the
participants. The video presentation order was counterbalanced
across participants but the same across media. The ten-item
questionnaire included two questions of interest for this study:
(i) “this commercial really held my attention” and (ii) “this
ad draws me in”; both were scored from 0 (strongly disagree)
to 100 (strongly agree). We retrieved these questions from
the “being hooked” scale (Escalas et al., 2004), and they
were meant to capture consumers’ sustained attention to the
advertisement (Escalas et al., 2004). High levels of focused attention
and high levels of immersion (feelings of transportation) can
indicate high levels of narrative engagement. Thus, we calculated
our engagement metric by averaging attention and immersion
scores.

2.3. Preprocessing

We performed all preprocessing and processing steps using
Matlab R2020b (The Math Works, Inc, Natick, MA, USA) with in-
house codes and tools from the FieldTrip 202101282 and EEGLAB
2021.03 toolboxes. To remove high and low frequency noise,
we applied a third-order Butterworth filter with 1–40 Hz cut-
off frequencies to the raw data. Next, we detected bad channels
using an automated rejection process with voltage threshold
+500 µV and, after confirmation by an expert, rejected them

2 http://fieldtriptoolbox.org

3 https://eeglab.org/

Frontiers in Human Neuroscience 04 frontiersin.org43

https://doi.org/10.3389/fnhum.2023.1160981
http://fieldtriptoolbox.org
https://eeglab.org/
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-17-1160981 May 3, 2023 Time: 15:23 # 5

Dini et al. 10.3389/fnhum.2023.1160981

from the channel list. We then interpolated the removed channels
using the spherical spline method based on the activity of six
surrounding channels in the FieldTrip toolbox. The average
number of rejected channels per participant was 1.92 + 1.48. One
participant was excluded from the analyses due to having more
than five bad channels, and two participants were excluded due
to missing trials. Subsequently, we segmented the filtered EEG
data corresponding to the 12 video ads and concatenated the
data. We then excluded the EEG data corresponding to the time
when participants were answering the questionnaires. Next, we
conducted independent component analysis on the concatenated
data to remove remaining noise. We estimated source activity using
the second-order blind identification method. We then identified
eye-related artifacts and other noisy components, which were
confirmed by an expert and removed from the component list.
Applying the inverse independent component analysis coefficients
to the remaining components, we obtained the denoised data.
Finally, we re-referenced the denoised data to the average activity
of all electrodes.

2.4. Inter-subject correlation

To evaluate whether the evoked responses to the stimuli
were shared among participants, we calculated the ISC of neural
responses to the video ads by calculating the correlation of

EEG activity among participants. Researchers have established
that, for an evoked response across participants (or trials) to
be reproduceable, it is necessary that each participant (trial)
provides a reliable response (Ki et al., 2016). In this sense,
ISC is similar to traditional methods that capture the reliability
of a response by measuring the increase in magnitude of
neural activity; the important difference is that, by measuring
reliability across participants, we avoid presenting stimuli multiple
times to a single participant. In addition, this method is
compatible with continuous naturalistic stimuli such as video
ads. Therefore, the goal of ISC analysis is to identify correlated
EEG components that are maximally shared across participants.
By “EEG component,” we mean a linear combination of
electrodes, which can be considered “virtual sources” (Ki et al.,
2016). This correlated component analysis method is similar to
principal component analysis, for which, instead of the maximum
variance within a dataset, the maximum correlation among
datasets is considered. Like other component extraction methods,
this method identifies components by solving a eigenvalue
problem (Parra and Sajda, 2003; de Cheveigné and Parra, 2014).
Below, we explain our ISC calculation procedure for multiple
stimuli [provided in Cohen and Parra (2016) and Ki et al.
(2016)].

To construct the input data, we combined data from
participants in all four conditions (six videos for each condition;
see Figure 2A for one stimulus) and obtained 24 three-dimensional

FIGURE 2

The inter-subject correlation (ISC) calculation and component activity estimation procedure. We repeated this procedure separately for each
stimulus. (A) We first concatenated the EEG activity of all participants together. (B: upper line) For each subject, we calculated the rb and rw [using
(Eqs. 1, 2), respectively] based on the cross-covariance matrices. By solving the eigenvalue problem (Eq. 3), we computed eigenvectors of each
subject. The red arrows represent each subject’s eigenvector (v′). Therefore, we obtained 29 v′, corresponding to the number of participants. Note
that each v′ i is a 32-dimensional matrix corresponding to the number of electrodes (for simplicity, the vectors are shown in two dimensions).
(B: lower line) We summed all the rb across all participants to calculate Rb and did the same for rw to calculate Rw. Then, by solving the eigenvalue
problem, we obtained vi, which represents maximal correlation across participants. Note that v is a 32-dimensional matrix corresponding to the
number of electrodes (for simplicity, the vectors are shown in two dimensions). (C) We calculated the similarity between the representative vector of
all participants (v) and each of the vectors corresponding to each subject (v′1v′29) to obtain ISC. (D) Using the calculated eigenvectors and forward
model, we calculated the scalp activity of each component, which are linear combinations of electrode activity (32 components were calculated
with the order from strongest to weakest). In sum, the activity of first two strongest components is displayed here.
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FIGURE 3

(A) Summed ISC over the first two strongest components in four conditions. This shows that, in the PC condition, the ISC of HL video ads was
significantly higher than that of LL video ads (p = 0.029), and in the VR condition, the ISC of HL video ads was still higher than that of LL video ads,
but not statistically significant (p = 0.638). (B-top) Calculated ISC separately for each component and within each condition. This shows that, for the
first component, the difference between HL and LL video ads is not significant in either the PC or the VR condition. However, in the second
component, the ISC of HL video ads was significantly higher than that of LL video ads (p = 0.002) in PC condition, but not in the VR condition
(p = 0.313). The gray bars show the average over phase randomized iterations. (B-bottom) Scalp activity of first two strongest components. Activity
in component 1 is throughout the anterior and posterior regions, while in component 2, activity is concentrated in the posterior region. In both
figures, the colored dots represent the calculated ISC values for each participant. *p < 0.05.

EEG matrices (channel × data samples × participants). For each
of these 24 matrices, we separately calculated the between-subject
cross-covariance using Eq. 1:

Rb =
1

N (N − 1)

N∑
k = 1

N∑
l = 1,l 6= k

Rkl (1)

where Rkl is as follows:

Rkl =
∑

t
(xk (t)− xk) (xl (t)− xl)

T

Rkl indicates cross-covariance among all electrodes of subject
k with all electrodes of subject l. The matrix xk (t) contains 32
electrode activities (pre-processed data) of subject k measured in
time, and xk is the average of xk (t) over time. Additionally, we
separately calculated the within-subject cross-covariance for each
of the abovementioned matrices using Eq. 2:

Rw =
1
N

N∑
k = 1

Rkk (2)

Rkk is calculated in an identical manner to Rkl, except it
considers only the electrode activity of subject k. We then summed
the calculated Rb and Rw of all 24 matrices to obtain the pooled
within- and between- subject cross-covariances, representing
data on all stimuli.

Then, to improve the robustness of our analysis against outliers,
we used the shrinkage regularization method to regularize the
within subject-correlation matrix (Blankertz et al., 2011) Eq. 3:

Rw ← (1− γ) Rw + γλI (3)

where λ is the average of eigenvectors of Rw, with γ equal to 0.5.
Next, by solving the eigenvalue problem for R−1

w Rb (Eq. 4),
we obtained eigenvectors vi. Such eigenvectors are projections

indicating the maximum correlation among participants, from
strongest to weakest, provided by eigenvalues λ i.(

R−1
w Rb

)
vi = λivi (4)

After this step, we obtained the projections that are
maximally correlated among all participants considering all
stimuli (Figure 2B). Next, to measure the reliability of individual
participants’ EEG responses, we calculated the correlation of
projected data for each subject with projected data for the group
separately for each stimulus (Figure 2C). This metric shows how
similar the brain activity of a single subject was to that of all other
participants. Next, we calculated the ISC using the correlation of
such projections for each stimulus (video ads) and component,
averaged across all possible combinations of participants. Thus, for
each stimulus and each subject, we obtained a component matrix.
By summing the first two strongest components, we obtained the
ISC for each subject, as follows (Eq. 5):

ISCk =

2∑
i = 1

rki (5)

where

rki =
1

N (N − 1)

N∑
l = 1,l 6= k

∑
t yik (t) yil(t)√∑

t y2
ik(t)

√∑
t y2

il(t)

rki is the Pearson correlation coefficient averaged across all
pairs of participants applied to component projection yik, which is
defined as follows (Eq. 6):

yik (t) = vT
i (xik (t)− xk) (6)

Next, we summed the first two strongest components to
represent the ISC of each subject for each stimulus (i = 1:2) and
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ignored the weaker components because they were below chance
level in one condition. Finally, we summed the calculated ISC over
the six stimuli of each condition to obtain the ISC of all participants
in each of the four conditions. To illustrate the scalp activity of each
component, we used the corresponding forward model following
previous studies (Parra et al., 2005; Haufe et al., 2014; Figure 2D). In
Figure 3A, the bars illustrate the sum of the two first components.

To determine chance-level ISC, we first built up phase-
randomized EEG data using a method that randomizes EEG signal
phases in the frequency domain (Theiler et al., 1992; Ki et al., 2016).
Using this method, we obtained new time series where the temporal
alterations were not necessarily aligned with the original signals and
therefore not correlated across participants. We then implemented
the aforementioned steps on the randomized data, identically:
for each condition, we computed within- and between-subject
cross-covariances, projected the data on eigenvectors, calculated
ISC, and summed them over stimuli.

We generated 5000 sets of such randomized data and continued
the process as described above to obtain a null distribution
representing the random ISC activity. Next, we tested the actual ISC
values against the null distribution to evaluate whether the actual
ISCs are above the chance level. To do this, we used a two-tailed
significance test with p = (1 + number of null ISC values≥ empirical
ISC) / (1 + number of permutations). See Supplementary Figure 1.

Some studies have reported that ISC values are higher in lower
frequency bands and vice versa (Lankinen et al., 2014; Thiede et al.,
2020). Although in this study we do not aim to evaluate the effect
of narrativity levels on the ISC of different frequency bands, it is
worth exploring it. For this, we filtered the EEG data into different
frequency bins using the abovementioned Butterworth filter. The
frequency bins comprise 1–2 Hz, 2–3 Hz, 3–4 Hz, 4–5 Hz, 5–6 Hz,
6–7 Hz, alpha (8–12 Hz), low-beta (13–20 Hz), and high-beta (21–
40 Hz). We employed a high resolution in the lower frequency
bands to verify whether our results aligned with previous findings
in these frequency bands (Lankinen et al., 2014). After filtering
the signal, we repeated the same procedure of ISC calculation as
mentioned above and obtained the ISC for the frequency bands.

To explore whether the ISC differences are derived by either
change in engagement scores or a change in narrativity levels, we
implemented two correlation analyses: one for ISC vs. engagement
scores and one for ISC vs. narrativity levels. To do this, we
used a partial correlation approach considering subjects and
engagement/level of narrativity as covariates depending on the
correlation (e.g., for the correlation of ISC vs. engagement, the level
of narrativity is considered as a covariate).

2.5. ISC based on a model trained only by
HL data (ISC-HL)

We also tested whether we could assign a single participant to
the HL or LL group based on participant’s neural brain activity.
In other words, we tested whether we could predict the level
of narrativity the participant was exposed based on EEG activity
when participants attended to HL and LL videos. To do so, we
calculated the projections vi using only the data from the HL
group. We then calculated the ISC of each participant (from both
the HL and LL groups) based on the projections calculated only
from the HL group and called the result “ISC-HL.” Therefore, in

each group, each participant had an ISC-HL value showing how
similar their neural activity was to the activity of all participants
in the HL group. The difference between ISC-HL and ISC is
that, while calculating ISC, we explored how similar the activity
of a participant was to their own group (whether HL or LL).
When calculating ISC-HL, however, we calculated how similar the
activity of participants in both groups (HL and LL) was to the
activity of only the participants in the HL group. We hypothesized
that the brain activity of participants from the HL group would
be more similar to the overall activity of all participants in the
HL group (meaning higher ISC-HL) and that the brain activity
of participants from the LL group would be less similar to the
overall activity of all participants in the HL group (meaning lower
ISC-HL). To avoid bias in this procedure, we excluded the test
subject from the HL group while computing the projections vi
and then calculated the ISC-HL for the corresponding subject. As
described in the previous section, we summed the two first stronger
components of ISC-HL and also summed the six stimuli for each
condition. Additionally, we assessed classification performance
for both groups (HL vs. LL) using the area under the curve
(AUC) characteristics of a fitted support vector machine model
with leave-one-out approach. To determine the chance-level AUC,
we randomly shuffled the labels 1,000 times. In each iteration,
AUC was calculated through an identical process, starting from
extracting the correlated components of HL-labeled group and
following all subsequent steps described above. We calculated
p-values using (1 + number of null AUC values ≥ actual AUC) /
(1 + number of permutations) to see whether the observed AUC
is above chance level. We repeated all the aforementioned steps
separately for the PC and VR conditions.

2.6. Statistical analysis

To test statistical differences across narrativity levels, we
conducted a two-way ANOVA. Based on the study design, our
independent variables were narrativity level (HL vs. LL) and
medium (PC vs. VR). The dependent variables were the scores
from the two questionnaires (i.e., attention and immersion) and
calculated neural reliability (as expressed by ISC). The output
of such a comparison includes the main effects of “narrativity
level” and “medium” and the interaction effect of “narrativity
level × medium.” The same procedure and dependent variables,
but with narrativity level (HL vs. LL) and viewing order (first
vs. second) as independent variables, were used to test statistical
differences across viewing order. Participants watched each video
twice: once in one medium and once in the other medium.
The medium that was used first was counterbalanced across
participants. For the analysis, we created a group for the first
viewing and a group for the second viewing, regardless of the
medium used. In both of these groups, participants watched the
same videos, including both HL and LL video ads. In the present
study, we focused on the effect of narrativity level and viewing order
on brain activity patterns by comparing the calculated features in
HL vs. LL conditions, and first vs. second viewing. Therefore, we
do not report results for the main effect of medium. Nevertheless,
we included medium type as a factor in the statistical analyses
to control for its effect. Additionally, we performed post hoc
analysis when we identified interaction effects but also when we
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FIGURE 4

Participants’ self-reported scores. Each bar is the average of the scores across participants and across corresponding video ads. The colored dots
represent the score for each participant averaged across the corresponding videos. (A) Self-reported attention scores. (B) Self-reported immersion
scores. (C) Engagement scores (average of attention and immersion scores). This shows that the HL engagement scores were significantly higher
than the LL engagement scores in both PC (p < 0.001) and VR (p < 0.001) conditions. *p < 0.05.

judged it appropriate to report simple effects. We corrected the
p-values of the post-hoc tests using the Bonferroni method. Finally,
to avoid multiple comparison error of multiple statistical tests
(such as comparing HL and LL within two extracted components;
see results), we corrected the p-values based on the number
of statistical test repetition errors (FDR correction) using the
Benjamini-Hochberg method (Gerstung et al., 2014).

3. Results

3.1. Online validation test

Of the 156 participants who completed the online test, we
considered 124 responses to be valid as the remaining participants
answered too fast or failed to answer the attention question
correctly. Results of the online test confirmed that the general
public also perceived ads in the HL category as having a high
narrativity level (MHL = 70.95, SDHL = 10.79) and adds in the
LL category as having a low narrativity level (MLL = 47.71,
SDLL = 13.52; see Figure 1E in the section “2. Materials and
methods”). All six of the HL ads received higher scores than any
of the six LL ads. An independent sample t-test confirmed that the
difference between the two categories was statistically significant
[t(61) = 7.554, p < 0.001].

3.2. Narrativity level modulates
self-reported engagement

We first report our descriptive analysis of the attention,
immersion, and engagement scores for each of the four conditions
(HL–PC, HL–VR, LL–PC, and LL–VR; see section “2. Materials
and methods” for abbreviations), then report results of the
statistical analysis conducted on engagement scores. Note that our
engagement metric is the average of the attention and immersion
scores. Attention scores for the PC conditions were as follows:
MHL−PC was 57.03 (SDHL−PC = 14.76), and MLL−PC was 44.16
(SDLL−PC = 13.92). The attention scores for the VR conditions were

as follows: MHL−VR was 56.26 (SDHL−VR = 14.19), and MLL−VR was
46.28 (SDLL−VR = 14.41). Figure 4A shows the average attention
scores in each of the four conditions. Immersion scores for the PC
conditions were as follows: MHL−PC was 54.26 (SDHL−PC = 13.28),
and MLL−PC was 42.53 (SDLL−PC = 15.09). Immersion scores
for the VR conditions were as follows: MHL−VR was 53.67
(SDHL−VR = 10.81), and MLL−VR was 44.56 (SDLL−VR = 14.15).
Figure 4B shows the average immersion scores in each of the
four conditions. Engagement scores for the PC conditions were
as follows: MHL−PC was 55.65 (SDHL−PC = 13.54), and MLL−PC
was 43.35 (SDLL−PC = 14.04). Engagement scores for the VR
conditions were as follows: MHL−VR was 54.97 (SDHL−VR = 12.16),
and MLL−VR was 45.42 (SDLL−VR = 14.00). Results of the 2 × 2
repeated measures ANOVA showed a main effect of narrativity
level on perceived engagement [F(1,28) = 19.779, p < 0.001]. Post
hoc analysis showed that participants engaged more with HL ads
than with LL ads in both PC [F(28,1) = 17.03, p < 0.001] and VR
[F(28,1) = 20.320, p < 0.001] conditions. See Figure 4C.

3.3. Narrativity level modulates posterior
inter-subject correlation

First, we tested whether the actual ISC values are significantly
above the chance level and the results indicated that all the
calculated ISCs are significantly higher than the generated
null distribution (see Supplementary Figure 1 for detailed
information). Next, we applied the same statistical analysis used
for the self-reported data to assess whether our neurological
metric (ISC) changed according to narrativity level. To do so,
we used summed ISC over the first two strongest components
(see section “2. Materials and methods”) as a representative of
neural reliability. Results of the 2 × 2 repeated measures ANOVA
showed a main effect of narrativity level, where ISC was higher
when participants watched the HL ads than when they watched
the LL ads [F(1,28) = 4.467, p = 0.044]. Although the interaction
effect was not significant, we then conducted post hoc analysis
to determine whether this difference occurred in the PC or VR
condition. Results of the post hoc analysis showed that ISC was
significantly higher for the HL ads (MHL = 0.031, SDHL = 0.019)
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FIGURE 5

Inter-subject correlation of different frequency bins for the four conditions (see the figure legend). The stars above the bars indicate a significant
difference between the two conditions (p < 0.05). The frequency bands are indicated above the bar charts of the four conditions. The figure
indicates that in the lower frequency bands, the ISC values are higher compared to the ISC of higher frequency bands. In addition, the effect of the
narrativity level on ISC values in the frequency bands is the same as its effect in wide-band EEG: In the PC condition, the ISC of HL is higher than the
ISC of LL [in all frequency bins except for 3–4 Hz and low-beta; in alpha and high-beta, it is marginally significant (p = 0.052; p = 0.056,
respectively)]. *p < 0.05.

FIGURE 6

Results of viewing order (first and second) considering narrativity level (HL and LL). (A) Results of engagement scores, where for videos in the HL
condition, engagement scores upon first viewing were significantly higher than those upon second viewing. Moreover, HL videos received
significantly higher engagement scores than LL videos upon both first and second viewings. (B) Results for calculated ISC of viewing order, where
the only significant difference was between the second viewing of HL videos and that of LL videos. *p < 0.05.

than for the LL ads (MLL = 0.020, SDLL = 0.016) in the PC condition
[F(28,1) = 5.266, p = 0.017]. In the VR condition, the ISC of HL ads
(MHL = 0.052, SDHL = 0.027) was still higher than that of LL ads
(MLL = 0.050, SDLL = 0.023), but this difference was not significant
[F(1,28) = 0.226, p = 0.638]. See Figure 3A.

Furthermore, to investigate which factors affect neural
reliability, we compared the ISC of HL video ads to that of LL
video ads separately for each component. We corrected the p-values
because we repeated our calculations twice for the two components,
and results can be seen in the top part of Figure 3B. Results showed
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that, for the first component, the main effect of narrativity is not
significant [F(1,28) = 1.145, corrected p = 0.294]. However, for the
second component, the main effect of narrativity was significantly
higher in HL video ads than in LL video ads [F(1,28) = 5.412,
corrected p = 0.045]. Post hoc analysis of the second component
revealed that the ISC of HL ads (MHL = 0.015, SDHL = 0.010) was
significantly higher than that of LL ads (MLL = 0.005, SDLL = 0.009)
in the PC condition [F(1,28) = 13.676, corrected p = 0.002];
however, there was no significant difference between HL and LL
ads in the VR condition [F(1,28) = 1.056, corrected p = 0.313]. In
addition, different correlated components had different patterns of
scalp activities (Figure 3B, bottom part).

The correlation analysis revealed that for the correlation
between ISC and engagement, neither on the PC (r = −0.101,
corrected-p = 0.421) nor on the VR (r = 0.047, corrected-
p = 0.722) conditions there was a statistically significant correlation
(Supplementary Figure 2A). However, for the correlation between
ISC and narrativity level, the PC condition showed a significant
correlation (r = 0.314, corrected-p = 0.017), and the VR condition
did not show a significant correlation (r = 0.055, corrected-
p = 0.678), as shown in Supplementary Figure 2B.

3.4. Narrativity level modulates ISC of
different frequency bands

The results for the ISC in different frequency bands indicate
similar effects of narrativity level on ISC of different frequencies as
of on a wide EEG band. They are illustrated in Figure 5.

In the PC condition, the ISC of some frequency bands are
significantly higher in the HL compared to the LL condition
as follows: 2−3 Hz (MHL = 0.066, SDHL = 0.054, MLL = 0.041,
SDLL = 0.045, F(1,28) = 2.207, corrected p = 0.031), 4–5 Hz
[MHL = 0.051, SDHL = 0.458, MLL = 0.198, SDLL = 0.33,
F(1,28) = 3.846, corrected p < 0.001], 5–6 Hz [MHL = 0.042,
SDHL = 0.035, MLL = 0.018, SDLL = 0.037, F(1,28) = 2.478, corrected
p = 0.016], and 6–7 Hz [MHL = 0.038, SDHL = 0.029, MLL = 0.019,
SDLL = 0.035, F(1,28) = 2.232, corrected p = 0.029]. However,
some of the frequency bands did not show significant differences
between HL and LL conditions as follows: 1–2 Hz (MHL = 0.116,
SDHL = 0.069, MLL = 0.085, SDHL = 0.071, F(1,28) = 1.639,
corrected p = 0.106), 3–4 Hz [MHL = 0.031, SDHL = 0.048,
MLL = 0.039, SDLL = 0.043, F(1,28) = −0.694, corrected p = 0.490],
alpha (MHL = 0.035, SDHL = 0.022, MLL = 0.024, SDLL = 0.020,
F(1,28) = 2.011, corrected p = 0.052), low-beta (MHL = 0.017,
SDHL = 0.019, MLL = 0.020, SDLL = 0.021, F(1,28) = −0.539,
corrected p = 0.592), and high-beta (MHL = 0.019, SDHL = 0.013,
MLL = 0.012, SDLL = 0.013, F(1,28) = 1.946, corrected p = 0.056).

In the VR condition, in ISC of 1–2 Hz (MHL = 0.169,
SDHL = 0.097, MLL = 0.129, SDLL = 0.060, F(1,28) = 2.264,
corrected p = 0.027) and low-beta (MHL = = 0.019, SDHL = 0.017,
MLL = 0.009, SDLL = 0.016, F(1,28) = 2.261, corrected p = 0.027)
there is a significant difference between HL and LL conditions.
However, the other frequency bands did not show any significant
difference between H and LL conditions as follows: 2–3 Hz
[MHL = 0.169, SDHL = 0.097, MLL = 0.129, SDLL = 0.060, F
(1,28) = −1.111, corrected p = 0.271], 3–4 Hz [MHL = 0.089,
SDHL = 0.036, MLL = 0.085, SDLL = 0.050, F (1,28) = 0.444, corrected

p = 0.658], 4–5 Hz [MHL = 0.052, SDHL = 0.045, MLL = 0.058,
SDLL = 0.041, F (1,28) = −0.538, corrected p = 0.592], 5–6 Hz
[MHL = 0.041, SDHL = 0.037, MLL = 0.050, SDLL = 0.034, F
(1,28) = −0.993, corrected p = 0.324], 6–7 Hz [MHL = 0.032,
SDHL = 0.028, MLL = 0.038, SDLL = 0.029, F (1,28) = −0.889,
corrected p = 0.377], alpha [MHL = 0.153, SDHL = 0.026,
MLL = 0.100, SDLL = 0.022, F (1,28) = 0.723, corrected p = 0.472],
and high-beta [MHL = 0.015, SDHL = 0.014, MLL = 0.009,
SDLL = 0.013, F (1,28) = 1.955, corrected p = 0.055].

3.5. Viewing order modulates
self-reported engagement but not
inter-subject correlation

To evaluate whether viewing order affects engagement scores
and ISC, we implemented the abovementioned statistical procedure
with narrativity level and viewing order as independent variables.
We first report the resulting engagement scores and ISC scores.

Regarding engagement scores, the average and standard
deviation for the first viewing group were as follows: MHL was
57.71 (SDHL = 2.10), and MLL was 45.42 (SDLL = 2.65). For the
second viewing group, these figures were as follows: MHL was 52.90
(SDHL = 2.57), and MLL was 43.36 (SDLL = 2.56; see Figure 6A).
Results of this statistical analysis revealed a significant main effect
of viewing order. Further post hoc analysis indicated that this main
effect was driven by the HL category, for which videos viewed first
received significantly higher engagement scores than those viewed
second [F(1,28) = 12.784, p = 0.001]. However, in the LL condition,
there was no significant difference between the first and second
viewing groups [F(1,28) = 1.686, p = 0.205]. Moreover, there was a
main effect of narrativity level: of videos in the first viewing group,
HL videos received significantly higher engagement scores than LL
videos [F(1,28) = 23.047, p < 0.001]; this was also the case for videos
in the second viewing group [F(1,28) = 13.391, p = 0.001].

Regarding ISC, the average and standard deviation for videos in
the first viewing group were as follows: MHL = 0.040 (SDHL = 0.025),
and MLL was 0.035 (SDLL = 0.027). For the second viewing group,
these figures were as follows: MHL was 0.043 (SDHL = 0.027),
and MLL was 0.035 (SDLL = 0.023; see Figure 6B). Results
of this statistical analysis showed no significant main effect of
viewing order. Further post hoc analysis showed that the HL video
ads received higher ISC scores than LL video ads upon second
viewing [F(1,28) = 4.411, p = 0.045], but not upon first viewing
[F(1,28) = 1.144, p = 0.294].

3.6. ISC based on a model trained only by
HL data (ISC-HL)

We calculated ISC-HL to test if it was possible to determine
whether a single subject was watching an HL video ad or an LL
video ad based on their neural activity. Figures 7A, B display the
calculated ISC-HL in both VR and PC conditions. As expected,
the neural responses of 23 (76.6%) participants were much more
similar to those of the HL group (had higher ISC-HL) when
they attended to HL videos than when they attended to LL
videos in the PC condition (Figure 7A). In the VR condition, the
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FIGURE 7

(A,B) Results for calculated ISC-HL for each participant in the PC and VR conditions. Lines and markers of each color show the ISC-HL of one
participant in the HL and LL conditions. (A) This shows that 76.6% of participants had higher ISC-HL when they attended to HL video ads than when
they attended to LL video ads. This shows that most of the participants who were exposed to HL video ads showed higher similarity to the trained
model (which is derived from data of HL condition) than those who are exposed to LL video ads. (B) This relates to the same evaluation as panel (A),
but in the VR condition, where 50% of participants had higher ISC-HL. (C,D) Area under the curve (AUC) of classification performance for predicting
exposure to HL and LL video ads in PC and VR conditions, respectively. The black lines show the average over randomized AUCs. (C) Shows that the
AUC of classification based on participants’ neural activity in the PC condition is higher than chance level, while panel (D) shows that the AUC of
classification based on participants’ neural activity in VR condition is below chance level.

neural responses of 15 (50%) participants showed higher ISC-HL
while attending to HL videos than while attending to LL videos
(Figure 7B). Given ISC-HL as the predictor of narrativity level,
the classifier shows above-chance performance in the PC condition
but not in the VR condition (Figures 7C, D). In the PC condition,
the actual AUC was 0.637, while the chance-level AUC was 0.548
(p < 0.001). In the VR condition, the actual AUC was 0.507, while
the chance-level AUC was 0.543 (p = 0.245).

4. Discussion

In this study, we tested whether different levels of narrativity
(HL vs. LL) lead to differences in information processing reliability
(represented by ISC), specifically while watching video ads.
Furthermore, we evaluated whether different levels of narrativity
cause differences in self-reported engagement ratings. To this
aim, we presented HL and LL video ads to 32 participants while
collecting their EEG signals. In addition, for each video ad,
participants self-reported their levels of attention and immersion,
which we considered two core factors of engagement. We calculated
the ISC of each participant by calculating the similarity of their
correlated components to those of the participant pool. One
advantage of ISC analysis is that it does not require stimulus
repetition; this is advantageous because such repetition causes
decreased attention and engagement (Dmochowski et al., 2012; Ki
et al., 2016). As expected, our results showed that both calculated
ISC and engagement scores of HL video ads were significantly
higher than those for LL video ads, suggesting that narrativity

level modulates ISC and engagement. However, the modulation of
ISC was not correlated with the degree of engagement with the
narrative.

Previous studies have evaluated the relationship between
narrative engagement—or its core component, attention—and ISC.
Cohen et al. (2017) measured self-reported engagement scores and
ISC while participants were exposed to naturalistic videos. They
found that more engaging videos were processed uniformly in
participants’ brains, leading to higher ISC. Consistent with their
results, Poulsen et al. (2017) reported that a lack of engagement
manifests an unreliable neural response (meaning lower ISC),
and they introduced EEG-ISC as a marker of engagement. Song
et al. (2021a) investigated whether engagement ratings modulate
ISC by evaluating the relationship between continuous self-
reported engagement ratings and ISC using continuous naturalistic
stimuli. They reported higher ISC during highly narrative engaging
moments and concluded that ISC reflects engagement levels.
In line with it, Schmälzle and Grall (2020) demonstrated that
dynamic ISC aligns with reported levels of suspense (i.e., a proxy
for engagement levels) of a narrative, and Grady et al. (2022)
showed that ISC is higher during intrinsic engaging moments of a
narrative. In another study, Dmochowski et al. (2012) used short
video clips to evaluate attention and emotion using ISC. They
found a close correspondence between expected engagement and
neural correlation, suggesting that extracting maximally correlated
components (ISC) reflects cortical processing of attention or
emotion. Finally, Ki et al. (2016) investigated whether attentional
states modulate ISC for audio and audiovisual narratives, and
they concluded that higher attention leads to higher neural
reliability across subjects. Inspired by previous studies (Busselle
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and Bilandzic, 2009; Dmochowski et al., 2012; Lim et al., 2019), we
measured narrative engagement by averaging two of its important
components, attention and immersion.

Our results indicated that, using ISC (in the PC condition),
we were able to significantly discriminate levels of narrativity: the
ISC levels of HL video ads were significantly higher than those
of LL video ads (Figure 3A). Consistent with our narrativity level
discrimination, self-reported engagement ratings were significantly
higher for HL video ads than for LL ones (Figure 4C). In addition,
in the PC condition, the ISC-HL was able to predict the narrativity
level based on neural responses (measured via EEG) to the stimuli.
This means that the model used significantly predicted whether the
participants were attending to HL or LL narrativity. The level of
significance was not as strong as the previously reported accuracy
for predicting attentional states (Ki et al., 2016); however, this could
be due to explicit differences between experimental conditions
(participants were made to count backward during the task to
diminish their attentional state). This finding is the first step toward
predicting exposure to different levels of narrativity based solely on
the ISC of neural activity evoked by stimuli, which leads to a better
comprehension of the brain mechanism that processes narrativity
levels. Further studies with different designs should be conducted
with a more specific focus on predicting narrativity level.

In contrast with other studies, we did not find a relationship
between engagement levels and ISC, as the correlation analysis
suggested. A plausible explanation for this finding is the type
of stimulus employed. Several studies compared ISC scores of
interrupted, scrambled, or reversed narratives with those of non-
modified narratives. Dmochowski et al. (2012) reported higher
ISC for non-scrambled narratives than for disrupted or scrambled
narratives. Ki et al. (2016), Poulsen et al. (2017), and Grall
et al. (2021) found higher ISC scores for a cohesive narrative
than for a meaningless, scrambled or reversed narrative. These
findings demonstrate that meaningless narratives are linked to
lower ISC scores. Song et al. (2021b) used scrambled video clips
to identify the moments in which narrative comprehension occurs,
and they reported that story comprehension occurs when events
are causally related to each other. Moreover, they showed that, in
such moments, the underlying brain states were mostly correlated
across subjects. The stimuli manipulations applied by previous
studies (e.g., scrambling the narrative or presenting narratives that
lacked causality) created greater differences between experimental
conditions than those in our study. While we shared with these
studies their interest in the subjects’ engagement and other factors
related to the reception of the narrative, we were also interested
in investigating the possibility of classifying and discriminating
structural characteristics of narrative artifacts. Therefore, we
defined the narrativity levels (HL and LL) based on narrative
structural elements and properties such as the presence of defined
characters in an identifiable context, clear causal links between
events, and closure resulting from the intertwining of these events.
Our conceptualization of narrativity levels was inspired by Ryan
(2007).

From this perspective, our results align with those of previous
studies, indicating that information processing is highly consistent
across subjects when participants are exposed to HL narrativity. In
other words, the fact that the ISC of HL video ads is significantly
higher than that of LL video ads in the PC condition (Figure 3A)
is a promising indication that EEG-ISC could potentially be used

to explore levels of narrativity (and correlative engagement) in
different kinds of media artifacts. However, unlike previous studies
using stimuli that were “either-or” regarding narrativity possession,
our ISC was not mediated by engagement levels. This finding
suggests that ISC can represent or capture other cognitive processes
beyond engagement. The evaluation of the activity of the first two
components separately (Figure 3B) provides some insights in this
regard. For the first component, activity was distributed throughout
the anterior and posterior regions, while in the second component,
activity was concentrated in the posterior region. Overall, the
second component drove the narrativity level modulation in
response to the HL narrative video ads. While previous studies
relating ISC to engagement found more widespread ISC (e.g.,
Dmochowski et al., 2012, 2014; Cohen et al., 2017; Song et al.,
2021a), strong posterior ISC was linked to shared psychological
perspective (Lahnakoski et al., 2014) and shared understanding
of narrative (Nguyen et al., 2019). Lahnakoski et al. (2014) asked
participants to take one perspective or another to interpret the
events of a movie. When participants watched the movie and
adopted the same perspective, posterior ISC was stronger than
when they adopted different perspectives. The authors posited that
ISC represented a shared understanding of the environment. This
was supported by the study by Nguyen et al. (2019), which showed
that participants with similar recalls of a narrative had stronger
ISC in the posterior medial cortex and angular gyrus compared to
those with dissimilar recalls. In our case, high levels of narrativity
better immersed participants in the story world compared to low
levels. This might have eased participants to take the perspective
of the character(s) in HL videos. In addition, videos with low
narrativity levels might not have been so successful in leading to
similar perspective taking and shared understanding because the
story was more fragmented than in HL video ads. Because ISC
appears to be related to both engagement and shared understanding
or perspective-taking, our findings suggest that ISC seems to be
more sensitive to the latter than to the former (see Dini et al.,
2022c). However, further investigation is necessary to elucidate why
narrativity level did not appear to affect ISC in the same way in the
VR condition. Chang et al. (2015) reported that ISC might change
due to fatigue effects for participants in an fMRI scanner. Thus,
one possible explanation for the non-significant effect of narrativity
level on ISC in the VR condition is fatigue. Wearing the VR headset
and the EEG cap for almost 25 min might have caused fatigue
and discomfort (e.g., related to posture, weight, or itching), and
such an effect might have masked the effects of narrativity level
on ISC. Another plausible explanation is also related to the VR
feature. As VR is an increasingly popular immersive technology,
participants’ expectations about the VR modality may have affected
their level of attention. Participants may have been disappointed to
find a 2D stimulus that perhaps failed to meet their expectations
and therefore diminished their active attention.

In the narratology field, there is a substantial, ongoing debate
about whether narrative should be considered an either-or property
or a scalar property (i.e., a matter of more or less) (Ryan,
2007; Abbott, 2008). Therefore, in the last two decades, some
narratologists have introduced the notion that different artifacts
may have different levels of narrativity (Ryan, 2007; Oatley, 2011).
It is widely accepted that, even though events in a story do not
have to be chronologically ordered, the sequence of the events
must nonetheless follow a narrative logic if closure is to be
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achieved (this is something that is commonly encapsulated in
the distinction between “story” and “discourse”). Therefore, a
“scrambled” narrative ceases to be a narrative; instead, it is a series
of unrelated events, lacking an internal temporal logic. If there is no
discernable, recoverable chronological order of connected events,
the sequence could hardly be considered a narrative. Although
the previous studies presented in our literature review provided
the methodological bases for our study, they were not centered
on narrative qualities. In our study, we focus on investigating the
plausibility of testing a particular expressive artifact for levels of
narrativity. Therefore, our stimuli presented two different degrees
of narrativity (LL and HL). We showed that small differences in
narrativity levels (i.e., between HL and LL) have effects on ISC
and engagement similar to the effects of more evident differences
between such levels (e.g., scrambled vs. non-scrambled). However,
the underlying reason for differences in ISC between narratives
with some degree of narrativity level did not reflect differences
in perceived engagement; rather, it seemed related to perspective
taking and shared understanding. These findings are a step toward
narrative comprehension, especially when considering narrative as
a scalar property (Bruni et al., 2021).

Previous studies have reported that ISC values are sensitive
to the frequency information of the input signal (Lankinen et al.,
2014; Thiede et al., 2020), meaning that ISC values are higher in
lower frequency bands and vice versa. In this study, we used a
wide EEG band (1–40 Hz) for the analysis, and the results revealed
lower ISC values compared to other studies (e.g., Ki et al., 2016).
Therefore, we evaluated whether the ISC values change according
to different frequency bands: 1–2 Hz, 2–3 Hz, 3–4 Hz, 4–5 Hz, 5–
6 Hz, 6–7 Hz, alpha (8–12 Hz), low-beta (13–20 Hz), and high-beta
(21–40 Hz). In line with previous studies (Lankinen et al., 2014),
our results showed higher ISC values in lower frequency bands
and lower ISC values in higher frequency bands (Figure 5). The
possible explanation for this could be that in high frequencies, even
small timing variations can substantially decrease the correlation
across signals, leading to a decrease in ISC values. In addition, it
is also possible that these differences derive from phase variations
in higher frequencies across subjects. Although this study does not
aim to elaborate on the effect of narrativity levels on ISC of different
frequency bands, our results point to an interesting finding. Aligned
with the results obtained from the wide-band analysis, we found
that the ISC of HL is significantly higher than LL in different
frequency bins. Even though some frequency bins did not show
this effect, in most of them there is a tendency of higher ISC for
the HL than the LL condition. In summary, the analysis of ISC for
different frequency bins supported the findings of the wide-band
ISC in terms of the effect of narrativity on shared neural responses
across participants.

To test whether viewing order modulates engagement and
ISC, we separated the data into two groups—first and second
viewing—and conducted statistical analyses considering narrativity
level and viewing order to be independent variables. Dmochowski
et al. (2012) found that attentional engagement decreases when
participants watch a stimulus for the second time compared to
the first time. Moreover, they reported significantly lower ISC for
the second viewing. Ki et al. (2016) confirmed and extended their
results by declaring that neural responses become less reliable upon
second viewing of a stimulus, showing significantly lower ISC. In
an fMRI study, Song et al. (2021b) investigated the effect of viewing

order on neural activity, watching scrambled videos twice. Their
results replicated the findings of the aforementioned study and
other studies (Poulsen et al., 2017; Imhof et al., 2020) by showing
that neural states across participants were less synchronized when
watching the videos, including the scrambled videos, for the second
time. However, Chang et al. (2015) conducted a combined EEG-
magnetoencephalography (MEG) study and reported increased
ISC during the second viewing of the stimuli. They declared that
participants’ prediction of the story structure increased during the
second viewing, resulting in a more similar EEG-MEG activity
across participants, and that this contradiction with previous
studies might be due to the different time window selected
for ISC calculation. Our results showed that engagement level
dropped during the second viewing, supporting previous studies
(Dmochowski et al., 2012). For the HL videos ads, engagement
scores for the first viewing were significantly higher than those
for the second viewing, although this was not the case for the
LL ads (Figure 6A). The decrease in engagement scores for HL
ads but not LL ads might be due to differences intrinsic to the
classification of our stimuli. While videos in the HL category
included all or almost all narrativity elements (Ryan, 2007), those
in the LL category included only a few. Thus, we could say that the
HL video ads were more storytelling-based than the LL video ads.
Therefore, it could be that factors such as suspense, expectation,
and suspension of disbelief, which naturally occur when watching
stories, are attenuated when the story is viewed for the second
time, lowering engagement levels in the case of HL video ads.
These same factors are not present or are present to a lesser extent
when watching LL video ads, and therefore, engagement levels were
not harmed. However, there was no significant difference in ISC
between the first and second viewing in either HL or LL video ads,
suggesting that viewing order does not modulate ISC. Though the
current dataset cannot provide definite answers, these differences
in findings might be explained by our study design. First, our
participants were exposed to 12 short video ads, a greater number of
stimuli than previous studies employed when investigating viewing
order (Dmochowski et al., 2012; Chang et al., 2015; Ki et al., 2016;
Poulsen et al., 2017; Song et al., 2021b). Watching 12 videos in
sequence might have reduced participants’ memories of details of
the stories. Hence, when watching the videos for the second time
(although they were perceived as less engaging) there remained a
substantial amount of information to be processed, which could
have been reflected in the ISC of the second viewing. Another
possible factor that might have hindered participants’ short-term
memories of the videos and affected ISC levels is the time span and
the tasks performed between the two viewings. In our study, the
second exposure to the video ads was separated from the first by
about 20 min. During those 20 min, participants performed two
different tasks for a separate study. Therefore, the current dataset
was not able to capture the neural underpinnings of viewing order.
Considering the limitations of this study, future studies could be
conducted to capture this effect.

5. Conclusion

This study investigated whether high or low narrativity
levels in video advertisement would significantly affect
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self-reported engagement and shared neural responses across
individuals, measured through EEG-ISC, with the ads. The findings
demonstrated that a higher narrativity level led to an increase in
engagement with the ad and an increase in ISC of the posterior part
of the brain, also during a second viewing. Interestingly, the results
suggest that ISC may be more sensitive to shared perspective-
taking—which could also indicate a shared understanding of
the narrative—than engagement levels. Moreover, the findings
imply that narratives with higher narrativity levels evoke similar
interpretations in their audience compared to narratives with
lower narrativity levels. This study advances the elucidation
of the viewers’ way of processing and understanding a given
communication artifact as a function of the narrative qualities
expressed by the level of narrativity.
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Introduction: The processes involved in how the attention system selectively

focuses on perceptual and motor aspects related to a specific task, while

suppressing features of other tasks and/or objects in the environment, are of

considerable interest for cognitive neuroscience. The goal of this experiment was

to investigate neural processes involved in selective attention and performance

under multi-task situations. Several studies have suggested that attention-related

gamma-band activity facilitates processing in task-specific modalities, while

alpha-band activity inhibits processing in non-task-related modalities. However,

investigations into the phenomenon of inattentional deafness/blindness (inability

to observe stimuli in non-dominant task when primary task is demanding) have

yet to observe gamma-band activity.

Methods: This EEG experiment utilizes an engaging whole-body perceptual

motor task while carrying out a secondary auditory detection task to investigate

neural correlates of inattentional deafness in natural immersive high workload

conditions. Di�erences between hits and misses on the auditory detection task

in the gamma (30–50Hz) and alpha frequency (8–12Hz) range were carried out

at the cortical source level using LORETA.

Results: Participant auditory task performance correlated with an increase in

gamma-band activity for hits over misses pre- and post-stimulus in left auditory

processing regions. Alpha-band activity was greater for misses relative to hits

in right auditory processing regions pre- and post-stimulus onset. These results

are consistent with the facilitatory/inhibitory role of gamma/alpha-band activity

for neural processing. Additional gamma- and alpha-band activity was found in

frontal and parietal brain regions which are thought to reflect various attentional

monitoring, selection, and switching processes.

Discussion: The results of this study help to elucidate the role of gamma and alpha

frequency bands in frontal and modality-specific regions involved with selective

attention in multi-task immersive situations.

KEYWORDS

inattentional deafness, EEG, gamma, alpha, natural cognition, neuroergonomics,

attention
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Introduction

When carrying out multiple tasks at the same time, it is

often the case that performance on one or multiple tasks may

degrade. This is especially true during scenarios with high task

demands. Indeed, attentional mechanisms are implemented to

selectively enhance relevant neural processes based on current

behavioral goals. Attentional selection has been proposed to

be necessary because of the limited processing capacity of the

brain (Buschman and Kastner, 2015) or alternatively as a means

of supporting potential action (Allport, 1987; Neumann, 1987;

Edelman, 1989). For example, one may not hear someone speaking

to them when they are immersed in some tasks that requires

considerable attention (Cherry, 1953), such as operating a vehicle,

using a smartphone, and/or playing video games. There have

been several studies that have investigated the phenomenon of

“inattentional deafness”, which is the inability to consciously

perceive and respond to audible sounds resulting from attention

being directed elsewhere (Macdonald and Lavie, 2011; Dalton and

Fraenkel, 2012; Koreimann et al., 2014; Raveh and Lavie, 2015;

Kreitz et al., 2016; Scheer et al., 2018). The extent to which

“inattentional deafness” occurs is thought to be dependent on

processes related to selective and divided attention (Lavie, 2005;

Callan et al., 2018; Dehais et al., 2019a,b). The goal of this study

was to elucidate brain-localized neural correlates that predict

successful and unsuccessful auditory perception during a dual-

task situation both before and after presentation of the auditory

stimulus. Our objective was also to further identify brain-localized

neural correlates that predict why some individuals perform better

than others.

Cortical oscillations especially, in the gamma (>30Hz) and

alpha frequency range (8 to 14Hz), are thought to play a large

role in the underlying brain processes mediating attention (Clayton

et al., 2015). It has been proposed that gamma-band activity

promotes task-relevant activity in modality relevant perceptual

processing regions (Clayton et al., 2015). Greater gamma-band

activity means greater facilitation for attended stimuli (Golumbic

et al., 2013), whereas alpha-band activity is proposed to be involved

with inhibition of task-irrelevant processes (Clayton et al., 2015).

Greater alpha activity usually occurs in the non-dominant task

modality brain processing regions and is thought to be suppressive

in nature. There have been several EEG and MEG studies that have

identified source-localized activity that is related to attention and

performance (Fries et al., 2001; Ergenoglu et al., 2004; Hanslmayr

et al., 2007; Womelsdorf and Fries, 2007; van Dijk et al., 2008;

Tallon-Baudry, 2009; Wyart and Tallon-Baudry, 2009; Rieder et al.,

2011; Clayton et al., 2015; Yuan et al., 2016; Wittenberg et al., 2018;

Zhou et al., 2021). Most of these studies involved visual rather than

auditory processing tasks. Greater post-stimulus gamma (and to

a lesser extent pre-stimulus gamma) is associated with facilitation

of modality-specific attention and performance (see Rieder et al.,

2011 for review; Wyart and Tallon-Baudry, 2009; Yuan et al., 2016),

whereas greater pre- and post-stimulus alpha activity in modality-

specific brain regions is associated with degraded attention and

performance (vanDijk et al., 2008; Clayton et al., 2015). Conversely,

reduction in pre- and post-stimulus alpha activity in modality-

specific brain regions is associated with facilitation of attention and

performance (Ergenoglu et al., 2004; Hanslmayr et al., 2007; van

Dijk et al., 2008; Zhou et al., 2021).

There have been a number of studies that have investigated

neural correlates of inattentional deafness (Giraudet et al., 2015;

Molloy et al., 2015; Durantin et al., 2017; Callan et al., 2018; Scheer

et al., 2018; Dehais et al., 2019a,b; Schlossmacher et al., 2021; Somon

et al., 2022). Brain imaging studies using fMRI have identified

various brain regions and networks involved with attention under

dual- and multi-task situations (Dux et al., 2006; Tombu et al.,

2011; Szameitat et al., 2016). One region that has been cited as

being active during situations of attentional overload, often referred

to as attentional bottleneck, is the superior medial frontal cortex

including pre-supplementary motor area (pre-SMA). This region

has been implicated with processes related to inattentional deafness

(Durantin et al., 2017). The results of this fMRI study indicate

that the right inferior frontal gyrus (IFG) becomes active during

episodes of inattentional deafness and further reveal the presence

of suppressive connectivity between this region and auditory

processing regions in the right superior temporal gyrus (Durantin

et al., 2017). There have also been a considerable number of

electroencephalography EEG and magnetoencephalography MEG

studies that have found significant differences in various event-

related potentials associated with inattentional deafness (Giraudet

et al., 2015;Molloy et al., 2015; Dehais et al., 2019a,b; Schlossmacher

et al., 2021). Molloy et al. (2015) conducted a MEG study in which

participants performed a visual search task as the dominant task.

The study revealed that auditory event-related responses, which

were localized in the auditory processing brain regions (including

the superior temporal sulcus and posterior middle temporal gyrus),

were significantly greater when the concurrent visual task had a low

workload, as compared to when it had a high workload. In addition,

the P300 potential, thought to reflect conscious awareness, was only

present for the auditory event-related responses during the low

visual workload search task. The visual event-related potentials,

localized to visual processing brain regions, were shown to be

differentially greater when the visual task was of high workload

compared to low workload (Molloy et al., 2015). These results are

consistent with facilitation of brain regions involved with the task

dominant modality and inhibition of brain regions involved with

the task non-dominant modality. As of yet, there have been no

studies that have reported source-localized brain activity related to

pre- and post-stimulus gamma- and/or alpha-band activity related

to inattentional deafness.

For the related phenomena of inattentional blindness, there

have also been a considerable number of experiments investigating

underlying brain activity (see Hutchinson, 2019 for review).

Similar to inattentional deafness, inattentional blindness is the

inability to consciously perceive a fully visible object as a result of

attention being directed to another task, event, or object (Mack

and Rock, 1998; Simmons and Chabris, 1999). EEG and MEG

studies have identified inattentional blindness-related differences in

event-related potentials localized to visual processing brain regions

as well as those involved with attention processing in parietal

and frontal brain regions (Schubo et al., 2001; Ruz et al., 2005;

Guzzon and Casco, 2011; Pitts et al., 2012; Schelonka et al., 2017;

Hutchinson, 2019). Studies (Harris et al., 2020; Hutchinson et al.,

2021) have shown that pre- and post-stimulus alpha activity in

Frontiers inHumanNeuroscience 02 frontiersin.org56

https://doi.org/10.3389/fnhum.2023.1168108
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org


Callan et al. 10.3389/fnhum.2023.1168108

parietal-occipital (visual processing) regions predicts inattentional

blindness. Additional support that alpha activity may be related

to inattentional blindness comes from a study showing that

alpha-band transcranial alternating current stimulation tACS over

occipital regions induces inattentional blindness (Hutchinson et al.,

2020). As was pointed out in the review by Hutchinson (2019)

and investigated by Pitts et al. (2014), there have been no studies

implicating gamma-band activity for inattentional blindness. This

is surprising given theories implicating gamma-band activity in

task-specific facilitation (Clayton et al., 2015), as well as studies

implicating it in attention and performance (see Wyart and Tallon-

Baudry, 2009; Rieder et al., 2011 for review; Yuan et al., 2016).

It is unclear why gamma-band activity has not been found

in previous studies in relation to inattentional blindness/deafness.

One possibility is that this lack of a finding may be related

to the type of tasks and stimuli used in these experiments.

For the most part, the stimuli and tasks used to investigate

brain activity underlying inattentional blindness/deafness are often

oversimplified and not representative of real-world conditions

(see Hutchinson, 2019 for review). It may be the case that

these artificial tasks, employed in many of these experiments,

do not engage the attention system that evolved to act in

more natural situations. Indeed, if one considers the hypothesis

(Allport, 1987; Edelman, 1989) that attention evolved to selectively

enhance neural processes based on behavioral goals directed

toward specific actions—whether executed explicitly or implicitly

implied—then the “naturalness” of the task appears to play a

critical role in engaging the attention system. This is because it

is the choice of value-dependent action that determines which

modalities to enhance and which modalities to inhibit. The

appearance of “limited capacity” is a natural consequence of such

a selectional value-dependent-based attentional system (Neumann,

1987; Edelman, 1989). It has further been stated that in order

to understand the distributed brain processes underlying natural

human behavior (“natural cognition”), it is important to investigate

within the context of real-world situations (Makeig et al., 2009;

Gramann et al., 2014, 2021). This is a key goal of neuroergonomics

(Parasuraman and Rizzo, 2008; Dehais et al., 2020). Indeed, a

relevant example of this neuroergonomic approach comes from

a study (Callan et al., 2018) that involved an auditory detection

task in pilots in flight. This experiment, which was conducted in

a real-world environment, induced a high rate of inattentional

deafness. It was reported that disruption in neural phase synchrony

in theta and alpha frequency bands is associated with performance

decrements resulting from inattentional deafness (Callan et al.,

2018). It may be the case that running experiments under natural

real-world like conditions is the only way in which one can

investigate the underlying neural processes that truly engage

natural human attention.

This study seeks to determine brain-localized neural

oscillations in gamma and alpha frequency ranges that predict

auditory perceptual performance using EEG on a more engaging

“natural” dual-task paradigm to induce inattentional deafness.

The primary task in the experiment was to play the Nintendo

Wii Skateboard Arena game that uses the Wii Balance Board

for control. The virtual skateboarding task was selected for this

experiment because it represents a real-world situation that is

engaging and likely to induce considerable inattentional deafness.

The secondary task involved an auditory stimulus difference

detection task (which was in effect a 1-back task). In this task,

participants had to press a button when one of two stimuli was

different from the one previously presented. This task was selected

as the non-dominant task to investigate inattentional deafness,

rather than a simple audio detection task, because it requires

utilization of echoic sensory maintenance processes thought to

require greater attentional processing demands. It is predicted that

pre- and post-stimulus gamma and alpha-band activity related to

auditory task performance will be in accordance with theories of

the role of brain oscillations for attention (Clayton et al., 2015).

The experimental tasks and predictions are outlined as follows:

The Wii game is composed of six levels in which various

skateboarding skills are performed. The goal for each level is

to complete the tasks given in a continuous manner in the

briefest amount of time. Between each level, there is a transition

period of relative non-activity in which the participant pushes a

button to continue on to the next level. The auditory task occurs

continuously throughout the experiment. The goal of the task is

to push a button every time there is a stimulus change from the

previous one (auditory stimuli are presented every 2–3 s). The

primary hypotheses consist of the following: It is predicted that

during the skateboarding task, performance on the auditory task

will be degraded as a result of the high workload of the dual-

task demands imposed, initiating the phenomena of inattentional

deafness. Based on theories of brain oscillations for attention

(Clayton et al., 2015) outlined above, it is predicted that gamma

brain activity will be greater for auditory misses than hits in

brain regions known to be involved with inattentional deafness

(Durantin et al., 2017) including the superior medial frontal cortex

and the inferior frontal gyrus. It is further predicted that gamma-

band activity will be degraded/enhanced in auditory cortical

processing regions with respect to misses and hits reflecting periods

of inattentional deafness and successful dual-task attentional

processing. In contrast, alpha activity, that is considered to be

suppressive in nature (Clayton et al., 2015), is predicted to be

greater in auditory processing regions for misses over that of hits.

Conversely, alpha activity is predicted to be reduced in visual

and motor processing regions involved with the skateboarding

task. Based on the attention literature reviewed above, and on the

continuous nature of both the skateboarding and auditory tasks,

we maintain that these predictions will hold for activity both pre-

and post-auditory stimulus onset. To explicitly test changes in

oscillatory brain activity that arise from induced and or evoked

properties of the auditory stimulus that are different from ongoing

processes that are present before stimulus onset, an event-related

spectral perturbation ERSP analysis was conducted. This analysis

takes into account baseline activity prior to stimulus onset on a

single trial basis. This can have a profound effect on the pattern

of brain activity from analysis of post-stimulus activity without

baseline removal (Basar, 1998; Makeig et al., 2004). For example,

differences in brain activity that are present both pre- and post-

stimulus presentation between auditory hits and misses will likely

be removed if baseline correction is applied. It is predicted that

brain regions involved with attentional salience (ventral attention

network), including the inferior frontal gyrus known to be involved

Frontiers inHumanNeuroscience 03 frontiersin.org57

https://doi.org/10.3389/fnhum.2023.1168108
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org


Callan et al. 10.3389/fnhum.2023.1168108

with attentional switching (Doeller et al., 2003; Perianez et al.,

2004; Tamber-Rosenau et al., 2018), will show greater ERSP for

hits over that of misses. Additionally, it is predicted that primary

and especially secondary auditory processing regions, involved with

complex processing of the acoustic features of the stimulus, will

show greater ERSP for hits over misses. This pattern of differential

gamma- and alpha-band activity pre- and post-stimulus onset,

as well as ERSP related activity (given above), is predicted to be

a signature of auditory task performance across participants. If

there is a tradeoff between performing well in auditory tasks and

skateboarding tasks, we can predict a negative correlation between

brain activity related to auditory hits and misses. This is especially

expected for the ERSP analysis, which reflects activity underlying

processes related to attentional saliency and switching.

Above, we mentioned that one method used to evaluate

inattentional deafness/blindness involves manipulating workload.

This approach has been employed in this study to assess

the phenomenon. To confirm that the observed differences in

oscillatory brain activity between hits and misses are indeed related

to inattentional deafness and not merely differences in perceptual

performance, we compared the experimental contrasts of auditory

hits relative to misses for the dual task during Wii skateboarding

(high dual-task workload) with the transition period between levels

of the skateboarding task (low dual-task workload). It is predicted

that the same pattern of differential activity as discussed above

that occur during the skateboarding task (high dual-task workload)

will be maintained when contrasted with activity between hits

and misses during the transition period between levels (low dual-

task workload).

Materials and methods

Participants

This study included 14 participants (six female participants)

aged 20–52 years (mean = 23.8, SE = 2.27). A modified

version of the Edinburgh handedness questionnaire (that also

included questions related to “hand in which chopsticks are used”

and “what foot you are better at kicking with”) revealed that

13 of the participants were completely right-handed, whereas

one participant used both right and left hands depending

on the task. All participants reported normal hearing and

normal or corrected to normal vision. All but one of the

participants had prior experience playing Wii Balance Board

games. Participants that did not have experience with the

Wii Fit Plus Skateboard Arena game received training on

a separate day from the experiment for approximately 1 to

2 h until they could consistently reach the beginner level 6.

Participants that could not perform the Wii skateboard game

up to level 6 were excluded from the later experiment. There

were no other exclusion criteria. Originally, there were 19

participants that were recruited for the EEG experiment but five

participants were excluded for reasons including the following:

extremely noisy EEG data (three participants) and machine errors

related to data acquisition (two participants). The experimental

procedures were approved by the ATR Human Subject Review

Committee (ethics approval number 158) and were carried

FIGURE 1

Experimental setup for dual-task virtual skateboard task and auditory

di�erence detection task. The participant is wearing the CGX

Quick-32 dry-wireless EEG and Bluetooth insert earphones. The Wii

Balance Board is used to control the virtual skateboard game. Video

for the skateboard game is presented on a 55-inch LCD about 2m

from the participant. Responses on the auditory task are made by

pressing the B button on the Wii mote held in the right hand.

out in accordance with the principles expressed in the WMA

Declaration ofHelsinki. The confidentiality rights of all participants

were observed.

Experimental tasks and procedures

This experiment consisted of two concurrent tasks that

included the following: (1) performing the Wii Skateboard Arena

game; (2) performing an auditory difference detection task (see

Figure 1 for a picture of the setup of the experiment with a

participant doing the dual tasks). The participants were instructed

to do the best they could on the Wii Skateboard Arena game by

focusing their attention to it while at the same time trying to

also carry out the secondary auditory difference detection task.

The Wii Skateboard Arena game uses the Balance Board to detect

changes in forces at the four corners of the board caused by body

movement. The Wii Balance Board was placed approximately 2m

from the 55-inch LCD display upon which the video of the game

was presented. No background audio sound from the game was

presented. The game consists of six levels. Levels 1 to 5 focus on

specific tasks [(1) maneuvering over various targets on the ground,
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(2) maneuvering over ramps and doing tricks, (3) doing tricks on a

half-pipe, (4) jumping over and grinding on rails, and (5) jumping

onto and grinding on a platform]. Level 6 is a combination of all

the tasks from levels 1 to 5 with the addition of cones that must

be avoided. Between each of the levels is a brief transition period

in which the participant is required to press a button to proceed

to the next level. Maneuvering and performing tricks in the game

on the Wii Balance Board is accomplished by shifting one’s weight,

differentially standing on toes/heals, and by knee extensions. The

participants were instructed to start the next level by pressing the

A button on the hand-held Wii mote controller. At the end of each

game, when level 6 was finished, a final score is displayed to the

participant. The participants are instructed to restart the game after

level 6 until the audio task is finished. The Wii game should be

continued to be played when the audio task finishes until the end

of level 6. Then, the experiment is over. The button-press responses

and the Wii Balance Board force sensor data were captured by

lab streaming layer (LSL, UCSD, SCCN) for synchronization with

other data streams.

The auditory difference detection task required participants

to push the B button on the bottom of the hand-held Wii

mote controller when the current audio stimuli being played was

different from the previous one played. There were two audio

stimuli consisting of an upward chirp from 2 to 4 kHz (100 msec

in duration) and a downward chirp from 4 to 2 kHz (100 msec in

duration). A total of 400 of each type of stimuli were presented in

random order with an interstimulus interval randomly determined

between 2 and 3 sec. The auditory difference detection task

experiment was approximately 33min long. MATLAB was used to

present the audio stimuli and send triggers to LSL identifying which

stimuli are presented. The low latency EPOS GTW 270 Bluetooth

earbuds were used together with a low latency aptX Bluetooth

transmitter to present the audio stimuli to the participants. Two

cables were routed from the audio out of the computer. One cable

was to the low latency aptX Bluetooth transmitter, and the other

was to the Cognionics Trigger Box. The threshold on the trigger

box was set to identify the onset of the audio stimuli. The audio

level was set manually for each participant prior to the experiment

to be as loud as they thought they could comfortably tolerate

for the 30- to 40-min experiment. The audio stimuli were played

continuously throughout the experiment and therefore were played

during the various Wii Skateboard Arena levels as well as between

the levels. The analyses investigated event-related spectral power

differences between hits relative to misses for auditory change

events approximately 1 s pre-stimulus onset (−1000 to −50 msec),

one half sec post-stimulus onset (0 to 500 msec), as well as an

analysis in which the average spectral power from −250 to −50

msec pre-stimulus onset was used as a baseline for post-stimulus

activity from 0 to 500 msec on a single trial basis [event-related

spectral perturbation analyses ERSP (Makeig, 1993)]. The time

segment ranges used for pre- and post-stimulus conditions were

selected for the following reasons: The relatively long pre-stimulus

range of approximately 1 s and the post-stimulus range of 0.5 s

were selected to attempt to extract sustained attentional processes

involved with suppression and enhancement related to dual-task

processing thought to underlying inattentional deafness. Both

the primary skateboarding task and the secondary auditory task

were continuous in nature. The auditory task requires attentional

maintenance of the previous stimulus in echoic memory in relation

to the next stimuli that is presented every 2 to 3 s. Longer time

segment ranges for pre- and post-periods were not selected to avoid

potential overlap of pre- and post-brain activity. The beginning of

the pre-stimulus range ensured at least 1 to 2 s of time from the

previous stimulus onset. The end of the post-stimulus onset range

was at least 0.5 to 1.5 s prior to the beginning of the pre-stimulus

range for the next trial. The same post-stimulus time range was

used for the ERSP analysis. The time period between−250 and−50

msec prior to stimulus onset was selected as a reasonable amount

of time to account for baseline activity for the ERSP analysis. The

reason why analyses were not carried out across multiple time

points both pre- and post-stimulus onset to achieve better temporal

resolution was because of the added cost of the need to correct for

multiple comparisons for statistical significance.

Physiological recording and analysis

The EEG data were measured using the Cognionics CGX

Quick-32r dry-wireless EEG system (Cognionics, Inc., San Diego).

The sampling rate was 500Hz with 24-bit analog-to-digital

conversion. We used 29 electroencephalography EEG channels on

the headset, with ground and reference electrodes located on the

temporal bone behind the left and right ear respectively. The system

utilizes active electrodes to minimize external noise pickup and

artifacts. In addition to EEG data, the CGX Quick-32r headset also

has accelerometer data in three axes. The EEG and accelerometer

data were acquired wirelessly and streamed into LSL for recording

and synchronization.

The EEG data were processed using the EEGLAB toolbox

(Delorme and Makeig, 2004) using a similar pipeline as given in

Bigdely-Shamlo et al. (2015), Callan et al. (2018), and Sasaki et al.

(2019). These preprocessing steps are used to improve signal quality

and remove artifacts to be able to extract brain activity.

• The raw EEG data were band-pass filtered from 3 to 100Hz

using a Hamming windowed Sinc FIR filter.

• To extract considerable head movement artifacts from the

EEG, as a result of playing theWii Skateboard Arena game, the

three accelerometer axis data in the CGX Quick-32r headset

were regressed out of the EEG data (with 0 delay setting) using

the CWRegrTool in EEGLAB.

• Line noise (60Hz) was removed using the Cleanline EEGLAB

toolbox (default settings).

• Automatic channel rejection was based on poor correlation to

robust estimate based on other channels (0.8).

• The rejected channels were interpolated.

• Common average referencing of channels was conducted after

interpolation of missing channels (An additional channel with

all zeros was added so as to not lose 1 rank as a result of

average referencing).

• Artifact subspace reconstruction (ASR) (see Mullen et al.,

2013 and Chang et al., 2018) (Euclidian distance) was used

to remove non-stationary high-variance signals from the
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EEG (standard deviation cutoff for removal of bursts = 20;

windowed criterion = 0.25). Two analyses were conducted:

one in which the time windows were removed for which

ASR did not repair completely; and another in which no time

windows were removed.

• Common average referencing of channels was conducted on

the two datasets (time windows removed and time windows

not removed) (An additional channel with all zeros was added

so as to not lose 1 rank as a result of average referencing).

• ICA using PCA reduction was used on the dataset in which the

time windows were removed after ASR cleaning. The number

of rejected channels determined the rank reduction by PCA.

• The weights of the ICA were then applied to the ASR results

without the time windows removed.

• Dipole fitting of the source for each independent component

(IC) using Dipfit was conducted.

• ICLabel (version 1.1) was used to identify independent

components (ICs) that are brain-related and artifact-related.

ICLabel is a toolbox that allows for automated classification

of ICs into seven different categories: Brain, Muscle, Eye,

Heart, Line Noise, Channel Noise, and Other (Pion-Tonachini

et al., 2019) at expert level of performance. ICLabel uses

IC topomaps, power spectral density from 3 to 100Hz,

and equivalent current dipole to categorize each IC (Pion-

Tonachini et al., 2019). The criteria of selecting “Brain”

ICs in our study were based on the percentage of “brain”

categorization over 50%.

• Brain-related ICs were retained, and all other ICs were

removed from the dataset (only brain-related ICs were

projected to the EEG electrodes).

• The Bluetooth audio presentation system latency of

approximately 45 msec was corrected. The audio events

were extracted from −2 s before until 2 s after presentation

of the audio stimulus based on the trigger from the audio

output cable.

• Source localization of the brain-related activity was carried

out using LORETA Key software (Fuchs et al., 2002;

Pascual-Marqui, 2002; Jurcak et al., 2007). See below

for details.

Source localization and statistical analysis

LORETAKey software employing sLORETA (Fuchs et al., 2002;

Pascual-Marqui, 2002; Jurcak et al., 2007) was used to determine

source localization of brain-related activity on the surface of the

cortex. The position of the electrodes of the CGXQuick-Cap 32r on

the head was determined by reference to the 10–10 system within

the LORETA Key software. Using the LORETA Key software, the

event EEG data (−2 to 2 sec) were transformed from EEG to time–

frequency cross-spectrum in the gamma frequency band (30.5 to

50Hz) and the alpha frequency band (8.5 to 12Hz), with a window

width of 250 samples (continuous Gaussian window), and a delta

T between running windows equal to 25 (50msec). The time-

varying cross-spectra files were then converted to sLORETA files

that localizes the activity across 6,239 voxels covering the cortex

with 5-mm resolution.

For each participant, the sLORETA-converted individual trials

were submitted to statistical analyses using a two-sample unequal

variances t-test for the following contrasts: Auditory change hits vs.

misses for stimuli presented during levels 1 to 6 as well as during

the transition period between levels. The resultant sLORETA files

for these contrasts for each participant were used in random

effects group level analyses using SnPMpermutation analysis (5,000

randomizations) within the LORETA Key software. The random

effects level analyses for data on levels 1 to 6 included single group

analysis that the mean was not equal to zero as well as single group

regression with the variable hit rate of levels 1 to 6 for the contrast

of hits minus misses and the variable maximum Wii score across

all games played during the experiment. Hit rate was used as the

correlation metric rather than D-prime because the false alarm rate

was low and only hit and miss trials were used in the analyses of

brain activity. The maximum Wii score was selected rather than

other potential metrics such asmean score as it is commonly what is

used to assess who is better in video game performance. To further

assess the extent to which the results can be concluded to be both

a product of performance and workload (thought to underlying

processes related to inattentional deafness), random effects paired

analyses (using SnPMpermutation analysis (5,000 randomizations)

within the LORETA Key software) were carried out for these same

contrasts for skateboarding levels 1 to 6 (high dual-task workload)

compared to the transition period between levels (low workload).

Corrected critical thresholds for multiple comparisons were used

in accordance with SnPM (Nichols and Holmes, 2001). Because

of our theoretical interest in the roll that the auditory cortex

plays in relation to successful and impaired perception as a result

of inattentional deafness, region of interest (ROI) analyses were

carried out for all contrasts in both left (MNI−55,−25, 10) and

right (MNI 55,−25, 10) auditory cortex based on the centroid

coordinate of Brodmann area 41 and 42. Only the significant results

using SnPM will be reported in the results section.

Results

Behavioral results

This experiment consisted of two tasks: (1) the Wii Skateboard

Arena game task; (2) the auditory difference detection task. The

two tasks were done concurrently. Because a great deal of attention

had to be given to the Wii Skateboard Arena task, there was low

performance on the auditory difference detection task even though

the stimuli were played at a high audio level and the roomwas quiet

with no background sound from the game being presented. The

mean total number of change trials across participants was 401.1

(SE= 4.2): mean hit rate= 0.30 (SE= 0.046), mean false alarm rate

= 0.04 (SE = 0.009), mean d’ = 1.06 (SE = 0.11). The breakdown

of the mean and SE hit rates (HRs) and false alarm rates (FARs)

by Wii game level segment is as follows (see Figure 2): Level 1: HR

= 0.252 (SE = 0.048) FAR = 0.070 (SE = 0.020), Level 2: HR =

0.263 (SE= 0.051) FAR= 0.038 (SE= 0.010), Level 3: HR= 0.182

(SE = 0.048) FAR = 0.047 (SE = 0.016), Level 4: HR = 0.207 (SE

= 0.057) FAR = 0.037 (SE = 0.011), Level 5: HR = 0.119 (SE =

0.038) FAR= 0.035 (SE= 0.012), Level 6: HR= 0.162 (SE= 0.042)

FAR = 0.037 (SE = 0.011), transition period between levels: HR =
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FIGURE 2

Hit rate and false alarm rate for the various levels (L1 to L6) and the transition period between levels of the virtual skateboard game.

0.431 (SE = 0.061) FAR = 0.050 (SE = 0.008). For levels 1 to 6,

the mean HR= 0.189 (SE= 0.044) and FAR= 0.040 (SE= 0.010).

A repeated measures ANOVA test on levels 1 to 6 indicated that

there is a significant difference in auditory task hit rate between the

different levels, F (5,65) = 8.5, p < 0.001. A paired t-test indicated

a significant difference in the mean performance of Wii levels 1 to

6 (mean HR = 0.189) compared to that of the transition period

between Wii levels (mean HR = 0.431) (T = −7.387, p < 0.0001,

df= 13).

There was no significant overall linear trend in Wii

skateboarding game performance over the course of the

experiment [Using Wilcoxon signed rank test (p > 0.05) that

the median r score was greater than zero]. The correlation

coefficient across participants ranged from r = 0.67 to r = −0.45

with the median being r = 0.11. The total number of games

varied across participants depending on how fast they could get

through the games in the same amount of time. The number of

games across participants ranged from 8 to 12 with 9 being the

median number of games. There were no participants that showed

a significant correlation between Wii game performance and game

number. Furthermore, there was no significant overall correlation

between the auditory task performance (measured by hit rate)

with that of Wii game performance over the course of the separate

games composing the experiment [Wilcoxon signed rank test (p >

0.05)]. The correlation coefficient across participants ranged from

r = 0.56 to r =−0.81 with the median being r = −0.10. There

was only one participant that showed a significant correlation (p

< 0.05, r = −0.81) between auditory task performance and Wii

performance across the course of the separate games composing

the experiment.

EEG sLORETA results

Gamma band
Random Effects level analyses were conducted for the contrast

of auditory task hits vs. misses for stimuli presented during levels

1 to 6 of the Wii Skateboard Arena game. For the random effects

analysis, that sLORETA gamma-band activity was not equal to zero

for the contrast of hits relative to misses of average pre-stimulus

power differences within the time segment from −1,000 to −50

msec, there was a significant decrease (p < 0.05 two-tail corrected

for multiple comparisons; SnPM using 5,000 randomizations, T

threshold = 3.39) in gamma-band spectral power in the superior

and middle frontal gyrus (Brodmann area BA 8) extending into

medial frontal gyrus (BA9) and pre-SMA (BA6), as well as the

cingulate gyrus (BA32) (see Figure 3A and Table 1). Significant

activity was present in the pre-SMA determined by the atlas defined

by Sallet et al. (2013). No significant power differences (p > 0.05

one-tail corrected for multiple comparisons; SnPM using 5,000

iterations) for the contrast of hits relative to misses were present

for the average of the time segment from 0 to 500 msec post-

stimulus onset.

Random effects single group regression analyses were used

to determine how participant level performance on the auditory

task related to corresponding differences in brain activity. For the

sLORETA contrast of hits relative to misses on the auditory task,

using each individuals hit rate as the regression variable, statistically

significant positive correlation (p < 0.05 two-tail corrected for

multiple comparisons; SnPM using 5,000 iterations; R threshold =

0.742) was present for averaged pre- stimulus activity (−1,000 to

−50 msec) in left inferior parietal lobule (BA40), supramarginal

gyrus (BA40), angular gyrus (BA39), and auditory processing

areas in the left temporal lobe including auditory cortex (BA41,

42), superior temporal gyrus (BA22), and middle temporal gyrus

(BA21) (see Figure 3B and Table 1). For averaged post-stimulus

activity from 0 to 500 msec, a significant positive correlation

between brain activity and hit rate (p < 0.05 two-tail corrected for

multiple comparisons; SnPM using 5,000 iterations; R threshold

= 0.740) was present in left auditory processing areas including

the primary auditory cortex (BA42), the superior temporal gyrus

STG (BA22), and the middle temporal gyrus MTG (BA21) (see

Figure 3C and Table 1).

It should be noted that there was no statistically significant

correlation (p > 0.05 uncorrected) between brain activity

(sLORETA) for hits alone and individual participant hit rate on

the auditory task nor between brain activity for misses alone and

individual participant hit rate. The lack of a significant correlation

of brain activity, for the unitary variables of hits or misses alone,
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FIGURE 3

Gamma-band di�erences for the high workload dual-task condition occurring during the Wii skateboarding task. (A) Pre-stimulus onset: auditory hits

relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on the brain is T = −3.00 one-tail (darker blue). (B) Pre-stimulus onset:

correlation of individual auditory hit rate with contrast of auditory hits relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on

the brain is R = 0.674 one-tail (red). (C) Post-stimulus onset: correlation of individual auditory hit rate with contrast of auditory hits relative to misses.

Threshold for multiple comparisons (p < 0.05) rendered on the brain is R = 0.682 one-tail (red). (D) ERSP: auditory hits relative to misses. Threshold

for multiple comparisons (p < 0.05) rendered on the brain is T = 4.54 1-tail (yellow). (E) ERSP: correlation of individual skateboard game performance

with contrast of auditory hits relative to misses. No activity was found to be significant using corrected thresholds. The threshold used for displaying

the figure was set to R = −0.57 (blue). A region of interest (ROI) analysis in auditory cortex (MNI −55, −25, 10) did reveal significant negatively

correlated activity R = −0.655 (ROI threshold p < 0.05 = 0.537, two-tailed).
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TABLE 1 Gamma band, High Workload: Hits relative to Misses.

Contrast Brain region MNI coordinate
x, y, z

RorT

Pre SFG BA8 −30, 25, 55 −3.48

MFG BA8 −20, 20, 45 −3.46

CG BA32 −10, 20,40 −3.40

SMFC Pre-SMA

BA6,8,9

−10, 25, 40 −3.39

Pre RGR HR IPL BA40 −55,−55, 45 0.818

AG BA39 −55,−65, 35 0.808

SMG BA40 −60,−55,−35 0.804

SPL BA7 −40,−60, 50 0.766

AC BA42 −65,−35, 20 0.802

AC BA41 −55,−30, 10 0.790

STG BA22 −60,−40, 20 0.796

STG BA22 −65,−25, 0 0.777

MTG BA21 −65,−15,−10 0.768

ITG BA20 −65,−20,−20 0.755

Insula BA13 −45,−35, 20 0.762

Post RGR HR AudCor BA42,22 −65,−35, 20 0.755

STG BA22 −61,−33, 7 0.732

MTG BA21 −60,−19,−11 0.748

ERSP SFG, DLPFC

BA10,46

−35, 45, 25 4.59

BA, Brodmann area; SFG, superior frontal gyrus; MFG, middle frontal gyrus; CG, cingulate

gyrus; SMFC, superior medial frontal cortex [pre-SMA as determined by the atlas defined

by Sallet et al. (2013)]; IPL, inferior parietal lobule; AG, angular gyrus; SMG, supramarginal

gyrus; SPL, superior parietal lobule; AC, auditory cortex; STG, superior temporal gyrus; MTG,

middle temporal gyrus; ITG, inferior temporal gyrus; SFG, superior frontal gyrus; DLPFC,

dorsolateral prefrontal cortex. BA46 was determined by atlas of Sallet et al. (2013).

with participant performance (hit rate) strongly suggests that the

significant correlation in brain activity found for the contrast of

hits minus misses (Figures 3B, C and Table 1) is actually related to

the difference rather than any particular variable characteristic of

one of the unitary variables of hits or misses alone (e.g., number of

hit or miss trials). It should also be noted that randomly selecting

trials such that the number of hits and misses were equal produced

vary similar results as are shown in Figures 3B, C, suggesting that

the results are not due to unequal numbers of trials between hits

and misses.

An ERSP analysis that takes into account trial level baseline

activity just before stimulus presentation (−250 to−50 msec) was

conducted to determine changes in spectral power that are a result

of the auditory event. The random effects single group analysis of

the sLORETA contrast for hits relative to misses for the average

time segment from 0 to 500 msec post-stimulus onset showed

statistically significant (p < 0.05 one-tail corrected for multiple

comparisons; SnPM using 5,000 iterations, T threshold = 4.54)

increased gamma-band power in regions along the inferior frontal

junction including the left superior frontal gyrus andmiddle frontal

gyrus (BA10), as well as the left dorsolateral prefrontal cortex

DLPFC (BA46), determined using the atlas of Sallet et al. (2013)

(see Figure 3D and Table 1).

The random effects single group regression analyses between

participant level performance on the auditory task and the

differential ERSP of hits relative to misses in the gamma frequency

range did not show any statistically significant differences (p >

0.05 one-tail corrected for multiple comparisons; SnPMusing 5,000

iterations). However, the regression analysis between participant

level maximum performance on the Wii skateboard game and

differential ERSP sLORETA power differences for hits relative to

misses did show a significant negative correlation in left auditory

processing regions using a region of interest analysis centered in the

auditory cortex (BA41, 42) at MNI coordinate (−55,−25, 10) (R=

−0.65; p < 0.05 two-tail, SnPM using 5,000 iterations; R threshold

= 0.537) (see Figure 3E).

To assess the contribution of both workload and auditory task

performance as underlying factors of inattentional deafness for

gamma-band spectral power, SnPM paired analyses of the contrasts

reported above for auditory hits relative to misses during Wii

skateboarding levels 1 to 6 (high workload) were compared with the

same contrasts for the transition period betweenWii skateboarding

levels (low workload). Only the following contrasts were found to

show significant differential activity. The paired group regression

analyses for auditory performance for pre-stimulus brain activity

showed significant differences for levels 1 to 6 relative to the period

between levels in the following brain regions: precentral (BA4) and

postcentral gyrus (BA3 and 5) in the most superior and medial

regions corresponding to foot, leg, and trunk representation, as well

as the superior temporal gyrus (BA22) (see Figure 4A and Table 2)

(p < 0.05 one-tail corrected for multiple comparisons; SnPM

using 5,000 iterations; R threshold = 0.712). The ROI analysis

in left auditory cortex (MNI −55, −25, 10) was also significant

(R = 0.643; p < 0.05 one-tail, SnPM using 5,000 iterations; R

threshold = 0.462). For the post-stimulus contrast, no significant

differential brain activity was found when correcting for multiple

comparisons (see Figure 4B). However, the ROI analysis did reveal

significant correlation in left auditory cortex (MNI −55, −25,

10) (R = 0.467; p < 0.05 one-tail, SnPM using 5,000 iterations;

R threshold = 0.441). Both the pre- and post-stimulus analyses

showed significant differential activity for the correlation with hit

rate across participants in auditory cortical areas for high workload

relative to low workload conditions.

Significant differential activity for the paired group analysis

for levels 1 to 6 relative to the period between levels was also

present for the ERSP contrast of hits relative to misses. The brain

regions found to show significant differential activity consisted of

the inferior frontal gyrus IFG (BA 45,44,47), middle frontal gyrus

(BA10 and 11), as well as the left dorsolateral prefrontal cortex

DLPFC (BA46) and the superior temporal gyrus (BA38) (p < 0.05

one-tail corrected for multiple comparisons; SnPM using 5,000

iterations, T threshold = 4.306) (Figure 4C and Table 2). Activity

in regions of the IFG, MTF, and DLPFC overlapped with those

found in the ERSP analysis of Wii levels 1 to 6 reported above

(Figure 3D and Table 1). The paired group regression analyses for

Wii performance for ERSP showed significant differences for levels

1 to 6 relative to the period between levels in the following brain

regions: IFG (BA47 and 45) and STG (BA22) (p < 0.05 one-tail

corrected for multiple comparisons; SnPM using 5,000 iterations; R
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FIGURE 4

Gamma-band di�erences for the high workload dual-task condition occurring during the Wii skateboarding task relative to the low workload

condition occurring in the transition period between Wii levels. (A) Pre-stimulus onset: correlation of individual auditory hit rate with contrast of

auditory hits relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on the brain is R = 0.712 1-tail (red). (B) Post-stimulus onset:

correlation of individual auditory hit rate with contrast of auditory hits relative to misses. No activity was found to be significant using corrected

thresholds. The threshold used for displaying the figure was set to R = 0.441 (blue). A region of interest ROI analysis in auditory cortex (MNI−55,−25,

10) did reveal significant negatively correlated activity R = – 0.467 (ROI threshold p < 0.05 = 0.537, one-tailed). (C) ERSP: auditory hits relative to

misses. Threshold for multiple comparisons (p < 0.05) rendered on the brain is T = 4.31 one-tail (red). (D) ERSP: correlation of individual skateboard

game performance with contrast of auditory hits relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on the brain is R =

−0.799 1-tail (blue).
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TABLE 2 Gamma band, High Workload relative to LowWorkload: Hits

relative to Misses.

Contrast Brain region MNI coordinate
x, y, z

RorT

Pre RGR HR PreCG BA4 −10,−35, 70 0.758

PreCG BA4 10,−40, 70 0.719

PostCG BA5 −5,−45, 70 0.744

PostCG BA3 −20,−40, 65 0.725

STG BA22 −65,−15, 5 0.715

ERSP IFG BA45,44 −60, 15, 20 5.46

IFG BA47 −45, 40,−15 5.11

MFG BA11 −35, 35,−15 5.08

SFG BA10, 46 −35, 55, 20 4.59

STG BA38 −35, 20,−35 4.80

MTG BA21 −45, 10,−40 4.55

ERSP RGRWii IFG BA47, 45 −50, 20, 0 −0.817

STG BA22 −50, 15,−5 −0.811

BA, Brodmann area; PreCG, precentral gyrus; PostCG, postcentral gyrus; STG, superior

temporal gyrus; IFG, inferior frontal gyrus; MFG, middle frontal gyrus; SFG, superior frontal

gyrus; MTG, middle temporal gyrus.

threshold=−0.799). The ROI analysis in left auditory cortex (MNI

−55, −25, 10) was also significant (R = −0.513; p < 0.05 one-tail,

SnPM using 5,000 iterations; R threshold=−0.456). Activity in the

ROI analysis of the left auditory cortex was also found in the ERSP

analysis of Wii levels 1 to 6 reported above (Figure 3E).

Alpha band
The same Random Effects level analyses were conducted

for alpha band as for the gamma band above. Only the

analyses reported below were significant when correcting for

multiple comparisons SnPM using 5,000 randomizations. All other

analyses failed to reach significance when correcting for multiple

comparisons using a one-tail threshold.

Within the alpha frequency band, the random effects analysis

over the sLORETA data for auditory task hits relative to misses of

average pre-stimulus power differences within the time segment

from −1,000 to −50 msec showed a significant decrease (p <

0.05 two-tail corrected for multiple comparisons; SnPM using

5,000 randomizations, T threshold = 2.981) in spectral power in

predominantly the right insula spreading into the STG and the

IFG (see Figure 5A and Table 3). The MFG and STG bilaterally also

showed a significant decrease in alpha-band power (see Figure 5A

and Table 3). No significant increases in alpha-band power were

present when correcting for multiple comparisons (SnPM using

5,000 randomizations, one-tailed threshold).

For average post-stimulus power differences (0 to 500 msec)

in the alpha frequency band between hits and misses, a significant

decrease was present in the right auditory cortex, STG, and MTG

(p < 0.05 two-tail corrected for multiple comparisons; SnPM using

5,000 randomizations, T threshold = 2.863) (see Figure 5B and

Table 3).

Random effects single group regression analyses were used

to determine how participant level performance on the auditory

change detection task (using each individual hit rate as the

regression variable) related to corresponding differences in brain

activity for alpha-band sLORETA hits relative to misses. For

average pre-stimulus activity (−1,000 to −50 msec), a statistically

significant positive correlation (p < 0.05 two-tail corrected for

multiple comparisons; SnPM using 5,000 iterations; R threshold =

0.696) was present in the IPL extending into the somatosensory

cortex in the pre- and postcentral gyrus as well as the PMC (see

Figure 5C and Table 3). No negative correlations were found to be

significant when correcting for multiple comparisons (SnPM using

5,000 randomizations, one-tailed threshold).

Paired analyses (SnPM) of the contrasts reported above for

auditory hits relative to misses during Wii skateboarding levels

1 to 6 (high workload) were compared with the same contrasts

for the transition period between Wii skateboarding levels (low

workload) to assess the contribution of both workload and auditory

task performance as underlying factors of inattentional deafness for

alpha-band spectral power. No significant differential activity was

found for any of the contrasts or for any of the ROI analyses in the

left and right auditory cortex.

Discussion

The aim of this study was to investigate whether EEG could

reveal brain oscillations in the gamma and alpha frequency range,

both pre- and post-stimulus presentation, that are indicative of

inattentional deafness. The experiment’s findings revealed that

significant differences in brain activity between misses and hits

(during the auditory stimulus difference detection task) occurred

under the high workload skateboarding dual-task condition

(presumably due to inattentional deafness) in some of the contrasts

analyzed pre- and post-stimulus onset for the gamma and

alpha frequency bands. Individual participant performance on

the auditory stimulus difference detection task was also found to

be correlated with differential brain activity for hits relative to

misses on the auditory task. Furthermore, individual participant

performance on the Wii skateboarding task was also found to

be correlated with differential brain activity for hits relative

to misses on the auditory task. Together, the results of this

experiment investigating neural correlates of inattentional deafness

are in accordance with the role of gamma- and alpha-band brain

oscillations for attention and performance (Clayton et al., 2015).

To ensure that these results are a product of attentional

processes thought to underlying inattentional deafness, a

comparison of the relationship between auditory task hits and

misses on the high workload dual-task condition occurring during

levels 1 to 6 of the Wii skateboarding task was compared to a

lower workload condition occurring during the transition period

between Wii skateboarding levels. While there is some overlap

in this differential workload-based analyses and the original high

workload analyses in the gamma frequency range (Figures 3, 4 and

Tables 1, 2), no significant activity was found for the differential

workload-based analyses for the alpha frequency range. Even

though this is the case, we still maintain that the results in the high

workload dual-task condition are indeed a product of attentional

Frontiers inHumanNeuroscience 11 frontiersin.org65

https://doi.org/10.3389/fnhum.2023.1168108
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org


Callan et al. 10.3389/fnhum.2023.1168108

FIGURE 5

Alpha-band di�erences for the high workload dual-task condition occurring during the Wii skateboarding task. (A) Pre-stimulus onset: auditory hits

relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on the brain is T = 2.98 two-tail (blue). (B) Post-stimulus onset: auditory

hits relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on the brain is T = 2.86 2-tail (blue). (C) Pre-stimulus onset:

correlation of individual auditory hit rate with contrast of auditory hits relative to misses. Threshold for multiple comparisons (p < 0.05) rendered on

the brain is R = 0.696 two-tail (red).

processes thought to underlying inattentional deafness. Indeed,

this is especially true for pre-stimulus activity in which it is

difficult to imagine what other process than that of attention

could account for prediction of future perceptual performance.

We discuss limitations of the low workload condition below and

why the results of the high workload condition alone do not

overlap more with the contrast of high workload relative to the low

workload condition.

While previous EEG and MEG studies have not found

neural correlates of inattentional deafness/blindness in the gamma

frequency range (Pitts et al., 2014; Hutchinson, 2019) our study,

which used a more ecologically valid task, revealed gamma-band

activity consistent with the attentional and performance-related

functions previously reported in the literature (see Rieder et al.,

2011 and Clayton et al., 2015, for reviews). For the contrast of

auditory misses > hits for gamma-band activity averaged from

−1000 to −50 msec pre-stimulus onset, significant differential

activity was present over a single cluster spreading across the SFG,

MFG, CG, and the SMFC (including pre-SMA) (see Figure 3A

and Table 1). The location of this differential brain activity is

consistent with many previous fMRI studies that have identified

activity related to conditions indicative of an attentional bottleneck

under high workload conditions (attentional overload) (Dux et al.,

2006; Tombu et al., 2011; Szameitat et al., 2016). Of particular

relevance is the fMRI study conducted by Durantin et al. (2017),

which investigated auditory alarm perception in the context of a

flight simulation piloting task and identified activity in the same

brain region associated with episodes of inattentional deafness,

implicating its involvement in processes of selective and divided

attention. It has been suggested that these regions in the prefrontal

cortex are involved withmonitoring and evaluation of performance

according to current task goals such that the attention system

can continuously excite task-relevant processes and inhibit task-

irrelevant processes (Clayton et al., 2015). Greater activation of
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TABLE 3 Alpha band, High Workload: Hits relative to Misses.

Contrast Brain region MNI coordinate
x, y, z

RorT

Pre Insula BA13 40, 10, 0 −4.15

STG BA22 60, 0,−5 −3.99

IFG BA47 55, 20, 5 −4.03

MFG BA10 30, 55,−10 −3.53

MFG BA9 −30, 25, 40 −3.56

Post Aud Cortex BA42 65,−20, 10 −3.36

STG BA22 65,−25, 0 −3.21

MTG BA21 60,−30,−10 −3.02

Pre RGR HR IPL/SMG BA40 −55,−30, 25 0.735

PostCG BA3 −60,−25, 40 0.725

PreCG BA4 −50,−15, 40 0.699

PMC BA6 −50,−5, 35 0.703

BA, Brodmann area; STG, superior temporal gyrus; IFG, inferior frontal gyrus; MFG, middle

frontal gyrus; MTG, middle temporal gyrus; IPL, inferior parietal lobule; SMG, supramarginal

gyrus; PostCG, postcentral gyrus; PreCG, precentral gyrus; PMC, premotor cortex.

this region under high workload conditions may reflect a greater

need to inhibit task-irrelevant processes. In our case, in which

participants are performing virtual skateboarding as the primary

task, this would be auditory processes related to the secondary task.

The significantly greater level of differential alpha activity for

auditory misses over hits in right hemisphere auditory processing

brain regions both pre- (Figure 5A and Table 3) and post-stimulus

(Figure 5B and Table 3) onset is consistent with the role of alpha

oscillations as inhibiting task-irrelevant processes (Clayton et al.,

2015). In the case of this experiment, the auditory task is considered

the secondary task to be inhibited when the action demands of the

primary task of virtual skateboarding are high.

Given the established role of cortical oscillations in attentional

processes (Clayton et al., 2015), it was hypothesized that successful

dual-task performance on the auditory task, indicated by an

auditory hit, would elicit greater gamma-band activity in the

relevant auditory processing regions of the brain. However,

contrary to this prediction there was no significant differential

gamma-band activity for pre- or post-stimulus contrasts of auditory

hits greater than misses for this study. An additional way to

investigate performance-related gamma activity is by performing

a correlation analysis between overall individual auditory task

performance and gamma-band brain activity for the contrast of

auditory task hits relative tomisses. The results for these correlation

analyses for both pre- (Figure 3B and Table 1) and post-stimulus

(Figure 3C and Table 1) analyses show significant gamma-band

activity in left hemisphere brain regions involved with auditory

processing including the primary auditory cortex and superior

temporal gyrus/sulcus. This was especially the case for post-

stimulus onset gamma-band performance correlated activity in

which the focal point was localized to the left primary auditory

cortex (Figure 3C and Table 1). However, for the pre-stimulus onset

gamma-band performance correlated activity, the focal point was

localized to the left inferior parietal cortex, including the temporal

parietal junction (Figure 3B and Table 1). This result is interesting

in that the IPL and TPJ are part of the ventral attention network

VAN that is thought to be involved with processing of saliency (for

a review see Vossel et al., 2014; Dehais et al., 2019a,b). However,

in this case, the activity in these VAN brain regions is prior to the

onset of the stimulus upon which saliency occurs. Given that there

is no stimulus present for which saliency of the VAN to respond

to, it may be the case that the VAN is being primed to respond

to the presentation of a future stimulus. This is consistent with a

previous finding (Marois et al., 2004; Todd et al., 2005) reporting

that a demanding task can suppress TPJ activity and in return

prevent the processing of incoming stimuli. It could also be the

case that pre-stimulus onset gamma-band performance correlated

activity centered in the IPL may correspond to processes related

to auditory maintenance utilizing verbal rehearsal (Henson et al.,

2000).

A correlation analysis between overall individual auditory

task performance and alpha-band brain activity for the contrast

of auditory task hits relative to misses was also conducted. No

significant correlation with performance was present pre-stimulus

onset with brain activity. However, post-stimulus brain activity

(for the contrast of auditory hits relative to misses) did show

a significant positive correlation with individual auditory task

performance centered in the SMG region of the IPL and extending

into the post- and precentral gyrus as well as the premotor cortex

(Figure 5C and Table 3). One of the functions that the IPL is

thought to take part in is acting as the somatosensory association

cortex involved with perception of limb and body location in

space (Callan et al., 2012; Limanowski and Blankenburg, 2016;

Ruotolo et al., 2019). In accordance with theories of the roles of

neural oscillations (Clayton et al., 2015), the greater alpha activity

in the IPL may be associated with greater inhibition of task-

related processes that are involved with representation of body

control important for the virtual skateboarding task. The results

are consistent with the hypothesis that brain regions important for

executing the virtual skateboarding task are inhibited to a greater

extent for individuals that do better on the auditory task. It should

be noted, however, that there was no negative correlation between

individual auditory task performance and virtual skateboarding

task performance.

To investigate potential ongoing changes in gamma- and

alpha-band activity as a result of stimulus presentation, an event-

related spectral perturbation (ERSP) analysis was conducted. This

analysis takes into account baseline gamma (alpha) band activity

prior to stimulus onset relative to gamma (alpha) band activity

after stimulus onset. The results of the ERSP analyses revealed

significantly greater gamma-band activity for auditory hits relative

to misses in the SFG and DLPFC (Figure 3D and Table 1) (No

significant ERSPwas found for the alpha band). These brain regions

(SFG and DLPFC) within the inferior frontal junction have been

implicated in the integration of the dorsal attention network (DAN

involved with executive processing) and the VAN (involved with

saliency of sensory stimuli) during task switches and/or attention

shifts (Tamber-Rosenau et al., 2018). Activity in this region, in our

study, is consistent with successful dual-task performance in which

integration and switching between the DAN and VAN in response

to an auditory stimulus would enhance auditory task performance

during the concurrent virtual skateboarding task.
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Although the event-related spectral perturbation (ERSP)

analysis did not reveal any significant differential gamma-band

activity in the auditory processing regions for hits relative to misses

(when correcting for multiple comparisons), a subsequent region

of interest (ROI) analysis conducted in the left auditory cortex

showed a significant negative correlation between participants’

performance in the skateboarding game and the brain activity

associated with auditory hits compared to misses (Figure 3E).

The findings align with Clayton et al. (2015) proposition that

oscillations play both excitatory and inhibitory roles. Specifically,

individuals who exhibit higher levels of selective attention toward

the skateboarding task demonstrate reduced facilitatory gamma-

band enhancement in the auditory processing regions when

performing the auditory task. It should be pointed out that

although auditory brain activity is negatively correlated with

skateboard performance, there is no behavioral correlation between

skateboard performance and the auditory task. One potential

explanation for the lack of a negative correlation in behavior

between the two tasks could be that the auditory task was not

sensitive enough to detect threshold differences resulting from

reduction in gamma-band facilitation. In this experiment, the

auditory stimuli were presented at a level that was deemed to be

loud but comfortably tolerable for the 30- to 40-min duration of

the experiment. Therefore, the stimuli were always at a level that

was quite audible. Additionally, it is possible that for individuals

that are really good at the virtual skateboard game, they may be

utilizing more automatic processing typical of expert skill that is

somewhat independent from executive attentional processes which

may therefore allow for these individuals to do relatively better at

both the skateboarding and the auditory tasks. Further research is

needed to explore the hypothesis of the interaction of controlled

and automated processes and the effects of attention on multi-

task performance.

One interesting finding in our study was the apparent

lateralization of gamma-band activity to the left auditory cortex

and alpha-band activity to the right auditory cortex. One potential

reason for the left hemisphere auditory processing region laterality

for gamma-band activity is related to the facilitation of specific

acoustic features for perception. According to Ivry and Robertson

(1998), the left hemisphere is specialized for processing high

frequency patterns, e.g., the transitions in speech. The 100 msec

duration chirp sounds with a frequency sweep from 2 to 4 kHz is

characteristic of transitions found in speech sounds. Alternatively,

it is also possible that this activity may represent verbal short-

term memory rehearsal that is known to have a left hemisphere

dominance (Henson et al., 2000). While post-stimulus gamma-

band activity was lateralized to the left hemisphere auditory

processing areas (Figure 3C and Table 1), post-stimulus alpha-band

activity was lateralized to right hemisphere auditory processing

areas (Figure 5B and Table 3). Alpha-band activity is thought

to be related to inhibition of task-irrelevant processes (Clayton

et al., 2015). Therefore, if the primary task is skateboarding,

one would expect greater inhibition of brain activity in brain

regions not involved with this primary task which include

general auditory detection (“awareness”) in this case localized

to the right hemisphere. Consistent with this hypothesis, in our

study we see greater alpha-band activity for misses over hits

in right hemisphere auditory brain regions signifying greater

inhibition. Gamma reflects successful dual-task performance that

varies across individuals and is facilitative (for the auditory task)

in nature whereas alpha reflects the ability to suppress task-

irrelevant processes (auditory) that may interfere with the focus

of attention on the primary skateboarding task and is present

across participants.

There are many potential reasons why we were able to find

gamma-band activity in this study investigating inattentional

deafness that were not present in other studies investigating

inattentional deafness/blindness. (1)Most of basicMEG, fMRI, and

EEG studies fail to induce high rate of inattentional deafness as they

mainly report the effect of task workload on auditory processing

(it is necessary to investigate misses as they are the potential

occurrence of inattentional deafness/blindness). (2) Our study uses

a challenging real-world immersive task that is likely to require

greater engagement of the attention system, that in part utilizes

gamma oscillations for facilitation of performance. (3) In many

studies investigating inattentional deafness/blindness, there is only

a single task upon which the participants are to act on and there

is no task upon which the unexpected stimulus is acted on. In this

case, it is primarily the saliency VAN that may be dominating the

presence or absence of inattentional deafness/blindness. However,

in our study, a dual-task paradigm was used; therefore, presence or

absence of inattentional deafness relies on shifting of attention and

successful divided attention in which both the VAN and the DAN

are involved, thus utilizing greater gamma-band activity. (4) While

most studies employing a dual secondary task utilize a very simple

detection paradigm, we utilized an auditory task similar to that of a

1-back task in which the echoic memory of the previous stimulus

needs to be maintained, thus engaging additional attention and

related gamma-band activity. (5) Many previous studies simply

did not do analyses to investigate source-localized gamma-band

activity. (6) Our choice of the preprocessing pipeline to remove

artifacts and extract brain activity and to conduct statistical analysis

computed at the source level on the cortex may be more conducive

to finding gamma-band activity differences between conditions. (7)

Both of our tasks are continuous, thus requiring maintained dual-

task attentional processes that may not be as prevalent when the

tasks are more discrete in time. These are only some of the potential

reasons why we were able to find gamma-band activity related to

inattentional deafness/blindness where previous studies have not

(Pitts et al., 2014; Hutchinson, 2019), even though it is known that

gamma-band activity is important for attention and performance

(Rieder et al., 2011; Clayton et al., 2015). It is beyond the scope

of this study to determine which of these potentially multiple

reasons are responsible for our finding of auditory performance-

related gamma-band activity. Although we surmise that engaging

the natural human attention system using complex ecologically

valid continuous immersive tasksmay have something to do with it.

It is important to acknowledge that there are a number of

limitations to this study. The first involves the nature of the

auditory difference detection task employed. Although the auditory

difference detection task involves greater involvement of attention,

which was the motivation for its use, one cannot discriminate

whether performance is a result of missing the previous stimulus

(prime) or the target, or both. Given the relatively low false alarm

rate we can be somewhat confident that hits actually represent

true hits and not guesses, it is difficult to ascertain whether a
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miss was due to an inability to sustain the previous stimulus in

echoic memory, or an inability to perceive the current stimulus.

Furthermore, we cannot discern whether misses were actually

perceived, but there was an inability to be able to respond.

Another limitation is related to differences in the way

inattentional deafness/blindness is defined by some as an

unexpected event or object. In our task, as well as the tasks of many

other studies investigating inattentional deafness, the participant is

well aware that there are other stimuli not related to the primary

task that are being presented as part of the experiment. In our

study, since a dual-task paradigm is employed, the participants have

explicit knowledge of the stimuli presented in the secondary task.

Our experiment employed virtual skateboarding as the primary

task and auditory difference detection as the secondary task.

According to our definition of inattentional deafness/blindness, it

is the process of selective attention being directed elsewhere that

causes a lack of the ability to consciously perceive and act upon an

object or event, that is of interest.

Although we utilized a comparison between the high workload

condition (dual task duringWii skateboarding) and a low workload

condition (transition period between Wii skateboarding levels) to

assess the involvement of attentional load on performance above

that of just perceptual processing, the results were not conclusive

perhaps due to limitations of the low workload condition. Even

during the low workload condition, performance on the auditory

task was considerably low (hit rate equal to 0.431), suggesting

that it may not actually be a low workload condition but rather

also a moderately high workload condition that is significantly

easier than the high workload condition occurring while doing

Wii skateboarding (hit rate equal to 0.189). While the transition

period between Wii levels certainly appears to have less dual-task

attentional load, this period nevertheless involves a button press

to continue to the next level that may direct attention away from

the auditory task. The additional activity in IFG known to be

involved with stimulus induced attentional switching (Doeller et al.,

2003; Perianez et al., 2004; Tamber-Rosenau et al., 2018) in the

high workload vs. low workload comparison that are not present

in the high workload contrast alone (ERSP analyses Figures 3,

4 and Tables 1, 2), may reflect to some extent these differences

in task-related attentional switching demands. Another potential

reason why the low workload condition did not have the expected

high performance as predicted, may be due to the continuous

nature of the tasks. It may be the case that the suppressive

attentional mechanisms active during the high workload dual-task

condition (during Wii skateboarding) are maintained during the

brief transition period between levels.

The apparent low auditory performance level for both the high

workload and the low workload conditions represents a potential

floor effect that could have important implications with respect to

the results found and lack of results predicted to be found in this

study. When performance is so low, it is difficult to discern whether

participants were actually doing the auditory task or not. The

degree of dual-task attentional engagement is considerably different

in these two cases. Given the significant differential activity between

misses and hits in theoretically relevant regions involved with

attentional processing and inattentional deafness (Durantin et al.,

2017), we do not believe this to be the case in our study. In addition,

the variability in auditory task performance across participants

was enough to reveal significant correlation with brain activity

for hits relative to misses in theoretically relevant brain regions

(mainly the auditory processing regions, see Figures 3B, C and

Table 1). However, as discussed above (with respect to the high

workload vs. low workload comparison), the apparent floor effect

in performancemay be responsible for the lack of findings that were

predicted. It was predicted that there would be a tradeoff between

Wii game performance and auditory task performance. However,

this relationship was not found at the individual participant level

across the course of the Wii games composing the experiment or

across participants (See behavioral results). Although no significant

correlation was found between the participants’ performance in the

Wii game and their performance in the auditory task, an interesting

discovery was made. There was a significant negative correlation

between the maximum Wii score achieved by the participants

and the gamma-band ERSP activity in the left auditory cortex

(see Figures 3E, 4D). This suggests that individuals who are more

proficient in the Wii game exhibit lower neural processing of

auditory stimuli in this particular brain region. This could represent

suppressive processes resulting from inattentional deafness and

directed attention to the Wii skateboarding task over the auditory

task. The floor effect in auditory task performance may be hiding

the behavioral relationship to support this conclusion.

Another potential limitation of our study is that the

artifact removal and brain activity extraction procedures utilizing

regression of head movement correlated activity, such as ASR,

ICA, and IC label, are not able to completely separate artifact

from brain activity. It is likely that some relevant task-related

activity has been removed from the data along with the artifacts.

Therefore, the lack of finding of a difference in brain activity

between conditions does not mean that it is not actually present.

It is also possible that differential activity found to be present

between conditions is the result of differing degree of artifacts. A

major concern when reporting gamma-band activity differences

for EEG and MEG is the correspondence in the same frequency

region as that of muscle activity (Yuval-Greenberg et al., 2008;

Muthukumaraswamy, 2013). Muscle activity is in the range from

approximately 20 to 300Hz and can be picked up by EEG electrodes

especially for muscles involved with eye movement including

saccades as well as muscles on the face, neck, and shoulders

(Yuval-Greenberg et al., 2008; Muthukumaraswamy, 2013). Given

the high movement demands and the visual motor nature of

the Wii skateboarding task, these muscle-related artifacts are of

considerable concern. As pointed out by Muthukumaraswamy

(2013), one way to address potential muscle artifacts in EEG is to

remove them using ICA (a procedure used in our preprocessing

pipeline). One limitation Muthukumaraswamy (2013) points out

of using ICA to remove muscle artifacts is that it requires an expert

to identify which components correspond to brain and artifact

components. The development of ICLabel (Pion-Tonachini et al.,

2019), that was used in our study, which is known to have expert

level performance at selection of brain and artifact components,

to some degree accounts for this apparent limitation. While it

is known that movement artifacts related to eye movement and

muscle activity can contaminate EEG data, we took several steps to

attempt to remove potential muscle-related artifacts from the EEG

Frontiers inHumanNeuroscience 15 frontiersin.org69

https://doi.org/10.3389/fnhum.2023.1168108
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org


Callan et al. 10.3389/fnhum.2023.1168108

data. The primary method used was ICA combined with ICLabel

that identifies whether a component is mostly brain, muscle, eye

movement, and other artifacts. All subjects had components for eye

movement and other muscle-related artifacts that were removed

from the data. In addition, ASR was used to remove non-stationary

artifacts that may arise from movement. Nevertheless, it is possible

that there is greater muscle activity during misses than hits as a

result of greater involvement in theWii skateboarding game during

these time periods that could confound our results. One reason we

do not believe this to be the case is that the muscle activity for

eye movement and saccades should be source-localized to regions

on the edges of the brain in the orbital frontal cortex near the

eyes or in the inferior temporal cortical regions near the neck

muscles (this was not the case, see Figures 3–5). The localization

of brain activity in our study in theoretically relevant regions does

suggest that they are not merely the result of contamination by

muscle artifact. Another potential confound is the presence of a

button press for hits but not for misses. While this is not an issue

for pre-stimulus contrasts and those involving correlation across

participants, it may be so for post-stimulus contrasts including the

ERSP analysis. Given the lack of brain activity in motor planning or

execution related areas involved with pressing a button, we do not

believe that this was a confounding issue for our results.

Conclusion

The results of our experiment suggest some of the potential

underlying neural attentional processes that are responsible for

inattentional deafness. Under conditions of high workload, brain

regions in the prefrontal cortex (SMFC and pre-SMA) are

engaged to a greater extent as a result of greater processing

related to monitoring and evaluation of which task-relevant brain

processes to facilitate and which task-irrelevant brain processes to

inhibit dependent on action demands. The result of this process

is selective inhibition of task-irrelevant processes reflected by

greater alpha activity (inhibition) in auditory processing regions

evident for misses over hits. Additionally, in some individuals,

efficient dual-task performance is facilitated by excitation of

task-relevant processes in auditory processing regions reflected

by greater gamma-band activity for hits over misses correlated

with overall participant level auditory task performance. Gamma

brain activity in regions in the inferior frontal junction (e.g.,

IFG and DLPFC) is important in integrating DAN (executive)

and VAN (salience) during task switches and attention shifts in

multi-task situations reflected by greater ERSP activity for hits

over misses in our study. Although our study reveals some of

the potential processes involved with occurrence of inattentional

deafness, further research is needed using different tasks that

better modulate workload and avoid a potential floor effect to

see how well they generalize. Additionally, further experiments

investigating the functional connectivity between frontal and

perceptual processing areas are needed to better understand the

mechanisms involved with selective excitation of task-relevant

processes and selective inhibition of task-irrelevant processes as

well as the processes involved with attentional shifts during multi-

task situations.
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The time needed to find a visual target amongst distractors (search task) can

increase as a function of the distractors’ number (set-size) in the search-array

(inefficient search). While the allocation of attention in search tasks has been

extensively investigated and debated in the visual domain, little is known about

these mechanisms in touch. Initial behavioral evidence shows inefficient search

behavior when participants have to distinguish between target and distractors

defined by their vibro-tactile frequencies. In the present study, to investigate the

allocation of attention to items of the search-array we measured the N140cc

during a tactile task in which the set-size was manipulated. The N140cc is a

lateralized component of event-related brain potentials recently described as

a psychophysiological marker of attentional allocation in tactile search tasks.

Participants localized the target, a singleton frequency, while ignoring one,

three or five homogeneous distractors. Results showed that error rates linearly

increased as a function of set-size, while response times were not affected.

Reliable N140cc components were observed for all set-sizes. Crucially, the

N140cc amplitude decreased as the number of distractors increased. We argue

that the presence of additional distractors hindered the preattentive analysis

of the search array resulting in increased uncertainty about the target location

(inefficient preattentive stage). This, in turn, increased the variability of the

deployment of attention to the target, resulting in reduced N140cc amplitudes.

Consistent with existing behavioral evidence, these findings highlight systematic

differences between the visual and the tactile attentional systems.

KEYWORDS

touch, event-related potentials (ERP), selective attention, N140cc, tactile search, set-size

1. Introduction

The ability to select relevant information from a cluttered environment strongly
depends on selective attention mechanisms. These mechanisms are typically investigated
in search tasks in which participants have to identify the presence (or a feature) of a
task relevant item (target) presented simultaneously with a number of irrelevant ones
(distractors). Search efficiency is typically assessed by manipulating the number (set-
size) and features of distractors presented with the target. Efficient search behavior is
unaffected by set-size, as indicated by a flat slope function between performance indicators
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(response times and/or accuracy) and set-size and is usually
observed when target and distractors can be distinguished on the
basis of a distinctive feature (e.g., Egeth et al., 1972; Treisman
and Gelade, 1980). The preattentive processing of all search-array
items in parallel guides attention to the target (parallel search) (e.g.,
Wolfe, 1994, 2021). By contrast, inefficient search is characterized
by increasingly worst performance as a function of set-size (e.g.,
Treisman and Gelade, 1980; Wolfe, 1994) and is often observed
when target and distractors are highly similar (e.g., Duncan and
Humphreys, 1989) or when they differ in terms of a combination
of features (e.g., Treisman, 1991). Inefficient behavior, in terms
of increase of RTs and errors as a function of set-size, has been
suggested to reflect the serial allocation of attention to single items
in the array (serial search) until the target is identified (e. g.,
Treisman and Gelade, 1980). However, this pattern of behavior can
also be explained by a delayed shift of attention to the target due to
longer preattentive processing of the array (inefficient preattentive
stage, e.g., Folk and Remington, 1998) or by a longer attentional
processing of the target (inefficient attentional processing, e.g.,
Christie et al., 2015).

While most studies on search behavior involved visual search
tasks, researchers have started to address analogous questions in
the tactile domain. When participants were allowed to haptically
explore the tactile stimuli presented to their fingers, results revealed
that search efficiency depended on the specific dimension defining
target and distractors (c.f. Lederman and Klatzky, 1997; Overvliet
et al., 2007). Efficient search was observed with abrupt surface
discontinuity (e.g., deep vs. shallow hole) and material (e.g.,
roughness), while inefficient search was reported when participants
searched for specific contours (e.g., slant vs. curve surface) and
relative orientation (vertical vs. horizontal) (c.f. Lederman and
Klatzky, 1997; Overvliet et al., 2007).

Other researchers have exploited the ability of the
somatosensory system to discriminate the frequencies of different
vibrotactile stimuli (e.g., Johansson and Vallbo, 1979; Bark et al.,
2008). Groen et al. (2008) presented the array to the participants’
abdomen and manipulated both the set-size and the similarity
between target and distractors. While search was inefficient on
target present trials, no set-size effect was observed on target absent
trials and no effect of target-distractor similarity was observed.
Similar results were reported by Halfen et al. (2020) in a passive
tactile search task in which vibrotactile stimuli were delivered to
different parts of the body (hand, back, legs, etc.). Results showed
set-size effects on RTs of both target-present and target-absent
trials. Thus, in touch, search appears more inefficient on target
present than on target absent trials, in contrast to evidence from
the visual domain (e.g., Wolfe, 2021).

Event-related potential (ERP) studies have recently identified
the electrophysiological correlate of target selection in tactile search
tasks (e.g., Katus et al., 2015; Forster et al., 2016; Ambron et al.,
2018; Katus and Eimer, 2019; Mena et al., 2020; Gherri et al.,
2021, 2022). ERPs elicited by the search-array are typically more
negative over the hemisphere contralateral to the target side
compared to those observed over the ipsilateral hemisphere. This
lateralized ERP component (labeled N140cc, N2cc, or CCN in
different studies) is typically elicited over somatosensory areas
from about 100–140 ms from the onset of the search-array (e.g.,
Forster et al., 2016). The presence of the N140cc in tactile search
tasks was deemed particularly interesting due to the analogies

with the N2pc component observed in visual search tasks (e.g.,
Luck and Hillyard, 1994; Eimer, 1996; Luck et al., 1997). The
N2pc is considered an ERP marker of attentional allocation in
the visual field and has been widely used to investigate the
mechanisms underlying selective attention in visual search tasks
over the last 30 years (for reviews see Luck, 2012; Eimer, 2014).
Hence, recent studies have started to assess whether and to
what extent the tactile N140cc can be considered the functional
equivalent of the visual N2pc (Katus et al., 2015; Forster et al.,
2016; Katus and Eimer, 2019; Mena et al., 2020; Gherri et al., 2021,
2022).

In a series of recent tactile search ERP studies, participants
were asked to localize a target presented simultaneously with one
salient but irrelevant singleton distractor and with several other
homogeneous distractors (Mena et al., 2020; Gherri et al., 2021,
2022). On target-absent trials, an N140cc was elicited contralateral
to the singleton distractor (Mena et al., 2020). On target-present
trials, the amplitude of the target-elicited N140cc was reduced in
the presence of a contralateral singleton distractor (Mena et al.,
2020; Gherri et al., 2022). These observations suggest that the
N140cc component reflects the allocation of tactile spatial attention
to potentially task-relevant items in the array.

Notably, existing evidence has also shown potentially relevant
differences between the mechanisms responsible for visual and
tactile target selection. In the visual domain, the interference
created by a singleton distractor increased as the distance between
target and distractor decreases within the same hemifield, as
revealed by worst performance and reduced N2pc components
for contiguous singletons, due to the progressively overlapping
neural resources assumed to represent these items (e.g., Hilimire
et al., 2009, 2010; Gaspar and McDonald, 2014). In touch, however,
performance improved (but the N140cc amplitude decreased)
when the target and the singleton distractor were presented to
contiguous fingers of the same hand (Gherri et al., 2021). This
reveals systematic differences in the processes underlying target
selection in the presence of a salient distractor between vision and
touch.

The studies reviewed above can be considered as a first
attempt to characterize the functional meaning of the N140cc
component and the mechanisms responsible for the selection of
relevant information in touch. However, basic questions related
to search efficiency and its impact on the N140cc component
remain completely unexplored. In the visual modality, different
search tasks have yielded different pattern of N2pc modulations
by set-size, with some studies showing a decreasing N2pc with
increasing distractors (e.g., Mazza et al., 2009; Tay et al., 2022),
while others showing set-sizes effects on the N2pc duration
(e.g., Christie et al., 2015). To investigate whether, similarly to
the visual modality, set-size modulates the N140cc component
elicited during a tactile search task, we asked participants to
localize a target (on the left or right hand) while ignoring
simultaneous distractors. In line with existing ERP studies,
target and distractors differed with respect to their vibrotactile
frequencies. On different trials, one, three or five homogeneous
distractors were presented with the target (see Figure 1). In
line with existing evidence, if performance in the search task
is affected by set-size (c.f. Groen et al., 2008; Halfen et al.,
2020), we expect to observe also a modulation of the N140cc
amplitude.
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FIGURE 1

Schematic representation of the tactile search-array (405 ms duration) and the different types of set-sizes included in the present study. On each
trial one target was presented to the index, middle or ring finger of the left or right hand (green circle). One, three, or five homogenous distractors
were simultaneously presented with the target on different trials (red circles). The number of distractors varied randomly across trials. All search
arrays included a symmetrical configuration of tactile stimuli over the left and right hand such that stimuli were always presented to
mirror-symmetric (homologous) fingers of opposite hands. Target and distractors differed with respect to their vibrotactile frequencies. The target
vibration (100 Hz) consisted of a sequence of pulses during which the rod was in contact with the skin for 5 ms (“ON”), followed by an inter-pulse
interval of 5 ms (“OFF”) in which no contact was being made. For the distractor vibration vibrations (25 Hz), ON pulses of 5 ms were interleaved by
OFF periods of 35 ms.

2. Materials and methods

2.1. Participants

A total of thirty-seven volunteers were recruited via word-of-
mouth at the University of Modena and Reggio Emilia. All of
them had a normal or corrected-to-normal vision and no history of
neurological disorders. Three participants were excluded from the
analyses due to low accuracy levels in the behavioral task (overall
accuracy levels across set-sizes below 60%). Following the ERP
data processing procedure, six participants’ data were excluded
due to a low number of trials (less than 60% of trials left after
rejection of ERP artifacts for at least one of the set-size conditions).
A total of 28 participants remained in the sample (23 females and
5 males, Mage = 21 years, SDage = 3.6 years; 27 right handed and 1
ambidextrous, Oldfield, 1971).

This project was approved by the Area Vasta Emilia Nord
(AVEN) Ethics Committee and followed the Helsinki Declaration
principles. All participants signed an informed consent before
starting the experiment.

2.2. Stimuli and apparatus

Participants placed their hands on a table with their palms
down. Tactile stimuli were presented using 12 V solenoids (Heijo
Research Electronics, London, UK) driving a metal rod with a
blunt conical tip. The tip of the tactile stimulators touched the
skin whenever a current passed through the solenoid. Six tactile
stimulators were used in total, each one was attached with adhesive
medical tape to the inner side of the top phalanx of the left and
right index, middle and ring fingers. The distance between the
index fingers of the two hands was 10 cm. Once in the correct

position, the hands were covered with a black cardboard, on top
of which there was a white pin aligned with the body midline
which served as fixation-point. To mask the sounds made by tactile
stimulators, one speaker was positioned on the table close to the
hands and presented white noise (65 dB SPL) throughout the
experimental blocks. Two vertically arranged foot-pedals (top and
bottom pedals) were positioned under the toes and heel of one of
the participants’ feet. Participants were asked to keep one foot on
these response pedals during the task.

On each trial, a search-array was presented to mirror-
symmetric (homologous) fingers of the left and right hand. There
were three different types of search-arrays in which two, four
or six vibro-tactile stimuli were presented simultaneously (2-
Items, 4-Items and 6-Items arrays, respectively, see Figure 1). One
target stimulus was presented on each trial, while the number of
distractor(s) varied on different trials (1, 3 or 5 distractors). Vibro-
tactile stimuli differed with respect to their vibration frequencies
(25 Hz or 100 Hz). The target was the fastest vibration (100 Hz),
while the distractors were the slowest vibrations (25 Hz). These
frequencies consisted of a rapid sequence of pulses during which
the rod was in contact with the skin for 5 ms, followed by a
variable inter-pulse interval set at 35 ms and 5 ms for the slow
and fast vibrations, respectively (Figure 1). All stimuli had a total
duration of 405 ms. The tactile search-array started and ended
with all the stimulators touching the skin simultaneously to prevent
participants from using the offset of the stimuli to complete the
task.

2.3. Procedure

Each trial started with a 300 ms empty interval which was
followed by the simultaneous presentation of the tactile target
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and of the distractor(s) (405 ms duration). The search-array
presentation was followed by a 1,800 ms interval which was used
to collect foot responses. Thus, the interstimulus interval between
search-arrays was set at 2.505 ms.

Ten blocks of 72 trials each were completed by participants. The
tactile target was presented randomly and with equal probability to
the index, middle or ring finger of the left or right hand (12 trials
for each target location in each block). Within each block of trials,
2-, 4-, and 6-items search-arrays were equally likely (each presented
on 24 trials per block).

Participants’ task was to identify the location of the target (left
or right hand) by pressing the top or bottom pedal with their toes
or heels. They were instructed to keep their eyes on the central
fixation at all times and to press the pedals as fast and as accurately
as possible. To eliminate lateralized motor activity in the grand
averaged ERP waveforms, participants completed five successive
blocks responding with their right foot, and the remaining five
blocks with their left foot. The order of the responding foot was
counterbalanced across participants.

Prior to the beginning of the experiment participants
completed two 36-trials practice blocks (which was repeated
whenever average accuracy fell below 60% during this training),
following a familiarization procedure with the stimuli frequencies.
At the end of each block participants received verbal feedback about
their performance (average response time and accuracy).

2.4. Electroencephalography recording
and data analysis

Electroencephalography (EEG) was recorded with a BrainAmp
amplifier system (500 Hz sampling rate) from 64 active electrodes
positioned according to 10–20 system. EEG data was analyzed using
Brain Vision Analyser (version 2.0.4.368). EEG was digitally re-
referenced to the average of the left and right earlobe and was
digitally filtered offline (high-pass filter 0.53 Hz, low-pass filter
40 Hz and notch filter 50 Hz). The EEG was epoched into 450 ms
intervals starting 100 ms before and ending 350 ms after the search-
array onset. Trials with eye blinks, horizontal eye movements and
other artifacts (voltage exceeding ± 80 µV at any electrode sites)
were excluded from further analysis, as were trials with response
errors. Participants with less than 60% of the trials in at least one
of the set-size conditions were excluded from the analyses. This
led to the exclusion of 6 participants. The average number of trials
included in each condition for the remaining 28 participants was
185 for the 2-items array (77% of these trials), 167 for the 4-Items
(70%) and 150 for the 6-Items (63%).

Event-related potentials elicited by the presentation of the
search array on correct trials were averaged relative to a 100 ms
pre-stimulus baseline separately for all combinations of set-sizes (2-
Items vs. 4-Items vs. 6-Items search-array) and target side (left vs.
right hand). The N140cc was quantified for each participant and
for each set-size on the basis of ERP mean amplitudes obtained
at lateral central electrodes C3/4 and C5/6 (where this component
was maximal in the present study, in line with previous studies
from our lab, Gherri et al., 2021) over the hemisphere contralateral
and ipsilateral to the target side in the 110–250 ms post-array
onset measurement window (see Gherri et al., 2021, 2022). To

TABLE 1 Comparisons between ipsilateral and contralateral waveforms
computed separately for the three set-sizes for consecutive 20 ms
time-windows, from 90 to 310 ms post-array onset.

20 ms
time-
windows

2-Items
t (p-value)

4-Items
t (p-value)

6-Items
t (p-value)

90–110 −2.402 (0.023)* −0.620 (0.540) −0.833 (0.412)

110–130 −4.894 (0.001)* −1.979 (0.058) −0.958 (0.347)

130–150 −6.714 (0.000)* −2.943 (0.007)* −0.124 (0.019)*

150–170 −8.380 (0.000)* −3.788 (0.001)* −1.905 (0.067)

170–190 −5.820 (0.000)* −3.856 (0.001)* −3.333 (0.003)*

190–210 −5.982 (0.000)* −3.507 (0.002)* −2.975 (0.006)*

210–230 −5.707 (0.000)* −4.374 (0.000)* −3.197 (0.004)*

230–250 −5.653 (0.000)* −2.926 (0.007)* −2.079 (0.047)*

250–270 −2.379 (0.025)* −0.791 (0.436) −1.541 (0.135)

270–290 −1.262 (0.218) −0.770 (0.448) −2.002 (0.055)

290–310 0.336 (0.740) −0.998 (0.327) −1.990 (0.057)

Each cell shows the values of this t-test and the corresponding p-value in brackets. Asterisks
denote the presence of a significant lateralization (p < 0.05). In these analyses, for any three
consecutive 20 ms time windows at least two had to show significant effects to indicate the
reliable presence of the N140cc components (highlighted in gray).

investigate whether set-size modulated the amplitude of the N140cc
component, a repeated-measures analysis of variance (ANOVA)
was conducted on the pooled mean amplitude values measured at
electrodes pairs C3/4 and C5/6 for the factors set-sizes (2-Items
vs. 4-Items vs. 6-Items search-array) and laterality (hemisphere
contralateral vs. ipsilateral to the target side). In these analyses,
the presence of reliable lateralized components is reflected by the
main effect of the factor laterality, indicating significant differences
between the contralateral and ipsilateral hemispheres to the
target side. Following significant laterality x set-sizes interactions,
separate analyses were carried out for each set-size, to determine
the presence of reliable N140cc lateralized components. Then, the
difference waveforms between contralateral and ipsilateral ERPs
were calculated, separately for the different set-sizes. To determine
whether the N140cc amplitude was modulated by set-size, we run
contrasts (by means of t-tests) between these difference waveforms
observed for the different set-sizes (Bonferroni corrections were
applied to these multiple comparisons). Finally, to test whether
the N140cc amplitude was linearly related to the set-size of the
search-array, polynomial orthogonal contrasts were carried out.

While the method of choice to measure the onset and offset
of a lateralized component is the fractional peak latency obtained
from jackknife-averaged ERPs (e.g., Miller et al., 1998; Ulrich and
Miller, 2001; Kiesel et al., 2008) within the time window of interest
(110–250 ms), the lack of clear peaks in the N140cc components
makes this approach prone to distortions. Thus, to examine the
time course of the target-elicited N140cc in the different search
arrays, the mean N140cc amplitudes were also analyzed in 20 ms
consecutive time windows starting 90 ms and terminating 310 ms
post-array onset, separately for each set-size (e.g., McDonald et al.,
2013; Christie et al., 2015). Results are shown in Table 1. In these
analyses, for any three consecutive 20 ms time windows at least two
had to reveal significant effects to indicate the reliable presence of
the N140cc components.
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FIGURE 2

The effect of set-size on behavioral performance. Accuracy rates
(bar graph) and mean RTs (line graph) in the 2, 4, and 6 items
set-size trials. Error bars represent the standard errors of the means.

In addition to the planned analyses of the N140cc, an
exploratory analysis was also performed on an earlier lateralized
component emerged between 70 and 100 ms post-array onset.
Figures 3, 4 clearly show this early lateralization overlapping with
the N80 component, characterized by an amplitude modulation by
set-size analogous to the one observed for the N140cc. To further
quantify the statistical reliability of this early lateralization and its
amplitude modulation by set-size, mean amplitude values obtained
between 70 and 100 ms post-array onset were analyzed following
the same analysis procedure adopted for the N140cc.

Mean RTs were calculated on correct response times trimmed
to 2.5 standard deviations from the mean (calculated separately for
each participant and each set-size). Mean reaction times (RTs) as
well as accuracy rates were submitted to separate repeated measure
ANOVAs with set-size (2 Items vs. 4 Items vs. 6 Items search-
array) as within-subjects factor. Following set-sizes main effects,
we run contrasts between the means observed for the different
set-sizes (Bonferroni corrections were applied to these multiple
comparisons). Similarly to the ERP analysis, polynomial orthogonal
contrasts were also carried out to investigate whether mean RTs and
accuracy rates were linearly dependent on set-size.

For all analyses, Greenhouse-Geisser adjustments to the degrees
of freedom were applied where appropriate, and unadjusted
p-values were reported.

3. Results

3.1. Behavioral results

For the accuracy data (Figure 2, bar graph), the ANOVA
showed a main effect of set-size, F(1.74, 46.9) = 95.9, p < 0.001,
ηp

2 = 0.78, with participants’ performance being most accurate in
the 2 Items array (M = 80.4%, SE = 1.7), intermediate in the 4 Items
array (M = 73%, SE = 1.6) and worst in the 6 Item arrays (M = 65%,
SE = 1.7) (all Bonferroni adjusted contrasts, p < 0.001). Accuracy
rates linearly decreased with increasing set-sizes, F(1,27) = 144,
p < 0.001, ηp

2 = 0.84.

Results of the ANOVA carried out on RTs revealed no
significant effect of set-size, F(1.38,37.2) = 1.7, p = 0.189, ηp

2 = 0.06,
see Figure 2 (line graph).

3.2. ERP results

Figure 3 shows ERP waveforms elicited at pooled electrodes
C3/4 and C5/6 contralateral (solid lines) and ipsilateral (dashed
lines) to the location of the tactile target, separately for each set-size.
The corresponding difference waveforms (Figure 4) were obtained
by subtracting ERPs elicited at electrodes ipsilateral to the target
from contralateral ERPs. As can be seen from both Figures 3, 4,
the lateralized N140cc component was present approximately
between 110 and 250 ms post array onset and appeared to be
modulated by set-size. Interestingly, the N140cc was preceded by
an earlier lateralization between 70 and 100 ms post array, similarly
modulated by set-size. The scalp distribution of the lateralized
components observed in the 110–250 ms post-array interval is
shown in Figure 4.

3.2.1. Early lateralization (70–100 ms)
An exploratory analysis of the mean amplitude values measured

between 70 and 100 ms post array onset showed that the
main effect of set-size was not statistically significant, F(1.9,
50.9) = 1.06, p = 0.35, ηp

2 = 0.038, suggesting no differences
between ERPs elicited by the different set-sizes. The main effect
of the factor laterality, F(1,27) = 18.2, p < 0.001, ηp

2 = 0.43,
revealed the presence of a reliable lateralized component between
70 and 100 ms regardless of set-size. This was further modulated
by set-size (laterality × set-size interaction), F(1.7,45) = 5.19,
p < 0.013, ηp

2 = 0.16. Pair-wise comparisons between ipsilateral
and contralateral ERP amplitudes carried out separately for each
set-size revealed the presence of reliable lateralizations for the 2-
items array [t(27) = 4.97, p < 0.001, d = 0.9] and 4-items array
[t(27) = 2.95, p < 0.006, d = 0.6] but not for the 6-items array
[t(27) = 1.47, p = 0.15, d = 0.3]. The amplitude of this early
lateralized component linearly decreased as a function of set-size
[F(1,27) = 8.1, p < 0.008, ηp

2 = 0.23]. Bonferroni-adjusted contrasts
carried out between the amplitudes observed for the different set-
sizes showed a larger lateralized component for 2- Items arrays
compared to 4- and 6-Items arrays (both p < 0.033). However,
no statistical difference emerged between 4- and 6-Items arrays
(p = 0.9).

3.2.2. N140cc (110–250 ms)
The planned analysis of mean amplitude values (measured in

the 110–250 ms interval) revealed a significant main effect of set-
size, F(1.7,47.2) = 5.6, p < 0.006, ηp

2 = 0.17, that was driven by
the fact that ERP amplitudes increased with set-size regardless of
laterality. The N140cc component was reliably present between 110
and 250 ms (main effect of the factor laterality, F(1,27) = 40.02,
p < 0.001, ηp

2 = 0.6). Crucially, the interaction of interest
between laterality and set-size was significant, F(1.59,42.8) = 13.1,
p < 0.001, ηp

2 = 0.33. Pairwise comparisons between ipsilateral
and contralateral ERP amplitudes carried out separately for
each set-size revealed the presence of reliable lateralized N140cc
components for each set-size (all t(27) > 2.9, p < 0.007, d > 0.055).
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FIGURE 3

The effect of set-size on the N140cc lateralized component. Panels show ERPs elicited over pooled electrodes C3/4 and C5/6, contralateral (solid
line) and ipsilateral (dashed line) to the target side, separately for the 2-, 4-, and 6-Items search-arrays.

FIGURE 4

The effect of set-size on the N140cc lateralized component. (Left) panels show the difference waveforms (contralateral–ipsilateral waveforms) for
pooled electrodes sites C3/4 and C5/6. In these figures, the black lines represent the N140cc amplitude in the 2-items array, the dark gray lines (long
dash) represent the 4-items array and the light gray line (short dash) represent the 6-item array. The box shows the time window considered for
statistical analyses (110–250 ms). (Right) panels show the scalp distribution of the lateralized N140cc component measured in the 110–250 ms
interval, separately for each set-size.

The amplitude of the N140cc component linearly decreased as
a function of set-size, F(1,27) = 17.6, p < 0.001, ηp

2 = 0.39.
Bonferroni-adjusted contrasts carried out between the N140cc
amplitude observed for the different set-sizes showed a larger
N140cc for 2- Items arrays compared to 4 and 6 Items arrays (both
p < 0.001). However, no statistical difference emerged between 4
and 6 Items arrays (p = 0.6).

To evaluate the time course of the N140cc we computed
the mean amplitude values of the waveforms ipsilateral and
contralateral to the target separately for each set-size in consecutive
20 ms intervals from 90 to 310 ms (see Table 1). Reliable N140cc
emerged in the 2-Items array from 90 to 270 ms post-array. The
N140cc was observed in the 4-Items array between 130 and 250 ms,
while it was present between 170 and 250 ms in the 6-Items array.

4. Discussion

Within the more general purpose of understanding similarities
and differences between the neural mechanisms responsible for the
allocation of attention in the visual and tactile sensory domains,
the aim of this study was to investigate whether the amplitude
of the N140cc component elicited during a tactile search task

is modulated by set-size. Participants showed inefficient search
behavior, as indicated by the fact that accuracy rates linearly
decreased as a function of distractors’ number, although RTs
were not affected by set-size. The N140cc component was reliably
present contralateral to the target side regardless of the number of
distractors. Crucially, the amplitude and time course of the N140cc
component was modulated by set-size. The N140cc amplitude was
maximal and emerged in earlier time-windows in the 2-items array
and decreased linearly as the number of distractors increased.

According to Wolfe’s (1994) Guided Search model, an
activation map is created upon the presentation of the search-array.
The location of the target is characterized by the largest activation in
the map and attention is subsequently shifted toward this location.
When the target pops out from the array, its identification is not
hindered by increasing distractor numbers (efficient search) and
does not require further attentional processing. By contrast, when
the target-defining feature is relatively subtle, the quality of this pre-
attentive processing can be affected by the distractor number and
an in-depth attentional processing may be necessary for the target
identification.

In the present study, the number of distractors reduced the
accuracy of target localization showing that the target did not pop
out from the array despite being more salient than the homogenous
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distractors (c.f. Groen et al., 2008; Halfen et al., 2020). This is
further supported by the presence of reliable N140cc for each set-
size which confirms that attention was shifted to the target side for
in-depth attentional processing. Because the N140cc is assumed to
be time-locked to the shift of attention toward the target location
(Mena et al., 2020), ERP differences between the different set-sizes
can help to interpret the behavioral inefficiency observed in the
present study. In search accuracy experiments, set-size effects are
assumed to be directly related to capacity limits on the quality of
processing (c.f. Shaw, 1984; Palmer et al., 1993). We argue that the
manipulation of set-size already affected the preattentive analysis of
the search array, leading to weaker activations of the target location
on the map when additional distractors flanked the target. In
turns, this reduced attentional guidance for larger set-sizes affected
the attentional processing of the target as shown by reduced and
delayed N140cc components. This increased uncertainty about the
target location resulted in delayed or more variable times when
attention was shifted and in an increased number of attention shifts
to either side of the array. Due to the averaging process across trials,
this resulted in reduced N140cc amplitudes. In other words, weaker
target location activations in the preattentive map for larger set-
sizes gave rise to increasingly unguided search patterns, in line with
previous N2pc studies that failed to observe a reliable component
when the target did not pop out from the array (e.g., Dowdall et al.,
2012)1. Thus, the present ERP findings show inefficiencies at both
the preattentive and attentive stages of processing2.

Intriguingly, in addition to the N140cc components, an early
lateralization was elicited between 70 and 100 ms over central
electrodes and modulated by set-size, with decreasing amplitudes
for larger set-sizes. We speculate that this early component may
reflect the efficiency of the preattentive analysis, similarly to the
PPC component observed in visual search tasks when a singleton
item is presented amongst homogeneous distractors (e.g., Jannati
et al., 2013). If this is the case, this would offer further evidence
for systematic differences between set-sizes during the preattentive
stage of processing, before the onset of the N140ccc. While
this is an interesting possibility, it is crucial that future studies
further investigate the presence and the functional meaning of this

1 An inefficient attentive process should lead to inefficient behavior. In the
present study, we observed increasing errors but no RT modulations with
increasing set-size. We believe that the lack of an effect on RTs was caused
by the brief duration of the search array (400 ms) which was necessary
to limit artifacts and eye movements in the present ERP study. However,
previous behavioral studies using similar tactile search tasks (based on
vibrotactile frequencies) found strong RT modulations as a function of set-
size with longer search array durations (2,000 ms) (c.f. Groen et al., 2008;
Halfen et al., 2020). The average RT in the present study was approximately
680 ms, thus participants selected and executed the response soon after
the search array offset. Because frequency discrimination is complex and
unfolds over time, it is possible that they were unable to maintain a
mnemonic representation of the array for long after the array offset and
terminated the search soon after stimuli disappeared even when they were
still uncertain about the target location.

2 Alternatively, the reduced N140cc amplitudes observed with larger set-
sizes could reflect a stronger attenuation of neural activity driven by the
distractors (e.g., Luck et al., 1997 for the filtering hypothesis of the N2pc),
rather than the selection/enhancement of the target (target processing
hypothesis, e.g., Mazza et al., 2009). However, while the filtering hypothesis
can account for the results of the present study, it is not consistent with
studies showing that the N140cc is not affected by increased filtering
demands when a salient singleton distractor is presented next to the target
(e.g., Mena et al., 2020; Gherri et al., 2021).

lateralized component which was observed here for the first time to
our knowledge.

It is worth noting that the increased perceptual noise
experienced by participants with larger set-sizes may be due
- at least in part - to effects of tactile masking which are
known to cause distortions in the sensory representation of the
tactile stimulus (e.g., Gilson, 1969). In the present study the
vibrotactile frequencies chosen for target and distractor (100 Hz
and 25 Hz, respectively) were specifically aimed at activating
different somatosensory channels (Pacini corpuscules, for high
frequency perception, >40 Hz; Rapidly adapting fibers, Meissner
corpuscules for lower frequency perception, <40 Hz, respectively;
e.g., Gescheider et al., 2010) with the aim of reducing fusion
effects driven by shared encoding mechanoreceptors. However,
recent evidence has shown that these masking effects can also be
observed across different somatosensory channels and different
hands (Kuroki et al., 2017). It is therefore possible that participants
experienced some masking of the vibrotactile frequencies and that
this masking increased with larger distractor numbers. While this
study represents a first attempt to track the physiological correlates
of target selection in a tactile search task as a function of set-size,
future studies should systematically aim at assessing the impact of
masking on the attentional strategies adopted to select the target.

The pattern of decreasing N140cc amplitude observed in the
present study differs substantially from those reported in visual
search studies investigating the N2pc modulation by set-size. Mazza
et al. (2009) observed that the N2pc amplitudes increased as a
function of set-size regardless of whether behavioral results showed
efficient or inefficient searches. It was argued that the larger
N2pc amplitudes reflected the greater need for target enhancement
in the presence of multiple distractors. Other studies have also
reported an increase in the amplitude of the N2pc when additional
distractors were present in the search-array (Luck and Hillyard,
1994; Eimer, 1996; Luck et al., 1997; Salahub and Emrich, 2018;
Tay et al., 2022). However, there is also evidence that set-size does
not necessarily modulate the N2pc amplitude. In an inefficient
visual search task in which all items in the array were color
singletons, set-size was found to modulate the duration of the N2pc
(Christie et al., 2015). The time needed to process a subtle target
feature increased when the display contained additional distractors
(inefficient attentional processing). The absence of N2pc onset time
modulations suggested that attention was directed to the target
at the same time regardless of set-size (Christie et al., 2015). By
contrast, in a different inefficient task (find an O amongst Cs)
no effect of set-size was observed on the N2pc and no N2pc was
elicited when all trials were averaged together (Dowdall et al., 2012).
However, when these were sorted according to the N2pc latency
a small N2pc emerged on faster trials (Dowdall et al., 2012). This
N2pc latency variability was interpreted as evidence for a serial
allocation of attention to different items of the array on different
trials. Together, the studies discussed above clearly show how the
attentional selection of the target is strongly dependent on the
specific search task used and how similar (efficient or inefficient)
patterns of behavioral results can be associated with different
patterns of electrophysiological correlates of target selection.

One important difference between the N140cc and the N2pc is
related to the time course of these components. While the N2pc
is characterized by a sharp onset, an equally abrupt offset and
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a short duration (which can be measured through the jackknife
procedure, Ulrich and Miller, 2001), the N140cc has a very shallow
onset and offset and typically lasts for several tens of millisecond.
Hence, it is particularly difficult to determine the exact time course
of this component. It is possible that this smeared appearance
of the N140cc is due to the specific stimuli used so far in ERP
studies on tactile search given that the perception of vibrotactile
frequencies unfolds over time, with stimulation periods alternated
by non-stimulation ones. This is likely to increase the time jitter
of the attentional deployment. Given the limitations related to
the time course measurement of the N140cc, it is perhaps not
surprising that existing studies have often reported a link between
the amplitude of the N140cc and the accuracy observed in the
tactile search task (Ambron et al., 2018; Gherri et al., 2021, 2022).
These findings together with the results of the present study
suggest that the amplitude of the N140cc may reflect the certainty
(or systematicity) with which participants deploy attention to the
target location within the search-array. One question that remains
unexplored is whether similar properties of the N140cc can also
be observed in tactile search tasks in which the target-defining
feature is temporally discrete (i.e., does not change over time, line
orientation, shape, etc., instead of a vibrotactile frequency). Future
studies should investigate whether target selection in touch is a
process intrinsically more variable across trials or whether this
depends on the specific search tasks used so far.

To conclude, the present study investigated for the first time
whether the N140cc component elicited in a tactile search task is
modulated by set-size. The target and the homogeneous distractors
differed with respect to their vibro-tactile frequencies. Results
showed that both accuracy and the N140cc amplitude decreased
linearly as the items in the search-array increased. We suggest
that this pattern of results reflects inefficiencies already during the
preattentive analysis, caused by the increasing noise that additional
distractors create in the perceptual landscape. While attention is
on average directed to the target side regardless of set-size, the
increased number of distractors decreases attentional guidance and
the certainty with which the target can be identified, resulting in
reduced N140cc components.
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Introduction: Executive functions (EFs) are linked to positive outcomes across the

lifespan. Yet, methodological challenges have prevented precise understanding of

the developmental trajectory of their organization.

Methods: We introduce novel methods to address challenges for both measuring

and modeling EFs using an accelerated longitudinal design with a large, diverse

sample of students in middle childhood (N = 1,286; ages 8 to 14). We

used eight adaptive assessments hypothesized to measure three EFs, working

memory, context monitoring, and interference resolution. We deployed adaptive

assessments to equate EF challenge across ages and a data-driven, network

analytic approach to reveal the evolving diversity of EFs while simultaneously

accounting for their unity.

Results and discussion: Using this methodological paradigm shift brought new

precision and clarity to the development of these EFs, showing these eight

tasks are organized into three stable components by age 10, but refinement of

composition of these components continues through at least age 14.

KEYWORDS

executive function, in-school assessment, network modeling, middle childhood, digital
assessment
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1. Introduction

Executive functions (EFs) comprise a variety of cognitive
abilities that enable agency over one’s attention (for review see e.g.,
Diamond, 2013; Zelazo et al., 2016). EFs are a critical set of skills
as they consistently predict positive outcomes in school and across
the lifespan (Moffitt et al., 2011; Schlam et al., 2013; Pascual et al.,
2019; Spiegel et al., 2021). Thus, understanding how EFs emerge
and change across development is critical to understanding how
we might support their growth during periods of vulnerability and
opportunity (from early childhood through and into adulthood).
Like most complex cognitive processes, defining and measuring
EFs has been complicated, and has not yielded a consistent
taxonomy of EFs (see e.g., Morra et al., 2018). While a dominant
conception of how EF is organized at least in adults (Miyake
et al., 2000b) proposes that EFs comprise at least three components
such as holding and working with information in mind (“working
memory”), the flexibility to switch between multiple tasks, goals,
or rules (“cognitive flexibility”), and the attentional or inhibitory
control that allows one to focus on goal-relevant information while
filtering out goal-irrelevant information (“attentional control”),
even in their seminal 2000 paper, Miyake and colleagues suggested
these were not the only EFs. To date though, the number of
EFs remains undetermined; a review of the literature found as
many as 18 EFs (Packwood et al., 2011). Yet, neural data suggest
EF components are more alike than different, relying on similar
networks, rather than operating as distinct, independent processes
(see Niendam et al., 2012 for review). Indeed, the neuroimaging
field has developed sophisticated methods for interrogating the
complex, dynamic relationships between components of neural
systems, yet, methods for measuring and modeling such dynamic
interactions using behavioral input have lagged behind. Much of the
developmental literature, for example, has examined components
as separate constructs. We propose that to close this gap between
models of neural and behavioral data, we must build on our
methodological toolkit to enable the measurement and modeling
of how cognitive processes, including EFs, function in concert
to achieve a specific goal (Doebel, 2020). Here we introduce
two novel methods, one for measurement and one for modeling,
to understand how EFs manifest over development with data
we collected in a large, accelerated longitudinal study with a
diverse sample of students over two years. First, we show how a
novel, adaptive EF assessment battery solves previous challenges
to measuring EFs consistently. We then model these data using
network analytic techniques to account for what is common across
EFs to reveal a clear timeline of EF development during middle
childhood, a particularly understudied period.

A fundamental question yet to be fully addressed by the
field is how the various components of EFs are organized
across development. In other words, are the three components
described above the most accurate way to parse EF in both
children and adults? Second, does this taxonomy of EFs change
over development, and if so, when and in what way? A
key developmental theory posits that EFs begin as a unitary
construct in early childhood, and the differentiation of specialized
components over time is initiated by experience, to become
the multi-dimensional construct observed by young adulthood
(Shing et al., 2010; Mungas et al., 2013). This differentiation

hypothesis aligns with neural developmental evidence showing
increased specialization of the neural systems supporting EFs
(Johnson, 2011). Findings from developmental studies using
latent factor analyses have been roughly consistent with the
idea of increasing differentiation of EF components from
preschool through adolescence (see Lee et al., 2013 for review).
During middle childhood (approximately ages 7–13), reports of
the number of factors of EF have varied between one (e.g.,
(Shing et al., 2010; Xu et al., 2013) and four (e.g., Agostino et al.,
2010). However, to date the precise understanding of when
individual components begin to differentiate remains unclear.
Behavioral tests of this hypothesis to-date have largely almost all
taken a latent variable approach, modeling EF components as
related but distinct processes and failing to adequately account for
the commonalities between components. Thus, despite decades of
studies, there is not yet a clearly established pattern regarding the
number of distinguishable components at each age. The lack of
established developmental trajectories of EFs hinders progress in
understanding how specific EFs might support various health and
academic outcomes, and therefore how development of these skills
might be supported and when in order to benefit student outcomes.
The inconsistencies in the extant literature call for a paradigm
shift in approach to both the measurement and modeling of EF
performance to move beyond fragmented views of EF and toward
treating them as a dynamic interconnected network of skills. Next,
we outline the critical factors that could comprise such an approach
and offer evidence in support of the promise of such an approach.

1.1. Measuring EFs

To reveal the developmental trajectory of EFs, we first need to
measure EFs with assessments that are robust across developmental
stages and assessment sessions. Much of the prior cross-sectional
and longitudinal work has been confounded by (a) use of the same
tasks across age ranges, which results in floor or ceiling effects in
performance if the challenge level is not adjusted appropriately,
or (b) use of different tasks with different age groups which
prevents comparisons between groups (as reviewed in e.g., Best and
Miller, 2010). Not only must tasks be comparable across age and
ability, but EF assessments also need to be repeatable over multiple
timepoints so developmental progress can be measured within
subjects without practice or ceiling effects. Adaptive methods that
use tasks that dynamically adjust to an individual’s appropriate
challenge level on a trial-by-trial basis, presents a compelling and
simple solution to this pernicious problem (Anguera et al., 2016b;
Draheim et al., 2020). Indeed, prior work with pediatric populations
suggests that highly engaging assessments with adapting challenge
algorithms can reveal phenotypic differences between clinical and
neurotypical populations, even when group characteristics are
highly variable (Anguera et al., 2016a).

We further need multidimensional assessments to disentangle
what EFs have in common from what they uniquely contribute
to performance, to ensure each component is measured validly
and reliably. Any single task used to assess a component of
EF will necessarily involve processes not related to EFs (e.g.,
visual processing, motor response), or may be related to multiple
EF components, both of which will result in measurement
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impurity (Miyake et al., 2000a; Diamond, 2013). To address
this impurity, researchers can collect multiple measures of each
hypothesized component of EF, leveraging the commonalities
across tasks to extract information about EF skills, and reducing
the contribution of idiosyncratic skill related to any individual
task. Thus, methods that use multiple indicators to measure each
hypothesized component of EF are critical for a robust and reliable
understanding of how EFs develop over time.

Lastly, to understand how EFs are expressed in real-world
contexts such as school or home, recent work suggests EFs
should be assessed in real-world contexts (e.g., Anderson, 2002).
Indeed, one study showed that while in-school EF assessments
administered in group vs. individual contexts were highly
correlated, only scores from group administered assessments
uniquely predicted academic achievement (Obradović et al., 2018).
A related study revealed that an individual’s growth in EF
skills over the course of the school year can be influenced by
classmates’ performance (Finch et al., 2019). Thus, examining EFs
in real-world educational settings (in-school, group administered
contexts) provides a more ecologically valid context and is thus a
necessary strategy for understanding the veridical relation between
EFs and academic achievement (as reviewed in McCoy, 2019).

Here we introduce a novel assessment tool—Adaptive
Cognitive Evaluation Classroom (ACE-C)—that addresses these
robust measurement needs. ACE-C is based on the original ACE
battery described in Anguera et al. (2016b), modified for use with
children and amenable to administration in large group settings.
ACE-C is a battery of assessments that taps multiple EFs through
several different tasks. Importantly, each task incorporates adaptive
algorithms, allowing the repeated measurement of EFs across
multiple timepoints, using the same tasks in different age groups
without running into floor or ceiling limitations. The incorporation
of adaptive algorithms across several different tasks represents
a significant advancement in assessment capabilities in two
significant ways. First, this work complements prior development
of EF batteries that have been used across ages (e.g., NIH Toolbox;
Zelazo and Bauer, 2013; Minnesota Executive Function Scale
(MEFS); Carlson and Zelazo, 2014) by bringing additional
dimensionality to the assessments, allowing for examination of
individual EF components across individuals. Second, building off
of methods that adjust task parameters at the population-level (e.g.,
Davidson et al., 2006), the adaptive algorithms in ACE-C operate
at an individual level. As such, no assumptions are made about the
individual before interacting with ACE-C, which ensures that even
individuals who perform above or below what might be expected
based on demographic variables (e.g., age or grade) receive the
same experience as individuals on more typical developmental
trajectories. Further, this individualized adjustment is done
automatically, without additional input from the experimenter,
which facilitates large-group assessment even across diverse groups
of individuals.

1.2. Modeling EFs

Understanding the complexity of EF developmental trajectories
requires not only solving measurement challenges, but also solving
concomitant modeling challenges. Historically, latent variable

analysis has been the most common approach to evaluating
the changing organization of EFs over development (Karr
et al., 2018). With latent variable analysis, we have come to
understand that across the lifespan, while EFs diversify over
development, they do not become completely distinct. Indeed, both
behavioral and neural examinations of EFs have demonstrated the
existence of a unifying umbrella construct termed “Common EF”
through adulthood (Friedman et al., 2008; Reineberg et al., 2015;
Friedman and Miyake, 2017; Smolker et al., 2018). Notably, cross-
sectional examinations of middle childhood and adolescence
using latent variable models also support the inclusion of a
Common EF component (Engelhardt et al., 2015; Hatoum et al.,
2020) as well. However, including such a factor to test the
differentiation hypothesis and assess the dynamic development of
EFs longitudinally poses severe methodological challenges.

While Common EF can be modeled from the confirmatory
approach by incorporating it as a higher-order umbrella
component capturing what is common among all lower-order
components, such an approach is not amenable to testing the
differentiation hypothesis. Models with a higher-order component
would require at least three lower-order components of EF to be
properly identified (Kline, 2011) and provide meaningful insight
into the patterns of the behaviors being modeled. Thus a model
with only one or two components differentiated from Common EF
is not identified, and the earliest stages of differentiation cannot
be examined. An alternative modeling approach is to incorporate
Common EF not in a hierarchical fashion, but as an additional
lower-order latent variable. In such a model, each observed
variable measures two latent variables, Common EF and another
differentiated component (a “bifactor” model). While these models
can be easier to identify in some instances, it can be difficult to get
such complex models to converge given the historically low power
and task reliability observed in extant examinations of EF (Karr
et al., 2018).

Further, confirmatory latent analyses provide limited
information as to how the cognitive mechanisms supporting
EF task performance may evolve over development (e.g.,
whether a task may index different EF components at different
developmental stages). While model fit statistics can indicate
whether a hypothesized organization fits the observed data well,
they provide limited information on how to improve that model.
For example, while one hypothesized organization might fit the
data well, there could be other organizations that fit the data better
that simply go untested. Additionally, methods for statistically
comparing alternate hypotheses regarding which component a task
measures are not straightforward. As such, alternative hypotheses
around the EFs involved in different tasks are unlikely to be
developed from the results of confirmatory latent analyses.

To advance our understanding of how EFs evolve over
development, we need a method that (a) allows for task
performance to reflect different EFs at different developmental
stages, and (b) accounts for the high degree of association common
to all EF tasks. Exploratory latent variable models like exploratory
factor analysis (EFA) meet the first requirement but fail to account
for Common EF. Conversely, confirmatory approaches such as
confirmatory factor analysis (CFA) and bifactor modeling can
account for commonalities among EF tasks but do not allow
for task reorganization in a data-driven way. Indeed, recent
evidence has suggested latent variable analysis may not be an
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appropriate representation of EFs (Camerota et al., 2020). To
build on the insights gained from latent variable modeling, we
suggest leveraging a powerful family of techniques that provides
a data-driven method for identifying unique and communal
cognitive mechanisms: network analysis. Network analysis is
an approach gaining traction in the psychometric field for
understanding cognitive constructs comprising complex inter-
related components such as intelligence, psychopathology, and
personality (Borsboom and Cramer, 2013; Costantini et al., 2015;
Kan et al., 2019). In network analysis, relationships between
variables can be determined after accounting for what is common
among all variables by examining partial correlations. Thus,
through network analysis, we can understand how EF behaviors
are related after what is common among all variables, including
what can be attributed to Common EF, is accounted for. Further,
in contrast to latent variable analysis, in which observed variables
are related through the modeled unobserved latent variables,
the relationships between observed variables is direct. As such,
performance on one task can affect performance on any other, not
just those tasks theorized to measure the same construct. Finally,
after determining how each variable is related to another, we can
assess which variables likely reflect the same cognitive construct
by applying community detection algorithms. This data-driven
approach groups together variables that are more strongly related
to each other than other variables in the network, allowing us
to establish a theory-agnostic organization of EFs. In this way,
network analysis allows us to examine the structure of EF from
a holistic perspective and arrive at the organization that best
reflects the data without testing and comparing multiple competing
models.

1.3. Current study

Here, we capitalize on the improved interpretability of
longitudinal and cross-sectional comparisons afforded by using
the same tasks across all participants (Best and Miller, 2010) with
our ACE-C battery to shine light on the relatively understudied
period of middle childhood (∼7–12 years old), the developmental
stage in which EFs may undergo the most rapid organizational
development (Romine and Reynolds, 2005; Best et al., 2011). We
demonstrate how network analysis can advance our understanding
of the organization of three hypothesized EFs across development
by first testing the differentiation hypothesis with the latent variable
analysis approach and then highlighting the additional insights
gained by using a network analysis approach. Specifically, we use
each method to determine not only when the investigated EFs
become distinct from one another but, critically, when they become
distinct from the unifying Common EF component. Finally, we
leverage information generated from network analyses to gain
insights into the stability of the organization of these EFs across
time. We show that during middle childhood, organization of
these EFs begins to stabilize, yet continues to develop in a manner
suggesting EFs need continued support throughout their protracted
development as children transition to adolescence. Developmental
insights revealed by network analyses extend those from latent
variable analyses and, in line with work by Camerota et al. (2020),
show how differing modeling methods can result in different
conclusions regarding the number of components identified across

development to date. The novel findings from network analysis lay
the groundwork for new avenues of investigation to understand
how to best support EFs across the lifespan.

2. Materials and methods

Participants in this study were recruited through their schools
as part of Project iLEAD (in-school longitudinal executive function
and academic achievement database), a two-year accelerated
longitudinal study of EF development in students grades 3–8. Full
details of Project iLEAD are reported in Younger et al. (2022).

The study was approved by the University of California
San Francisco Institutional Review Board and conducted in
accordance with the relevant guidelines and regulations. Written
parental or guardian consent was obtained from all participants at
the beginning of the study, and verbal assent from all participants
was obtained before all in-class data collection sessions. At the end
of the study, all students in participating classrooms received snacks
and stickers, regardless of participation.

2.1. Participants

Nine schools (seven public, one independent, and one
parochial) from northern California opted to participate in this
longitudinal study, which included assessments at the Fall and
Spring of two academic years for a total of four assessment periods.
Two of the five public elementary schools and one of the two
public middle schools were Title I schools. In total, 1,280 students
participated over the course of two years. At the beginning of
each school year, teachers distributed consent forms to students
to take home for parental or guardian review and signature. This
first round of recruitment resulted in a total of 1,088 participating
students in Year 1: 284 3rd graders (M = 8.07 years old, SD = 0.35),
260 5th graders (M = 9.98 years old, SD = 0.41), and 544 7th
graders (M = 11.9 years old, SD = 0.47). In the fall of Year 2,
we re-opened enrollment for participating classrooms to allow
new students to participate in the study, which resulted in an
additional 195 students joining the study (44 4th, 147 6th, and
4 8th grade students). The Year 2 sample thus included 1,106
students: 288 4th graders (M = 9.03 years old, SD = 0.33), 336
6th graders (M = 10.9 years old, SD = 0.39), and 482 8th graders
(M = 12.9 years old, SD = 0.44). For patterns of missing data
across timepoints, see Supplementary Figure 1. Our sample was
demographically diverse. Ethnically, our sample was 34% Asian,
26% Hispanic/Latinx, and 16% White. Further, 10% of the sample
received Special Education services, 32% qualified as low income,
and 14% were currently enrolled in English Language classes, with
another 29% having previously been enrolled in English Language
classes, but now considered fluent in English. See Table 1 for
additional demographics of participating students.

2.2. Procedures

We administered a series of mobile assessments of EF, math,
and reading skills that took the form of digital “games”, during
school hours, at the beginning and end of each academic year
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TABLE 1 Student demographics.

Timepoint 1 Timepoint 2 Timepoint 3 Timepoint 4

n % n % n % n %

Gender Male 519 50.9 514 51.8 541 51.3 510 51.2

Female 500 49.1 478 48.2 513 48.7 487 48.8

Ethnicity American Indian or
Native Alaskan

5 0.5 6 0.6 6 0.6 5 0.5

Asian 339 33.3 332 33.5 369 35.0 350 35.1

Black or
African American

20 2.0 18 1.8 18 1.7 17 1.7

Filipino 55 5.4 56 5.7 60 5.7 56 5.6

Hispanic or Latinx 267 26.2 253 25.5 280 26.6 269 27.0

Pacific Islander 7 0.7 6 0.6 5 0.5 6 0.6

Two or more ethnicities 43 4.2 45 4.5 44 4.2 44 4.4

White 170 16.7 165 16.6 185 17.6 169 17.0

Unknown 113 11.1 111 11.2 87 8.26 81 8.1

Special education status No 806 79.1 771 77.7 855 81.1 807 80.9

Yes 101 9.9 111 11.2 113 10.7 111 11.1

Unknown 112 11.0 110 11.1 86 8.2 79 7.9

Low income qualification No 583 57.2 570 57.5 616 58.4 587 58.9

Yes 324 31.8 312 31.5 352 33.4 331 33.2

Unknown 112 11.0 110 11.1 86 8.2 79 7.9

English language fluency English monolingual 396 38.9 391 39.4 434 41.2 413 41.4

English multilingual, never enrolled in
English classes

56 5.5 58 5.9 67 6.4 63 6.3

English multilingual, previously
enrolled in English classes

308 38.9 289 29.1 324 30.7 311 31.2

Current English Language Learner 147 14.4 144 14.5 143 13.6 131 13.1

Unknown 112 11.0 110 11.1 86 8.2 79 7.9

(fall and spring) over two school years. At each of the four
timepoints, EF assessments were administered during one class
period (approximately 50 min), with the research team returning
a little over a month later to administer the math and reading
assessments (M = 5.7 weeks, SD = 2.4, min. = 1.9, max. = 10). At
the end of each academic year, academic performance and other
relevant data were provided by the district for students whose
parents consented to share district data.

2.2.1. Adaptive cognitive evaluation classroom
(ACE-C)

This study used a novel mobile assessment battery, ACE-
C, to assess EF skills. The original ACE battery was developed
from cognitive assessments commonly used in lab-based settings
and modified for real-world settings by including adaptive,
psychometric staircase algorithms, highly motivating trial-wise
and end-of-task feedback (Anguera et al., 2016b). ACE-C
is an adaptation of this battery to include a child-friendly
interface and additional instructional design to facilitate group-
administration. Importantly, the adaptive algorithms enabled
two critical affordances: (a) the same tasks could be used
with the same students across multiple timepoints to reveal a

student’s changing cognitive abilities without being confounded
by ceiling or floor effects or reduced motivation due to multiple
assessments, and (b) the same tasks could be used across
students of diverse ages to reveal individual differences in
cognitive abilities across development without the confound of
different tasks (Anguera et al., 2016b). This advancement in
our approach to assessment enabled robust integrative data
analytics within-subjects over time, and across-subjects from a
wide age range without any a priori assumptions about any
individual participant’s abilities, for example, according to their
age.

The assessment battery consisted of a color blindness test,
a response time control task, two working memory tasks, one
attentional filtering task, three context monitoring tasks, three
interference resolution tasks, and one cognitive flexibility task. The
attentional filtering task was excluded from the current analysis
due to differential task challenge across grade levels, while the
cognitive flexibility task was excluded due to technical errors
that prevented consistent data reporting across timepoints. All
other tasks are briefly described below along with the a priori
defined metric of interest selected based on the psychometrics
of each task. Full descriptions of each task are included in the
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Supplementary material. Example stimuli and schematics for tasks
are presented in Supplementary Figure 2.

2.2.1.1. Response time control task

The first ACE-C task was a measure of basic response time
(BRT; Supplementary Figure 2A). Because improvements in EFs
have also been associated with improvements in general processing
speed (e.g., Fry and Hale, 1996), BRT was designed to serve as a
covariate to be regressed from performance metrics of all other
ACE-C tasks. By using BRT as a control metric, analyses were kept
consistent across tasks and task-specific control metrics were not
required. Mean response time (RT) collapsed across both dominant
and non-dominant hands was the metric of interest for this task.

2.2.1.2. Color blindness test

The second ACE-C task was a screening assessment for
red-green color blindness (Ishihara, 1972; Supplementary
Figure 2B). We assessed whether students selected one or more
responses indicating red-green color blindness according to
scoring guidelines in Ishihara (1972).

2.2.1.3. Working memory

Two tasks were used to measure working memory (WM),
Forward Spatial Span (Supplementary Figure 2C) and Backward
Spatial Span (Supplementary Figure 2D). These two tasks were
digital modifications based on the Corsi Block Task (Corsi, 1973).
In this task, students were shown an array of open circles, with
a target sequence cued via circles becoming filled, in sequence,
with either green (Forward Spatial Span) or blue (Backward Spatial
Span) color. Once students viewed the cued sequence, they were
instructed to recreate the sequence in the same order (Forward
Spatial Span) or in the reverse order (Backward Spatial Span).
Sequence length increased according to performance. The metric
of interest for both tasks was span length, or the maximum number
of spatial locations attempted to be held in mind in the correct
sequence.

2.2.1.4. Context monitoring

Context monitoring (CM) was measured with three tasks:
Sustained and Impulsive Attention (both tasks administered
within a single test called Continuous Performance Task [CPT];
Supplementary Figure 2E) and Tap and Trace (Supplementary
Figure 2F). For all three tasks, students were instructed to respond
to a target stimulus and withhold a response to non-target stimuli.
CPT is a target detection test adapted from the Test of Variables
of Attention (TOVA; Greenberg et al., 1991). This test included
two tasks: a target frequent task (80% target trials) designed to
assess impulse control (Impulsive Attention) and a target infrequent
task (20% target trials) designed to test sustained attention abilities
(Sustained Attention). For Sustained Attention, we used a metric
that is sensitive to lapses in attention—the standard deviation
of the RT to infrequently presented targets (Leark et al., 2018).
For Impulsive Attention, we used a metric that would measure
detection of targets while accounting for withholding prepotent
responses to frequent non-targets–the signal detection metric of d’.
Tap and Trace is a dual-task assessment adapted from the paradigm
described by Eversheim and Bock (2001). This task included three
blocked conditions: one in which students used their dominant
hand to tap when they detected a target stimulus, a second in which

they traced a shape with their non-dominant hand, and a third in
which they performed both tasks simultaneously. To differentiate
this task from the CPT and better address task impurity concerns by
assessing context monitoring when EFs are challenged by divided
attention, we included performance only on the dual-task block.
For this task, the metric of interest was how reliably students could
detect a target vs. a distractor during the dual-task portion of the
task; thus, we again deployed d’.

2.2.1.5. Interference resolution

Interference resolution (IR) was measured with three tasks:
Stroop (Supplementary Figure 2G), Flanker (Supplementary
Figure 2H), and Boxed (Supplementary Figure 2I). Stroop is based
on the computerized version of the color-word Stroop task as
described by Mead et al. (2002) in which students selected the text
color (e.g., green) of a centrally presented color word (e.g., BLUE).
On 30% of trials, the text and word were incongruent, and on
70% of trials they were congruent. Flanker is a letter flanker task
based on the paradigm described by Eriksen and Eriksen (1974)
in which students are instructed to indicate the middle letter of
a string of five letters. On 50% of trials, the central and flanking
letters were congruent, and on 50% of trials they were incongruent.
Finally, Boxed is a top-down/bottom-up attention task based on
the visual search paradigm first described by Treisman and Gelade
(1980) in which students must identify a target stimulus in an array
of distractor stimuli. This task included four blocked conditions
that varied on search condition and number of distractors. In each
condition, the target was either identifiable by one feature (color)
or by the conjunction of two features (color of target and location
of opening of the target box) and either a low (3) or high (11)
number of distractor stimuli. For tasks in which students were
expected to respond to each trial, we used Rate Correct Score
(RCS) to index performance on both RT and accuracy. Task-level
RCS was calculated by dividing the number of correct responses
by the product of mean RT for all trials and the total number
of trials responded to Woltz and Was (2006), Vandierendonck
(2017) across all conditions. To achieve a high RCS, participants
must perform quickly and accurately across all trials, regardless of
condition. This approach thus takes into account how participants
perform on both congruent and incongruent conditions without
introducing reliability issues frequently cited when using more
traditional subtraction methods (Enkavi et al., 2019). RCS was
used for Stroop and Flanker, however, a technical error in Boxed
prevented RCS from being calculated in the same manner as the
other tasks. Instead, we used mean RT to all correct trials for Boxed.
The grouping of tasks into these three components differs slightly
from some extant literature in an effort to bring greater precision
to the EFs measured. For extended discussion on the battery design
and component grouping, see the “4. Discussion” section.

2.3. Analysis methods

2.3.1. Data cleaning procedures
A very small number of students who were red-green colorblind

as indicated by the colorblind screener (n = 16) were excluded from
analysis, given that several tasks required students to discriminate
between colors. Trials with no response when a response was
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expected and anticipatory trials (RT < 200 ms) were excluded from
analyses (1.8% of all trials).

Data from each student were evaluated and cleaned on a
task-level basis at each timepoint. In this way, participants were
not wholly excluded from analysis, but only task data for which
we could not be confident that the participant understood or
complied with the task instructions were excluded. For each task,
to be included in data analysis, students must have answered a
minimum of five trials per condition and achieved above-chance
accuracy on the easiest condition (i.e., the condition that required
lowest cognitive load). Data from each task were then evaluated
for outlier students based on performance within each cohort and
timepoint. Outlier performance was defined as performance falling
outside three median absolute deviations (MADs) of the median
performance of the relevant cohort at a given timepoint (Leys et al.,
2013). Finally, additional outlier analyses to identify influential
observations in the larger regression analysis of task performance
were conducted by computing Cook’s distance. Observations with
Cook’s d > 1 were removed. These cleaning procedures resulted in
exclusion of 1.9% of task-level data collected. See Supplementary
Table 1 for N datasets excluded per task per cleaning step. For
patterns of missing data across timepoints, see Supplementary
Figure 2.

2.3.2. Effects of age and time on task
performance

For each task’s metric of interest, we sought to understand
the developmental trajectory of performance across different age
ranges. We used linear mixed effects models to examine how an
individual student’s performance over time may differ depending
on age after controlling for multiple demographic variables. To
index the variable of time more precisely, it was coded as the
number of months since last assessment. In this way, the first
instance of a participant’s engagement with ACE-C was always
indexed as 0, regardless of whether that occurred during the first
timepoint of the study Fall 2016 or later (due to later enrollment,
absence on data collection day, etc.). Age was indexed as participant
age in months at the time of assessment. Control variables in these
models included mean RT on the BRT task (continuous) as an
indicator of general processing speed, cohort (3 categories: 3rd–
4th grade, 5th–6th grade, 7th–8th grade), and gender (2 categories;
male, female). Random effects included school (9 categories), the
random intercept of participant, and the random slope of time.
Models were run using the “lme4” package in R (Bates et al., 2014)
and significance of each variable was evaluated using Satterthwaite’s
degree of freedom method as implemented in the “lmerTest”
package in R (Kuznetsova et al., 2017).

2.3.3. Confirmatory factor analysis
We conducted latent variable modeling using confirmatory

factor analysis (CFA). We chose to use CFA over exploratory factor
analysis (EFA) because, while data-driven organizations of variables
are possible using EFA, exploratory approaches do not provide
a straightforward way to account for the high degree of overlap
between performance on EF tasks, and assignment of a behavior
to a latent variable is dubious, often resulting in uninterpretable
organizations (Brocki and Bohlin, 2004). We conducted separate
CFAs for the three cohorts at the four timepoints to avoid

assuming the structure of EF remained the same across timepoints
and to assess the stability of these structures over a two-
year measurement period. We evaluated five models of EF: the
maximally differentiated structure with three distinct factors, all
possible permutations of a two-factor model in which two of the
three factors are collapsed into one, and the simplest structure in
which all tasks represent a single, undifferentiated EF factor (see
Supplementary Figure 3). Although the longitudinal stability of
models can be tested with a CFA approach, such statistical tests for
longitudinal network analysis have not yet been developed. To keep
the results of the two modeling techniques comparable, we do not
account for the dependencies in observations across timepoints.

After assessing covariance coverage to ensure sufficient
available data for all tasks across all cohorts and timepoints, all
CFAs were conducted in Mplus version 8.1 (Muthén and Muthén,
2017) with the robust maximum likelihood estimation method.
To statistically compare nested models, we used Satorra-Bentler
scaled chi-square tests with degrees of freedom equal to the
difference in number of free parameters between the comparison
and nested models (Satorra and Bentler, 2010). These tests help
us to determine whether more complex representations of EF
are a better fit to EF task performance across middle childhood.
Because these statistics are meant to compare nested models, the
1-factor model was compared to each of the 2-factor models,
and each of the 2-factor models were compared to the 3-factor
model, but the 2-factor models cannot be statistically compared
to each other in this manner. In interpreting these results, we
took a conservative approach in which a more complex model
would be selected over a less complex model only if a more
complex model would always be preferred, regardless of which
2-factor permutation was considered. The results of chi-square
difference testing were corroborated by converging evidence from
the Comparative Fit Index (CFI), root mean square error of
approximation (RMSEA), Akaike Information Criteria (AIC), and
sample-size adjusted Bayesian Information Criterion (BICc). CFI
values > 0.90 were considered excellent model fit, with values closer
to 1 indicating better model fit. RMSEA values less than or equal to
0.06 were considered adequate model fit (Hu and Bentler, 1999),
with lower values indicative of better model fit.

Models explicitly incorporating a Common EF factor were
not tested here, as models in which Common EF is a higher-
order factor are not amenable to testing the differentiation
hypothesis. While Common EF could be incorporated as a higher-
order umbrella component reflecting what is common among all
lower-order components, structures with any fewer than three
differentiated components would not be considered properly
identified (i.e., it would not be possible to uniquely estimate each
component’s association with Common EF). While it is possible
to test the differentiation hypothesis with an alternative approach
incorporating Common EF as an additional lower-order latent
variable, taking such an approach was not possible with our
dataset. In such “bifactor” models, each observed variable measures
two latent variables: Common EF and another differentiated
component. Such a model would not be identified for this dataset
without assuming performance on the WM tasks contributes
equally to both the WM and Common EF factors (see Limitations),
which has not been supported in the literature (Friedman et al.,
2008, 2011).
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2.3.4. Network analysis
Replicating the general approach used for the latent variable

models, we created separate models of EF performance for each
cohort and timepoint. All network analyses were conducted in
R 4.1.2 (R Core Team, 2020). Network models were estimated
using the bootnet package (Epskamp, 2015). All models were fully
saturated partial correlation networks (non-regularized Gaussian
Markov random fields), and missing data were handled via full
information maximum likelihood. After estimating each network
model, the Spinglass algorithm (Reichardt and Bornholdt, 2006)
from the igraph package (Csardi and Nepusz, 2006) was applied
separately to each network to determine communities of tasks. We
employed the Spinglass algorithm rather than other community
detection algorithms, such as the Louvain algorithm, because it
can handle negative partial correlations in a network. To ensure
the stability of groupings, community detection was performed
1,000 times and the most frequent grouping is reported here.
Resulting network and community detection results were displayed
graphically using the qgraph package (Epskamp et al., 2012). For
graphing purposes, nodes were fixed to the same positions across
networks and partial correlations between -0.1 and 0.1 are not
displayed. To understand network stability over time, edge weights
from each network were correlated with each other. Because these
edge weights represent partial correlations, edge weights were
first Fischer transformed before computing correlations between
networks.

3. Results

We first show how the use of novel, adaptive assessments
can robustly measure EFs longitudinally across a wide age range
without floor and ceiling effects. We then demonstrate how
a holistic modeling approach that accounts for Common EF
can enhance our current understanding of the emergence and
development of EFs by testing the differentiation hypothesis
using two analytic approaches, latent variable analysis and
network analysis. Using a latent variable approach, we replicate
the ambiguous, difficult to interpret results found in prior
investigations. We then critically extend our understanding using
a network analytic approach, revealing developmental insights
missed under the latent variable approach that could not
appropriately take into account Common EF.

3.1. Novel EF measurement

To examine the utility of our novel adaptive assessment, we
performed two analyses, one to assess task performance, and
another to assess challenge level. We had different predictions
for each analysis. We predicted the adaptive response window
would equate task challenge level across cohorts and timepoints as
supported by similar percent of responses for which participants
received “correct” feedback across cohorts and timepoints.
However, we expected that task performance as measured by the
metric of interest for each task noted above, which did not take
into account whether the response was within the adaptive response
window and may have included other aspects of performance such

as response time (e.g., RCS, standard deviation of response time,
d’, etc.), would show traditional developmental improvements in
performance over time.

To confirm the effectiveness of the adaptive response window
across tasks, we examined percent of responses with “correct”
feedback only. In tasks with an adaptive response window
(Impulsive Attention, Sustained Attention, Tap and Trace, Stroop,
Flanker, and Boxed), participants only received “correct” feedback
if they provided the correct answer within a limited time frame.
All other responses resulted in feedback indicating the response
was correct but “late” or “incorrect”. This adaptive algorithm was
designed to produce ∼75% of responses resulting in “correct”
feedback for all participants and while this target accuracy was not
achieved across all tasks, it was confirmed in practice to produce an
average of 72.04% across tasks. Additionally, the adaptive algorithm
did not completely eliminate developmental effects; while linear
models examining the effect of cohort and time on percentage
of trials with “correct” feedback did show significant differences
between cohort and timepoint However, the significance of these
effects is likely driven by the large sample size used in the current
study; model effect sizes were small, accounting for less than 20%
of the variance across all tasks (average R2 = 0.10 see Table 2
and Supplementary Figure 5). Together, these results suggest the
adaptive tasks successfully presented a similar challenge across ages
and measurement occasions.

We next examined the potential developmental effect on task
performance as measured by the task-specific metric of interest
described above which did not take into account whether the
response was within the adaptive response window and may have
included other aspects of performance such as response time (e.g.,
RCS, standard deviation of response time, d’, etc.). We found
each adaptive EF assessment captured predicted developmental
improvements in performance. Linear mixed effects models
examining task performance for each metric of interest allowing
random effects for participant, school, and time, showed that,
across tasks, performance significantly improved with age and
time after controlling for BRT, cohort, and gender except the
two span tasks. Both Forward and Backward Spatial Span showed
significant effects of time, but only trended towards main effects
of age, possibly due to the ordinal nature of the metric of task
performance for these tasks which leaves little room for variation.
Plots of raw scores not accounting for these control variables are
shown in Figure 1 and effect sizes of each control variable are
shown in Supplementary Figure 4. For between task correlations
as well as the mean and standard deviation of task performance
after accounting for BRT for each cohort and timepoint (the
metric used in modeling analyses), see Supplementary Tables 2–
4. Beyond these predicted EF performance improvements with age,
performance on all but two tasks (Tap and Trace and Backwards
Spatial Span) showed a significant interaction between age and
time, suggesting that younger participants tended to improve
more over time compared to older participants. Across tasks,
the two control variables that most frequently had a significant
effect on performance were BRT and gender. The consistently
strong effect of BRT on all tasks was expected as this variable
was included to capture potential differences in an individual’s
pattern of responses, which might also capture such variance due to
familiarity with responding on a touch-screen device, etc. Further,
for all but Sustained Attention and Forward Spatial Span, there was
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a significant effect of gender, with students self-identifying as female
showing better task performance compared to those identifying as
male.

3.2. Novel EF modeling

After solving for persistent challenges to measuring EFs
through the use of our novel tool, ACE-C, we demonstrate how
network analysis can build on the findings from latent variable
analysis and generate new hypotheses regarding the organization
of EFs by accounting for what is common between EF components.

3.2.1. Latent variable analysis
To directly test the differentiation hypothesis using latent

variable modeling, we compared a series of models to establish
the number of distinguishable EF components at each stage of
development using CFA. In accordance with the differentiation
hypothesis, we expected more complex models with more unique
factors would provide better model fit for older students. Based
on prior adult literature and the tasks used in the current study,
the number of components could range from one to three, with
the maximally-differentiated organization of EFs representing WM,
IR, and CM grouping components. As noted in the methods,
we did not explicitly incorporate Common EF into these models
and instead examined correlations between factors to assess when
these components could be differentiated beyond the unifying
Common EF factor. Correlations greater than 0.70 between
factors indicate that components represent redundant information
(sharing more than 49% of variance) and are therefore likely not
fully differentiated from one another.

Overall, the latent variable approach revealed an indeterminate
developmental progression of differentiation of EF components.
Model fit statistics (Supplementary Table 5) tended to indicate a
2-factor model was the best fitting model for the 3rd–4th grade
cohort at all timepoints, though a different 2-factor model was
the best fitting at each timepoint. At timepoint 1, the model with
WM as distinct fit best, the model with IR as distinct fit best at
timepoints 2 and 3, and the model with CM as distinct fit best
at timepoint 4. However, it should be noted that at timepoints 1,
2, and 4, a 3-factor solution had similar fit statistics to these 2-
factor solutions. Fit statistics were similarly mixed at timepoint 1
for the 5th–6th grade cohort, with both the 2-factor model in which
WM is distinct and the 3-factor model showing best fit statistics.
After timepoint 1 though, fit statistics pointed towards the 3-factor
solution being the best fit through timepoint 4 for the 7th–8th grade
cohort. However, statistical comparisons of the models indicated
that while more complex models may have better fit indices, they
may not be necessary to model the data well.

Generally, results of statistical comparisons (Table 3) suggest
that a single component best describes the organization of EF
from 3rd through 4th grade, after which at least three distinct
EF components can be identified. However, this pattern is not
unequivocal, and many open questions remain. Within the 3rd–
4th grade cohort, at least two out of three 2-factor models did not
provide significantly better model fit than a 1-factor model with the
exception of timepoint 2. At this timepoint, even the 3-factor model
provided better fit than all but the 2-factor model in which IR is
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FIGURE 1

Growth in performance on executive function metrics of interest for each task and cohort. With few exceptions, all participants improved over time,
and younger students tended to show the most gains over time, as indicated by significant main effects. Shaded region represents 95% confidence
interval of linear regression of time on performance.

distinct. Yet, at timepoint 3, a more complex model never provided
significantly better fit compared to a single component, leaving the
developmental trajectory unclear. Further, at the first timepoint for
both the 5th–6th and 7th–8th grade cohort, the 2-factor model
combining CM and IR fit significantly better than a single-factor
model, but other potential 2-factor configurations did not fit the
data better than models with a single component. Additionally,
the 3-factor model did not fit better than the WM-distinct 2-factor
model, indicating EFs may not be well-differentiated at timepoint 1
for any age group. Moreover, alternative hypotheses around the EFs
involved in different tasks are unlikely to be developed from these
results. Different structures from those tested here may fit the data
better (e.g., a task may index a different EF component at different
developmental stages), but methods for statistically comparing

such alternate hypotheses regarding which EF component a task
draws on are not straightforward and would not be feasible to test
without additional theoretical guidance.

Finally, the degree of differentiation of these factors from
Common EF was unclear; factor correlations for structures in
which a 3-factor solution was selected suggest WM differentiates
by 5th grade (MWMandCM = 0.40; MWMandIR = 0.54), however,
a persistent high degree of overlap between CM and IR
(MIRandCM = 0.69) across cohorts leaves open the question of
whether one or both of these components would be distinguishable
from Common EF (see Supplementary Table 6–10 for full list
of factor loadings and correlations). Without statistical methods
to determine when components become distinct from both other
EFs and Common EF, the use of latent variable models to
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TABLE 3 Satorra–Bentler scaled χ2 tests comparing 1-, 2-, and 3-factor models of executive function.

1- versus 2-Factor (IR
with CM)

1- versus 2-Factor
(WM with CM)

1- versus 2-Factor
(WM with IR)

2- (IR with CM)
versus 3-Factor

2- (WM with CM)
versus 3-Factor

2- (WM with IR)
versus 3-Factor

Cohort
Time-
point

n 1χ2(1df) p 1χ2(1df) p 1χ2(1df) p 1χ2(1df) p 1χ2(1df) p 1χ2(1df) p

3rd-4th grade
cohort

1 210 10.602 (1) 0.001 0.157 (1) 0.692 0.225 (1) 0.635 0.277 (2) 0.871 10.642 (2) 0.005 11.199 (2) 0.004

2 209 4.539 (1) 0.033 28.671 (1) <0.001 20.036 (1) <0.001 21.504 (2) <0.001 3.486 (2) 0.175 12.052 (2) 0.002

3 217 0.002 (1) 0.962 2.975 (1) 0.085 1.449 (1) 0.229 3.662 (2) 0.160 0.255 (2) 0.880 2.155 (2) 0.340

4 234 2.804 (1) 0.094 3.513 (1) 0.061 11.037 (1) 0.001 10.544 (2) 0.005 10.116 (2) 0.006 2.397 (2) 0.302

5th–6th grade
cohort

1 211 9.077 (1) 0.003 1.5 (1) 0.221 3.059 (1) 0.080 3.056 (2) 0.217 10.232 (2) 0.006 9.389 (2) 0.009

2 201 9.685 (1) 0.002 18.086 (1) <0.001 9.551 (1) 0.002 12.839 (2) 0.002 7.828 (2) 0.020 14.254 (2) 0.001

3 281 10.905 (1) 0.001 2.194 (1) 0.139 17.954 (1) <0.001 15.696 (2) <0.001 30.375 (2) <0.001 10.741 (2) 0.005

4 273 9.23 (1) 0.002 14.339 (1) <0.001 38.936 (1) <0.001 18.365 (2) <0.001 13.323 (2) 0.001 7.003 (2) 0.030

7th–8th grade
cohort

1 447 10.761 (1) 0.001 2.335 (1) 0.126 5.982 (1) 0.014 5.445 (2) 0.066 14.184 (2) 0.001 10.575 (2) 0.005

2 453 13.883 (1) <0.001 5.112 (1) 0.024 6.9 (1) 0.009 6.739 (2) 0.034 15.111 (2) 0.001 13.203 (2) 0.001

3 432 26.161 (1) <0.001 7.093 (1) 0.008 21.051 (1) <0.001 18.276 (2) <0.001 38.066 (2) <0.001 20.456 (2) <0.001

4 410 42.235 (1) <0.001 20.249 (1) <0.001 37.355 (1) <0.001 33.262 (2) <0.001 57.776 (2) <0.001 41.058 (2) <0.001

IR, interference resolution; CM, context monitoring; WM, working memory; 1χ2 , difference in Satorra–Bentler scaled χ2 between nested and comparison models; 1df, difference in degrees of freedom between nested and comparison models. Bolded values p-values
represent cases where the more complex model shows significantly better model fit compared to the simpler model.
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answer questions about the differentiation hypothesis becomes
even more untenable.

3.2.2. Network analysis
Next, we demonstrate how using network analysis to treat

EF task performances as an interconnected set of cognitive
processes leads to insights into their development, which were not
revealed using latent variable modeling. Network analysis provided
a data-driven method for grouping task performance according
to strength of in-group performance compared to out-group
performance, resulting in EF component construction that was
not restricted by theoretical assumptions of which tasks draw on
each EF component. Further, because we used partial correlations
to form networks, the degree of differentiation of components
identified with this method is unambiguous; components are only
identified if they are distinct from the unifying Common EF
component. Thus, network analyses allow for the examination of
component grouping after Common EF is accounted for.

Concerning the number of components, community detection
results (Figure 2) revealed that the EFs examined in this study
were organized into two communities through grades 3 and 4,
then stabilized into a three-community structure by 5th grade. Yet
even through 8th grade, the relationships between tasks continued
to evolve over time. Both the CFA and network analytic methods
indicated the organization of EF task performances was most
variable early in development through grades 3 and 4. However,
unlike latent variable modeling, network analysis showed that while
the number of communities for the 3rd–4th grade cohort was
consistent across timepoints, the composition of these communities
was variable. In this youngest cohort, community detection analysis
consistently suggested two of the three theorized components
combined into a single component, though similar to the 2-factor
solutions tested in the CFA, which component was distinct differed
across all four timepoints. Network analysis showed WM was
distinct at timepoint 1, IR at timepoint 2, both IR and CM at
timepoint 3, and CM at timepoint 4. EF organization for the older
cohorts, though, was relatively stable. For both the 5th–6th grade
and 7th–8th grade cohorts, the tasks almost always formed three
communities with groupings consistent with those predicted by
theory. However, for the 5th-6th grade cohort, at timepoint 1,
Sustained Attention and Flanker switched communities, grouping
with IR and CM communities respectively. Further, at timepoint
2, Tap and Trace was grouped with IR tasks for the 7th–8th
grade cohort. Thus, while the EFs examined in this study can be
organized into at least three distinct components by about 5th
grade, network analysis suggests organization of the IR and CM
components in particular continue to undergo refinement across
the developmental period examined here. See Supplementary
material for additional analyses supporting the results of the
community detection analysis.

As indicated by the varying line thickness connecting tasks
across models in Figure 2, connections between tasks both within
and between communities waxed and waned over development,
suggesting the organization of these EFs continued to be refined
over time. See Supplementary Figure 6 for estimates for all edge
weights with parametric bootstrapped 95% confidence intervals.
A unique benefit of network analysis is our ability to leverage the
resulting network metrics to quantify and compare the degree of
network stability across cohorts. Specifically, we can determine

how stable a network is by examining how strongly individual
network connections correlate across timepoints for a given cohort.
For example, while the strength of individual connections between
task performances (e.g., Flanker and Stroop) might increase or
decrease over time, these changes are occurring in similar ways over
time for a given cohort, the network would be considered more
stable in that the organization of task performance is unlikely to
change. We used a one-way ANOVA to directly interrogate whether
correlations between network connections (Table 4) were more
variable in younger cohorts compared to older cohorts. Results
revealed these correlations indeed significantly differed across
cohorts (F(2,15) = 11.29, p = 0.001, η2 = 0.60). Tukey post-hoc tests
showed correlations between the 3rd–4th grade cohort networks
connections were significantly lower than correlations between
both the 5th–6th grade cohort networks (Mdifference = 0.34, 95%
CI [0.09–0.58], p = 0.008) and the 7th–8th grade cohort networks
(Mdifference = 0.43, 95% CI [0.18, 0.68], p = 0.001). Correlations
between network connections over time did not differ significantly
between these two older cohorts though (Mdifference = 0.09, 95%
CI [-0.15, 0.35], p = 0.60). Thus, the period between 3rd and
4th grade is further supported as one in which the organization
of EFs is undergoing larger degrees of change compared to
the period between 5th and 8th grade, which may show more
incremental change. Together, the results of the community
detection analysis and the between-cohort differences in network
connection correlations illustrate how a holistic examination of
the EF system that accounts for Common EF can reveal novel
insights into how these processes develop, beginning to resolve the
inconsistencies across the literature that have emerged from the use
of a reductionist framework that treats components as distinct, but
correlated constructs.

4. Discussion

This study exemplified a feasible analytical technique for testing
the differentiation hypothesis and for revealing new insights into
the developmental trajectories of EFs. It further demonstrated
how methodological choices can influence conclusions and
interpretations around the organization of EFs, particularly in
developmental populations. By comparing and contrasting the
results across analytic techniques, we can bring a new lens to
the inconsistencies in the number of EF components in children
reported in the literature to date and, with further investigation,
resolve them. Ultimately, this work can lay the groundwork towards
building a clearer consensus on which EFs emerge on what timeline,
and what factors might influence their development.

By applying network analysis techniques, we established a clear
developmental timeline of EF organization in our sample and
revealed several critical insights into how three EFs examined in the
current study evolve over time. First, while both modeling methods
used in our analyses point to organization of the examined EFs
stabilizing around 5th grade, network analyses were unambiguous
in the number of EF components at each timepoint. Network
analyses of this sample revealed that a single, undifferentiated
component of EF is an unlikely organization for any age in grades 3
through 8. Second, both methods suggest greater variability in the
3rd–4th grade cohort and continued refinement from 5th through
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FIGURE 2

Results of network analysis and community detection for each cohort and timepoint. Strength of the connection between task performance is
indicated by line thickness; thicker lines indicate a stronger relationship between two tasks. Edges between -0.1 and 0.1 are not shown for
visualization purposes. Connections between tasks are further categorized as either within community (black) or between community (red); weaker
and fewer between community connections compared to within community connections is consistent with more distinct communities.
Community detection algorithms indicate a two-community organization for the 3rd–4th grade cohort that differentiates into a three community
structure by about 5th grade. Fluctuations in grouping and magnitude of edge weights across older cohorts suggests continued subtle development
for older students. WM, working memory; CM, context monitoring; IR, interference resolution; B. span, backward spatial span; F. span, forward
spatial span; Sust Attn, sustained attention; Impul Attn, impulsive attention.

at least 8th grade, but only network analysis revealed which EFs
are developing and in what way. Our methods revealed that the
variability in the 3rd– 4th grade cohort sample was likely due
to development and not to traditional constraints such as sample
size and measurement differences. Finally, unlike latent variable
analysis, the metrics generated from network analyses were used to
gain further insight into the development of EFs and develop new
hypotheses around their trajectories.

This study presents innovative methods for understanding
precisely how EFs differentiate across middle childhood. Adaptive
algorithms in our EF assessments allow us to meet the learner where
they are, regardless of ability and without making assumptions
about skill level according to demographic variables such as age
and allow for multiple assessments within-subject over time. Using
our novel technology, we administered assessments to large groups

of children at once, affording us a larger sample size for each age
group studied. These large samples of students, who completed the
same tasks that presented a similar degree of challenge according
to individual performance, represent a unique dataset from which
to understand three EFs. Paired with simulation results, we can
be more confident that differences seen between cohorts are
developmentally-related—not merely due to differences in sample
size or task difficulty. In this way, we overcame one pernicious
limitation in the extant literature, which has commonly had to use
different tasks for different age ranges (e.g., McAuley and White,
2011; Camerota et al., 2020; though see Van der Ven et al., 2012;
Boelema et al., 2014) or seen ceiling effects in performance by older
students (e.g., Lee et al., 2013).

Using a network analytic approach and leveraging the power of
this dataset, we were able to explore new avenues for understanding
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TABLE 4 Correlations of network connections between network models.

Timepoint 3rd–4th grade cohort 5th–6th grade cohort 7th–8th grade cohort

1 2 3 4 1 2 3 4 1 2 3 4

3rd–4th grade cohort 1 1.00

2 0.40
[0.03, 0.67]

1.00

3 0.36
[-0.02, 0.64]

0.32
[-0.06, 0.62]

1.00

4 0.41
[0.05, 0.68]

0.32
[-0.06, 0.62]

0.45
[0.09, 0.7]

1.00

5th–6th grade cohort 1 0.48
[0.13, 0.72]

0.56
[0.23, 0.77]

0.54
[0.2, 0.76]

0.43
[0.07, 0.69]

1.00

2 0.37
[0, 0.65]

0.34
[-0.04, 0.63]

0.41
[0.04, 0.68]

0.51
[0.17, 0.74]

0.39
[0.01, 0.66]

1.00

3 0.43
[0.07, 0.69]

0.48
[0.13, 0.72]

0.47
[0.12, 0.72]

0.43
[0.07, 0.69]

0.75
[0.52, 0.88]

0.67
[0.4, 0.84]

1.00

4 0.36
[-0.01, 0.65]

0.51
[0.18, 0.74]

0.64
[0.34, 0.82]

0.55
[0.22, 0.76]

0.62
[0.32, 0.81]

0.58
[0.27, 0.79]

0.63
[0.33, 0.81]

1.00

7th–8th grade cohort 1 0.36
[-0.02, 0.65]

0.55
[0.23, 0.77]

0.42
[0.05, 0.68]

0.43
[0.07, 0.69]

0.57
[0.25, 0.78]

0.41
[0.04, 0.68]

0.60
[0.3, 0.8]

0.52
[0.18, 0.75]

1.00

2 0.34
[-0.04, 0.63]

0.54
[0.21, 0.76]

0.50
[0.16, 0.74]

0.42
[0.05, 0.68]

0.71
[0.46, 0.86]

0.60
[0.29, 0.79]

0.72
[0.47, 0.86]

0.69
[0.42, 0.84]

0.66
[0.38, 0.83]

1.00

3 0.54
[0.21, 0.76]

0.62
[0.33, 0.81]

0.39
[0.02, 0.67]

0.47
[0.12, 0.72]

0.72
[0.47, 0.86]

0.65
[0.37, 0.82]

0.78 [0.58, 0.9] 0.69
[0.42, 0.84]
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the development of EF as a dynamic interconnected network of
skills that can align behavioral and neural models. Our series of
analyses provide converging evidence that the period from third to
fourth grade is one of great change in the structure and organization
of EFs compared to later periods in development. Not only did
both latent variable and network analysis show a greater degree of
variability in the model that best represents organization of EFs, but
the between network correlations between edge weights support
characterizing organizations as “unstable”. This pattern of findings
may suggest individual differences in component differentiation
that should be explored in future research. Experience may drive
differentiation rates to differ across children. Further, individual
differences in differentiation rates may also explain differences in
the number of EF components found in this age range. For example,
studies have shown students might differentially employ EFs based
on, for example, pubertal stage, socioeconomic background, et
cetera (Haft and Hoeft, 2017; Doebel, 2020). Such differences in
the way individuals employ EFs may also impact the trajectory of
differentiation of these EFs. Understanding the potential paths in
development and how they can be influenced by life experience
will be critical in fostering continued growth of EF skills (Best and
Miller, 2010).

In the current study, network analysis allowed us to go
beyond assessing the stability of the number of components
across development and extend our assessment to the stability
of component composition. As discussed, the 3rd–4th grade
cohort in this study was highly variable across time, showing
a different combination of components at each of the four
timepoints examined. However, this variation in organization was
not restricted to the youngest cohort; the 5th–6th grade cohort
studied here showed a non-hypothesized organization at timepoint
1, namely, Flanker grouping with context monitoring rather than
interference resolution, and Sustained Attention grouping with
interference resolution. This finding, consistent with prior work
showing protracted development of EF skill (Davidson et al., 2006),
emphasizes that EFs may manifest or be deployed differently across
development, and tasks shown to measure one construct in adults
may measure a different one in children (Morra et al., 2018). Such
potential differences in how EFs might be employed to accomplish
a task across development were missed when using a latent variable
model approach, and may help explain the inconsistencies in the
extant literature regarding the number of components in this age
range (Lee et al., 2013). Latent variable analysis does not allow for
statistically comparing models with different configurations of the
same indicators. As such, alternate configurations are often not
investigated. During a period of such developmental instability, the
differences in the tasks used to measure each component and the
metric of skill on each of those tasks across studies could result in
many acceptable models of the data. Without a data-driven method
for determining which EF component a task reflects, researchers
are left with an untenable number of configurations to test.
Indeed in the current study, such configurational differences were
missed with factor analysis, since the theory-driven configuration
of EFs fit reasonably well, and there was no indication a different
configuration might better represent EF constructs. Considering
alternative approaches such as the network analysis shown here can
add to our understanding of the measurement approach that best
represents EFs across the lifespan (Camerota et al., 2020).

Importantly, the use of network analysis to test the
differentiation hypothesis allowed for the examination of
how different EFs become distinct from not only each other,
but from Common EF. To date, only one other investigation
to our knowledge has used analytic methods that support such
an investigation (Hartung et al., 2020). While this investigation
examined different EFs than those studied here (specifically,
Working Memory, Switching, Updating, and Inhibition), the
results are largely complementary. Specifically, Hartung and
colleagues analyses indicated that in younger children age 8–10,
EFs were highly correlated with one another, suggesting little
differentiation between Common EFs and individual components
at this age. Further, Inhibition, most similar to the CM and
IR examined here, became increasingly differentiated by about
age 10, consistent with the finding from the current study that
organization of CM, IR, and WM stabilized around 5th grade,
or age 10. Finally, a primary finding from Hartung et al.’s (2020)
investigation was the lack of a uniform pattern of development
across either components or individual tasks, suggesting a more
nuanced pattern of developmental trajectories, consistent with
the findings from the current study. Both studies underscore
the importance of carefully considering which components are
measured in what way, and whether the relationships between
tasks and EFs seen in adults holds true for childhood populations.

4.1. Limitations and future directions

This study makes significant strides in our approach to measure
and model EFs, improving on several critical limitations in the
field. Yet, further advancements are needed to build upon and
address limitations of this work, particularly regarding the scope of
EFs assessed and the availability of statistical methods to compare
network models longitudinally.

4.1.1. EF measurement
Developing a novel, adaptive battery of EF tasks for all ages and

abilities was not without its challenges, and a future iteration of
this battery that addresses many of the challenges encountered here
is already underway. This iteration, called ACE Explorer (ACE-X)
is currently undergoing large-scale norming and validation with a
nationally representative sample across ages 7–107. A key challenge
with using ACE-C concerned the design decisions made when
modifying tasks for large-group assessment and to incorporate
adaptive algorithms. Specifically, in this study, the WM component
was only indexed by two measures, which limited the type of latent
variable model that could be constructed and tested here. While
a third task hypothesized to measure WM, Filter, was originally
included in the ACE-C battery, it used a different adaptive
mechanism, which resulted in age-related differences in challenge
level, and ultimately its exclusion from the current analysis.
Consequently, we could not test certain factor configurations
without rendering the models uninformative. In ACE-X, we have
aligned the adaptive mechanism to use the response window in the
same manner as the majority of other tasks in the battery, which
has resulted in more consistent challenge-levels across age groups.

Further, as with any investigation that does include an
exhaustive assessment of all potential EFs, the conclusions
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concerning developmental trajectory of EFs can only be applied to
what was examined. The components examined via ACE-C were
not intended to be an exhaustive list of potential EF components,
and notably, not all components intended to be measured with
ACE-C were able to be included. Due to time constraints associated
with in-school testing sessions, we were limited in the number
of tasks that could be administered, and we chose to focus on
tasks commonly used to assess EFs and cognitive control across
both the adult and developmental literature to better bridge our
understanding of these constructs across the lifespan. Further, while
we did administer a task intended to assess the cognitive flexibility
component of EF, a technical malfunction in the analytics for this
task prevented its inclusion in the current study. As such, one
prominent EF component was not assessed here, though this issue
has been corrected in the ACE-X battery.

Additionally, careful consideration must be given to the terms
that are used to discuss EF components, and how those terms
are reflected by the task designs used in each investigation.
For example, the Stroop task has been considered to measure
inhibition when the verbal response mechanism is used, but
interference resolution when a motor response mechanism is
used, as is the case in the current study. Further, while the
components put forth by Miyake and colleagues (Miyake et al.,
2000b; “updating”, “inhibitory control”, and “cognitive flexibility”)
are the most frequently examined components (Karr et al., 2018)
they are often inconsistently defined across the literature. In
particular, the “inhibitory control” component is often measured
with a combination of tasks that involve both the “interference
resolution” and “context monitoring” aspects of cognitive control
(see Diamond, 2013 for review). However, neural data from
both children and adults indicate these are indeed two separate
components (Bunge et al., 2002). By including additional tasks
(e.g., Boxed and Tap and Trace) and separating inhibitory control-
related tasks into those in which a response must always be made
(interference resolution) and those in which a participant must
decide whether to make a response or not (context monitoring),
the ACE-C battery is able to bring further specificity to the
characterization of EFs in middle childhood.

Similarly, though, the “working memory” component of EF
would benefit from increased precision around its definition,
and therefore measurement. The field has not yet reached a
consensus on whether “short term memory” is distinct from
“working memory” and whether these constructs might differ
across development as this component evolves. While the inclusion
of both a forward and backward span in the ACE-C battery was
done in keeping with their widespread use in clinical practice to
assess what is referred to as “working memory” (see Berch et al.,
1998), these two tasks do not exhaustively capture all potential
aspects of the construct. Indeed, in this investigation we used the
term “working memory” rather than “updating” as is used in the
most commonly cited model of EF components (Miyake et al.,
2000b) because the Forward Spatial Span task does not strictly fit
with the component conceptualized as “updating”. By including
additional tasks that tap different aspects of “working memory”,
such as the Filter task that examines the ability to remember task-
relevant information while ignoring task irrelevant information
(Luck and Vogel, 1997), we can further understand the composition
of this construct and bring increased specificity to how it is
discussed and measured.

Finally, future directions for the ACE battery include increasing
its capabilities as a measurement tool of multiple components
of EF. First, ACE-X has been made more inclusive by using a
color palette compliant with the Americans with Disabilities Act to
ensure individuals who are colorblind can use the battery. Second,
to build on to the engaging design that afforded us high retention
and compliance rates in this study, ACE-X incorporates the battery
of tasks into a cohesive story to further motivate participants
to complete the full battery. Finally, the large-scale validation
efforts and norming with a nationally representative population will
further allow us to replicate the results shown here in additional
populations, including within sub-populations represented but not
separately examined in this study (e.g., students with learning
disabilities). In this way, we will be able to replicate and extend the
results of the current study, to better understand additional factors
that may impact the developmental trajectory described here.

4.1.2. EF modeling
This study demonstrated a new approach to modeling EFs

that better accounts for the unity while examining the diversity
of EFs. Yet, this methodological approach must continue to be
built upon to fully model the development of EFs. Indeed, there
were methodological challenges related to comparing two analytical
approaches in testing the differentiation hypothesis. For example,
we intentionally did not explicitly model the dependency of
multiple observations per student that occurs with longitudinal
data in either analytic approach. While it is possible to model
using factor analysis, development of network models that can
handle longitudinal data are still in their infancy (though see
Deserno et al., 2021). To keep the general modeling strategy
consistent and inferences comparable, we treated all observations
as independent in both approaches. However, this strategy is
unlikely to have affected the results for two reasons. First, without
accounting for within-person changes, within-cohort comparisons
were more conservative than necessary. Second, we did not perform
tests that were likely to be affected by treating observations
as independent. Nonetheless, as network analytic methodology
continues to advance, so too must the methods used to reveal the
evolution of EF structure advance.

Further, neither modeling approach was able to simultaneously
account for Common EF and provide statistical comparisons
between models of differing complexity. With latent variable
analysis, it is a straightforward process to compare whether a
model with more factors fits statistically better than a model
with fewer factors. These capabilities, though, are currently
limited with network models (though see Epskamp et al., 2021).
Community detection algorithms provide a likely grouping for
task performances, but there is no index to statistically determine
whether a two-community network explains EFs just as well
as a three-community network, for example. However, existing
methods for accounting for Common EF in the latent variable
approach preclude such statistical comparisons between models,
leaving the theoretical problem of how to account for Common
EF in the context of differentiation of components with this
approach unresolved. To date, the benefits of the network analysis
approach, which accounts for commonality among all EF task
performances rather than treating it as a separate component
entirely, presents a promising solution for accounting for Common
EF. The rapidly emerging statistical approaches for testing network
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model complexity position this technique as the path forward in
establishing the developmental trajectory of EFs.

The future potential for network analysis to help us understand
complex cognitive constructs is bright. Researchers in related fields
have already begun to capitalize on information gained from
taking a network analytic perspective to understand other cognitive
processes. For example, Kan et al. (2020) demonstrated how fit
statistics can be obtained for network models, allowing a direct
comparison between network and latent variable models. As such,
future research could directly compare a variety of configurations
of EF modeled using latent variable analysis to those using
network analysis to determine which organization best fits observed
EF performance. While outside the scope of the current paper,
researchers in the field of intelligence have used this approach to
show that modeling aspects of intelligence as being mutually and
reciprocally related through a network framework is favored over
modeling an overarching umbrella component (“g”) in a latent
variable framework (Kan et al., 2019). Given this field’s similar
dilemma around how to quantify developmental differentiation
in the presence of task commonality (Molenaar et al., 2010), we
anticipate such investigations in EFs will be similarly fruitful for
determining which modeling approach better reflects the unity and
diversity of EFs and for elucidating the mechanisms through which
skill changes arise.

Further, as methods for appropriately modeling longitudinal
data emerge, network analysis provides an avenue for
understanding the potential reciprocal relationships among EFs
over time (Deserno et al., 2021). For example, in a separate study we
are examining how growth in performance on individual tasks are
connected. By using a network framework for investigating EF skill
growth, we can evaluate whether the same communities formed
when modeling contemporaneous ties between task performances
also emerge when looking at their patterns of growth across time.
Such evidence would reinforce the identity of the communities
as distinct components of EF and allow us to answer whether
components of EF emerge independently or in tandem with other
components.

Such insights into the development of EFs are critical for
advancing our understanding of how they influence, and can be
influenced by, internal and external factors. For example, EFs
are often the focus of educational interventions with the goal of
improving academic-related outcomes (see e.g., Diamond and Lee,
2011; Titz and Karbach, 2014; Jacob and Parkinson, 2015). Network
analysis is well-poised to generate hypotheses regarding which
EF tasks or components might be more likely to transfer outside
a training regime, which can then guide future training studies.
Indeed, the findings from the current study provide a clear set of
testable hypotheses: given that the cross-sectional network models
found here suggest that WM is less strongly connected to other EF
components, future training studies should test the hypothesis that
training a highly connected component such as IR would be more
likely to result in transfer to other EFs compared to training on the
less-well connected WM component.

4.2. Conclusion

The findings from this study showcase how advances in
assessing EFs and an increasingly popular modeling technique,

network analysis, can be applied to the field of EFs to better
align behavioral and neural investigations. The dual paradigm
shifts to network analysis using adaptive measures provide a
promising pathway for refining and specifying our understanding
of how EFs develop. These insights can in turn be applied to
advance our understanding of EFs’ wide-reaching impact on factors
related to physical and cognitive health across the lifespan (Zelazo
et al., 2016). Together, our improved methodological approaches to
measuring EFs can lead to the development of improved methods
for supporting EFs and providing students the proper foundation
they need for learning and future educational success.
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Objectives: Attention-deficit/hyperactivity disorder (ADHD) is one of the most

widespread and highly heritable neurodevelopmental disorders affecting children

worldwide. Although synaptosomal-associated protein 25 (SNAP-25) is a possible

gene hypothesized to be associated with working memory deficits in ADHD, little

is known about its specific impact on the hippocampus. The goal of the current

study was to determine how variations in ADHD’s SNAP-25 Mnll polymorphism

(rs3746544) affect hippocampal functional connectivity (FC).

Methods: A total of 88 boys between the ages of 7 and 10 years were recruited for

the study, including 60 patients with ADHD and 28 healthy controls (HCs). Data

from resting-state functional magnetic resonance imaging (rs-fMRI) and clinical

information were acquired and assessed. Two single nucleotide polymorphisms

(SNP) in the SNAP-25 gene were genotyped, according to which the study’s

findings separated ADHD patients into two groups: TT homozygotes (TT = 35)

and G-allele carriers (TG = 25).

Results: Based on the rs-fMRI data, the FC of the right hippocampus and left

frontal gyrus was evaluated using group-based comparisons. The corresponding

sensitivities and specificities were assessed. Following comparisons between the

patient groups, different hippocampal FCs were identified. When compared to TT

patients, children with TG had a lower FC between the right precuneus and the

right hippocampus, and a higher FC between the right hippocampus and the left

middle frontal gyrus.

Conclusion: The fundamental neurological pathways connecting the SNAP-25

Mnll polymorphism with ADHD via the FC of the hippocampus were newly

revealed in this study. As a result, the hippocampal FC may further serve as an

imaging biomarker for ADHD.
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1. Introduction

One of the most common mental conditions, attention-
deficit/hyperactivity disorder (ADHD), affects almost one in
20 children and adolescents globally and is characterized
by fundamental symptoms of hyperactivity, impulsivity, and
inattention (Bauermeister et al., 2007; Polanczyk et al., 2007;
Mohammadi et al., 2021). ADHD is associated with various
structural and functional abnormalities in the hippocampus, a brain
region known for its importance in memory functions (Rapport
et al., 2008; Kasper et al., 2012; Irwin et al., 2021).

The hippocampus plays a crucial role in spatial navigation
and consolidation of information from short-term to long-term
memory (Bird and Burgess, 2008; Zhong et al., 2020). Studies have
reported mixed findings on hippocampal morphology in ADHD
patients, with some suggesting larger volumes as a compensatory
reaction to impaired temporal processing (Plessen et al., 2006),
while others have related lower hippocampal volumes to more
severe ADHD symptomatology (Papadopoulos et al., 2021).

As research progresses, increasing attention has been placed
on the relevance of genetic factors and their relationship to
ADHD, particularly through the application of neuroimaging
techniques, such as resting-state functional magnetic resonance
imaging (rs-fMRI), structural MRI, and diffusion tensor imaging
(DTI). These studies have investigated various gene polymorphisms
that could influence brain function, connectivity, and structure
related to ADHD. For instance, certain dopaminergic genes, like
DAT1 (SLC6A3) and DRD4, have shown significant associations
with ADHD (Shaw et al., 2007; Bralten et al., 2013). rs-fMRI
investigations found altered fronto-striatal FC in the presence of
these gene polymorphisms, which is partly consistent with the
dopamine hypothesis of ADHD (Durston et al., 2004; Posner M.
I. et al., 2014). It is also worth mentioning the alterations found in
striatal volumetry, where the volumes of the caudate and putamen
have been tied to the DAT1 genotype (Greven et al., 2015).

Another gene of interest in ADHD neuroimaging is the
brain-derived neurotrophic factor (BDNF) gene. Reductions in
gray matter volume in prefrontal and limbic structures were
associated with the BDNF Val66Met polymorphism, which plays
a role in neuronal survival, growth, and differentiation (Gerritsen
et al., 2012). Moreover, this polymorphism showed altered
default mode network connectivity in individuals with ADHD,
providing evidence for the involvement of BDNF in ADHD-
specific alterations in FC (Lawrie, 2020; Woelfer et al., 2020).

Additionally, the catechol-O-methyltransferase (COMT) gene
has been investigated in the context of ADHD. The COMT
Val158Met polymorphism is associated with altered fronto-striatal
connectivity (Nackley et al., 2006), and it has been linked to
cognitive performance and behavioral ratings in ADHD children
(Hoogman et al., 2013). Furthermore, COMT has been found to
modulate the influence of the DAT1 gene on striatal volumes,
suggesting a potential interaction between the two genes (Onnink
et al., 2015).

Similarly, serotonin-related genes, such as the serotonin
transporter (5-HTT) gene and the serotonin 2A receptor (HTR2A)
gene, have also been examined, as imbalances in the serotonergic
system are thought to contribute to ADHD (Oades, 2007). A study
by van Rooij et al. (2015) found that both the 5-HTTLPR
polymorphism of the 5-HTT gene and the T102C polymorphism

of the HTR2A gene were associated with alterations in the fronto-
insula-parietal network.

Furthermore, the SNAP-25 gene, encoding the SNAP-25
protein, has been shown to play a significant role in the process of
synaptic vesicle fusion. This process is crucial for communication
between neurons, which in turn is critical for memory and
learning (Jahn and Scheller, 2006). The protein’s role is particularly
highlighted in the hippocampus, a brain region known for
its importance in the formation of new memories. SNAP-25’s
involvement in synaptic plasticity- a key mechanism in learning
and memory- has been reported in several studies. For instance,
a study by Osen-Sand et al. (1996) discovered that SNAP-25 is a
critical component of the synaptic vesicle fusion machinery that
enables the fast, calcium-triggered release of neurotransmitters.
Furthermore, SNAP-25 levels were found to be elevated in
the hippocampus of rats during learning tasks, suggesting their
involvement in memory consolidation (Hardingham et al., 2010).
The protein’s impact on axonal growth could also indirectly affect
memory and learning processes. A study by Martinez-Arca et al.
(2003) showed that SNAP-25 regulates axonal elongation and
specification, suggesting its role in the establishment of neural
networks, which form the physical substrate of memory. Moreover,
SNAP-25’s association with ADHD has been linked to its role in
cognitive functions, including memory. ADHD is characterized
by attention deficits and hyperactivity but often involves impaired
memory function as well. Therefore, the association between
SNAP-25 and ADHD could provide an indirect line of evidence
for the role of SNAP-25 in memory and learning (Gizer et al.,
2009). A study by Gosso et al. (2006) further strengthens the
case for the involvement of SNAP-25 in human intelligence. By
studying two different Dutch cohorts, the researchers found that
variations in the SNAP-25 gene were associated with differences in
human intelligence. Since intelligence is closely tied to learning and
memory, this provides additional evidence for SNAP-25’s role in
these processes.

While there have been some studies investigating
hippocampus-related functional connectivity (FC) alterations
in ADHD (Posner J. et al., 2014; Kowalczyk et al., 2022),
the relationship between hippocampal FC and ADHD
symptomatology requires further exploration. Our study aims
to expand existing knowledge with a focus on hippocampal
FC alterations and their connection to deficiencies in working
memory. Furthermore, we consider the potential effects of
the SNAP-25 Mnll variant on hippocampal FC in children
with ADHD, building on previous findings that demonstrated
significant relationships between rs3746544 polymorphisms and
brain connectivity, as well as working memory (Wang et al., 2018;
Yang et al., 2022).

Consequently, the SNAP-25 gene has been shown to play a
role in ADHD. In this study, we further investigate its impact by
categorizing ADHD patients into subtypes based on their SNAP-
25 genotypes. We hypothesize that these genotypic subtypes might
exhibit different patterns of functional connectivity, thus providing
a more nuanced understanding of ADHD.

We expect our findings to provide additional insights into
the underlying neurobiological mechanisms linking SNAP-25 gene
variations with ADHD symptomatology and working memory
deficits. This deeper understanding may not only enhance
the accuracy of ADHD diagnosis but also contribute to the
development of personalized intervention strategies. For instance,
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if the effects of the SNAP-25 Mnll variant on hippocampal FC
are found to be significant, targeted therapies could be designed
to address these changes and improve working memory in
children with ADHD.

2. Materials and methods

2.1. Participants

This study recruited 60 children with ADHD aged between
7 and 10 years from Shenzhen Children’s Hospital through a
carefully planned collaboration with local schools and pediatric
clinics. Our primary goal was to investigate the relationship
between hippocampal functional connectivity (FC) alterations
and ADHD symptomatology, as well as assess the impact of
these alterations on working memory performance in children
with ADHD. Prior to enrollment, clinicians at the Shenzhen
Children’s Hospital identified potential participants and informed
their parents about the research study. All participants and their
parents were interviewed by experienced clinicians to confirm or
exclude a diagnosis of ADHD or any other psychiatric disorder
using a clinical interview and the Schedule for Affective Disorders
and Schizophrenia for School-Age Children–present and lifetime
version (K-SADS-PL) (Kaufman et al., 1997), based on the DSM-V
criteria (Association and Others, 2013).

Children with ADHD were required to meet the following
inclusion criteria: (1) 7–10 years old, (2) educated in private or
public schools, and (3) diagnosed with ADHD. Healthy control
subjects had the same age and education requirements as ADHD
subjects. The exclusion criteria for both groups included a history
of head injury with loss of consciousness, severe physical disease or
neurological abnormalities, drug or substance misuse, full-scale IQ
measured by Wechsler Intelligence Scale for Chinese Children-IV
(WISC-IV-Chinese) below 70, prescription medications for ADHD
or other medical conditions used over the long term, and comorbid
conduct disorder or Oppositional Defiant Disorder (ODD).

To better understand the relationship between ADHD
symptoms and participant characteristics, we assessed ADHD
symptomatology using the Conners’ Parent Rating Scale (Conners
et al., 2011), which encompassed various factors such as
delinquent behaviors, learning problems, psychosomatic disorders,
hyperactivity, anxiety, and impulsivity.

The MRI scans were only performed on participants who were
right-handed dominant, had no visible abnormalities on their MRI
images, and did not have a history of claustrophobia. ADHD
participants presented with six or more inattentive symptoms
as well as six or more hyperactive/impulsive symptoms, and in
subsequent statistical analysis, the summing severity scores of each
symptom were used as indicators of symptom severity.

As discussed in section “2.3. Genotyping for the detection
of SNAP-25 MnII variants” below, we subdivided these ADHD
subjects into two subgroups based on their SNAP-25 rs3746544
genotypes, to study the potential correlation between certain
genotypes and FC alterations in ADHD symptomatology. The
breakdown was as follows:

1. TT homozygotes: 35 participants
2. G-allele carriers (TG): 25 participants

The healthy control group did not undergo genotyping, as our
study was focused exclusively around ADHD symptomatology and
the potential connection to specific genotypes.

All children and their parents were informed about the
purpose and procedures of the study. Children gave their assent to
participate, and their parents provided written informed consent
on their behalf. The Shenzhen Children’s Hospital Medical Ethics
Committee approved this study. All methods were performed in
accordance with relevant guidelines and regulations.

2.2. Assessments of ADHD symptoms,
cognitive function, and clinical outcomes

Attention-deficit/hyperactivity disorder patients, along with
TT homozygotes, G-allele carriers, and HCs, underwent an
exhaustive set of cognitive and behavioral evaluations. Parents of
the participating children completed the Conners’ Parent Rating
Scale (Conners et al., 2011). This comprehensive questionnaire
assesses a variety of behavioral and cognitive concerns, capturing
key factors such as learning problems, hyperactivity, anxiety,
impulsivity, and delinquent behavior.

Cognitive function was evaluated using the Wechsler
Intelligence Scale for Children, Fourth Edition- Chinese version
(WISC-IV-Chinese) (Yang P. et al., 2013), a globally accepted
intelligence test for children aged 6 to 16 years. The WISC-
IV-Chinese, administered by trained professionals, provides a
Full-Scale Intelligence Quotient (FSIQ) along with several other
indices including the Verbal Comprehension Index (VCI), the
Perceptual Reasoning Index (PRI), the Working Memory Index
(WMI), and the Processing Speed Index (PSI).

These evaluations are crucial to understanding the cognitive
and behavioral profiles of our participants. In this study, we
employed the original summary scores for each index from the
WISC-IV-Chinese and each factor from the Conners’ Parent Rating
Scale. Our comprehensive assessments of ADHD symptoms and
cognitive functions provide us with a rich dataset that can be
correlated with the observed FC alterations in our study. Such
correlations may elucidate the clinical implications of the FC
alterations we identified and may provide further insights into the
symptomatology and cognitive profile associated with ADHD.

2.3. Genotyping for the detection of
SNAP-25 MnII variants

Following the manufacturer’s guidelines, peripheral venous
blood samples were collected from the participants, and SNAP-
25 rs3746544 genotyping was carried out using the Flexi Gene
DNA Kit (QIAGEN, Germany). Rs3746544 had a forward primer
of 5′ TTCTCCTCCAAATGCTGTCG 3′ and reverse primer of 5′

CCACCGAGGAGAAAATG 3′. EX-Taq polymerase and GC buffer
(Takara, Dalian, China) were used in a thermocycler to perform
the polymerase chain reaction (PCR) amplification (Biometra,
Germany). A denaturing cycle at 94◦C for 2 min was followed by
30 cycles of 94◦C for 30 s, 52◦C for 30 s, 72◦C for 45 s, and finally
an extension step at 72◦C for 8 min, in the PCR technique. The TT
homozygote group had 35 members (TT group = 35), whereas the
TG group had 25 G-allele carriers (TG group = 25).
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We decided to concentrate on the TT homozygotes and the TG
G-allele carriers. The distribution of these genotypes in our sample
is approximately balanced (TT group = 35, TG group = 25). This
distribution was not designed to reflect population prevalence or
vulnerability to ADHD. Instead, it aimed to provide a balanced
dataset for comparing functional connectivity patterns.

2.4. Resting-state fMRI data acquisition

The Radiology Department of Shenzhen Children’s Hospital in
Shenzhen, China, used a 3.0-T system scanner (Siemens Magnetom
Skyra) to collect rs-fMRI data from each participant. The following
parameters were used in the echo-planar imaging (EPI) process
to acquire the rs-fMRI data: repetition time (TR) = 2000∼ms;
echo time = 30∼ms; flip angle = 90◦; matrix size = 64 \times
64; 32 axial slices; field of view = 24 \times 24 cm2; slice
thickness = 3 mm; no gap. Structure 3D-MPRAGE: T1 Repetition
Time [TR, ms] = 2300 ms, Echo Time [TE, ms] = 2.26;
Number of Averages = 1.0, Slice Thickness = 1.0 mm, Field of
View (FOV) = 256 mm.

2.5. Data pre-processing

The DPARSF (v5.1) toolkit (Yan et al., 2016) was used to
preprocess the data using SPM12.1 The image preprocessing in the
analysis as follow: the first 10 volumes were dropped because of
the instability of the initial magnetic resonance imaging data and
the participants’ adaptation to the experimental apparatus. First,
the slice time corrected, remaining 230 volumes were realigned
to account for the head movement. The head motion criterion
of translation <3 mm or rotation <3◦ in any direction was used
to retain all patients with ADHD. Subsequently, the data were
normalized and resampled into 3 mm× 3 mm × 3 mm voxels.
The time course of each voxel was regressed to remove unwanted
factors such as the global signal, white matter signal, cerebrospinal
fluid signal, and Friston-24 parameters of head motion. To lessen
the impact of low-frequency drift and high-frequency physiological
noise, the data were linearly detrended, filtered at 0.01–0.08 Hz,
and smoothed with a 6 mm full-width-at-half-maximum Gaussian
kernel. The calculation of frame-wise displacement (FD) across the
time point for each participant was then performed to evaluate head
motion. The bad time point and its 1-back and 2-forward volumes
were finally estimated by cubic spline interpolation using scrubbing
methods (Power et al., 2012) at an FD threshold of 0.5 mm.

2.6. Head of motion

Jenkinson et al. (2002) relative root-mean-square method was
used to eliminate the mean FD produced during the scanning
procedure. The mean FD (Jenkinson) was calculated to assess
voxel-wise motion differences between the three groups. The mean
FD did not differ significantly between the [HC (0.05 ± 0.02),
TT homozygotes (0.05 ± 0.04) and G-allele carriers (0.05 ± 0.1)]
groups (P < 0.6).

1 https://www.fil.ion.ucl.ac.uk/spm/software/spm12/

FIGURE 1

Representation of the seed regions for left and right hippocampus.
The figure shows axial, coronal, and sagittal views of the brain with
seed regions for (A) left and (B) right hippocampus highlighted.
These regions were selected as the regions of interest for our
functional connectivity analyses. Coordinates are presented in the
Montreal neurological institute (MNI) standard space (left
hippocampus: x = –36, y = –26, z = 0; right hippocampus: x = –30,
y = 30, z = –5).

2.7. Hippocampus FC statistical analysis

To compare the FC maps between the three groups (TT,
TG, and HC), one-way ANOVA was performed. Age and FD
were regressed as covariates. The basic threshold used for
the data provided here was voxel-wise p < 0.001, cluster-
level p < 0.05, and GRF-adjusted. Then, by averaging the
Z-scores of each peak coordinate, we identified the functional
connectivity signals that revealed distinct variations across the three
groups. Brain regions that had undergone numerous compression
corrections were subjected to post hoc analysis of two-tailed
ANOVA tests to ascertain the direction of FC change between
the three. Statistical significance was defined as p < 0.05/4
(Bonferroni’s corrected). Using the Montreal Neurological Institute
(MNI) atlas, a standardized and internationally recognized spatial
framework, we identified the exact location and boundaries of
the hippocampus. We aligned our subjects’ brain images to this
atlas, effectively superimposing the predefined hippocampal region
onto each subject’s brain image. We then visually confirmed
the alignment and made necessary adjustments to ensure an
accurate fit. This rigorous process ensured the consistency of our
hippocampal ROI across all subjects. Figure 1 illustrates the process
of alignment and confirmation. Table 2 provides a summary of the
different brain areas.

2.8. Partial correlation analysis

The FC values that significantly deviated from the baseline were
extracted, and partial correlation analysis was used to examine the
relationship between the altered FC (FC values for FSIQ and the
mean value of the right precuneus) and ADHD symptom severity,
working memory scores, and Conners’ scale scores. This was done
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while controlling for nuisance covariates such as age, grade, and
mean FD. An uncorrected p < 0.05 threshold was used as the
statistical significance criterion.

It is important to note that IQ was not included as a covariate
in this analysis. While IQ is often used as a covariate in many
neurodevelopmental studies, there are compelling reasons to avoid
such an approach. As argued by Dennis et al. (2009), IQ scores
are highly dynamic, reflecting an individual’s overall functional
outcomes shaped by a myriad of factors, including genetics,
biological status, cognitive capabilities, educational attainment,
and personal experiences. Therefore, employing IQ as a covariate
could potentially result in an “overcorrection” of our data, yielding
skewed or counterintuitive results. Given these methodological
considerations, we opted not to control for IQ in our analysis.

2.9. ROC analysis

The feasibility of employing z-variance as a diagnostic
biomarker for differentiating patients with ADHD from HCs was
evaluated using a support vector machine (SVM) built into the
LIBSVM library [LIbrary for Support Vector Machines (Chang and
Lin, 2011)]. Based on the data from the primary sample, ROIs were
specifically determined from group analysis.

Our ADHD patient groups utilized in the ROC analysis
comprised two genotypes: 35 TT homozygotes and 25 G-allele
carriers (TG). For the SVM classification, these ADHD patient
groups were split into two: one for training the classifier (n = 30)
and another for testing (n = 30). These groups were randomly
selected from our total pool of 60 ADHD patients and were
statistically comparable in terms of demographic information
and clinical characteristics. As detailed in Table 1, which
provides a breakdown of demographic and clinical characteristics
for the training and testing groups, we found no significant
differences between these two ADHD groups (p > 0.05 for all
variables), confirming the comparability of these groups for SVM
classification.

Although the genotypes were not differentiating factors in the
classifier training, they represent significant data that contribute
to a comprehensive understanding of ADHD symptomatology
and FC alterations.

For feature selection, the average ROI value for each participant
in the primary sample was retrieved and utilized as a feature. Prior
to SVM classification, feature data were normalized within each
ROI using z-score normalization (mean subtraction followed by
standard deviation scaling). This normalization process ensured
that features had equal weighting and did not introduce bias to the
classification performance.

To train the classifier, the normalized averaged ROI values were
used. In order to distinguish patients with ADHD from HCs in the
independent sample, the averaged z-variance values of the same
ROIs were obtained for each participant, normalized, and then
input into the classifier as features.

The statistical significance of the classification performance
[area under the curve (AUC) of the receiver operating characteristic
curves (ROC)] was determined using a non-parametric
permutation test. The actual group labels (ADHD and HC)
were randomly shuffled in each permutation test trial, and the
same classification process was used to determine the classification
accuracy score based on the shuffled dataset. This process was
repeated 5,000 times to assess the level of statistical significance
and obtain the p-value.

3. Results

3.1. Demographic characteristics and
clinical variables and clinical variables

Three TT homozygotes patients were excluded from further
analyses due to excessive head motion. The final cohort contained
35 TT homozygotes, 25 G-allele carriers, and 28 HC (Table 2).
No significant differences are found in term of age, gender,

TABLE 1 Demographic and clinical characteristics of ADHD training and testing sets.

Variables Training set (n = 30) Testing set (n = 30) Statistics p-value

Age, mean± SD 8.4± 0.81 8.6± 0.79 t = 0.8 0.43

Sex (male) M M χ2 = 0.0 1.00

Grade, mean± SD 2.9± 0.51 2.7± 0.55 t = 1.2 0.23

IQ scores, mean± SD 85± 7.05 86± 8.61 t = 0.6 0.55

WMI, mean± SD 89.5± 9.31 88.2± 9.75 t = 0.5 0.61

VCI, mean± SD 82.8± 8.61 83.5± 8.41 t = 0.3 0.76

PRI, mean± SD 94.9± 11.50 96.2± 11.75 t = 0.4 0.69

PSI, mean± SD 93.5± 11.40 92.9± 11.80 t = 0.2 0.84

Delinquent behaviors, mean± SD 1.13± 0.51 1.15± 0.49 t = 0.2 0.83

Learning problem, mean± SD 1.95± 0.57 1.98± 0.59 t = 0.2 0.84

Psychosomatic disorder, mean± SD 0.27± 0.31 0.26± 0.30 t = 0.1 0.91

Hyperactivity, mean± SD 1.62± 0.68 1.61± 0.65 t = 0.1 0.92

Anxiety, mean± SD 0.67± 0.56 0.68± 0.55 t = 0.1 0.91

Impulsivity, mean± SD 1.59± 0.49 1.60± 0.48 t = 0.1 0.92

ADHD, Attention deficit hyperactivity disorder; HC, Healthy control; SD, Standard deviation; WMI, Working Memory Index; VCI, Verbal Comprehension Index; PRI, Perceptual Reasoning
Index; PSI, Processing Speed Index. The statistics column refers to t-values obtained by independent samples t-test (for continuous variables) or χ2-values obtained by chi-square test (for
categorical variables).
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TABLE 2 Characteristics of demographics of the three genotypic groups.

Variables HC (n = 28) TT homozygotes
(n = 35)

G-allele carriers
(n = 25)

Statistics p-value

Age, mean± SD 8.9± 0.97 8.31± 0.79 8.84± 0.71 F = 0.8 0.011

Sex (male) M M M

Grade, mean± SD 3.03± 0.83 2.8± 0.45 2.6± 0.57 F = 0.7 0.021

IQ scores, mean± SD 90± 8.40 84± 6.93 87± 9.79 F = 1.9 0.041

WISC-IV-Chinese

Working memory index
(WMI), mean± SD

97.64± 9.95 90.11± 8.70 85.02± 9.87 F = 24.80 0.051

Verbal comprehension
index (VCI)

103.61± 8.82 82.11± 7.91 83.25± 11.93 F = 48.130 0.0481

Perceptual reasoning
index (PRI)

109.36± 11.61 96.78± 11.60 93.85± 10.76 F = 13.737 0.071

Processing speed index
(PSI)

103.64± 10.67 93.72± 11.24 92.35± 14.36 F = 7.263 0.021

Corners’ parent rating scale

Delinquent behaviors 0.63± 0.21 1.08± 0.55 1.18± 0.47 F = 8.322 0.051

Learning problem 0.74± 0.25 2.03± 0.54 1.86± 0.63 F = 43.050 0.0321

Psychosomatic disorder 0.15± 0.16 0.27± 0.31 0.26± 0.33 F = 1.200 0.3071

Hyperactivity 0.61± 0.31 1.59± 0.70 1.64± 0.64 F = 20.153 0.0501

Anxiety 0.45± 0.21 0.66± 0.55 0.68± 0.58 F = 1.444 0.2431

Impulsivity 0.44± 0.22 1.61± 0.51 1.47± 0.46 F = 18.660 0.021

HC, healthy control; ADHD, attention deficit hyperactivity; SD, standard deviation.
1One-way analysis of variance. F-values were obtained by 1-way ANOVA.

education level, handedness, mean FD, and the variance of FD
among the three groups (Table 2). A total of 35 TT homozygotes,
25 G-allele carriers, and 28 HC groups differed significantly in
clinical variables (Table 2). Patient demographic and descriptive
statistics are listed in Table 2. Based on the psychometric
evaluations presented in Table 2, there are some noticeable
differences between the TT homozygotes and the G-allele carriers.
TT homozygotes demonstrated lower scores in all WISC-IV-
Chinese indices compared to HC, and G-allele carriers showed
even lower scores in the Working Memory Index. In terms of
behavioral assessments from Conners’ Parent Rating Scale, both
TT homozygotes and G-allele carriers exhibited higher levels
of delinquent behaviors, learning problems, hyperactivity, and
impulsivity compared to HC, while no significant differences were
found in the manifestation of psychosomatic disorder and anxiety.

3.2. Main effect diagnosis FC between
the three groups TT, TG, and HCs in the
right/left

The 1-way ANOVA results indicated significant differences
in FC variability among the three groups (TT, TG, and HCs)
for the hippocampus seed regions (Figure 2 and Table 3; voxel
P < 0.001, cluster P < 0.05/2, controlling for age, grade level,
and the mean FD). Significant differences were observed between
the three groups in both the left and right hippocampus seeds.
Notably, significant differences in FC were found between the right
hippocampus seed and right precuneus (Figure 2A), as well as

between the left hippocampus seed and left middle frontal gyrus
(Figure 2B).

To further examine these differences, we conducted post hoc
two-sample t-tests for each significantly different region
(Figures 2A, B) among the two groups. Table 3 presents the
significant effects on FC for both the right and left hippocampus
seeds. A comparison of the TT and HC groups revealed a decreased
FC between the right hippocampal seed and precuneus, whereas the
TG group exhibited a decreased FC in the right hippocampal seed
when compared to the HC group (Figure 2A). Additionally, the
TT group demonstrated a decrease in FC between the left middle
frontal gyrus and the left hippocampus seed when compared with
the HC group (Figure 2B). In contrast, the TG group displayed
increased FC between the left hippocampus seed and left middle
frontal gyrus compared with the HC group as shown in Figure 2B.

3.3. Correlation between FC and clinical
variables

As shown in Figure 3, the partial correlation analysis,
controlling for age, showed that altered FC between the right
hippocampus and right precuneus in the TG group was negatively
correlated with IQ scores (r = −0.40, p = 0.04) (Figure 3A).
It also showed that altered FC between left hippocampus and
left middle frontal gyrus in TT group was negatively correlated
(r = −0.6, p = 0.02) (Figure 3B). No significant correlations were
found between other changes in the FC and other regions when
accounting for the control covariates.
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FIGURE 2

The FC of the left/right hippocampus with brain regions after comparing all three groups TT, TG, and HC with t-value of the FC connectivity
variance; (A) right hippocampus with right precuneus. Decreased FC in both TT group, and TG group, compared with HC group. (B) Left
hippocampus with left middle frontal gyrus. Reduced FC in both TT and TG group.

TABLE 3 Brain clusters showing a significant effect in the FC with right and left of the hippocampus.

Seed region Group
differences

Cluster
size

Z-score M N I TT
homozygotes

(n = 35)

G-allele
carriers
(n = 25)

HC
(n = 28)

X Y Z M ± SD M ± SD M ± SD

Right hippocampus Right precuneus 60 −5.09 16−56.18 0.19± 0.20 0.33± 0.19 0.33± 0.14

Left hippocampus Left middle frontal
gyrus

59 3.3 −27± 38.13 −0.04± 0.14 0.15± 0.10 0.01± 0.10

SD, standard deviation; M, mean value.

3.4. ROC analysis

Receiver operating characteristic analysis confirmed that HCs
and patients with ADHD can be distinguished based on FC between
the right hippocampus, right precuneus, and left middle frontal
gyrus. As shown in Figure 4, the AUCs of these connection
variability were significantly higher than those expected by chance
(Bonferroni’s correction). We obtained AUCs proportions between
0.7 and 0.82, which introduces an acceptable discrimination.

4. Discussion

In this study, we built upon our previous research (Wang
et al., 2018; Yang et al., 2022) to investigate the hippocampal
involvement in working memory deficits in children with ADHD,
considering the role of SNAP-25 MnII variants. Using a novel
diagnostic subtyping based on SNAP-25 MnII variant genotyping,

we identified distinct ADHD patient groups: ADHD-TT and
ADHD-TG. Our results highlighted altered hippocampal FC
among the three groups (TT, TG, and HCs), with both TG and TT
patients displaying decreased FC between the right hippocampus
and precuneus compared to HCs. Furthermore, we found that TG
patients exhibited greater FC between the left hippocampus and
left middle frontal gyrus than both TT patients and HCs. In our
discussion, we delve into these findings and their implications on
cognitive functioning and IQ-scores in childhood ADHD.

4.1. Bilateral heterogeneous
hippocampus FC profiles and their
effects on cognitive functioning in
children with ADHD

Memory and spatial navigation are both attributed to the
hippocampus. The left and right hippocampi have often been
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FIGURE 3

(A) Altered FC between right hippocampus and right precuneus in TG group and it was negatively correlated (r = –0.40, p = 0.04). (B) Altered FC
between left hippocampus and left middle frontal gyrus in TT group and it was negatively correlated (r = –0.6, p = 0.02).

FIGURE 4

Operating characteristic (ROC) curves for discrimination between three groups for mean variance of FC (A) right hippocampus (B) left middle frontal
gyrus. The AUCs of these ROIs were higher than those expected by chance (Bonferroni’s corrected).

regarded as functionally equal in rats, and this bilateral brain
region has been widely researched. Recently, the molecular and
morphological properties of the neural connections in the brain
hemisphere have been found to exhibit unanticipated asymmetries
(Shipton et al., 2014). Similarly, Gu et al. (2022) found that only
aberrant left hippocampal connectivity was related to cognitive
function in patients with relapsing-remitting multiple sclerosis
(RRMS). Our study supports two major interrelated findings:

(1) we observed a bilateral distinct hippocampal FC profile with
heterogeneous connections to different brain regions, and (2) these
FCs may impact cognitive functioning in children with ADHD,
taking into account the obtained IQ scores.

We found altered FC between the right hippocampus and the
(right) precuneus in both the TT and TG patient groups compared
to the healthy control group (HCs). Disrupted FC between the
left hippocampus and the (left) middle frontal gyrus was observed
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in patient groups. The precuneus, involved in a wide range of
complex tasks such as memory, information integration, mental
imagery, and affective reactions to pain, has been extensively
reported in correlation with hippocampal FC, especially regarding
mild cognitive impairment and Alzheimer’s disease (Kim et al.,
2013; Xue et al., 2019).

Ren et al. (2018) highlighted the reciprocal connectivity
between the hippocampus and precuneus, emphasizing their
relevance to metacognition in settings similar to daily life. Our
study added to this evidence by suggesting a negative correlation
between changes in FC between the right hippocampus and
the right precuneus in the TG group and reduced IQ scores
(r = −0.40, p = 0.04). In addition to the previously mentioned
findings, our study has further identified a significant negative
correlation between altered FC in the left hippocampus and the
left middle frontal gyrus in the TT group (r = −0.6, p = 0.02).
This adds another dimension to our understanding of how
ADHD may impact brain connectivity and cognitive abilities. It
is becoming increasingly clear that genetic variations in ADHD
patients play a pivotal role in their brain function, contributing
to the symptomatic heterogeneity observed in this disorder. The
results underscore the importance of considering the interplay of
genetic factors and functional connectivity when examining the
complex manifestations of ADHD and its associated cognitive
deficits.

The left middle frontal gyrus is crucial for literacy development.
In Chinese reading, the left middle frontal gyrus serves as a
specialized hub region that connects ventral and dorsal pathways
(Guo et al., 2022). In dyslexic Chinese readers, structural and
functional impairments in the left middle frontal gyrus contrast
with the left temporoparietal regions in alphabetic languages (Yang
Y. et al., 2013). This might explain why we observed disrupted
FC between the hippocampus and the left middle frontal gyrus
in our Chinese ADHD patients. Future research should further
explore the implications of these FC alterations on other aspects
of cognitive and behavioral functioning, as well as their potential as
targets for intervention. Our findings suggest that different genetic
groups within ADHD may require tailored treatment approaches
taking into account their specific patterns of brain connectivity.

Regarding the cognitive implications of these FC alterations,
the co-occurrence of lower IQ scores and academic achievement
deficits and learning problems in ADHD children is well-
established. We observed decreased FC values between the left
hippocampus and the left middle frontal gyrus in the TT group
compared to the TG group, although not statistically significant.
Similar findings were reported by Siok et al. (2009), who discussed
how dyslexic reading in Chinese individuals is represented by
phonological impairments assessed through the weak activity of the
left middle frontal gyrus in a rhyme-judgment task.

These altered hippocampus-precuneus-middle frontal gyrus
connections may clarify the compromised attention-related
encoding and retrieval processes leading to cognitive deficits in
ADHD (Ortega et al., 2020). A thesis by Roya (2016) hypothesized
that ADHD patients possess decreased resting-state activity in
pathways through the hippocampus because of reduced volume
and executive functioning frequency. However, that study revealed
no abnormal connectivity in the hippocampus. These contradicting
results highlight the need for further hippocampus research in
ADHD populations.

4.2. SNAP-25 as a sensitive marker of
disrupted patterns of connectivity in
ADHD

Our first main finding was that FC alterations within the
hippocampal FC in Chinese children with ADHD are genetically
driven through observations of SNAP-25 variants. If replicated, this
result indicates that SNAP-25 is a sensitive marker of disrupted
connectivity patterns in ADHD. Although the relationship between
SNAP-25 and altered structure or connectivity patterns has been
repeatedly reported in patients with bipolar disorder (Houenou
et al., 2017), autism (Braida et al., 2015), schizophrenia, and major
depressive disorder (Najera et al., 2019), it is remarkable that only
a few studies have investigated the implication of SNAP-25 in
connectivity alterations in ADHD (Wang et al., 2018; Yang et al.,
2022). One possible reason for the relationship between SNAP-25
and these psychiatric disorders is that SNAP-25 has a genetic basis
that is linked to some symptoms that co-occur and are common
among these disorders. For the SNAP-25 itself, although changes in
neurotransmitter release have been suggested as potential causative
processes, the mechanisms by which abnormalities in SNAP-
25 may contribute to certain mental illnesses, including ADHD,
remain unclear. Intriguingly, in line with our findings, Braida
et al. (2015), suggested that the SNP rs363050 has a regulatory
region based on analysis of transcriptional activity, which resulted
in a reduction in protein expression. This reduction in protein
expression affected the teenage mice, whose levels of SNAP-25
were reduced. Accordingly, they exhibited hyperactivity, cognitive
and social dysfunction, and irregular EEG signals with numerous
spikes.

On the other hand, Houenou et al. (2017) demonstrated
that compared to non-risk carriers (of a promoter variant in
SNAP25, rs6039769 at-risk allele), male risk carriers had a
larger amygdala and increased FC between the amygdala and
ventromedial prefrontal cortex. Therefore, this study supports the
finding that this allelic variation of SNAP25 has a functional effect
on modulating the development and plasticity of the prefrontal-
limbic network, which may increase vulnerability to both early
onset bipolar disorder and schizophrenia. Based on these studies,
to better understand the abnormalities of the hippocampal FC in
ADHD patients, we also need to analyze more about the genetic
variations of SNAP-25 and ADHD.

The presynaptic plasma membrane protein SNAP-25 is
abundantly and selectively expressed in nerve cells (Söllner et al.,
1993). Considering the functions of SNAP-25, it is likely that
any variation in this protein, which is mainly and distinctively
encountered in axons and nerve terminals (Wang et al., 2014),
can influence vulnerability to ADHD by affecting neurotransmitter
release and the formation of neural circuits throughout the central
nervous system (CNS). Based on its physiological significance in
the docking and fusion of synaptic vesicles in presynaptic neurons
as well as in axonal growth and synaptic plasticity, SNAP-25 is
a potential candidate gene for ADHD. The C allele of rs1051312
is increasingly being transmitted in Canada cases (Barr et al.,
2000). Using a transmission disequilibrium test (TDT), Brophy
et al. (2002) demonstrated favored transmission of the T allele
of rs1051312 among Irish ADHD patients. Chinese (Gao et al.,
2009) and Colombian (Gálvez et al., 2014) populations showed a
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significant association between rs3746544 (1065T > G) and ADHD
in case-control studies, but the Irish (Brophy et al., 2002), Indian
(Sarkar et al., 2012), Canadian (Barr et al., 2000), US Caucasian
(Feng et al., 2005), and UK Caucasian (Mill et al., 2004) groups
showed no such association. In two separate samples of families
with ADHD, 12 SNPs were examined by Feng et al. (2005).
They discovered significant over-transmission of the rs66039806-
C, rs362549-A, rs362987-A, and rs362998-C alleles in a Canadian
sample but not in a southern California sample. These alleles were
located in introns 2, 4, and 6. When they used quantitative analysis
to assess a Canadian population for the behavioral ADHD subtypes
of inattention and hyperactivity, they discovered relationships
between both categories and SNAP-25. However, several studies
(Ilott et al., 2010) have found no evidence to support a link between
these polymorphisms and ADHD.

However, consistent with our findings, SNAP-25 was found
to encode a protein that is crucial for synaptic vesicle fusion
and neurotransmitter release. Furthermore, recent studies have
indicated that SNAP-25 is involved in learning and memory, two
processes essential for human cognition and intelligence (Noor
and Zahid, 2017). Single nucleotide polymorphisms (SNPs) in
genes associated with cognitive function have been reported in
patients with ADHD. Barr et al. (2000) were the first to detect
the Mnll polymorphism (rs3746544), a relatively often researched
SNP found in the 3′-untranslated region (3′-UTR), which is linked
to ADHD. Early in Chen et al. (2008) indicated that SNPs in the
3′-UTR constitute a crucial microRNA-binding site and may alter
binding sites while demolishing the operating site or generating
another illegitimate site (Chen et al., 2008), which could impact the
expression of the SNAP-25 gene and may ultimately increase the
susceptibility for the progression of ADHD (Németh et al., 2013;
Ye et al., 2016).

Although our study does not provide direct clinical applications
of SNAP-25 genotyping in ADHD, it suggests the possibility
of subtype-specific FC patterns. This might mean that TT
homozygotes and G-allele carriers could have differences in ADHD
presentation, which could potentially inform future diagnostic and
treatment strategies. Further research is necessary to verify these
findings and explore their clinical implications in more detail.

4.3. Limitations

We acknowledge that our study has several limitations despite
providing evidence from many levels. First, the sample size of the
fMRI study was rather small; therefore, caution should be exercised
when interpreting data. Whole-brain structural and connectivity
analyses could potentially be performed using independent samples
with a larger sample size. Second, replication of our findings
is problematic because of the small number of accessible brain
samples. The investigation of SNAP-25 expression levels in various
regions depending on the genotype would be of significant interest
because of the critical role of the hippocampus in ADHD and
the regions that have been demonstrated to be functionally
connected. However, changes in the SNAP-25 level and its SNARE
complex binding partners have frequently been observed in
mouse models and humans with psychiatric illnesses, highlighting
the significance of this complex’s control. Moreover, replication

from multiple polymorphisms in subjects among genetically
different ethnic groups can also reveal significant findings. Even
though the analyses took age into account, further evaluations of
individuals who had reached adulthood could provide more light
on developmental features. Another limitation is that although we
examined the relationship between the hippocampus and cognitive
deficits, our study did not take into account a more comprehensive
psychological assessment of the cognitive parameters associated
with ADHD. Therefore, future research can include more features,
particularly those related to children’s performance at school or at
home. Other patient-specific factors were also reported to limit our
study, such as male preponderance, existence of comorbidities, and
heterogeneity in clinical presentation, which are typically prevalent
in ADHD studies. Therefore, to obtain more accurate results,
further research should use more complex patient groups, in which
both genetic and symptomatology-based subtypes are considered.

5. Conclusion

A major obstacle in understanding neuropsychiatric illnesses
is the functional characterization of disease-associated variants,
which will open an avenue for the creation of personalized
therapies. According to a growing body of research, the SNARE
complex, and more specifically, the SNAP-25 protein, may play
a role in mental diseases. Here, as a first step, we were
able to corroborate the association of one of the SNAP-25
variants with ADHD by providing modest evidence for the MnlI
marker of SNAP-25 with ADHD. Based on genotyping for the
detection of SNAP-25 MnII variants, we were able to obtain
a new subtyping of patient groups (TT and TG) for further
application in functional imaging analysis. In other words, instead
of adopting the typical symptomatology-based ADHD subtypes,
we use genetics-based subtypes, which we believe provides more
accurate findings, especially for heritable and genetic disorders such
as ADHD. For our FC analysis, we investigated the role of the
hippocampal FC in childhood ADHD and its possible association
with cognitive impairment. In view of the influence of SNAP-
25 on disease processes, an additional thorough integration of
genetics-based investigations with neuroimaging is essential to
pave the way for larger, more varied, and in-depth genome-wide
association studies.
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Differential working memory
function between phonological
and visuospatial strategies: a
magnetoencephalography study
using a same visual task
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Previous studies have reported that, in working memory, the processing of

visuospatial information and phonological information have different neural

bases. However, in these studies, memory items were presented via different

modalities. Therefore, the modality in which the memory items were presented

and the strategy for memorizing them were not rigorously distinguished. In the

present study, we explored the neural basis of two working memory strategies.

Nineteen right-handed young adults memorized seven sequential directions

presented visually in a task in which the memory strategy was either visuospatial

or phonological (visuospatial/phonological condition). Source amplitudes of

theta-band (5–7 Hz) rhythm were estimated from magnetoencephalography

during the maintenance period and further analyzed using cluster-based

permutation tests. Behavioral results revealed that the accuracy rates showed

no significant differences between conditions, while the reaction time in the

phonological condition was significantly longer than that in the visuospatial

condition. Theta activity in the phonological condition was significantly greater

than that in the visuospatial condition, and the cluster in spatio-temporal

matrix with p < 5% difference extended to right prefrontal regions in the early

maintenance period and right occipito-parietal regions in the late maintenance

period. The theta activity results did not indicate strategy-specific neural bases

but did reveal the dynamics of executive function required for phonological

processing. The functions seemed to move from attention control and inhibition

control in the prefrontal region to inhibition of irrelevant information in the

occipito-parietal region.

KEYWORDS

working memory, phonological strategy, visuospatial strategy,
magnetoencephalography (MEG), executive functions

Abbreviations: MEG, magnetoencephalography; ROI, region of interest; WM, working memory.
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1. Introduction

Working memory (WM) is responsible for the temporary
maintenance and manipulation of information to carry out certain
behavioral goals (Goldman-Rakic, 1995; Fuster and Bressler, 2012;
Miller et al., 2018, as reviews), which is a higher cognitive function
that is essential in daily life.

In the classical psychological model of WM (Baddeley and
Hitch, 1974; Baddeley, 2012), WM comprises a phonological loop
that stores phonological information, a visuospatial sketchpad that
stores visuospatial information, and an executive function (central
executive) that manipulates the information stored by these storage
mechanisms. The neural basis of WM has been studied using a
variety of tasks. For instance, studies using auditory stimuli or
visual words have revealed brain activity in temporo-parietal and
inferior frontal regions (Deng et al., 2011; Fegen et al., 2015;
Albouy et al., 2019), while studies using objects or spatial positions
revealed brain activity in occipital and parietal regions (Todd and
Marois, 2004; Curtis, 2006; Sobczak-Edmans et al., 2016). These
studies have typically adopted either phonological or visuospatial
information, and have not always excluded the possibility that
different subjects used different memory strategies to manipulate
the information. In addition, because these studies were based
on functional magnetic resonance imaging, the temporal variation
of WM function has not been clarified. As described above, it
remains unclear how WM function and its temporal variation
differ when the same information is manipulated using different
strategies.

Non-invasive electrophysiological methods [i.e.,
electroencephalography and magnetoencephalography (MEG)]
are appropriate for recording temporal variation in brain activities.
Various bands of brain rhythms have been studied to investigate
memory processing (Klimesch, 1999; Crivelli-Decker et al., 2018,
for review). Couplings between bands of brain rhythms have
also been investigated, on the basis of Lisman and Idiart’s model
(Lisman and Idiart, 1995). For example, Bahramisharif et al.
(2018) investigated not only the theta/alpha-band (7–13 Hz)
power during maintenance, but also the couplings between
gamma-band (>30 Hz) power and the theta/alpha-band phase.
The researchers concluded that the increase in theta/alpha-band
power reflects the inhibition of upcoming sensory irrelevant
information and the protection of the information that is already
held in WM (Bahramisharif et al., 2018). Malenínská et al. (2021)
reported that the theta to gamma cycle length ratio predicted
memory performance using the digit span test. In contrast, within
single bands of brain rhythms, an amplitude increase of the
hippocampal theta-band (5–7 Hz) rhythm and an amplitude
decrease of the cortical alpha-band (8–13 Hz) rhythm have
been reported in learning and memory (Parish et al., 2018).
Costers et al. (2020) demonstrated that theta activity reflects
sensory processing in a study using the n-back task. Mizuhara
et al. (2004) and Magosso et al. (2021) suggested that theta
activity is associated with executive function. The alpha-band
rhythm has advantageous characteristics for study, with a large
amplitude and wide modulation, and there is considerable
evidence indicating its involvement in short-term memory and
WM processing (Foster et al., 2016; Wianda and Ross, 2019).

Therefore, we compared the roles of alpha- and theta-band
rhythm in our previous study (Takase et al., 2019). When young
participants performed a sequential memory task similar to that
used in the current study, the alpha-band rhythm contributed
exclusively to the active inhibition of task-irrelevant inputs,
whereas cortical theta-band rhythm was associated with memory
performance. Thus, in the current study, we focused on the cortical
theta-band rhythm.

In the current study, we recorded MEG while subjects
performed a WM task that required two different memory
strategies while presenting the same visual stimuli. We estimated
the source amplitude of the theta-band rhythm during the
period in which subjects maintained the information and
rehearsed it in two different ways. By applying the cluster-based
permutation test and effect sizes method (Meyer et al., 2021),
we aimed to identify brain regions in which theta activities
differed between strategies and how these differences varied
over time. We expected to find a specific neural basis for each
strategy.

Visually presented words are recognized by their shape, sound,
and meaning, whereas objects placed in space are recognized
by their shape, position, and angle. The recognition processes
for visually presented words and objects involve the temporo-
parietal and inferior frontal regions, and occipital and parietal
regions, respectively. The previous studies mentioned above have
generally reported effects that correspond to these brain areas
(e.g., Sobczak-Edmans et al., 2016; Albouy et al., 2019). However,
it remains unclear which brain areas are involved when the
same visual stimuli are presented. Additionally, it is not known
whether there is a difference in temporal variation between the
different memory strategies during maintenance. When different
processes are performed on the same visual stimuli, executive
function is likely to be more important. Recent neuroscientific
findings have suggested that maintenance and manipulation are
accomplished by executive functions involving attention control,
prioritizing information, inhibiting irrelevant information, and
updating information (Diamond, 2013; D’Esposito and Postle,
2015; Myers et al., 2017; Chiu et al., 2018). Internal attention to
representations is particularly important for maintenance (Banich
et al., 2000; Magosso et al., 2021). Executive functions have
been reported to involve prefrontal and parietal regions (Leung
and Zhang, 2004; Mogadam et al., 2018; Schumacher et al.,
2019). To detect the temporal dynamics of memory processing
of different memory strategies, including executive function,
we considered that it was necessary to take a spatial-temporal
exploratory approach.

As a WM task, we designed a visual sequential memory task
in which subjects memorized one of four (up, down left, right)
directions. Subjects watched a white circle indicating the direction
and a Kanji character indicating a direction at the same time
and memorized one of them (Figure 1). Thus, subjects were
forced to choose either a phonological or visuospatial strategy to
maintain the information and perform rehearsal. Subjects reported
the direction by pressing one of four directional buttons in our task,
in contrast to traditional WM tasks in which subjects typically give
two-choice (i.e., yes/no) responses. Thus, we were able to assess
accuracy more rigorously using our WM task, because subjects
were given four choices.
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FIGURE 1

Schematic diagram of one trial of the sequential memory task (A) and the details of each image (B). Each memory item consisted of a Kanji character
and a gray circle. The condition cue indicates the condition (i.e., phonological or visuospatial); when the upper image (a large gray circle with four
black circles) was presented, each subject was required to memorize the direction indicated by the Kanji character, by reading and memorizing it. In
contrast, when the lower image (four gray circles) was presented, each subject was required to memorize the direction indicated by the position of
the solid gray circle.

2. Materials and methods

2.1. Subjects

Nineteen right-handed young adults took part in the
experiment [22.1 ± 1.1 years old (mean ± standard deviation), 12
males, seven females]. Subjects reported no history of neurological
or psychiatric disorders and all reported normal or corrected-to-
normal vision. The study was approved by the Ethics Committees
of Faculty of Health Sciences at Hokkaido University. Written
informed consent was obtained from each subject prior to
the experiments.

2.2. Sequential memory task

Subjects were instructed to perform the visual sequential
memory task shown in Figure 1, involving static images of a
condition cue, memory items, and recall number. The task was
created using Presentation (Neurobehavioral Systems, ver. 20.3,
Berkeley, CA, USA), and memory items were presented in gray
on a black background. The fonts of Kanji characters and recall

numbers were Yu Gothic and Lucida Console, respectively. These
images were presented using a back-projection screen. The screen
was located in the magnetically shielded room for MEG recoding,
while the projector was located outside.

First, a condition cue (i.e., phonological or visuospatial) was
presented. Seven memory items consisting of Kanji characters
( , , , and mean up, down, right, and left, respectively)
and a solid gray circle (positioned up, down, right, or left), were
presented in order. Finally, a recall number from 1 to 7 was
presented. In the phonological strategy, subjects were instructed to
read and memorize a Kanji character. In the visuospatial strategy,
subjects were instructed to memorize the positions of the solid gray
circles. Thus, subjects memorized the directions using different
strategies. Subjects answered the direction of the memory item at
the serial position corresponding to the recall number by pressing
one of four directional buttons with the right index finger. That
is, if the recall number was 2 (see Figure 1), the subject was
instructed to press the up button in the phonological condition
because “ ” represented “up,” and to press the right button in the
visuospatial condition.

The condition cue was presented for 500 ms. After 1,500 ms
from the disappearance of the condition cue, seven memory items
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were presented for 100 ms with a 600-ms interval. After 1,500 ms
from the disappearance of the last memory item, the recall number
was presented for 2,500 ms (“2” in Figure 1). The recall number
vanished promptly after the subject pressed a button.

The experiment was composed of four task blocks for each
subject. One task block included 56 trials with 28 phonological
and 28 visuospatial conditions. Each recall number appeared four
times in one block. Condition and recall number were presented
pseudo-randomly in each task block.

The answered directions and the duration between the onset
of the recall number and the moment of button pressing were
recorded automatically to calculate the accuracy rates and reaction
times. Here, 0 s denotes the onset of the condition cue. The time
periods of −1 to 0 s and 6.2–7.2 s were classified as the baseline
period and maintenance period, respectively. Inter-trial intervals
were randomly selected between 3 s and 4 s.

2.3. MEG recording

Magnetoencephalography was recorded using a 101-channel
helmet-shaped magnetometer system (customized; Elekta-
Neuromag) installed at Hokkaido University, Sapporo, Japan. The
passband was 0.1–100 Hz and the sampling rate was 600 Hz. The
recordings were conducted in a magnetically shielded room. In
each recording, the helmet-shaped sensor-array was tilted forward
10◦. Three head position indicator coils were attached at subjects’
left and right pre-auricular points and nasion, and the head
points were obtained using a digitizer according to standard MEG
operating procedure (Takase et al., 2022). Each subject was seated
in the MEG measurement chair, onto which a table was attached.
On the table, a cross-key was placed at a comfortable position for
pressing the button with the right hand. To prevent the subject
from moving their head to look at the cross-key, the cross-key and
right hand were covered with a box so that they were not visible
to the subject. The distance between the screen and a subject was
approximately 120 cm, and the diameter of the memory items was
7 cm. Therefore, the viewing angle was 3–4◦. Each subject was
instructed to keep looking straight ahead and not to perform eye
movements.

2.4. Behavioral analyses

The accuracy rates and the reaction times were calculated
according to each recall number. Two-way repeated analyses of
variance (ANOVA), condition (phonological/visuospatial)× recall
number (1–7), and post hoc analysis were performed on the
accuracy rates and the reaction time separately. The significance
threshold was set at 5%, and multiple comparisons were corrected
using the Bonferroni method.

2.5. MEG preprocessing

Magnetoencephalography data were preprocessed and
statistically analyzed using Brainstorm (Tadel et al., 2011), as

follows. First, the MEG data from malfunctioning or excessively
noisy sensors were removed. Next, mechanical noise or artifact
caused by respirations or cardiac beats were eliminated using
independent-components analysis. Noise characteristics of each
MEG data were checked using Fourier transformation. MEG data
recorded by sensors with prominent noise in the 1–40 Hz frequency
range were removed. The remaining MEG data were band-pass
filtered at 1–40 Hz. The filtered MEG data were extracted for each
trial with −1 to 7.2 s (0 s denotes the onset of the condition cue).
There were trials of 28 phonological and 28 visuospatial conditions
in each of four task blocks. That is, there were 224 trials in total in
one experiment. Extracted MEG data of each trial were checked by
visual inspection. Data from trials with prominent artifacts were
removed. To focus on amplitudes of theta-band (5–7 Hz) rhythm,
the template evoked response was calculated and subtracted from
the MEG data.

Current dipole moments at 15,002 vertices on the cortex
were estimated by unconstrained minimum norm estimation.
To estimate the shape of the individual brain, the head points
of each subject were co-registered to the template brain and
an overlapping-sphere forward model was computed prior to
minimum norm estimation. Thus, the time series data of the three
orthogonal components were obtained at 15,002 vertices on the
estimated individual brain.

2.6. MEG analyses

The theta-band envelopes were computed in each orthogonal
component using Hilbert transform. The L2 norm of the obtained
envelope was then computed at each vertex. The results were
averaged across all trials for each condition. The averaged envelopes
were taken as the time series of theta activity in the following
analysis. The theta activity data were transformed to standardized
theta activity data by calculating the amplitude deviations, Xstd,
which were the change rates of the amplitude against the mean
amplitude within the baseline (−1 to 0 s) period. That is,

Xstd =
x− µ

µ
× 100,

where x is the amplitude at each time point, and µ is the mean
amplitude within the baseline. 15,002 time series data points for
standardized theta activities (%) were obtained for each subject and
condition. To focus on memory maintenance, spatio-temporal data
in the maintenance period (6.2–7.2 s) were extracted. The data were
projected on the template brain to perform group statistics. To
reduce the load on the computer, the data were down-sampled to
200 Hz (Costers et al., 2020).

2.7. Modulation of standardized theta
activity

To survey the time course of the standardized theta activity
overall, the standardized theta activity values for each condition
were averaged over 15,002 vertices and all subjects.

Frontiers in Human Neuroscience 04 frontiersin.org116

https://doi.org/10.3389/fnhum.2023.1218437
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-17-1218437 August 17, 2023 Time: 13:56 # 5

Onishi and Yokosawa 10.3389/fnhum.2023.1218437

2.8. Cluster-based permutation test

Spatio-temporal matrices (15,002 vertices × 200 time-points)
of standardized theta activity values per subject of each condition
were obtained via the process described above. To extract the
difference in standardized theta activities between the phonological
condition and the visuospatial condition from the spatio-temporal
matrices, we adopted a cluster-based permutation test (Maris
and Oostenveld, 2007) to reduce false positives caused by
multiple comparisons. However, it has been noted that clusters
do not provide precise spatial or temporal information (see
Fieldtriptoolbox, 2020), because of the null hypothesis that both
conditions come from the same distribution, that is, data were
exchangeable. Nevertheless, the cluster provides the characteristics
of the difference, which is informative when there is a lack of
a priori information, as in this study.

Therefore, we selected brain regions of interest as follows. First,
we calculated t-values of dependent samples t-test over the spatio-
temporal matrices (15,002× 200 samples) between two conditions
and selected all samples whose t-value was larger than the threshold
(the 97.5th quantile of a T-distribution). Next, we clustered the
selected samples in connected sets based on spatial/temporal
adjacency; the minimum number of samples was set as 2. We
then calculated cluster-level statistics (SumT) by taking the sum of
the t-values within each cluster. Finally, we took the largest SumT
among the clusters.

In the next step, we performed a permutation test on the
largest SumT. That is, we permutated the condition of the spatio-
temporal matrices of each subject randomly and performed the
above process to calculate the largest SumT. Although there were
219 combinations, we performed 999 random combinations and
constructed a histogram of the SumT. We confirmed that the
largest SumT of the real combination was included in the largest
5% of the histogram (n = 1,000, alpha-level = 0.05). To ensure
higher robustness, we narrowed down the cluster by extracting
the samples with more than 100 adjacent vertices in each time
point. The narrowed cluster was delineated at each time-point to
determine regions of interest. That is, the brain regions of interest
were decided by selecting the brain regions using Mindboggle atlas
(Klein et al., 2005), which include the vertices in the narrowed
cluster.

As we conducted the above process using a two-sided test,
SumT could be bilateral: positive clusters with positive SumT
values indicate that standardized theta activities of the cluster
were larger for the phonological condition than those for
visuospatial condition, whereas negative clusters with negative
SumT indicate the opposite.

2.9. Effect sizes

It has been reported that a combination of the cluster-based
permutation test and effect size evaluation (e.g., Cohen, 1988) is
an effective approach for obtaining statistically robust results from
large-scale data (Meyer et al., 2021). We therefore constructed
spatio-temporal matrices of the standardized theta activities only
for the brain regions of interest. Additionally, we calculated Cohen’s
d of the samples (standardized theta activities) between conditions

at each time point. We selected the time points including at least
one vertex with a d-value above 0.8. A time span with a large effect
(i.e., d > 0.8) of the condition on the theta activity was determined
for each brain region of interest.

3. Results

3.1. Behavioral results

Regarding accuracy rates, two-way repeated ANOVA revealed
a significant main effect of recall number [F(2.834,51.021) = 13.517,
p < 0.001]. There was no main effect of condition [F(1,18) = 0.147,
p = 0.706], and no interaction between condition and recall
number [F(4.164,74.961) = 1.214, p = 0.312]. Regarding reaction
time, the results revealed significant main effects of both condition
[F(1,18) = 23.246, p < 0.001, Figure 2, inset] and recall number
[F(2.258,40.647) = 30.854, p < 0.001]. There was no interaction
between condition and recall number [F(3.538,63.688) = 1.113,
p = 0.355]. For both accuracy rate and reaction time, the
degrees of freedom were corrected using the Greenhouse–Geisser
method. The post hoc analysis showed significant differences
between recall numbers in both accuracy rate and reaction
time (Figures 2, 3). That is, sequential position effects, a
characteristic of sequential memory tasks, were clearly observed.
We investigated the relationship between accuracy rate and brain
rhythms focusing on the serial position effect adopting similar
sequential memory tasks (Yokosawa et al., 2020). Nevertheless,
this work aims to validate the differences between memory
strategies (i.e., conditions). The main effect of the condition was
observed only for reaction time, and there was no interaction
with recall number. Therefore, in the subsequent discussion,
we focused on the significantly longer reaction time in the
phonological condition compared with that in the visuospatial
condition.

3.2. Modulation of standardized theta
activity

The time courses of the standardized theta activity averaged
over 15,002 vertices and grand-averaged among subjects are shown
in Figure 4. In both conditions, the standardized theta activities
peaked after the strategy cue presentation and decreased overall
during encoding, exhibiting increases and decreases according to
each memory item presentation. During the maintenance period,
a distinctive peak was only observed in the phonological condition
(indicated by an arrow in Figure 4).

3.3. Cluster-based permutation test

Focusing on the distinctive difference between conditions
observed in the maintenance period, we conducted a cluster-
based permutation test on the standardized theta activities in the
maintenance period. The results revealed that the standardized
theta activity was significantly greater in the phonological condition
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FIGURE 2

Reaction times averaged among subjects for each recall number
and compared between conditions (inset). Reaction times in the
phonological condition were significantly longer than those in the
visuospatial condition (p < 0.001). Results of post hoc analysis for
the recall number are also shown. Error bar: standard error. Ph or
gray bars: phonological condition, Vs or white bars: visuospatial
condition. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.

compared with the visuospatial condition (p = 0.024). One
two-dimensional positive cluster was observed in the spatial
(15,002 vertices of the whole brain cortices) and temporal (200 time
points in 1 s of the maintenance period) matrix with difference
of the standardized theta activities between conditions (Figure 5).
Thus, in the maintenance period, standardized theta activity values
in the phonological condition were significantly larger than those in
the visuospatial condition. The cluster extended to right prefrontal
regions in the early maintenance period and right occipito-parietal
regions in the late maintenance period. Given the particularly high
reliability of MEG for signal sources in cortices that are close to the
scalp, we extracted regions of interest (ROIs) on the lateral surface
of the cortices (Figure 6).

3.4. Effect sizes

Regions of interest were defined as brain regions that included
the vertices, including in the cluster. Right lateral orbitofrontal, pars
orbitalis, pars triangularis, superior parietal, inferior parietal, and
lateral occipital regions were selected on the basis of Mindboggle
atlas (Figure 6). In each ROI, effect sizes were calculated at each
time-point and vertex. We considered that the effect size was
sufficiently large (i.e., valid) when the value of d was greater than
0.8, in accord with a previous study (Cohen, 1988). Figure 7
summarizes the time periods in which the effect sizes were greater
than 0.8. Figure 8 shows the time traces of the standardized theta
activities. The time periods in which each ROI included valid
vertices are denoted by gray shadow.

4. Discussion

Behavioral data revealed that the reaction times were
significantly longer for the phonological condition than those
for the visuospatial condition, although the accuracy rates did

FIGURE 3

Accuracy rates averaged among subjects for each recall number.
Accuracy rates exhibited no significant difference between
conditions. Clear U-shaped serial position effects were shown in
both conditions. Results of post hoc analysis for the recall number
are also shown. Error bar: standard error. Gray bars: phonological
condition, white bars: visuospatial condition. ∗p < 0.05, ∗∗p < 0.01,
∗∗∗p < 0.001.

not significantly differ between conditions (Figure 2). MEG
data revealed that theta activity was significantly larger for the
phonological condition than that for the visuospatial condition
(Figure 5). Cluster-based permutation test and effect size data
revealed that the difference was large in the prefrontal region in
the early maintenance period, whereas it was large in the parietal
and occipital regions in the late maintenance period (Figures 6, 7).
Theta activity in the prefrontal and parietal regions is considered
to reflect executive function in WM, especially that in the brain
areas involved in attention control and task setting (Kawasaki
et al., 2010; Sobczak-Edmans et al., 2016; Myers et al., 2017).
The longer reaction time and greater theta activity associated
with executive function suggests that a higher level of cognitive
effort is involved in the phonological condition. Additionally, theta
activity was larger in the phonological condition in the occipital
region, which is considered to function as a visual association area.
Positron emission tomography and functional magnetic resonance
imaging studies have reported that activity in the occipital region is
associated with maintenance of spatial WM (see Wager and Smith,
2003, for a review). In this study, we interpreted the theta activity in
sensory areas as supporting the inhibition of irrelevant information
(Bahramisharif et al., 2018; Kang et al., 2020). No brain regions
were observed in which theta activity was larger in the visuospatial
condition.

Below, we discuss the temporal variation in theta activity
in each brain region (Figure 8). Here, the upward convex
temporal variations indicate the transient of the theta-band
rhythm. We assumed that these variations represent brain activity.
The use of MEG allowed us to discuss such transient temporal
variation.

4.1. Prefrontal theta

In the right inferior frontal region and orbitofrontal region,
theta activity was larger in the phonological condition compared
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FIGURE 4

Time courses of standardized theta activity in the whole brain averaged over 15,002 vertices and grand-averaged among subjects for each
condition: phonological condition (solid line) and visuospatial condition (dashed line). Unique peak during maintenance period is shown only in the
phonological condition. 0 s denotes the onset of the strategy cue (see Figure 1).

FIGURE 5

The positive (phonological condition >visuospatial condition) cluster obtained from cluster-based permutation test. The t-value of each vertex
within the cluster is shown by the color maps. The cluster extended to right prefrontal regions in the early maintenance period (6.2–6.7 s) and the
right occipito-parietal regions in the late maintenance period (6.8–7.2 s).

with that in the visuospatial condition in the early maintenance
period (Figure 8). However, peaks (i.e., upward convex variations)
in these areas were also observed in both visuospatial and
phonological conditions, but were not found in the parietal or
occipital regions. Considering that no theta activity specific to
each condition was observed in any other brain regions, this
may reflect the neural basis of strategy-independent executive
function (Allen et al., 2012; Brown et al., 2012). This common
peak may reflect rehearsal, particularly attention control, which is
known to be important among the executive functions involved in
rehearsal (Korsten et al., 2006). Below, we discuss the differentiated

theta activity between conditions, referring to the functions of the
subdomains of the prefrontal region, the inferior frontal gyrus, and
the orbitofrontal cortex.

The ventrolateral prefrontal cortex, including the inferior
frontal regions, is responsible for controlling and sustaining
internal attention and applying top-down bias (task set) to
information (Katsuki and Constantinidis, 2014; Weintraub-Brevda
and Chua, 2019). In the phonological condition, reading, i.e.,
the sound of the word corresponding to the character, must
have been preferentially stored in WM storage by applying
bias to reading among the multiple properties of the Kanji
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FIGURE 6

ROIs selected from Mindboggle atlas. These areas include vertices of the cluster shown in Figure 5.

FIGURE 7

Time periods in which the ROI included the vertices with effect sizes greater than 0.8 (black bars).

character, such as shape, reading, and meaning. Thus, this
function is already performing attentional selection (external
attention) during encoding. During the maintenance period,
subjects were asked to covertly rehearse the reading of the Kanji
characters in the phonological condition. However, each Kanji
character has not only reading, but also shape and meaning
information. Thus, it is possible that other types of information
were automatically recalled upon rehearsal (Pattamadilok et al.,
2017). Some previous findings suggest that the meaning of a
word is recalled more automatically than the color or shape
of the word (Cohen et al., 1990). Our results indicate that the
task set and sustaining internal attention were more strongly
required in the phonological condition compared with those in
the visuospatial condition (Zhang et al., 2003). In a study of
orbitofrontal-injured patients, the patients were not impaired on
tests of simple maintenance, but only on tests that required
maintenance, monitoring, or manipulation (Barbey et al., 2011).
It has also been suggested that the orbitofrontal region is involved
in decision-making and manipulation of representations for goal-
directed behavior (Kringelbach, 2005 as review). Our results
suggest that the monitoring of mental representations is important
for efficient rehearsal.

These results suggest that inferior frontal and orbitofrontal
regions are involved in attention control for rehearsal that is
common to both strategies. In addition, the results suggest that
a high level of effort is required for execution to memorize

Kanji characters that indicate directions, compared with that for
memorizing directions visuospatially.

4.2. Parietal theta

In the right superior and inferior parietal regions, theta activity
was greater in the phonological condition compared with that
in the visuospatial condition in the late maintenance period
(Figure 8). The superior parietal region is associated with the
manipulation and rearrangement of information. For example,
a study of patients with damage to the superior parietal lobule
reported that this region was not involved in mere maintenance
or recall of information, but was only involved in manipulation
and rearrangement of information (Koenigs et al., 2009). Our
results suggest that more complex manipulation is required in
the phonological condition compared with that required in the
visuospatial condition.

In addition, parietal regions, especially the inferior parietal
region, are considered to be involved in an attentional functional
network together with the prefrontal cortex (Leung and Zhang,
2004; Corbetta and Shulman, 2011; Kuo et al., 2012). Banich et al.
(2000) reported activity in prefrontal and parietal regions during
the Stroop task. They concluded that the inferior parietal region
modulates attention to information that is automatically recalled in
conjunction with the properties prioritized by the task set received
from the prefrontal cortex and corrects the gap, and reported that

Frontiers in Human Neuroscience 08 frontiersin.org120

https://doi.org/10.3389/fnhum.2023.1218437
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-17-1218437 August 17, 2023 Time: 13:56 # 9

Onishi and Yokosawa 10.3389/fnhum.2023.1218437

FIGURE 8

Standardized theta activity in the maintenance period of ROIs; those of the phonological condition (solid line) and visuospatial condition (dashed
line). Gray shadows show time periods in which the ROI included vertices with effect sizes greater than 0.8 (see also Figure 7).

the parietal regions are sensitive to irrelevant information. In a
study of cross-modal conflict, the inferior parietal regions, together
with the frontal regions, were reported to play an important role in
the inhibition of a distractor (Sawamura et al., 2022). The increase
in theta activity in the parietal regions can be interpreted as playing
a role in controlling the focus of attention, to avoid attending to
spatial information, or to inhibit irrelevant information.

Although parietal regions have been reported to perform
executive functions together with frontal regions, the present
results suggest that parietal regions are active only under conditions
in which there is information that interferes with the complex
manipulation and rehearsal of mental representations. The present
results may provide evidence that rehearsal is regulated by such an
attentional functional network.

4.3. Occipital theta

In the right lateral occipital region, theta activity was greater in
the phonological condition compared with that in the visuospatial
condition in the late maintenance period (Figure 8). In a study

by Kawasaki et al. (2010) comparing verbal and spatial WM tasks,
phase synchronization was found between frontal theta reflecting
executive function, and alpha-band rhythm reflecting modality-
specific sensory processing (in verbal, left temporal; in spatial,
parietal). The authors concluded that alpha activity in sensory
areas reflects storage buffers (Kawasaki et al., 2010). In recent
studies, during encoding, increases in theta activity in occipito-
parietal regions have been commonly observed, and have been
shown to reflect sensory processing of visual information and
attention to visual stimuli (Dugué et al., 2015; Pisella, 2017;
Takase et al., 2022).

It is unsurprising that the auditory cortex was not activated in
the phonological condition in our work, because visual stimuli were
presented in both the visuospatial and phonological conditions.
However, unexpectedly, greater theta activity was observed in a
vision-related brain region in the phonological condition compared
with that observed in the visuospatial condition. Because the task
in the present study required subjects to respond to direction,
it may also reflect a gating-like function that permits storage
of automatically recalled spatial representations. However, the
longer reaction time in the phonological condition suggests
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that the spatial representations were recalled on the basis of
stored phonological representations after the recall number was
presented. Hence, this interpretation may be questionable. Rather,
we speculate that theta activity in the phonological condition
may reflect inhibition of irrelevant spatial information, which
should be automatically recalled during maintenance, along with
parietal regions.

5. Limitations

Previous studies have reported modality-specific brain activities
in sensory areas using multi-modal WM tasks. We also expected
to find a specific neural basis for each strategy, by controlling
the strategies for the same visual WM task to memory directions.
However, we were not able to differentiate strategy-specific brain
activities. This may suggest that such a difference occurs in other
memory stages (i.e., encoding or recall) or that a difference is
observed in rhythms with other frequency bands. The difference
may be observed not in a rhythm with a single frequency band,
but in cross-frequency (e.g., gamma-theta) coupling as reported by
Bahramisharif et al. (2018).

Another limitation involved in the current study is that the
phonological condition was more complex to process. This is
likely to have occurred because the identified brain regions were
exclusively involved in the phonological condition. Improvements
will be needed in future study designs to align the complexities
between conditions, including having participants respond in a
phonological context. Further studies will be necessary to further
elucidate this issue in future.

6. Conclusion

We controlled the working memory strategies (visuospatial and
phonological) used by subjects to memorize directions presented
visually and sequentially. Source amplitudes of the theta-band
(5–7 Hz) rhythm estimated using MEG during the maintenance
period were analyzed using cluster-based permutation tests.
Brain activity and temporal dynamics were compared between
strategies. Theta activity reflecting executive functions (particularly
attention control and inhibition control) was characteristically
observed in the phonological condition, and these activities were
mainly supported by temporal dynamics from the frontal to the
parietal regions. Furthermore, the findings suggested that not
only attention to relevant information but also inhibition of
irrelevant information is important for enhancing information
maintenance. This inhibition appeared to occur in parietal
regions and sensory areas that represented the modality of
irrelevant information.
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Introduction: Sound symbolism is the phenomenon of sounds having non-

arbitrary meaning, and it has been demonstrated that pseudowords with sound

symbolic elements have similar meaning to lexical words. It is unclear how the

impression given by the sound symbolic elements is semantically processed, in

contrast to lexical words with definite meanings. In event-related potential (ERP)

studies, phonological mapping negativity (PMN) and N400 are often used as

measures of phonological and semantic processing, respectively. Therefore, in

this study, we analyze PMN and N400 to clarify the differences between existing

sound symbolic words (onomatopoeia or ideophones) and pseudowords in terms

of semantic and phonological processing.

Methods: An existing sound symbolic word and pseudowords were presented

as an auditory stimulus in combination with a picture of an event, and PMN and

N400 were measured while the subjects determined whether the sound stimuli

and pictures match or mismatch.

Results: In both the existing word and pseudoword tasks, the amplitude of PMN

and N400 increased when the picture of an event and the speech sound did not

match. Additionally, compared to the existing words, the pseudowords elicited a

greater amplitude for PMN and N400. In addition, PMN latency was delayed in

the mismatch condition relative to the match condition for both existing sound

symbolic words and pseudowords.

Discussion: We concluded that established sound symbolic words and sound

symbolic pseudowords undergo similar semantic processing. This finding

suggests that sound symbolism pseudowords are not judged on a simple

impression level (e.g., spiky/round) or activated by other words with similar

spellings (phonological structures) in the lexicon, but are judged on a similar

contextual basis as actual words.

KEYWORDS

semantic comprehension, sound symbolism, onomatopoeia, event-related potential,
lexical semantic processing

Abbreviations: EEG, electroencephalography; ERPs, event-related potentials; PMN, phonological
mapping negativity.
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1. Introduction

The arbitrary relationship between form and meaning is one of
the essential characteristics of language (Hockett, 1960). Language
is said to be arbitrary as there is usually no special reason why a
specific form (sound or shape) is used to express a certain meaning.
For example, different words, such as “apple” in English and
“ (ringo)” in Japanese, are used to convey the same idea. An
exception to this rule, however, is onomatopoeia. Onomatopoeia is
the imitation of an actual sound that has become a standard lexical
item (e.g., “bow wow” for a dog’s bark). As such, onomatopoeia
is considered a lexeme with a non-arbitrary connection between
form and meaning (Pinker, 1999). This kind of non-arbitrary
association of sound and meaning is known as sound symbolism.
Sound symbolism is defined as “the direct link between sound and
meaning” (Hinton et al., 1994).

Sound symbolism has been demonstrated in experiments in
which participants consistently associate certain types of phonemes
with specific shapes. The phoneme is the smallest unit of sound
used in the word. For instance, plosives such as /t/ and /k/ are often
perceived as referring to a straight line or sharp-edged figure, and
nasals like /m/,/n/ as referring to a curved line or rounded figure
(Köhler, 1947; Ramachandran and Hubbard, 2001). It is believed
that the sound symbolism of some phonemes and phoneme clusters
is connected to the structural characteristics of the brain or the
mechanism by which information is processed in the brain (Sidhu
and Pexman, 2018).

While many such sound symbolic elements are consistently
associated with certain meanings, they are not usually considered a
part of the mental lexicon. The mental lexicon is a set of words that
humans retain in their brains, the idea behind a mental lexicon is
that the vast majority of information related to a word is stored in
long-term memory as a concept (Aitchison, 2012). Usually, using
this mental lexicon is necessary to comprehend a word’s meaning
(Stille et al., 2020). Words are encodings of a specific object, such
as an event, concept, or thing, with a linguistic label (Abe et al.,
1994). Moreover, each word has a distinct pronunciation, spelling,
meaning, and syntactic category, such as noun or verb, which is
stored in a mental lexicon. In contrast, sound symbolic elements
are not associated with any syntactic category and their semantic
content is much vaguer compared to standard lexical items–they
only provide impressions, such as round, soft, hard, or sharp
(Ramachandran and Hubbard, 2001).

On the other hand, established sound symbolic words, such
as onomatopoeia, can be considered full-fledged lexical items. The
inventory of such words in Indo-European languages is mostly
limited to onomatopoeia that express the sounds made by animals
(ex., quack-quack) or sounds made while using certain objects
(boom or swish). However, many languages outside of the Indo-
European family use sound symbolic words known as ideophones
that can describe manners, states and emotions (Osaka, 1999;
Akita, 2017). In this study, we focus on Japanese, in which a great
variety of such sound symbolic words is frequently used. Japanese
onomatopoeia and ideophones both usually incorporate sound
symbolic elements with consistent semantic associations (ex./k/:
gives the image of hitting a hard surface,/g/: gives the impression
of increased strength/weight) (Hamano, 2014), and use identical
morphological patterns (often a reduplication of 2-mora elements,

as in/fuwa-fuwa/) (Tamori and Schourup, 1999). Onomatopoeia
and ideophones are established items of Japanese mental lexicon
and in this study, we use the term sound symbolic words to refer to
both of these categories.

Phonological mapping negativity (PMN) and the N400
response of event-related potentials (ERPs) have been used as
indicators in studies of the processing mechanisms of words
and pseudowords. A negative evoked brain response connected
to language processing, known as PMN, which has an earlier
latency than N400, manifests around between 250 and 300 ms
(Desroches et al., 2009). According to van den Brink et al. (2001),
PMN represents the stage at which, in relation to the lexical
selection process, word-form information resulting from an initial
phonological analysis and content information derived from the
context interact. However, Newman et al. (2003), and Newman
and Connolly (2009) discovered that PMN occurs during the
preliminary stage of language processing and reflects phonological
processing. Thus, some reports of PMN indicate that it is involved
in higher-level language processing, while others indicate that it
is only involved in phonological processing, which occurs earlier.
The interpretation of PMN depends on whether the task focuses
solely on the phonological aspect of the word or on determining if
the word is an appropriate choice based on higher-level linguistic
characteristics.

N400 is a significant negative wave that peaks around 400 ms
after the stimulus is presented (Kutas and Federmeier, 2011). The
amplitude of N400 has been proven to increase for sentences
with mismatched meanings (e.g., “I like coffee with cream and
socks”) (Kutas and Hillyard, 1980) and is considered to be a
brain potential response associated with semantic processing. Some
studies of N400 interpret it as reflecting the process of retrieving
words from the mental lexicon, whereas others interpret it as
reflecting higher-order processes, like context specific semantic
processing of vocabulary. In the former interpretation, Petten and
Kutas (1990) showed that the amplitude of N400 increases for low
frequency words compared to high frequency words, and Kutas and
Federmeier (2000) stated that the N400 reflects the activation of
vocabulary stored in long-term memory. These studies indicate that
N400 may reflect access to the mental lexicon. On the other hand,
Brown and Hagoort (1993) found that N400 reflects not only the
process of accessing the mental lexicon but also the higher order
semantic processing, as N400 is smaller when the priming effect is
involved. Hagoort et al. (2004) also reported that both accessing the
mental lexicon and integration into semantic knowledge happened
at the same time, beginning 300 ms after language presentation.
They reported that N400 is caused by the top-down influence of
semantic information. In previous studies, the interpretation of
PMN and N400 depended on the nature of the task and stimulus
words. In their report of N400 in sound symbolic pseudowords,
Deacon et al. (2004) showed that non-words derived from existing
words show the same level of semantic activation as existing words
when participants listen to them. On the other hand, Westbury
(2005), in a study using sound symbolic pseudowords, reported that
the lexical access stage, which is a preliminary stage of semantic
processing, is activated, indicating that the effect of sound symbols
is pre-semantic.

In past studies, the interpretation of PMN and N400 was
dependent on the nature of the task and stimulus words. Moreover,
previous studies on the sound symbolism of pseudowords mostly
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involved judgment tasks that use simple pictures of round or
angular shapes with no deeper meaning (Kovic et al., 2010; Asano
et al., 2015; Sučević et al., 2015). In contrast, the task setting in
this study was designed to reflect semantic processing by asking the
participants to determine whether the depicted situation or object
and matched or mismatched the sound stimuli (existing sound
symbolic words or pseudowords). In the sound symbolic word task,
there is always a correct word for the situation. On the other hand,
the sound-symbolic pseudoword task is a non-word that does not
correspond to any of the tasks. Sound symbolic pseudowords are
non-existing words created for this study and, unlike established
onomatopoeia and ideophones, cannot be considered part of the
mental lexicon. Based on previous reports, it is possible that the
processing of sound symbolic pseudowords also involves semantic
processing; however, it is not clear whether the process is similar to
that of established lexemes contained in the mental lexicon.

The goal of this study is to investigate the differences between
the semantic processing of established sound symbolic words
and pseudowords. Based on the results of previous studies, we
suppose that the amplitude of both the PMN and the N400
will be larger in the mismatch condition than in the match
condition when assessment of whether the language is consistent
with more complex situations requires semantic processing. If so,
the PMN appears to reflect neural processing that includes not
only phonological processing, which is the precursor to language
processing, but also linguistic processing (e.g., word selection).
The phonological structure of sound symbolic pseudowords
used the common patterns observed in existing Japanese sound
symbolic words, and it included sound symbolic phonemes
typical in Japanese. The phonological structure of sound symbolic
pseudowords may provoke semantic neural processing. Therefore,
it would support the hypothesis that sound symbolic pseudowords
are semantically processed in the same way as the words if the
amplitude of both the PMN and the N400 increased more in the
mismatch condition than in the match condition in the sound
symbolic pseudoword task, similarly to the sound symbolic words.

In the present study, we aim to clarify the processes reflected
by PMN and N400 and to identify the differences in the semantic
processing for existing sound symbolic words and sound symbolic
pseudowords. The results obtained will give us some clues
regarding the neural process of phonological and linguistic features
of sound symbolism.

2. Materials and methods

Event-related potentials (ERPs) were measured and analyzed
while sound symbolic word and pseudoword comprehension tasks
were carried out in order to investigate the specifics of neural
processing during lexical processing when a picture of an event and
a speech sound are consistent (match) or inconsistent (mismatch).

2.1. Participants

A total of 30 healthy university students, ranging in age
from 19 to 22, took part in the study. Participants were paid

volunteers recruited at the International University of Health
and Welfare. They were all native Japanese speakers and had no
medical or mental health issues in the past. They had normal
or corrected-to-normal vision, and they had normal hearing. The
International University of Health and Welfare’s Ethical Review
Committee gave its approval to this study. The experiment was
explained to participants orally and in writing, and they voluntarily
signed an informed consent form. This study was conducted
in accordance with the ethical principles of the Declaration of
Helsinki. Three participants were excluded from the study because
their correct response rate to the task was less than 80%, and seven
participants were excluded because the difference between their
correct response rate to the sound symbolic word task and the
sound symbolic pseudo-word task was more than 5%. In addition,
two had many artifacts (less than 80% valid epochs) and one had
incomplete task results. We used data from a total of 17 subjects for
the final analysis.

2.2. Stimulus

In both sound symbolic word and pseudoword tasks, pictures
and sounds were presented. In both task types, match conditions—
where the appropriate sound for the picture was presented—and
mismatch conditions—where a sound unrelated to the picture was
presented—were used.

There were 160 stimulus word sounds, 80 each of sound
symbolic words and pseudowords. The Japanese Onomatopoeia
Dictionary (Ono, 2007) was used to choose existing sound symbolic
words. The most prevalent type, the two-mora reduplication
sound symbolic word (e.g., /fuwafuwa/, meaning “soft and puffy”)
(Tamori and Schourup, 1999), was used as the sound stimulus.
We chose words that expresses various receptive senses like
touch and hearing, and the meaning is relatively clear and not
context-dependent. Since sound symbolic words used in Japanese
to express feelings often change their meaning depending on
the situation (like/moyamoya/: thoughts and memories to be
fuzzy, but also the feeling of unease or pent-up lust, depending
on context), we limited our stimuli to sound symbolic words
that express clear sensory states or manners. Established sound
symbolic words that were used as stimulus words were modified to
create sound symbolic pseudowords. The first and third syllables
were not altered during creation; the second and fourth syllable
were. Additionally, in keeping with Hamano’s (2014) research, we
changed the second syllable to a sound symbolic phoneme that
elicits the same semantic impression, for example, roundness or
sharpness, to preserve the word’s overall semantic characteristics
(e.g., /fuwafuwa/versus/fuhafuha/) (Supplementary Data Sheet
1).

A Text to speech program (Azure, Text to speech, Microsoft
Inc., Redmond, WA, USA) was used to synthesize the voice of the
stimulus words. All stimulus words were controlled using version:
1.0, voice type: male voice, prosody rate: 50%, pitch: 0%, used
language: Japanese. We manipulated the reading speed (between
0.5 and 1.5) to fit the length of a sample to around 500 ms.
In order to use the generated speech samples as stimuli for the
task, the length of the speech sample was then adjusted to exactly
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FIGURE 1

An example of stimulus illustration. Existing Japanese sound
symbolic word–onomatopoeia:/fuwa fuwa/, which means “fluffy” in
English, the corresponding sound symbolic pseudoword:/fuha
fuha/. In this illustration,/fuwa- fuwa/indicates the dog’s hair is soft.

500 ms in Audacity 3.2, an open-source audio file editing program.1

Fade in/out effects were added to the first and last 10 ms of
each speech sample.

Both the sound symbolic word and pseudoword tasks made
use of the same stimulus pictures. The meaning of established
lexemes was verified in a Japanese onomatopoeia dictionary, and
corresponding black-and-white pictures were created to act as the
stimulus pictures (Figure 1).

There were 160 conventional sound symbolic word tasks, 80 of
which were in the match condition and contained the appropriate
stimulus word and picture combination. The other 80 tasks
were in the mismatch condition and contained the inappropriate
stimulus word and picture combination. The sound symbolic
pseudoword tasks were created by replacing the existing word with
a corresponding pseudoword with alternate phonemes for both
the match and mismatch conditions. Consequently, there were 160
sound symbolic pseudoword tasks, 80 of which were in the match
condition and 80 in the mismatch condition. Both sound-symbolic
words and sound symbolic pseudowords tasks are presented twice
for 40 words, for a total of 80 tasks. All of the auditory and visual
stimuli were the same in the match and mismatch conditions but in
different combination. The sound symbolic word and pseudoword
tasks’ match and mismatch conditions added up to 320 tasks in
total. In the sound symbolic word and sound symbolic pseudoword
tasks, the stimulus words were presented randomly in each task.

2.3. Procedure

Participants in the experiment were seated in a soundproofed,
electrically shielded room. While the participants were deciding

1 https://www.audacityteam.org

whether the picture on the display matched the sound coming from
their earphones, their brain waves were monitored. Button-pushing
tasks were given to participants to ensure they were paying close
attention during the experiment. The participants were monitored
while the tasks were carried out to make sure the participant was
paying attention. Participants practiced on several words in both
the sound symbolic task and pseudoword task prior to the actual
experiment. Participants began the actual experiment when they
understood the content of the task.

The experimental design is schematically represented in
Figure 2. Stimulus pictures were shown on a 23.0′′ LCD screen
with a resolution of 629× 629 pixels (FlexScan EV2316, EIZO Inc.,
CA, USA, JP, resolution: 1,920× 1,080), Subject-to-screen distance:
range 50–85 cm, average 70 cm, and audio was played through
ER-3A insert earphones (Etymotic Research Inc., IL, USA). The
experiment started with the display of a stimulus picture. Next,
550 ms after the stimulus picture was displayed, a stimulus word
sound (sound symbolic words or pseudowords) was presented for
500 ms. After the audio presentation, a white screen was displayed
for 100 ms. Following this, a message prompting the user to
interact (“Press 1 for a match, 4 for a mismatch”) was displayed
in MS Gothic font size 80. Participants immediately responded by
pressing the 1 or 4 key on the keyboard. The message disappeared
once the participant chose a response. The next task started after
2,000 ms of a white screen. The Medical Try System Multi Trigger
System Ver. 2 (MTS0410, Medical Try System, Co., Ltd., Japan) was
used to control the task presentation, and the match and mismatch
conditions were distributed at random.

During the experiment, participants were told to avoid
blinking, swallowing saliva, or unnecessary movement. In addition,
the sound symbolic word and sound symbolic pseudoword tasks
were counterbalanced by randomly administering the sound
symbolic word and sound symbolic pseudoword tasks to each
subject. A break was always included between the pseudoword task
segment and the existing word task segment. Additionally, breaks
were also taken during the segments upon the participant’s request.
The experiment took approximately 30–40 min to complete.

2.4. Acquiring EEG data

A unipolar recording of EEG signals was made at the Cz
position. Because PMN and N400 are greatest at the parietal site
(Dumay et al., 2001: D’Arcy et al., 2004; Kutas and Federmeier,
2011), PMN and N400 were measured at Cz in this experiment.
Electrodes placed on the mastoids served as a reference, and the
grounding electrode was positioned on the forehead. EEG signals
were captured on a Neurofax EEG-1200 system (Nihon Koden, Co.,
Ltd., Japan). Before starting the task, it was determined that the
contact impedance between the skin and electrode was less than 10
k�. The signal was converted to a digital signal at 1 kHz after being
bandpass filtered between 0.3 and 30 Hz. The data were divided into
epochs of 700 ms, after the speech stimulus presented at 100 ms.
The baseline was set based on the 100 ms prior to the presentation
of the speech stimulus. Reactions associated with blinking, eye
movements, etc. were rejected offline based on electrooculography.
Upon visual inspection, epochs with excessive noise were removed
from the analysis. The total number of data points in each condition
averaged 69.7 epochs (range: 79–65).
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FIGURE 2

A schematic figure of audio-visual stimulation.

2.5. Statistical analysis

In this study, PMN and N400 components are of particular
interest. Therefore, the maximum amplitude between 250 and
350 ms after the sound onset was defined as PMN amplitude (Lee
et al., 2012) and its latency was defined as PMN latency. The
average amplitude between 350 and 500 ms after the sound onset
was defined as N400 amplitude (D’Arcy et al., 2004; Asano et al.,
2015; Manfredi et al., 2017). We analyzed PMN and N400 using
Matlab R2022b (MathWorks, Inc., USA). For the existing word
and pseudoword tasks, as well as for each of the amplitudes and
emergent latencies, PMN was subjected to a two-way ANOVA (two
factors: existing word task/pseudoword task x match/mismatch).
The N400 amplitude was similarly analyzed by a two-way ANOVA
using sound type (existing word vs. pseudoword) and audio-
visual matching (match vs. mismatch) as factors. The statistical
significance for all two-way ANOVA was expressed as a p-value of
less than 0.05. Effect size was calculated using partial eta squared
(ηp

2) and generalized eta squared (ηG
2) (Bakeman, 2005).

In order to more clearly analyze the differences between sound
symbolic words and pseudowords, planned comparisons were
conducted using paired t-tests between matching and mismatching
conditions in each existing word and pseudoword task, as well as
between the existing word and pseudoword task in each matching
and mismatching condition. Cohen’s d was used to examine effect
size, with 0.2 small, 0.5 medium, and 0.8 large (Cohen, 1988). We
used IBM SPSS Statistics Version 29 for Windows (IBM Corp.,
Armonk, NY, USA).

3. Results

3.1. Behavioral results

The average score for the sound symbolic word task for the
participants was 151, and the average score percentage was 95%. On

the other hand, the mean score for the sound-symbolic pseudoword
task was 149, and the mean percentage score was 93%.

3.2. Electrophysiological results

Figure 3 displays the mean Cz brain wave reading for the match
and mismatch conditions of established sound symbolic words and
pseudowords from 100 ms prior to speech presentation to 600 ms
following presentation.

A significant main effect of sound type (existing words vs.
pseudoword) was observed with the maximum amplitude in the
PMN (250–350 ms) component of the ERP [F(1, 16) = 11.89,
p = 0.003, ηp

2 = 0.426, ηG
2 = 0.030] (Supplementary Data Sheet

2). The main effect of audio-visual matching (match vs. mismatch)
was also observed [F(1, 16) = 10.07, p = 0.006, ηp

2 = 0.386,
ηG

2 = 0.030]. No significant interaction was found between sound
type and audio-visual matching [F(1, 16) = 0.21, p = 0.653,
ηp

2 = 0.0013, ηG
2 < 0.001]. A significant main effect of audio-

visual matching was observed for the latency at which the PMN
peak appeared [F(1, 16) = 19.46, p< 0.001, ηp

2 = 0.549, ηG
2 = 0.085]

(Supplementary Data Sheet 3). There was no significant difference
in the sound type [F(1, 16) = 0.03, p = 0.875, ηp

2 = 0.002,
ηG

2 < 0.001] and no significant interaction between sound type
and audio-visual matching [F(1, 16) = 0.42, p = 0.529, ηp

2 = 0.025,
ηG

2 = 0.002]. The mean amplitude in the N400 range (350–500 ms)
showed significant main effects for sound type [F(1, 16) = 16.24,
p = 0.001, ηp

2 = 0.504, ηG
2 = 0.064] and audio-visual matching [F(1,

16) = 36.68, p < 0.001, ηp
2 = 0.696, ηG

2 = 0.070] (Supplementary
Data Sheet 4). There was no significant interaction between
sound type and audiovisual agreement [F(1, 16) = 0.84, p = 0.374,
ηp

2 = 0.050, ηG
2 = 0.002]. The amplitudes of PMN and N400

showed significant differences for sound type and audio-visual
matching, but no significant interaction between them. The PMN
latencies showed a significant difference for audio-visual matching,
but no significant difference for sound type and no significant
interaction between them.
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FIGURE 3

Auditory evoked responses elicited by sound symbolic words (SSW: gray lines) and sound symbolic pseudowords (SSP: black lines). Solid and dotted
lines represent audio-visual matching and non-matching conditions, respectively. SSP match: match condition of sound symbolic pseudowords
task. SSP mismatch: mismatch condition of sound symbolic pseudowords task. SSW match: match condition of sound symbolic words task. SSW
mismatch: mismatch condition of sound symbolic words task.

There were significant differences in the amplitudes of PMN
between the match and mismatch conditions for the sound
symbolic words [t (16) = 2.93, p = 0.010, Cohen’s d = 0.711] and
pseudowords, [t (16) = 2.55, p = 0.021, d = 0.619]. Furthermore,
there were significant PMN amplitude differences between the
sound symbolic word and pseudoword tasks for the match
condition [t (16) = 3.07, p = 0.007, d = 0.744] and mismatch
conditions [t (16) = 2.73, p = 0.015, d = 0.663] (Figure 4).

Similar results were obtained for N400. We found significant
N400 amplitude differences between the match and mismatch
conditions for sound symbolic words [t (16) = 6.00, p < 0.001,
d = 1.455] and pseudowords [t (16) = 2.87, p = 0.011, d = 0.697], and
between the sound symbolic word and pseudoword tasks for the
match [t (16) = 4.66, p< 0.001, d = 1.129] and mismatch conditions
[t (16) = 2.25, p = 0.039, d = 0.546] (Figure 5).

There were significant differences in PMN latency between
the match and mismatch conditions for sound symbolic words
[t (16) = −3.64, p = 0.002, d = −0.882] and pseudowords [t
(16) =−2.58, p = 0.020, d =−0.626], but no significant difference in
PMN latency between the sound symbolic word and pseudoword
tasks for the match [t (16) = −0.49, p = 0.632, d = −0.119] nor
mismatch conditions [t (16) = 0.13, p = 0.902 d = 0.030] (Figure 6).

4. Discussion

This study investigated the semantic processing of both existing
sound symbolic words and sound symbolic pseudowords with
similar phonological structures using ERPs elicited while making
semantic assessments of whether the sound stimuli are a match
or mismatch with a picture of an event. During the task of
determining whether pictures of events and speech sounds match
or mismatch PMN and N400 were measured, and the semantic

processing of sound symbolic words and pseudowords was
examined and compared. The results confirm the hypothesis that
PMN reflects not only phonological but also word processing, while
N400 reflects contextual semantic processing. Furthermore, both
the sound-symbolic pseudowords (non-words) and the sound-
symbolic words (existing words) showed an amplitude increase
in the mismatch condition compared to the match condition,
suggesting that pseudowords, like existing words, may undergo
semantic processing.

Connolly et al. (2001) discovered that when phonetic features
match between the target word and a candidate word, less
phonological processing work is needed, and the PMN is reduced;
when they do not match, more thorough phonological analysis
is needed, and a larger PMN is generated. This study presented
pictures presented prior to sounds, so pictures are prime for target
words. The PMN results of the present study confirmed the findings
of Connolly et al. (2001) by demonstrating an increase in amplitude
in the mismatch condition compared to the match condition for
conventional sound symbolic words. Thus, the results of this study
support the hypothesis of van den Brink et al. (2001) and Kujala
et al. (2004) that PMNs reflect a continuum of processing at the
acoustic, phonological, and word levels, suggesting that PMNs do
not represent phonological processing alone, but rather a process
that reflects access to the mental lexicon.

As for the N400 following the PMN, it has been reported
that when both contextual and lexical information for a word
is available, the contextual information influences the N400,
decreasing its amplitude in words that match the context
(van Berkum et al., 1999). Therefore, Kutas and Federmeier
(2000) describe the N400 as reflecting “integration into the
context.” Deacon et al. (2004) stated that it is generated by
orthographic/phonological analysis and is affected by semantic
information in a “top-down” manner. In this study, in the existing
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FIGURE 4

Group means (N = 17) of PMN amplitudes. Group means (N = 17) of PMN, the maximum amplitude elicited 250–350 ms after speech presentation.
The error bars denote 95% confidence intervals. SSP, Sound symbolic pseudowords, SSW, sound symbolic words.

FIGURE 5

Group means (N = 17) of N400 amplitudes. Group means (N = 17) of N400 amplitudes elicited 350–500 ms after speech sound presentation. The
error bars denote 95% confidence intervals.

word task, words are presented in both the match and mismatch
conditions, and match/mismatch judgments must be integrated
into the context of the pictures. Therefore, the difference in N400
between the match and mismatch conditions in this task may reflect
not only access to the mental lexicon, but also semantic processing
(integration into the context). The results obtained in this study
give clues as to what processes PMN and N400 reflect: PMN may
reflect the phonological and lexical processing, while N400 may
reflect a higher-order processing, the process of integration into
context.

As a word is being presented auditorily, several candidate words
(cohort) that start with the same phoneme are activated in the

listener’s mental lexicon. As the phonemes are perceived one at
a time, the candidate vocabulary is reduced to the final pertinent
term (Marslen-Wilson, 1987). This process has also been supported
by brain wave evaluation, which discovered that for the semantic
processing of vocabulary, the responses to the phoneme of the
words change over time. In the McMurray et al. (2022) experiment,
after target words were presented auditorily, a word phonologically
similar (cohort) to the target word, and a word unrelated to
the target word was presented in written form. The task was to
choose which one is closer to the phonetically presented word.
The results showed a characteristic pattern in which the target
word and its phonologically similar competitor word (cohort) are
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FIGURE 6

Group means (N = 17) of PMN latencies. Group means (N = 17) of PMN latencies that elicited maximum amplitude 250–350 ms after speech
presentation. The error bars denote 95% confidence intervals. SSP: sound symbolic pseudowords, SSW: sound symbolic words.

active immediately after word onset (at levels that were greater
than unrelated items), and at 100 ms activation levels were the
same. However, 500 ms after word presentation, the response to
the competing cohort is suppressed and the target is selected. If
we interpret the findings of this study through the lens of the
processing of words presented auditorily, PMN seems to reflect the
activation of word candidates (cohorts) from the point of speech
input and the process of lexical judgments in the search for the
corresponding word. The subsequent N400 reflects the higher-level
semantic processing of contextual integration.

Although sound symbolic pseudowords are non-words, both
PMN and N400 increased in amplitude in the mismatch condition
relative to the matching condition, same as in the case of existing
sound symbolic words. This suggests that even though sound
symbolic pseudowords are non-words, they are processed similarly
to standard words in terms of semantics. Access to meaning
through automatic activation of phonological information has been
reported for non-words with phonological features similar to those
of real words (Kujala et al., 2004). The results of this study show
that this is also the case for physiological brain responses. This
experiment included a situation picture and word/pseudoword
matching task. The higher processing effort required for the
mismatch condition compared to the match condition for the
sound-symbol pseudowords suggests that word-level processing,
such as retrieving word candidates, was also performed for non-
word sound symbolic pseudowords. Furthermore, the increase in
N400 amplitude in the mismatch condition for the sound symbolic
pseudowords is consistent with Deacon et al. (2004). Therefore,
it has been suggested that the sound-symbolic pseudowords
are indicative of processing at a higher level, that is, semantic
processing, including integration into the context. In the difference
between the match and mismatch conditions for sound symbol
pseudowords indicates that sound symbol pseudowords are not
judged on a simple impression level (such as spiky/round) or
activated by other words with similar spellings (phonological

structures) in the lexicon, but are judged on the similar context
basis as actual words.

Language is the process of ascribing a label to a situation or
object. It emerges as a result of semantic integration of auditory
and visual information. Attentional processes are also involved
(Wang et al., 2017; McCormick et al., 2018). Multiple integration
processes in various cortical areas are involved in semantic
integration, which is modulated by attention (Xi et al., 2019).
According to McCormick et al. (2021), greater attention may be
needed for the adjusting and controlling of information processing
for discrepancies between visual and auditory information when
attention is focused on auditory information. In this task, the
concept that a word meant was presented as an illustration, and
if the word matched the presented illustration, it was processed
quickly and with low processing load due to the top-down effect
of context. However, if the word did not match, the participants
had to reinterpret the picture and search again for a possible
match with the scene/event, which would have required more
attention due to the processing load of adapting and suppressing
information processing. As shown in Figure 1, in addition to
representing the softness of the dog’s fur, the picture could also
represent the act of touching the dog or the feelings of the
person touching the dog. It has been noted that higher-level
processing of elements like syntax and contextual meaning is
also carried out during the semantic processing of a word as
sounds are entered one at a time and the candidate vocabulary is
narrowed down; thus contextual-level semantic information has a
significant impact on semantic processing (Dahan and Tanenhaus,
2004; Costa et al., 2009; McMurray et al., 2022). We assume that
in the existing word task and pseudoword task, the increased
amplitude and latency delay in the mismatch condition may have
reflected the search for alternative interpretation of what the
stimulus picture may represent, the top-down influence of different
possibilities, and the load in narrowing the vocabulary. In addition,
the present results showed that the amplitude of both the PMN
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and the N400 was increased for sound-symbolic pseudowords
(non-words) compared to sound-symbolic words (words). Sound-
symbolic pseudowords are not words that are stored in the mental
lexicon. Therefore, the expectation of this result was that sound-
symbolic pseudowords would require more extensive processing
(attention). In this study, we were able to show the differences
between the semantic processing of existing sound symbolic words
and pseudowords in terms of the physiological responses of the
brain. The similarities between sound symbolic pseudowords and
conventional words suggest that both are processed temporally
from the input of phonemes to the contextual semantic processing.
The difference was that the processing load for sound symbolic
pseudowords was greater than that for sound symbolic words.
In order to clarify this difference, it will be necessary to identify
the brain regions involved in the semantic processing of both
sound symbolic words and pseudowords, which is an issue for the
future. Although fMRI at high spatial resolution or other methods
could be used to search for the region of the brain responsible
for semantic processing of sound symbolic pseudowords, it is
challenging to distinguish PMN from N400 due to inferior
temporal resolution. Therefore, a more detailed analysis using a
combination of various neuroimaging techniques is needed. In
addition, Japanese is a language that is rich in onomatopoeia
and ideophones and commonly makes use of sound symbolism.
This could be why sound symbolic words are processed is a
way similar to the semantic processing of other words of the
language. Thus, a cross-linguistic approach is necessary for future
studies in order to clarify the semantic processing of sound
symbolism.

5. Conclusion

In this study, the semantic processing of sound symbolic
words included in the mental lexicon is compared to the semantic
processing of sound symbolic pseudowords, which have no
concrete meaning stored in the lexicon, but use sounds that are
consistently associated with a certain meaning. It also clarifies the
processes reflected by PMN and N400, which are used in many
studies of lexical semantic processing. The findings of this study
suggest that PMNs may reflect not only phonological processing,
but also further processing up to the point of accessing vocabulary,
whereas N400 may reflect final semantic judgments. Furthermore,
similar responses toward sound symbolic words and pseudowords
were observed in the match and mismatch conditions, indicating
that both of them undergo semantic processing.

Data availability statement

The original contributions presented in this study are included
in the article/Supplementary material, further inquiries can be
directed to the corresponding author.

Ethics statement

The studies involving humans were approved by the
International University of Health and Welfare’s Ethical Review
Committee. The studies were conducted in accordance with the
local legislation and institutional requirements. The participants
provided their written informed consent to participate in this study.

Author contributions

KS and HO contributed to conception and design of the
study. KS and SK performed the experiments, collected the data,
and performed the statistical analysis. KS wrote the first draft of
the manuscript. KS, SK, JI, MP and HO wrote sections of the
manuscript. MP edited English language. All authors contributed
to manuscript revision, read, and approved the submitted version.

Funding

This work was supported by the Japan Society for the
Promotion of Science (JSPS) Grants in Aids for Scientific Research
(KAKENHI) Grant Number 21K13620.

Acknowledgments

We gratefully acknowledge our participants for their diligent
cooperation and the work of present members of our laboratory.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the
authors and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Supplementary material

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fnhum.
2023.1208572/full#supplementary-material

Frontiers in Human Neuroscience 09 frontiersin.org133

https://doi.org/10.3389/fnhum.2023.1208572
https://www.frontiersin.org/articles/10.3389/fnhum.2023.1208572/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnhum.2023.1208572/full#supplementary-material
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/


fnhum-17-1208572 October 5, 2023 Time: 13:33 # 10

Sasaki et al. 10.3389/fnhum.2023.1208572

References

Abe, J., Momouti, Y., and Kaneko, Y. (1994). Human language information
processing- Cognitive Science of Language Understanding. Tokyo: Science Inc.

Aitchison, J. (2012). Words in the Mind: An Introduction to the Mental Lexicon, 4th
Edn. New Jersey: Wiley-Blackwell.

Akita, K. (2017). “Do foreign languages have onomatopoeia?,” in The Mystery of
Onomatopoeia- From Pikachu to Mohammed- Iwanami Science Library 261, ed. H.
Kubozono (Tokyo: Iwanamisyoten).

Asano, M., Imai, M., Kita, S., Kitajo, K., Okada, H., and Thierry, G. (2015). Sound
symbolism scaffolds language development in preverbal infants. Cortex 63, 196–205.
doi: 10.1016/j.cortex.2014.08.025

Bakeman, R. (2005). Recommended effect size statistics for repeated measures
designs. Behav. Res. Methods 37, 379–384. doi: 10.3758/BF03192707

Brown, C., and Hagoort, P. (1993). The processing nature of the n400: evidence from
masked priming. J. Cogn. Neurosci. 5, 34–44. doi: 10.1162/jocn.1993.5.1.34

Cohen, J. (1988). Statistical power analysis for the behavioral sciences. New York, NY:
Routledge Academic.

Connolly, J. F., Service, E., D’Arcy, R. C., Kujala, A., and Alho, K. (2001).
Phonological aspects of word recognition as revealed by high-resolution spatio-
temporal brain mapping. Neuroreport 12, 237–243. doi: 10.1097/00001756-
200102120-00012

Costa, A., Strijkers, K., Martin, C., and Thierry, G. (2009). The time course of word
retrieval revealed by event-related brain potentials during overt speech. Proc. Natl.
Acad. Sci. U. S. A. 106, 21442–21446. doi: 10.1073/pnas.0908921106

Dahan, D., and Tanenhaus, M. K. (2004). Continuous mapping from sound
to meaning in spoken-language comprehension: immediate effects of verb-based
thematic constraints. J. Exp. Psychol. 30, 498–513. doi: 10.1037/0278-7393.30.2.498

D’Arcy, R. C., Connolly, J. F., Service, E., Hawco, C. S., and Houlihan, M. E. (2004).
Separating phonological and semantic processing in auditory sentence processing:
a high-resolution event-related brain potential study. Hum. Brain Mapp. 22, 40–51.
doi: 10.1002/hbm.20008

Deacon, D., Dynowska, A., Ritter, W., and Grose-Fifer, J. (2004). Repetition
and semantic priming of nonwords: Implications for theories of N400 and word
recognition. Psychophysiology 41, 60–74. doi: 10.1111/1469-8986.00120

Desroches, A. S., Newman, R. L., and Joanisse, M. F. (2009). Investigating the time
course of spoken word recognition: electrophysiological evidence for the influences
of phonological similarity. J. Cogn. Neurosci. 21, 1893–1906. doi: 10.1162/jocn.2008.
21142

Dumay, M., Benraïss, A., Barriol, B., Colin, C., Radeau, M., and Besson, M. (2001).
Behavioral and electrophysiological study of phonological priming between bisyllabic
spoken words. J. Cogn. Neurosci. 13, 121–143. doi: 10.1162/089892901564117

Hagoort, P., Hald, L., Bastiaansen, M., and Petersson, K. M. (2004). Integration
of word meaning and world knowledge in language comprehension. Science 304,
438–441. doi: 10.1126/science.1095455

Hamano, S. (2014). Onomatopoeia in Japanese: Sound Symbolism and Structure.
Tokyo: Kurosio Publishers.

Hinton, L., Nichols, J., and Ohala, J. (1994). Sound symbolism. Cambridge:
Cambridge University Press.

Hockett, C. F. (1960). The origin of speech. Sci. Am. 203, 89–96.

Köhler, W. (1947). Gestalt psychology, 2nd Edn. New York: Liveright Publishing.

Kovic, V., Plunkett, K., and Westermann, G. (2010). The shape of words in the brain.
Cognition 114, 19–28. doi: 10.1016/j.cognition.2009.08.016

Kujala, A., Alho, K., Service, E., Ilmoniemi, R. J., and Connolly, J. F. (2004).
Activation in the anterior left auditory cortex associated with phonological analysis
of speech input: Localization of the phonological mismatch negativity response with
MEG. Brain Res. Cogn. Brain Res. 21, 106–113. doi: 10.1016/j.cogbrainres.2004.05.011

Kutas, M., and Federmeier, K. D. (2000). Electrophysiology reveals semantic
memory use in language comprehension. Trends Cogn. Sci. 4, 463–470. doi: 10.1016/
s1364-6613(00)01560-6

Kutas, M., and Federmeier, K. D. (2011). Thirty years and counting: Finding
meaning in the N400 component of the event-related brain potential (ERP). Annu.
Rev. Psychol. 62, 621–647. doi: 10.1146/annurev.psych.093008.131123

Kutas, M., and Hillyard, S. A. (1980). Reading senseless sentences: brain potentials
reflect semantic incongruity. Science 207, 203–205. doi: 10.1126/science.7350657

Lee, J. Y., Harkrider, A. W., and Hedrick, M. S. (2012). Electrophysiological and
behavioral measures of phonological processing of auditory nonsense V-CV-VCV
stimuli. Neuropsychologia 50, 666–673. doi: 10.1016/j.neuropsychologia.2012.01.003

Manfredi, M., Cohn, N., and Kutas, M. (2017). When a hit sounds like a kiss: An
electrophysiological exploration of semantic processing in visual narrative. Brain Lang.
169, 28–38. doi: 10.1016/j.bandl.2017.02.001

Marslen-Wilson, W. D. (1987). Functional parallelism in spoken word-recognition.
Cognition 25, 71–102. doi: 10.1016/0010-0277(87)90005-9

McCormick, K., Lacey, S., Stilla, R., Nygaard, L. C., and Sathian, K. (2018). Neural
basis of the crossmodal correspondence between auditory pitch and visuospatial
elevation. Neuropsychologia 112, 19–30. doi: 10.1016/j.neuropsychologia.2018.02.029

McCormick, K., Lacey, S., Stilla, R., Nygaard, L. C., and Sathian, K. (2021).
Neural basis of the sound-symbolic crossmodal correspondence between auditory
pseudowords and visual shapes. Multisens. Res. 35, 29–78. doi: 10.1163/22134808-
bja10060

McMurray, B., Sarrett, M. E., Chiu, S., Black, A. K., Wang, A., Canale, R., et al.
(2022). Decoding the temporal dynamics of spoken word and nonword processing
from EEG. Neuroimage 260:119457. doi: 10.1016/j.neuroimage.2022.119457

Newman, R. L., and Connolly, J. F. (2009). Electrophysiological markers of pre-
lexical speech processing: evidence for bottom-up and top-down effects on spoken
word processing. Biol. Psychol. 80, 114–121. doi: 10.1016/j.biopsycho.2008.04.008

Newman, R. L., Connolly, J. F., Service, E., and McIvor, K. (2003). Influence of
phonological expectations during a phoneme deletion task: evidence from event-
related brain potentials. Psychophysiology 40, 640–647. doi: 10.1111/1469-8986.00065

Ono, M. (2007). Imitative words and Mimetic words 4500 Japanese Onomatopoeia
Dictionary. Tokyo: SHOGAKUKAN.

Osaka, M. (1999). “Multilingual comparison of onomatopoeia and ideophone,” in
Exploration of the language of sensibility- Where is the heart in onomatopoeia and
ideophone?, ed. N. Osaka (Tokyo: Shinyousya).

Petten, C. V., and Kutas, M. (1990). Interactions between sentence context and word
frequency in event-related brain potentials. Mem.Cogn. 18, 380–393. doi: 10.3758/
bf03197127

Pinker, S. (1999). Words and Rules: the ingredients of language. New York: Basic
Books.

Ramachandran, V., and Hubbard, E. (2001). Synaesthesia – A window into
perception, thought and language. J. Conscious. Stud. 8, 3–34.

Sidhu, D. M., and Pexman, P. M. (2018). Five mechanisms of sound symbolic
association. Psychon. Bull. Rev. 25, 1619–1643.

Stille, C. M., Bekolay, T., Blouw, P., and Kröger, B. J. (2020). Modeling the mental
lexicon as part of long-term and working memory and simulating lexical access in
a naming task including semantic and phonological cues. Front. Psychol. 11:1594.
doi: 10.3389/fpsyg.2020.01594
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Previous studies reported that an object in one’s peripersonal space (PPS) attracts

attention and facilitates subsequent processing of stimuli. Recent studies showed

that visual stimuli approaching the body facilitated the spatial prediction of

subsequent tactile events, even if these stimuli were task-irrelevant. However, it

is unclear whether the approach is important for facilitating this prediction or if

the simple existence of stimuli within the PPS is what matters. The present study

aimed to scrutinize the predictive function of visuo–tactile interaction in the PPS

by examining the e�ects of visual stimuli approaching the hand and of visual

stimuli near the hand. For this purpose, we examined electroencephalograms

(EEGs) during a simple reaction time task for tactile stimuli when visual stimuli

were presented approaching the hand or were presented near the hand, and we

analyzed event-related spectral perturbation (ERSP) as an index of prediction and

event-related brain potentials (ERPs) as an index of attention and prediction error.

The tactile stimulus was presented to the left (or right) wrist with a high probability

(80%) and to the opposite wrist with a low probability (20%). In the approach

condition, three visual stimuli were presented approaching the hand to which

the high-probability tactile stimulus was presented; in the near condition, three

visual stimuli were presented repeatedly near the hand with the high-probability

tactile stimulus. Beta-band activity at theC3 andC4 electrodes, around the primary

somatosensory area, was suppressed before the onset of the tactile stimulus, and

this suppression was larger in the approach condition than in the near condition.

The P3 amplitude for high-probability stimuli in the approach condition was larger

than that in the near condition. These results revealed that the approach of visual

stimuli facilitates spatial prediction and processing of subsequent tactile stimuli

compared to situations in which visual stimuli just exist within the PPS. This study

indicated that approaching visual stimuli facilitates the prediction of subsequent

tactile events, even if they are task-irrelevant.

KEYWORDS

peripersonal space, prediction, multimodal interaction, event-related desynchronization

(ERD), event-related spectral perturbation (ERSP), time-frequency analysis, event-related

brain potential (ERP)
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1. Introduction

Primates, including humans, maintain a special representation

of the space surrounding the body called peripersonal space (PPS;

Brain, 1941; Rizzolatti et al., 1981). Many decades after it was

originally conceived of and named, the PPS is still a hot topic

in various research areas and has gained increasing attention,

especially with systematic reviews in the last 10 years (Cléry et al.,

2015; de Vignemont and Iannetti, 2015; Van der Stoep et al.,

2015; Hunley and Lourenco, 2018). Two achievements of these

reviews are that they have categorized the PPS as having not only a

defensive but also a non-defensive function and evaluated the effect

of multisensory stimulus processing in the PPS.

The defensive function has been a classical explanation of the

importance of the PPS. The approach of a dangerous object (e.g., a

knife) could hurt the body; then, it is necessary to predict physical

contact before the object touches us and to decide whether to

defend ourselves or flee. Therefore, attention to objects in the PPS

is important for physical defense, and the PPS is interpreted as a

function safety margin (e.g., Cooke and Graziano, 2003; Graziano

and Cooke, 2006; Sambo and Iannetti, 2013). In parallel with this

interpretation, it is known that even non-dangerous and non-

affective stimuli attract attention within the PPS (e.g., Graziano

and Gross, 1995; Reed et al., 2006). This non-defensive function

has been interpreted as functioning to focus attention on useful

objects (e.g., food and tools) within close proximity (e.g., Rizzolatti

et al., 1997; Brozzoli et al., 2014). Recent studies have assumed

that defense is not the only important function of the PSS but also

that non-defense functions and the interaction of each function

also matter (e.g., de Vignemont and Iannetti, 2015). The defensive

function is important for self-protection, and this is interpreted by

an automatic process by which attention is attracted to a specific

threat stimulus, whereas the non-defensive function is the active

process of allocating attention to useful information around us and

preparing for present and future benefits, e.g., perceiving reward

prospects in one’s surroundings and estimating reward values in

changing social contexts (Coello et al., 2018; Gigliotti et al., 2021,

2023). In addition, the benefits from the non-defensive function

could be leveraged when the defense is needed (e.g., we can eat

the food we get and also throw it at menacing animals as a

decoy). Therefore, the importance of the non-defensive function

is still drawing attention and discussion in PSS studies on how

non-affective information attracts our attention.

When objects are present in the PPS, they are often in the

process of approaching the body. If we can see or hear them

approaching, this visual and auditory information in the PPS is

processed at the bimodal or trimodal neurons, and processing

elicits larger neural activity than information presented outside

of the PPS (e.g., Rizzolatti et al., 1981; Graziano et al., 1999).

Moreover, the combination of these visual (or auditory) stimuli

within the PPS and a tactile stimulus facilitates a response to

the tactile stimulus (e.g., Gray and Tan, 2002; Makin et al., 2007;

Canzoneri et al., 2012). Taking together the approach of an object

to the PPS and a multisensory interaction, it is possible that this

interaction could be used to predict subsequent contact (tactile

event) since the approaching object might subsequently contact

the body. It is necessary to keep in mind that such visuo–tactile

interaction in the PPS could vary flexibly, e.g., the facilitation

effect of multisensory integration in the PPS could be extended

to a wider space depending on the meaning of the visual stimuli

and the social context (Geers and Coello, 2023). Therefore, the

relationship between multisensory integration and interactions

with the environment should be considered for each situation. In

this study, we focused only on the PPS effect of the approach of

non-affective and task-irrelevant visual stimuli and a subsequent

tactile stimulus.

Recent studies reported that the approach of non-affective

and task-irrelevant visual stimuli facilitates the prediction of a

subsequent tactile stimulus. In research by Kimura (2021), visual

stimuli were presented, followed by a tactile stimulus to the

hand, and these visual stimuli were presented either sequentially

approaching the hand or at a fixed distance from the hand (not near

each hand). To confirm the event-related desynchronization (ERD)

for a subsequent tactile event, event-related spectral perturbation

(ERSP) of the electroencephalogram (EEG) was examined. The

results showed that ERD in the beta band occurred strongly at the

electrodes near the primary somatosensory area, which processes

the tactile stimulus when the visual stimuli approached the hand

(tactile stimulus presentation site). ERD is one of the analytical

indicators of EEG (e.g., Pfurtscheller and Lopes da Silva, 1999;

Engel et al., 2001), and ERD of the beta-band activity in the

primary somatosensory area reflects the intensity of prediction of

subsequent tactile events (e.g., van Ede et al., 2010). Therefore,

this study shows that the approach of visual stimuli within

the PPS facilitates the spatial prediction of a subsequent tactile

stimulus. Moreover, in previous studies examining ERPs, when a

tactile stimulus was presented to the opposite hand from the one

approached, the amplitude of event-related brain potentials (ERPs)

reflecting prediction error increased (Kimura and Katayama, 2015).

This phenomenon occurs not only in spatial prediction but also in

temporal prediction (Kimura and Katayama, 2017) and in response

to the type of stimulus (Kimura and Katayama, 2018).

These results indicate that the approach of visual stimuli in

the PPS facilitates the spatial prediction of a subsequent tactile

event. However, these studies did not examine the effect of

the presentation of visual stimuli immediately near the hand.

Therefore, it is unclear whether the approach of stimuli is

important for the prediction of subsequent tactile events or if

being located within the PPS (i.e., the presentation of visual stimuli

near the hand) is sufficient. Considering the safety margin, it is

possible to predict subsequent contact at an early stage, before

contact, by using the approach of visual stimuli. Furthermore, the

facilitation effect of bimodal sensory stimulation on multisensory

interactions varies flexibly and could occur even in spaces away

from the body; thus, it might be possible to predict the contact

of a tactile stimulus from the beginning of the approach of the

visual stimuli (e.g., Serino et al., 2015a,b; Bertoni et al., 2021;

Geers and Coello, 2023). Considering finite cognitive resources,

it is possible to allocate attentional resources just before contact

(i.e., near the hand) to predict a tactile stimulus. The present

study aimed to scrutinize the predictive function of visuo–tactile

interaction in the PPS by examining the effects of visual stimuli

approaching the hand and of visual stimuli simply existing near

the hand.
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We focused on ERDs in the beta-band activity as an index

of the spatial prediction caused by the approach of visual stimuli

and P3 in ERP as an index of attention to a subsequent tactile

stimulus and the prediction error between spatial prediction from

this approach and the deviation of the tactile stimulus from this

prediction. Even non-dangerous and non-affective stimuli attract

attention within the PPS (e.g., Graziano and Gross, 1995; Reed

et al., 2006). In addition, the sequential approach of visual stimuli

is processed as useful information for the spatial prediction of

a subsequent tactile stimulus (e.g., Kimura and Katayama, 2015;

Kimura, 2021), and it is possible that this facilitation effect might

not be generated by visual stimuli simply existing in close proximity

to the body (e.g., Serino et al., 2015a,b; Bertoni et al., 2021; Geers

and Coello, 2023). Therefore, we hypothesized that sequentially

approaching visual stimuli facilitates the spatial prediction of a

subsequent tactile stimulus due to a non-defensive function of the

PSS to direct attention to useful information around us. Based

on this hypothesis, we predicted that ERDs in the beta band

would occur in each condition before the presentation of the

tactile stimulus if participants can predict the tactile stimulus

(e.g., van Ede et al., 2010) and that the ERD in the approach

condition would be larger than that in the near condition if the

approach of visual stimuli better facilitates prediction compared

with the nearness of the presentation (e.g., Kimura, 2021). P3

reflects attention to the target stimulus (e.g., Duncan-Johnson and

Donchin, 1977; Donchin, 1981; Katayama and Polich, 1996a), and

its amplitude increases in response to the deviation of a tactile

stimulus from spatial prediction due to the approach of visual

stimuli (e.g., Kimura and Katayama, 2015). In the present study,

participants were asked to perform a simple reaction time task

in response to a tactile stimulus, in which it was necessary to

allocate attention rapidly to the tactile stimulus. We predicted

that the P3 amplitude elicited by the high-probability stimulus

in the approach condition would be larger than that elicited

by the high-probability stimulus in the near condition if the

approach of a visual stimulus induces attention to the direction

from which a tactile stimulus approaches, making it easier to

predict and quickly allocate attention to the tactile stimulus. In

addition, we predicted that the P3 amplitude elicited by the

low-probability stimulus in the approach condition would be

larger than that elicited by the low-probability stimulus in the

near condition if the approach of visual stimuli better facilitates

the prediction of a tactile stimulus compared with the near

presentation of visual stimuli. In addition, we examined contingent

negative variation (CNV; Walter et al., 1964) in ERP before

the presentation of tactile stimuli to ensure that the temporal

prediction of tactile stimuli did not differ between conditions.

CNV reflects the temporal prediction of a subsequent stimulus,

including tactile stimuli (Kimura and Katayama, 2015; Kimura,

2021). We predicted that the amplitude of CNV would not differ

between conditions if participants could predict the timing of the

presentation of the tactile stimulus in both conditions, as was

found in previous studies (Kimura and Katayama, 2015; Kimura,

2021).

2. Materials and methods

2.1. Participants

Twelve undergraduate and graduate students (nine female

students and three male students; 18–24 years of age) participated

in the experiment, and all were newly recruited for this experiment.

All participants were right-handed, had a normal or corrected-

to-normal vision, and had tactile sensitivity without hindrance to

perform the task, according to their self-report. This experiment

was approved by the Kwansei Gakuin University (KGU) Research

Ethics Review Board under the KGU Regulations for Research

with Human Participants. Written informed consent was obtained

from all participants, and their rights as experimental subjects

were protected. In this study, this sample size was determined

with reference to Kimura and Katayama (2015) by a similar

experimental paradigm rather than by prior calculation. Therefore,

we conducted a post-hoc power analysis to consider the power of the

result. The most important analysis of this study was examining the

influence of visual stimuli approaching the hand and visual stimuli

close to the hand on the prediction of a subsequent tactile stimulus.

The analysis of ERD corresponded to this predictive effect; thus, in

our results section, we report a post-hoc power analysis of the results

of ERD analysis.

2.2. Stimulus and equipment

2.2.1. Visual and tactile stimuli
Figure 1 shows the positioning of the visual and tactile stimuli.

The stimuli were set according to the previous studies (Kimura

and Katayama, 2015, 2017, 2018). Participants were seated and

put their hands and forearms on a desk in front of them.

Their hands were 32.0 cm apart. Visual stimuli were presented

by three white light-emitting diodes (LEDs; square with 0.8 cm

sides). These were placed between the arms on the desk (at

equal distances of 8.0 cm intervals). The intensity and duration

of visual stimuli were 25 cd and 200ms. Somatosensory stimuli

were presented by an electrical stimulus generator (Nihon Kohden

Corporation, SEN-7203, Japan), electric isolators (Nihon Kohden

Corporation, SS-203J, Japan), and Ag/AgCl electrodes (diameter

of 1.0 cm) on participants’ forearms. The anode electrode was

placed on the participants’ wrists, and the cathode electrode

was 3.0 cm from the anode toward the elbow. The electrical

stimulus was a single block pulse with a 0.2-ms duration. The

intensities of stimuli were three times as high as the sensory

threshold for each participant. This intensity was also used in

a previous study of ERP elicited by tactile stimuli (e.g., Kimura

and Katayama, 2015), and it never caused pain. The average

intensity of the stimuli across all participants was 3.3mA. The

presentation of visual and tactile stimuli was controlled with

MATLAB R2010b (MathWorks, Inc.) and Psychtoolbox (Kleiner

et al., 2007) installed on a desktop computer (Precision T5500,

DELL).
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FIGURE 1

The positions of visual stimuli and tactile stimuli.

2.2.2. Recording of EEG
EEG data were recorded by NuAmps (Compumedics

Neuroscan, USA) and an electrode cap (Easycap GmbH, Germany)

using Ag/AgCl electrodes at 30 sites (Fp1, Fp2, F7, F3, Fz, F4, F8,

FT7, FC3, FCz, FC4, FT8, T7, C3, Cz, C4, T8, TP7, CP3, CPz, CP4,

TP8, P7, P3, Pz, P4, P8, O1, Oz, and O2) according to the modified

10–20 System. In addition, electrodes were also placed on both

earlobes (A1 and A2). The reference electrode was on the tip of

the nose, and the ground electrode site was AFz. The data from

all channels were recorded using SCAN software (Compumedics

Neuroscan, USA). The electrode impedances were kept below 5

k�. A bandpass filter of 0.1–200Hz was used for recording. The

sampling rate was 1000 Hz.

2.2.3. Procedure
Figure 2 shows the experimental procedure. The procedure was

set according to the previous studies (Kimura and Katayama, 2015;

Kimura, 2021). Each trial was composed of three visual stimuli and

one tactile stimulus. The stimulus onset asynchrony (SOA) was set

to 1000ms. The interval between trials was either 1000 or 1200ms

at random with equal probability. Each block was composed of

84 trials [high-probability tactile stimuli: 64 trials; low-probability

tactile stimuli: 16 trials; no tactile stimuli (catch trial): 4 trials],

which took 7min. Two blocks were presented for each condition

(overall: four blocks per participant). The interval between blocks

was 2min, and after the second block, the participants rested for

10min and then started the remaining two blocks. The order of

conditions was randomized between participants.

The difference between the two conditions was the pattern

of visual stimuli, and these patterns were presented in separate

blocks. In the approach condition, LEDs flashed sequentially

toward the hand where the high-probability tactile stimulus was

presented (i.e., if the high-probability tactile stimulus was set

at the left wrist, the LEDs flashed sequentially right, center,

and left), and the subsequent tactile stimulus was presented to

the left (or right) wrist with a high probability (80%) and to

the opposite wrist with a low probability (20%). In the near

condition, the LED flashed three times near the hand where

the high-probability tactile stimulus was presented (i.e., if the

high-probability tactile stimulus was set at the left wrist, the left

LEDs flashed three times), and the subsequent tactile stimulus

was presented to the left (or right) wrist. The participants were

required to gaze at the center LED in order to control their

eye movements and not to move their eyes and bodies more

than necessary in each condition. Moreover, the participants were

instructed to respond by pressing a button with the left (or

right) foot whenever the tactile stimuli were presented and to not

respond when tactile stimuli were not presented (i.e., the catch

trials). Half of the participants used the left foot, and the other

half used the right foot. Finally, they were told at the start of

each block which hand would be presented with the high-/low-

probability stimuli.

2.2.4. Data analysis
The mean reaction times (RTs) for the tactile stimuli were

calculated. Based on previous studies, trials with an incorrect

response or with RTs shorter than 200ms or longer than 1500ms

were discarded from analysis (Kimura and Katayama, 2015,

2017, 2018). After the rejection, a two-way repeated-measures

ANOVA on RTs was conducted with the two conditions (approach
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FIGURE 2

The procedure of the experiment.

and near condition) and two probabilities (high probability and

low probability).

The EEG data were analyzed based on the method of Kimura

(2021). The EEGLAB toolbox (Delorme and Makeig, 2004) and

ERPLAB toolbox (Lopez-Calderon and Luck, 2014) on MATLAB

were used for this analysis. Artifacts derived from eye movements

and eye blinks were rejected using an automatic EEG artifact

detector based on the joint use of spatial and temporal features

(ADJUST) of the EEGLAB toolbox (Mognon et al., 2011). In

the time-frequency analysis, the EEG data epoch was 1800ms

(including a 900ms prestimulus of the tactile stimulus). Epochs in

which the EEG signal variation exceeded ±100 µV were rejected.

After artifact rejection, EEG data were transformed by the Morlet

wavelet transformation function applied in a Hanning-tapered

window in EEGLAB. The settings were as follows: epoch time

limits: −900 to 900ms, using 400-time points; frequency limits:

8–30Hz; baseline limits: −900 to −500ms; wavelet cycles: 3–0.5.

The processed data were output from −691.88 to 690.88ms (400

time points) and from 8 to 30Hz (22 frequency points). The beta-

band (14.29–30Hz) ERSPs for the time range −300 to 0ms at

the electrodes of C3 and C4 (i.e., the neighboring electrodes for

the primary somatosensory area) were averaged in each block. In

addition, these electrodes were distinguished by the prediction of a

tactile stimulus. C3 (C4) is ipsilateral and C4 (C3) is contralateral

when the block with the high-probability tactile stimulus is

presented to the left (right) hand. The averaged beta-band ERSP

for ipsilateral and contralateral was calculated in each condition.

After this processing, the numbers of the remaining trials were

146–160 (0–8.65% rejected) for the approach condition and 149–

160 (0–6.87% rejected) for the near condition. To check the

ERD, one-sample t-tests of beta-band ERSPs were conducted with

all combinations between conditions and lateralities (ipsilateral

and contralateral). If ERD occurred in all combinations, two-way

repeated-measures ANOVAs of ERSPs were conducted with the

two conditions and two lateralities.

The ERPs were analyzed based on the method of Kimura

and Katayama (2015). The data were digitally low-pass filtered at

30Hz (6 dB/octave) using an IIR Butterworth analog simulation

filter. Artifacts derived from eye movements and eye blinks were

rejected using ADJUST. To extract P3, the EEG epoch was set at

1000ms (including a 200ms prestimulus of the tactile stimulus).

The epoch in which the EEG signal variation exceeded ± 100 µV

was excluded from averaging. After artifact rejection, the numbers

of remaining trials ranged from 118 to 128 (0–7.81% of trials

were rejected) for the high-probability stimuli and 28–32 (0–12.5%

rejected) for the low-probability stimuli in the approach condition,

and 121–128 (0–5.47% rejected) for the high-probability stimuli

and 28–32 (0–12.5% rejected) for the low-probability stimuli in the

near condition.

To analyze the P3, the time range of P3 was defined to

be 230–290ms for high-probability stimuli and 260–350ms for

low-probability stimuli. These time ranges were decided by peak

latencies of the grand averaged waves for each probability used

in the analysis. The mean P3 amplitudes at Pz, where the P3 was

elicited at maximum amplitude, were analyzed. Two-way repeated-

measures ANOVAs of P3 were conducted with the two conditions

and two probabilities. In addition, to investigate CNV, the EEG

epoch was set at 1400ms (the baseline was a – 200 to 0ms

prestimulus of the third visual stimulus). The signal processing

and rejection were the same as in the method for P3. After

artifact rejection, the numbers of remaining trials were 146–160 (0–

8.65% rejected) for the approach condition and 142–160 (0–11.25%

rejected) for the near condition. The mean CNV amplitude was

obtained from a latency window of 500–1000ms. The appropriate
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latency window was defined based on the observation of the

resultant ERP waveforms. The mean CNV amplitudes at Cz, where

the CNV was elicited at maximum amplitude, were compared

between conditions by a paired t-test.

The normality of the data for ERD, P3, CNV, and RT was

checked by the Shapiro–Wilk test using the R function shapiro.test.

These ANOVAs were conducted by applying Greenhouse–

Geisser corrections to the degrees of freedom when appropriate

(Greenhouse and Geisser, 1959). Post-hoc comparisons were

made using Shaffer’s modified sequentially rejective multiple-test

procedure, which extends the Bonferroni t-tests in a stepwise

fashion (Shaffer, 1986). The effect sizes for ANOVAs were indicated

in terms of partial eta squared (ηp
2), and t-tests were calculated by

computing Cohen’s d. The significance level was set at a p-value of

< 0.05 for all statistical analyses.

3. Results

3.1. Normality test for each data

To confirm the normality of values of ERD, P3, CNV, and

RT, Shapiro–Wilk tests were conducted using the R function

shapiro.test. The results revealed that these distributions of the data

did not significantly differ from a normal distribution (ps > 0.05).

3.2. Post-hoc power analysis

To confirm the statistical power of this study, a post-hoc power

analysis was conducted using G∗Power 3.1.9.4 (Faul et al., 2007).

The analysis revealed that the statistical power for the result of ERD

was 1-β = 0.99 [12 participants, α = 0.05, ηp
2
= 0.38 (f = 0.78)].

3.3. Reaction times

Figure 3 shows the mean RTs for the tactile stimuli for

each condition. Averaged RTs of all participants were 310ms

(SE = 15.33), 361ms (SE = 20.44), 337ms (SE = 18.00), and

372ms (SE = 23.15) for the approach-high-probability, approach-

low-probability, near-high-probability, and near-low-probability

stimuli. The results of the ANOVA revealed that the main effect of

conditions [F(1, 11) = 8.72, p = 0.013, ηp
2
= 0.44] and probabilities

[F(1, 11) = 27.42, p< 0.001, ηp
2
= 0.71] were significant. In addition,

the interaction of conditions and probabilities was significant

[F(1, 11) = 12.84, p = 0.004, ηp
2
= 0.54]. Post-hoc comparisons

indicated that the RT in the approach condition was shorter

than in the near condition for high-probability stimuli (p =

0.002), and low-probability stimuli did not show a significantly

different condition effect (p = 0.171). In addition, RT to high-

probability stimuli was shorter than to low-probability stimuli in

each condition (ps < 0.001).

3.4. Event-related spectral perturbations

Figure 4A shows the ERSPs in each condition and each

laterality and Figure 4B the averaged beta-band ERSPs at the time

range of −300 to 0ms in all conditions and lateralities. The results

of the one-sample t-test revealed that the beta-band ERSPs were

smaller than zero in all conditions and lateralities [ts(11) > 3.30, ps

< 0.07, ds > 1.14]; therefore, ERD occurred in all conditions and

lateralities. The results of the ANOVA revealed that the main effect

of the condition was significant [F(1, 11) = 6.83, p = 0.024, ηp
2
=

0.38] and that the ERD of the approach condition was larger than

that of the near condition. The main effect of laterality [F(1, 11) =

1.21, p= 0.295, ηp
2
= 0.20] and the interaction [F(1, 11) = 0.23, p=

0.618, ηp
2
= 0.02] was not significant.

3.5. Event-related brain potentials

Figure 5A shows the grand averages for ERPs elicited by tactile

stimuli in each condition and probability from Pz. The positive

deflection in the high-probability stimuli showed peak latency

at approximately 260ms and the positive deflection in the low-

probability stimuli showed peak latency at approximately 320ms.

Figure 5B shows the topographic map at the time range and

mean amplitude of P3. The ANOVA for the mean amplitude of

P3 revealed a significant main effect of probabilities [F(1, 11) =

5.18, p = 0.044, ηp
2
= 0.32]; the P3 mean amplitude elicited by

the low-probability stimuli was larger than that elicited by the

high-probability stimuli. The main effect of conditions was not

significant [F(1, 11) = 3.99, p = 0.071, ηp
2
= 0.26]. In addition, the

interaction of conditions and probabilities was significant [F(1, 11)
= 8.73, p = 0.013, ηp

2
= 0.44]. Post-hoc comparisons indicated

that the P3 mean amplitude in the approach condition was larger

than in the near condition for high-probability stimuli (p < 0.001),

and low-probability stimuli did not show a significantly different

condition effect (p= 0.992). In addition, the probability effect of the

P3mean amplitude shown in the near condition for low-probability

stimuli was larger than that elicited by the high-probability stimuli

(p= 0.005), and this effect did not show in the approach condition

(p= 0.321).

Figure 6 shows the grand average CNV elicited in all trials at

Cz, where the CNV was elicited at maximum amplitude and the

topographic map at the time range of CNV (5000–1000ms). The

results of the paired t-test revealed no significant difference between

conditions [t(11)= 0.32, p= 0.754, d = 0.12].

4. Discussion

This study aimed to scrutinize the predictive function of visuo–

tactile interaction in the PSS by examining the effect of visual

stimuli approaching the hand and visual stimuli close to the hand.

For this purpose, ERDs, ERPs, and RTs were compared between the

approach condition and the near condition.

RTs to high-probability stimuli were shorter than those to low-

probability stimuli in each condition, and RTs to high-probability

stimuli in the approach condition were shorter than those to the

high-probability stimuli in the near condition. In addition, the

amplitude of CNV did not differ between the conditions. These

results suggest that the participants could predict the timing of

the presentation of the tactile stimulus in both conditions and

that the spatial prediction of the high-probability tactile stimulus

is facilitated in the approach condition.
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FIGURE 3

Mean RTs (ms) for tactile stimuli and standard errors (SE) of RTs in each condition (*p < 0.05; **p < 0.01; ***p < 0.001).

The beta-band ERSPs were suppressed approximately 300ms

before the presentation of the tactile stimulus in all conditions

and lateralities. More importantly, the beta-band ERD of the

approach condition was larger than that of the near condition.

The beta-band ERD before the presentation of a tactile stimulus

reflects the intensity of the prediction of a subsequent tactile

stimulus (van Ede et al., 2010), and the approach of visual stimuli

facilitates this prediction (Kimura, 2021). The only difference

between conditions was the method of presentation of visual

stimuli. Therefore, this result suggests that the approach of visual

stimuli is more important for the prediction of a subsequent tactile

stimulus compared with the presentation of visual stimuli near

the hand. The tactile stimulus in this study did not cause pain,

and the visual stimuli were merely flashes of LED lights; thus,

it is possible that these results were caused by a non-defensive

function of the PPS. Visual stimuli approaching the body offer

useful information for the spatial prediction of subsequent tactile

stimuli (e.g., Kimura and Katayama, 2015; Kimura, 2021), and

the non-defensive function of the PPS allocate more attention to

useful information in the PPS (e.g., Rizzolatti et al., 1997; Brozzoli

et al., 2014). Moreover, previous studies reported that an object

approaching the PPS activates bimodal and trimodal neurons and

then promotes stimulus processing (e.g., Rizzolatti et al., 1981;

Graziano et al., 1999). The distance at which these neuronal

activities (and the resulting facilitation effect of stimulus processing

within the PPS) occur varies flexibly (e.g., Serino et al., 2015a,b;

Bertoni et al., 2021; Geers and Coello, 2023). Taken together, the

results of this study suggest that visual stimuli approaching the

hand might increase the activity of these neurons, facilitating the

spatial prediction of a subsequent tactile stimulus within the PPS,

even when the stimuli are non-threatening, while themere presence

of visual stimuli in close proximity to the hand might not.

The P3 amplitude elicited by the high-probability stimuli in

the approach condition was larger than that in the near condition.

P3 reflects attention to a stimulus, and this attention is allocated

based on the importance and meaning of the stimulus (e.g.,

Duncan-Johnson and Donchin, 1977; Donchin, 1981; Katayama

and Polich, 1996b). In this study, participants performed a simple

reaction time task in response to a tactile stimulus and were

required to allocate attention quickly to the stimuli presented.

Therefore, it is considered that approaching visual stimuli attracts

attention to the space that is approached and that this attention

is allocated to a high-probability tactile stimulus that is presented

there. As a result, P3 amplitude was increased for high-probability

stimuli in the approach condition. Moreover, the P3 amplitude

elicited by the low-probability stimuli did not differ between

conditions. In the near condition, this amplitude was larger than

that elicited by the high-probability stimuli. The results of RT,

ERD, and P3 elicited by the high-probability stimuli suggest that

the approach condition attracted attention to the presentation

location of the high-probability tactile stimulus and facilitated the

prediction of the stimulus, whereas the degree of spatial deviance

of the low-probability tactile stimulus did not differ between

conditions because the distance from one wrist to the other wrist at

which the high-probability stimulus was presented is comparable.

Therefore, it is possible that spatial prediction errors did not

differ between conditions. Moreover, this result may also have

been caused by the ceiling effect. In previous studies using similar

conditions as the approach condition, the P3 amplitude elicited by

low-probability stimuli was comparable to the results in this study

(e.g., Kimura and Katayama, 2015). Therefore, the P3 amplitude

elicited by low-probability stimuli may not increase further in

experiments using this paradigm.

In summary, the present study indicates that the approach

of visual stimuli facilitates the spatial prediction and processing

of a subsequent tactile stimulus compared to situations in which

visual stimuli only exist, without moving, within the PPS. In this

study, visual stimuli were task-irrelevant, and the subsequent tactile

stimulus also produced no pain; thus, the approach of the visual

stimuli within the PPS is considered to relate to an automatic

predictive function that facilitates the prediction of subsequent

tactile events, even if the visual stimuli are non-affective.
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FIGURE 4

(A) The beta band event-related spectral perturbations (ERSPs) in each condition and laterality, and (B) the mean beta band ERSPs at the time range

of −300 to 0 ms (*p < 0.05; **p < 0.01; ***p < 0.001). The error bars indicate the standard errors (SE).

Finally, it is necessary to consider, in a future study, whether

this effect influences other predictions for visuo-tactile processing.

The approach of visual stimuli facilitates not only spatial prediction

but also temporal prediction manipulated by the presentation

timing of a tactile stimulus (Kimura and Katayama, 2017) and the

prediction of stimulus type manipulated by tactile stimulus features

(Kimura and Katayama, 2018). However, it is unclear whether this

effect is caused by the approach of visual stimuli or the presentation

of visual stimuli within the PPS. Therefore, whether this effect

affects the overall prediction for visuo-tactile processing should be

investigated in future research.

5. Conclusion

The results of this study revealed that the approach of visual

stimuli better facilitates spatial prediction and processing of a

subsequent tactile stimulus compared to situations in which

visual stimuli just exist within the PPS. This study extended

our understanding of attentional processing within the PPS

and indicated that visual stimuli within the PPS might be

related to an automatic predictive function that facilitates the

prediction of subsequent tactile events, rather than only having a

defensive function.
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FIGURE 5

(A) Grand average ERP waveforms elicited by tactile stimuli for each condition and probability at Pz. The light gray area denotes the time range of P3

for high-probability stimuli (230–290 ms), and the dark gray area denotes the time range of P3 for low-probability stimuli (260–350 ms). (B) The

topographic maps and mean amplitudes of P3 for these time ranges (*p < 0.05; **p < 0.01; ***p < 0.001). The error bars indicate the standard errors

(SE).

FIGURE 6

Grand average ERP waveforms between the third visual stimuli and tactile stimuli for each condition at Cz; the gray area indicates the time range for

CNV (500–1000 ms). The topographic maps indicate the mean amplitudes of CNV for these time ranges.
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ERP evidence of attentional 
somatosensory processing and 
stimulus-response coupling under 
different hand and arm postures
Tetsuo Kida 1*, Takeshi Kaneda 2 and Yoshiaki Nishihira 3

1 Higher Brain Function Unit, Department of Functioning and Disability, Institute for Developmental 
Research, Aichi Developmental Disability Center, Kasugai, Japan, 2 Faculty of Education, Hakuoh 
University, Oyama, Japan, 3 Graduate School of Comprehensive Human Sciences, University of Tsukuba, 
Tsukuba, Japan

We investigated (1) the effects of divided and focused attention on event-related 
brain potentials (ERPs) elicited by somatosensory stimulation under different 
response modes, (2) the effects of hand position (closely-placed vs. separated hands) 
and arm posture (crossed vs. uncrossed forearms) on the attentional modulation of 
somatosensory ERPs, and (3) changes in the coupling of stimulus- and response-
related processes by somatosensory attention using a single-trial analysis of P300 
latency and reaction times. Electrocutaneous stimulation was presented randomly to 
the thumb or middle finger of the left or right hand at random interstimulus intervals 
(700–900 ms). Subjects attended unilaterally or bilaterally to stimuli in order to detect 
target stimuli by a motor response or counting. The effects of unilaterally-focused 
attention were also tested under different hand and arm positions. The amplitude 
of N140  in the divided attention condition was intermediate between unilaterally 
attended and unattended stimuli in the unilaterally-focused attention condition in 
both the mental counting and motor response tasks. Attended infrequent (target) 
stimuli elicited greater P300 in the unilaterally attention condition than in the divided 
attention condition. P300 latency was longer in the divided attention condition 
than in the unilaterally-focused attention condition in the motor response task, 
but remained unchanged in the counting task. Closely locating the hands had no 
impact, whereas crossing the forearms decreased the attentional enhancement in 
N140 amplitude. In contrast, these two manipulations uniformly decreased P300 
amplitude and increased P300 latency. The correlation between single-trial P300 
latency and RT was decreased by crossed forearms, but not by divided attention 
or closely-placed hands. Therefore, the present results indicate that focused and 
divided attention differently affected middle latency and late processing, and that 
hand position and arm posture also differently affected attentional processes and 
stimulus–response coupling.

KEYWORDS

touch, somatosensation, attention, resource, cognition, anatomical space, physical 
space, P3

Introduction

Humans often face situations that require attention to both hands, such as typing, driving, 
cooking, playing sports, and playing an instrument. In some of these activities, the focus of 
attention is sometimes directed to the body part under different positions, such as crossing the 
forearms and placing the hands closely or separately, with and without overt motor behavior. 
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Such unhabitual postures of body parts have been reported to affect 
various perceptual processes (Eimer et al., 2001; Kennett et al., 2001; 
Eimer et  al., 2004). Previous studies demonstrated that attention 
facilitated behavioral performance in individual sensory modalities. 
Furthermore, attentional increases were noted in the amplitude of 
early and middle latency components of event-related brain potentials 
(ERPs) elicited by somatosensory stimulation (Desmedt and 
Robertson, 1977; Garcia-Larrea et al., 1995; Eimer et al., 2002; van 
Velzen et al., 2002; Valeriani et al., 2003; Kida et al., 2004b,c; Forster 
and Eimer, 2005; Kida et al., 2006; Gherri and Eimer, 2008; Press et al., 
2008; Adler et al., 2009; Keil et al., 2017; Novicic and Savic, 2023; Savic 
et al., 2023). Auditory spatial selective attention exerts two types of 
effects on N1 amplitude: the superimposition of another negativity 
(processing negativity, PN, or its negative difference between attended 
and unattended channels, Nd) and the enhancement of N1 itself 
(Hillyard et al., 1973; Naatanen et al., 1978; Naatanen, 2000), and 
visual spatial attention also exerts both of these effects on amplitudes 
in the N1-P2 latency range (Johannes et al., 1995; Hillyard et al., 1998; 
Hillyard and Anllo-Vento, 1998). Regarding somatosensory spatial 
attention, previous studies demonstrated that an increase in N140 
amplitude by selective spatial attention was caused by the 
superimposition of PN (Michie et al., 1987; Garcia-Larrea et al., 1995; 
Kida et al., 2004b), whereas others reported an enhancement of the 
exogenous component (Josiassen et al., 1982). Somatosensory Nd has 
been used to extract attentional modulations under different 
conditions (Eimer and Driver, 2000; Eimer et al., 2001; Eimer and 
Forster, 2003a). The modality-non-specific, late ERP component, 
P300, has been associated with the amount of attentional resource 
(Wickens et al., 1983; Kramer et al., 1985; Kida et al., 2004a, 2012a; 
Reuter et al., 2013; Munoz et al., 2014; Reuter et al., 2014; Akaiwa 
et al., 2022) as well as subjective probability and stimulus uncertainty 
(Johnson, 1986; Kok, 2001; Polich, 2020). However, the mechanisms 
by which somatosensory ERPs are modulated when attention is 
divided between different hands with and without overt motor 
responses and those by which the attentional modulation of ERPs is 
affected by hand position and arm posture have not yet been elucidated.

Previous studies in the auditory modality demonstrated that the 
amplitude of N1 in the divided attention condition was intermediate 
between those elicited by the attended and unattended channels 
during focused attention (Hink et al., 1977, 1978; Parasuraman, 1978). 
Regarding the distribution of attention, a gradient was detected in 
visual (Mangun and Hillyard, 1988; Wijers et al., 1989; Heinze et al., 
1994), auditory (Teder-Salejarvi and Hillyard, 1998; Teder-Salejarvi 
et al., 1999), and somatosensory ERPs (Heed and Roder, 2010). Some 
studies reported somatosensory-specific findings on attentional 
selectivity and gradients using ERPs (Eimer and Forster, 2003b; 
Forster and Eimer, 2004) and MEG (Kida et al., 2018). Moreover, 
psychophysical studies showed that visual (LaBerge, 1983; Downing 
and Pinker, 1985; Shulman et al., 1985, 1986), auditory (Mondor and 
Zatorre, 1995; Rorden and Driver, 2001), and somatosensory attention 
(Craig, 1985; Evans et al., 1992; Rinker and Craig, 1994; Lakatos and 
Shepard, 1997) had a gradient. In addition to the early component, the 
amplitude of P300 has been considered to reflect the amount of the 
attentional resource, and the correlation of single-trial P300 latency 
with reaction times has been associated with the allocation of 
resources (Kida et  al., 2004a, 2012b). Therefore, different ERP 
components may provide useful information on the effects of divided 
attention within the somatosensory modality at different stages. In 

consideration of divided attention to different body parts, 
somatosensory attention to a stimulus is closely associated with 
attention to an action regarding target locations (Gherri and Eimer, 
2010), i.e., the target body parts, in contrast to other sensory 
modalities. Therefore, further studies are needed to establish whether 
focused and divided attention exert the same effects on somatosensory 
processing in both a motor (overt) response task and mental 
(covert) task.

The position of the hands and posture of the arms have been 
reported to affect behavioral performance and cortical activation 
regarding attentional processing (Eimer et al., 2001; Kennett et al., 
2001; Eimer et al., 2004; Gherri and Forster, 2012a). Previous studies 
demonstrated that somatosensory ERPs were markedly affected by 
hand position and arm posture, with the attentional effect being 
smaller for crossed forearms than for uncrossed forearms (Eimer 
et al., 2001; Gherri and Forster, 2012a). Another ERP study employed 
a cue-target attention task to show that posterior late directing 
attention positivity (LDAP) elicited during the cue-target interval and 
the attentional enhancement of somatosensory N140 amplitude 
increased when the hands were wide apart (Eimer et al., 2004). Neural 
modulations by manipulating hand position and arm posture may 
be associated with an interaction or incongruence between anatomical 
and external spaces where body parts receive somatosensory inputs. 
A psychophysical study indicated that the gradient of somatosensory 
attention depended on the physical space, but not the anatomical 
space (Lakatos and Shepard, 1997), whereas ERP studies showed that 
ERP modulations by crossing the forearms were caused by an 
incongruency between different spatial coordinates (Eimer et al., 2001; 
Gherri and Forster, 2012a). Physical space is a three-dimensional 
extent in the physical world whereas anatomical space or reference 
frame is the extent based on the body of the perceiver. That is, the 
difference between the two spatial codes is whether these are based on 
the physical (external) world or our body (internal world). More 
concretely, anatomical space codes the location of a somatosensory 
stimulus according to a somatotopic map where specific body 
locations are determined by the position of the stimulated cutaneous 
receptors and their cortical representation (Gherri and Forster, 2012a). 
Hence, anatomical codes are independent of the position of the body 
in physical or external space. We here use these two terms to describe 
what kinds of spatial reference frame attention is coordinated in. 
These terms have been used in a number of previous studies (Eimer 
et al., 2001, 2004; Gillmeister and Forster, 2012; Gherri and Forster, 
2012a,b). Modality-non-specific late ERP P300 may be sensitive to 
changes in hand position and arm posture, which yield an interaction 
between different sensory coordinates. The amplitude of P300 has 
been implicated in the allocation of modality-non-specific attentional 
resources (Wickens et al., 1983; Kramer et al., 1985; Kok, 2001; Kida 
et al., 2004a, 2012a,b) as well as post-stimulus uncertainty (Sutton 
et al., 1965; Johnson, 1986; Polich, 2007). Therefore, manipulations of 
hand position and arm posture may affect post-stimulus uncertainty 
or resource allocation, resulting in changes in P300 and behavioral 
measures as well as their association.

A classical technique, the adaptive correlation filter (Woody, 
1967), has been used to estimate single-trial P300 latency in 
association with behavioral reaction times. The correlation of single-
trial P300 latency with reaction times has been successfully used to 
examine the coupling and decoupling of stimulus- and response-
related processes under various task conditions; e.g., 

147

https://doi.org/10.3389/fnhum.2023.1252686
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org


Kida et al. 10.3389/fnhum.2023.1252686

Frontiers in Human Neuroscience 03 frontiersin.org

speed-vs-accuracy task instructions (Kutas et al., 1977; Pfefferbaum 
et al., 1983) and dual-task performance (Kida et al., 2012b). These 
studies reported diverse findings, which may be explained by the task-
dependent coupling modes of stimulus- and response-related 
processes. Therefore, this technique may effectively detect changes in 
stimulus–response coupling caused by focused vs. divided attention 
or by manipulating hand position and arm posture.

In a series of three experiments, we  examined the effects of 
focused versus divided attention on somatosensory ERPs, and also the 
impact of hand position and arm posture on the effects of focused 
attention. The aims of the present study were to clarify (1) whether 
somatosensory attention divided between the hands produced the 
same pattern of modulation of ERPs as reported in other modalities, 
(2) whether the patterns of the attentional modulation of ERPs were 
similar between mental (covert) and motor (overt) target detection 
tasks, (3) whether the effects of somatosensory selective attention were 
based on anatomical or physical spaces or their interaction, (4) 
whether the modality-non-specific late component (P300) was more 
sensitive to changes in hand position and arm posture than that of an 
earlier component (N140), and (5) the mechanisms by which these 
factors, including the type of attention, hand position, and arm 
posture, affect stimulus–response coupling assessed by the correlation 
of single-trial P300 latency with reaction times.

Materials and methods

The present study consisted of 3 experiments (Figure  1). 
Experiment 1 examined ERP modulations by focused and divided 
attention in a mental counting task. Experiment 2 investigated ERP 
modulations by focused and divided attention in a motor response 
task, and also ERP modulations by focused attention in different hand 
positions (closely-placed vs. separated hands). Experiments 1 and 2 
were conducted in the uncrossed forearm position. Experiment 3 
examined ERP modulations by focused attention in uncrossed and 
crossed forearm postures.

Subjects

Ten right-handed healthy adults (1 female, 9 males), aged 
22–30 years old, participated in experiment 1. Ten adults (1 female, 9 
males), aged 23–30 years old, participated in experiment 2. Ten adults 
(2 female, 8 males), aged 23–30 years old, participated in experiment 
3. In the present study, the inclusion criterion was an age of 
20–40 years, while exclusion criteria were a history of neurological and 
psychiatric diseases, neurological surgery, and substance abuse. Some 
subjects participated in two or three experiments in a random order 
with at least a one-month interval between experiments. The present 
study was approved by the Ethics Committee, Graduate School of 
Comprehensive Human Sciences at the University of Tsukuba.

Stimulation

Electrocutaneous stimuli (square wave, constant current pulse) of 
a 0.2-ms duration were presented to the left thumb (40%, standard) or 
middle finger (10%, deviant) and right thumb (40%, standard) or 

middle finger (10%, deviant) in a random order through ring 
electrodes attached to the first (anode) and second (cathode) 
interphalangeal spaces. The stimulus intensity was adjusted to 
approximately 2.5-fold the subject’s sensory threshold and was never 
reported as painful and uncomfortable. Interstimulus intervals varied 
randomly between 700 and 900 ms for 11 steps (mean 800 ms).

Task condition

Subjects were seated comfortably in a chair in an electrically-
shielded room, placed their hands with the palms down on a wooden 
board, and performed several attention conditions in each experiment. 
They were instructed to look at a crosshair 1.5 m in front of them and 
not to look at their hands during performance of the task. In all 
experiments, each condition consisted of 4 runs of approximately 
200–300 stimuli, resulting in 1000 stimuli (400 left and 400 right 
standard stimuli and 100 left and 100 right deviant stimuli). The order 
of conditions was randomized among subjects. The interval between 
conditions was approximately 3 min, and that between runs was about 
1 min. In all experiments, a control condition was performed, where 
subjects were instructed to relax and look at a crosshair 1.5 m in front 
of them and had no task. The control condition allowed us to assess 
whether ERPs were facilitated on the attended side or were suppressed 
on the unattended side (Alho et al., 1987; Desmedt and Tomberg, 
1989, 1991; Garcia-Larrea et al., 1995; Kida et al., 2004b).

Experiment 1 (focused vs. divided attention in a 
mental counting task)

Each subject performed 4 different conditions including a control 
condition (Figure  1). In the attend-right condition, they silently 
counted the number of infrequent deviant stimuli (targets) presented 
to the right middle finger. In the attend-left condition, they silently 
counted the number of infrequent deviant stimuli presented to the left 
middle finger. The attend-right and attend-left conditions were 
regarded as the focused (or unilateral) attention conditions. In the 
divided attention condition, they counted the number of infrequent 
deviant stimuli presented to the right and left hands. The thumbs of 
the left and right hands were located separately at a distance of 50 cm. 
Subjects were asked to report the number after the termination of each 
run. The number of target stimuli slightly differed (difference of 0–6) 
among the runs to prevent subjects from assuming the number 
without counting; however, each condition consisted of the same 
number of target (deviant) stimuli.

Experiment 2 (focused vs. divided attention and 
effect of hand position in a motor response task)

This experiment was the same as experiment 1, except for the 
type of target detection and manipulation of hand position. Each 
subject performed 5 different conditions where the direction of 
attention and hand position varied, plus a control condition (a 
total of 6 task conditions). Subjects were instructed to press a 
button with the index finger as fast as possible when they detected 
infrequent deviant stimuli presented to the left or right middle 
finger, respectively, in two focused attention (attend-left or right) 
conditions with the same hand position as that in experiment 1 
(i.e., with a 50-cm inter-hand distance). In the divided attention 
condition, they responded to infrequent deviant stimuli to the 
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right and left hands by pressing a button. In the other 2 conditions, 
the thumbs were located close to each other such that they were 
almost in contact, and subjects performed the same task as focused 
attention conditions. Button pressing was conducted with 
compatible mapping within the somatosensory modality, 
irrespective of hand position (i.e., motor response with the right 
hand to the right-hand stimulus, and motor response with the left 
hand to the left-hand stimulus, irrespective of hand position).

Experiment 3 (effects of crossing forearms)
Each subject performed 4 attention conditions plus a control 

condition (a total of 5 conditions). Attend-right and attend-left 
conditions were performed with the hands located separately at a 
distance of approximately 50 cm, as in experiments 1 and 2 
(uncrossed-forearms condition). In the other 2 conditions, attend-
right and attend-left conditions were performed with the forearms 
crossed (crossed-forearms condition). Subjects were instructed to 
detect infrequent stimuli on the designated side by button pressing, 
which was conducted with compatible mapping within the 
somatosensory modality, irrespective of forearm postures.

Recordings and analysis

Electroencephalograms (0.5–100 Hz) were recorded at a sampling 
rate of 500 Hz with Ag/AgCl electrodes from 5 locations on the scalp: 
Fz, Cz, Pz, C3, and C4 (SYNAFIT, Nihon Denki San-ei Corp., Japan). 
All the electrodes were referenced to the average of earlobes. 
Impedance was carefully balanced and maintained below 5 kohm. 
Electrooculograms (EOG) were recorded bipolarly from the right 
outer canthus and suborbital region to monitor eye movements or 
blinks. The analysis time was 600 ms, including a 50-ms prestimulus 
baseline. Trials exceeding ±80 μV (EOG and EEG amplitudes) were 
automatically excluded from averaging, and trials with eye blinks and 
eye movements were excluded manually. Trials with omission and 
commission errors were also excluded from further analyzes. Grand-
averaged waveforms were filtered using a low-pass Butterworth filter 
with a cut-off frequency of 40 Hz.

Count accuracy
Count accuracy (CA) in experiment 1 was computed in each run 

using the following equation: CA = 100–100*(abs(correct count 

FIGURE 1

Attention task conditions in each experiment. Shaded is the to-be-attended hand. LH, left hand; RH, right hand.
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– subject’s count)/correct count), and then averaged across 4 runs in 
each condition. A one-way repeated measures analysis of variance 
(ANOVA) was performed on CA with attention (3 levels; Attend-
right, attend-left, and both) as a factor.

Reaction times and response accuracy
The reaction time (RT) was measured between 100 and 550 ms 

after the onset of target stimuli in the button-pressing task in 
experiments 2 and 3. Response accuracy (RA) was computed using 
the following equation: RA = 100*((target number-missed target 
number)/target number). A two-way ANOVA was performed 
separately on RT and RA with attention (3 levels; focused/hands-
separated, focused/closely-spaced hands, and divided) and the 
stimulus hand (2 levels; left and right) as factors in experiment 2. In 
experiment 3, a two-way ANOVA was performed separately on RT 
and RA with forearm posture (crossed and uncrossed) and the 
stimulus hand (left and right) to compare the effects of forearm 
posture on behavioral measures.

Statistical analysis of ERPs
N140 was observed for both standard and deviant stimuli, in 

contrast to only P300 for target stimuli. The peak amplitude and 
latency of N140 at Fz and the contralateral central site (the average 
between C3 for right-hand stimulation and C4 for left-hand 
stimulation) and P300 at Pz were measured within time windows 
of 110–180 and 250–550 ms, respectively. Time windows were 
selected based on previous studies that investigated these ERP 
components (Kida et al., 2004a,b, 2012a,b). N140 is considered to 
be generated in frontal areas, such as the anterior cingulate cortex 
(Tanaka et  al., 2008), supplementary motor area (Allison et  al., 
1992), and second somatosensory cortex (Tarkka et  al., 1996; 
Valeriani et  al., 2000), and, thus, is recorded maximally at the 
frontal and central midline electrodes. Furthermore, in 
consideration of the involvement of the post-central region, some 
studies examined N140 at the contralateral central electrode (Eimer 
and Driver, 2000; Kennett et al., 2001; Eimer et al., 2003b; Forster 
and Eimer, 2004; Gherri et al., 2023). Some source modeling studies 
reported the partial generation of N140 in the parietal cortex, such 
as SI (Valeriani et  al., 2001). Based on these findings and the 
distribution of data in the present study, we  focused on data 
obtained from the Fz and contralateral central electrodes. P300 
generally showed a broad distribution, with the maximal amplitude 
being obtained at the parietal electrode in all modalities. In our 
experience, somatosensory P300 showed the maximal amplitude at 
the central (Cz) and parietal (Pz) electrodes (Kida et al., 2003a,b,c, 
2004a, 2012b). Therefore, we focused on P300 data obtained from 
Pz in the present study. In each of experiments 1 and 2, for the 
amplitudes of N140, a two-way ANOVA was performed with 
condition (control, focused, unattended, and divided) and stimulus 
type (standard vs. deviant) as factors. In experiment 2, we  also 
performed a three-way ANOVA of N140 amplitude with condition 
(attended vs. unattended), hand position (closely-placed vs. 
separated), and stimulus type (standard vs. deviant). In experiment 
3, we  performed a three-way ANOVA of N140 amplitude with 
condition (attended vs. unattended), forearm posture (crossed vs. 
uncrossed), and stimulus type (standard vs. deviant). P300 was 
observed for attended deviant (target) stimuli in the focused 
attention and divided attention conditions, whereas unattended 

deviant stimuli in the focused attention condition, identical deviant 
stimuli in the control condition, and standard stimuli did not elicit 
P300. Therefore, a paired t-test was performed to compare the 
amplitude or latency of P300 between focused attention and divided 
attention conditions, between hand positions (closely-placed vs. 
separated), and between forearm postures (crossed vs. uncrossed). 
In ANOVA, if the assumption of sphericity was violated in 
Mauchly’s test, the degree of freedom was corrected using the 
Greenhouse–Geisser correction coefficient epsilon, and the value of 
p was then recalculated. The significance level was set at p < 0.05. A 
multiple comparison test with Šidák correction was used for the 
post-hoc analysis. Therefore, the reported value of p in the multiple 
comparison test was based on an adjusted value computed 
backward; i.e., the adjusted value of p, p(adjusted), was computed 
using the following equation: p(adjusted) = 1-(1-p(unadjusted)^c), 
where c is the comparison number. The Šidák correction was 
applied to multiple comparisons, including behavioral and ERP 
data. Partial-eta squared (ηp

2) was computed as an effect size 
measure in ANOVA. Cohen’s d was also reported as an effect size 
measure in the paired t-test.

Analysis of single-trial P300 latency and RT
We used an adaptive correlation filter method to estimate single-

trial P300 latency (Woody, 1967; Kutas et al., 1977; Kida et al., 2012b). 
Data measured at Pz in response to target stimuli were used in this 
analysis. We  followed our previous analysis procedure for this 
technique (Kida et al., 2012b). We selected only the trials showing a 
cross-correlation coefficient, R > 0.80, in the final template, i.e., 
we regarded these trials as good estimates. The correlation coefficient 
between single-trial P300 latency and RT was examined in each 
condition. Cohen’s q was computed as an effect size measure for the 
significance of differences between two correlations.

Results

Experiment 1 (focused vs. divided attention 
in a mental counting task)

N140 amplitude was increased more by focused attention than by 
the other conditions examined. Furthermore, N140 amplitude in the 
divided attention condition was intermediate between the focused and 
unattended conditions. P300 amplitude was lower in the divided 
attention condition than in the focused attention condition. Detailed 
information is provided below.

Behavioral data
CA was slightly lower when attention was divided between hands 

than when it was focused on one hand (Table  1) (F (2, 18) = 1.7, 
ηp

2 = 0.16).

TABLE 1 Means (±SE) of count accuracy (CA) in the silent counting task in 
experiment 1.

LH target RH target Divided 
attention

CA (%) 98.6 (0.8) 98.7 (0.6) 97.3 (1.1)

LH, left hand; RH, right hand.
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ERPs
N140 and P300 components were detected in all subjects 

(Figure 2). In the two-way ANOVA of N140 amplitude with attention 
(control, attended, unattended, and divided) and stimulus type 
(standard vs. deviant), there were significant main effects of the 
attention condition (F (3, 27) = 7.5, p < 0.001, ηp

2 = 0.69 at Fz; F (3, 
27) = 9.7, p < 0.001, ηp

2 = 0.52 at the contralateral central site) and 
stimulus type (F (1, 9) = 20.3, p < 0.001, ηp

2 = 0.69 at Fz; F (1, 9) = 13.6, 
p < 0.005, ηp

2 = 0.60 at the contralateral central site). N140 amplitude 
was higher in the focused attention condition than in the control 
(p < 0.001), unattended (p < 0.05), and divided attention conditions 
(p < 0.05) (Figure  3). N140 amplitude in the divided attention 
condition was intermediate between the focused attention and 
unattended conditions. The analysis of the effect of stimulus type 

showed that deviant stimuli elicited larger N140 than standard stimuli. 
The interaction between the stimulus type and attention condition was 
not significant for N140 amplitude. P300 amplitude was significantly 
lower in the divided attention condition than in the focused attention 
condition (t = 4.1, p < 0.005), whereas its latency was not significantly 
changed (t = 1.1) (Figure 3).

Experiment 2 (focused vs. divided attention 
and closely-placed vs. separated hands in a 
motor response task)

The effects of focused and divided attention on ERP amplitude 
were similar to those in experiment 1 (Figure 4). P300 latency was 

FIGURE 2

Grand-averaged waveforms of ERPs elicited by standard and target stimuli in experiment 1.
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longer in the divided attention condition than in the focused 
attention condition. Hand position did not affect N140, but 
changed P300 amplitude and latency. Detailed information is 
provided below.

Behavioral data
The two-way ANOVA of RT showed a significant main effect of 

attention (F (2, 9) = 4.7, p < 0.05, ηp
2 = 0.34), such that RT was 

significantly longer when attention was divided between the hands 
than when it was focused on one hand (p < 0.05) (Table  2). The 
two-way ANOVA of RA showed a significant main effect of attention 
(F (2, 18) = 7.2, p < 0.01, ηp

2 = 0.45), such that RA was lower when 
attention was divided between the hands than when it was focused on 
one hand (p < 0.05) or when the hands were closely placed than when 
separated (p < 0.005) (Table 2). There was no significant interaction for 
RT or RA.

ERPs
In the two-way ANOVA of N140 amplitude with attention 

(control, attended, unattended, and divided) and stimulus type 
(standard vs. deviant), there were significant main effects of the 
attention condition (F (3, 27) = 20.9, p < 0.001, ηp

2 = 0.69 at Fz; F (3, 
27) = 11.4, p < 0.001, ηp

2 = 0.56 at the contralateral central site) and 
stimulus type (F (1, 9) =8.1, p < 0.01, ηp

2 = 0.47 at Fz; F (1, 9) = 14.1, 

p < 0.05, ηp
2 = 0.61 at the contralateral central site). N140 amplitude 

was higher in the focused attention condition than in the control 
(p < 0.001 at Fz and p < 0.05 at the contralateral central site), 
unattended (p < 0.05 at Fz and p < 0.005 at the contralateral central 
site), and divided attention conditions (p < 0.05) (Figure 5). N140 
amplitude in the divided attention condition was intermediate 
between the focused and unattended conditions. The analysis of 
the stimulus type effect showed that deviant stimuli elicited larger 
N140 than standard stimuli. Regarding N140 amplitude, there was 
a significant interaction between the stimulus type and attention 
condition (F (3, 27) = 3.4, p < 0.05, ηp

2 = 0.27 at the contralateral 
central site), such that the amplitude was higher for focused 
attention and divided attention standard stimuli than for 
unattended standard stimuli, whereas it was higher for focused 
attention deviant (target) stimuli than deviant stimuli in the 
control condition and unattended deviant stimuli. P300 amplitude 
was significantly lower (t = 3.7, p < 0.005) and latency was longer 
(t = 3.9, p < 0.005) in the divided attention condition than in the 
focused attention condition.

Figure 6 shows grand-averaged ERP waveforms in the hands 
closely-placed and separated conditions. We performed a 3-way 
ANOVA of N140 amplitude with attention (attended and 
unattended), hand position (closely-placed vs. separated), and the 
stimulus type (standard and deviant) to examine the impact of 

FIGURE 3

Mean values of ERP amplitudes and latencies across subjects in experiment 1. ERP modulations are shown for comparison between unilaterally 
focused vs. divided attention conditions in a mental counting task. The amplitudes and latencies averaged across left-and right-hand stimuli are shown 
here because there was no main effect of the stimulus hand and no interaction, including the stimulus hand factor. CON, control condition; ATT, 
attended stimuli; UNATT, unattended stimuli; DIV, divided attention condition; Contra, contralateral central electrode to stimulation.
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hand position on somatosensory processing and attention effect. 
There were significant main effects of the attention condition (F (1, 
9) = 31.8, p < 0.001, ηp

2 = 0.78 at Fz; F (1, 9) = 15.3, p < 0.005, 
ηp

2 = 0.63 at the contralateral central site) and stimulus type (F (1, 
9) = 11.5, p < 0.01, ηp

2 = 0.56 at Fz; F (1, 9) = 20.2, p < 0.005, ηp
2 = 0.69 

at the contralateral central site) (Figure  7). There was also a 
significant main effect of hand position at the contralateral central 
site (F (1, 9) = 8.2, p < 0.05, ηp

2 = 0.47), but no significant 
interactions, including hand position. P300 amplitude was 
significantly lower (t = 2.3, p < 0.05) and latency was significantly 
longer (t = 2.4, p < 0.05) when the hands were closely placed than 
when they were wide apart.

Experiment 3 (crossed vs. uncrossed 
forearms)

Figure 8 shows grand-averaged ERP waveforms in experiment 3. 
The effect size of focused attention on N140 amplitude was changed 
by crossing the forearms. Forearm posture affected P300 amplitude 
and latency. Detailed information is provided below.

Behavioral data
Regarding RT, there was a main effect of forearm posture (F (1, 

9) = 7.3, p < 0.05, ηp
2 = 0.34), with RT being longer when the forearms 

were crossed than when they were uncrossed independent of the 

FIGURE 4

Grand-averaged waveforms of ERPs elicited by standard and target stimuli in experiment 2. Data in the hands closely-placed condition are not 
displayed here, but are shown in Figure 6.
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stimulus hand (Table 3). Concerning RA, there was a main effect of 
forearm posture (F (1, 9) = 18.2, p < 0.005, ηp

2 = 0.67), with RA being 
lower when the forearms were crossed than when they were uncrossed 
independent of the stimulus hand. No interaction was found for RA.

ERPs
Figure  9 shows the amplitudes and latencies of ERPs in 

Experiment 3. In the 3-way ANOVA of N140 amplitude, there was 
a significant main effect of the attention condition (F (1, 9) = 21.9, 
p < 0.05, ηp

2 = 0.71 at Fz; F (1, 9) = 18.5, p < 0.01, ηp
2 = 0.67 at the 

contralateral central site), with amplitude being higher when 
attention was directed to one hand than with unattended stimuli. 
The stimulus type effect was also significant (F (1, 9) = 11.8, 
p < 0.01, ηp

2 = 0.57 at Fz; F (1, 9) = 12.8, p < 0.01, ηp
2 = 0.59 at the 

contralateral central site). The interaction including forearm 
posture was not significant on N140 amplitude at both the Fz and 
contralateral central sites; however, low-level multivariate 
ANOVAs showed that the effect size of attention was the highest 
for standard stimuli with uncrossed forearms (F (1, 9) = 20.4, 

p < 0.005; ηp
2 = 0.69), intermediate for standard stimuli with crossed 

forearms (F (1, 9) = 10.4, p < 0.01; ηp
2 = 0.55), and the lowest (but 

generally a moderate effect) for deviant stimuli with uncrossed (F 
(1, 9) = 7.5, p < 0.05; ηp

2 = 0.46) and crossed forearms (F (1, 9) = 6.9, 
p < 0.05; ηp

2 = 0.44). P300 amplitude was lower (t = 2.6, p < 0.05) and 
its latency was longer (t = 3.5, p < 0.01) when the forearms were 
crossed than when they were uncrossed.

Single-trial P300 latency and RT

In the analysis of single-trial P300 latency using the ACF 
technique, 38.6 and 39.9% of all trials were identified as good estimates 
in experiments 2 and 3, respectively. In experiment 2, the two-way 
ANOVA (3 attention conditions [unilaterally-focused/hands-
separated, unilateral focused/hands closely-placed, and divided] and 
2 target sides [left-and right-hand targets]) of single-trial P300 latency 
showed a main effect of the attention condition (F (2, 18) = 4.4, 
p < 0.05; ηp

2 = 0.33), similar to the analysis of the averaged waveform, 

TABLE 2 Means (±SE) of the reaction time (RT) and response accuracy (RA) in a button-pressing task in experiment 2.

Focused (unilateral) attention Divided attention

Hands separated Hands closely placed

LH target RH target LH target RH target LH target RH target

RT (ms) 376.3 (14.2) 371.7 (14.8) 374.5 (14.5) 369.1 (15.6) 394.7 (13.8)* 393.3 (11.4)*

RA (%) 95.7 (1.2) 96.9 (0.9) 90.7 (1.4)* 92.2 (1.9)* 90.3 (2.6)* 87.9 (3.3)*

*p < 0.05, vs. Focused attention/Hands separated.

FIGURE 5

Mean values of ERP amplitudes and latencies across subjects in experiment 2. ERP modulations are shown for comparison between unilaterally 
focused vs. divided attention conditions in a motor response task. Amplitudes and latencies averaged across left-and right-hand stimuli are shown.
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with latency being longer with hands closely-placed than separated 
(Table 4). Divided attention also resulted in slightly longer latency 
(Table  4) than unilaterally-focused attention. This was the same 

pattern as that observed in the results on averaged waveforms. The 
single-trial analysis of RT and P300 latency showed that RT preceded 
P300 latency in 46.0, 36.9, and 36.6% of good trials in the focused/
hands-separated, focused/hands closely-placed, and divided attention 
conditions, respectively, for left-hand targets, and in 54.6, 43.1, and 
39.2%, respectively, for right-hand targets. Therefore, right-hand 
targets had more trials with RT preceding P300 latency than left-hand 
targets in all conditions tested, and also hands closely-placed and 
divided attention decreased the preceding ratio of RT (or the delayed 
ratio of P300), resulting in a decrease in the difference between 
left-and right-hand targets. The variabilities (SD) of single-trial P300 
latency and RT were not significant in ANOVA with the attention 
condition and target side. The correlation of single-trial P300 latency 

FIGURE 6

Grand-averaged waveforms of ERPs elicited by standard and target stimuli in experiment 2. Data for attended and unattended stimuli in the hands-separated 
condition, which are identical to that for attended and unattended stimuli in Figure 4, are shown here for comparison with the hands closely-placed condition.

TABLE 3 Means (±SE) of RT and RA in the button-pressing task in 
experiment 3.

Forearms uncrossed Forearms crossed

LH target RH target LH target RH target

RT (ms) 369.7 (14.6) 363.5 (15.4) 377.1 (15.1)* 376.9 (16.3)*

RA (%) 95.6 (1.2) 96.1 (1.3) 90.2 (2.0)* 90.6 (2.2)*

*p < 0.05, vs. Forearms uncrossed.
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with RT was moderate in the unilaterally-focused attention/hands-
separated condition (correlation coefficient R = 0.52) and low in the 
unilaterally-focused attention/hands closely-placed condition 
(R = 0.38) and divided attention condition (R = 0.38), all of which 
showed correlations (Table  4). The former showed a stronger 
correlation than the latter two.

In experiment 3, the two-way ANOVA of (2 forearm positions and 
2 target sides) single-trial P300 latency showed a main effect of 
forearm posture (F (1, 9) = 6.1, p < 0.05; ηp

2 = 0.41), with latency being 
longer when the forearms were crossed than when they were 
uncrossed irrespective of the target stimulus hand (Table 5). Therefore, 
the same pattern of results was observed as averaged waveforms. The 
single-trial analysis of RT and P300 latency showed that RT preceded 
P300 latency in 42.5 and 50.7% of good trials in the uncrossed-and 
crossed-forearms conditions, respectively, for left-hand targets, and in 
59.3 and 51.3%, respectively, for right-hand targets (Table  5). 
Therefore, right-hand targets had more trials with RT preceding P300 
latency in both forearm positions, and crossing the forearms decreased 
the RT-P300 latency difference between left-and right-hand targets. 

The variabilities (SD) of single-trial P300 latency and RT were not 
significant in ANOVA with forearm position and the target stimulus 
hand. A correlation of single-trial P300 latency with RT was observed 
in the uncrossed-forearms condition (R = 0.37, significant), but not in 
the crossed-forearms condition (R = 0.23). Furthermore, a significant 
difference was observed in the correlation between the two conditions 
(z = 1.98) with a small effect (q = 0.15). When it was examined 
separately for each target side, the correlation was significantly higher 
in the uncrossed-forearms condition for right-hand targets (R = 0.45) 
than in the crossed-forearms condition (R = 0.23) (z = 2.29, p < 0.05) 
with a small effect (q = 0.25), whereas left-hand targets showed no 
significant difference between the crossed- and uncrossed-
forearms conditions.

Another result on the correlation of single-trial P300 latency with 
RT was observed when left-and right-hand target stimuli were 
separately analyzed. The single-trial P300 latency-RT correlation in 
most of the conditions examined in experiments 2 and 3 was slightly 
stronger for right-hand target stimuli than for left-hand target stimuli 
(the only exception was the crossed-forearms condition), whereas no 

FIGURE 7

Mean values of ERP amplitudes and latencies across subjects in experiment 2. Data for attended and unattended stimuli in the hands-separated 
condition, which are identical to that for attended and unattended stimuli in Figure 5, are shown here for comparison with the hands closely-placed 
condition. Amplitudes and latencies averaged across left-and right-hand stimuli are shown. Close, hands closely-placed; sepa, hands-separated.
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significant difference was observed when it was tested separately in 
each condition (Tables 4, 5). To increase the statistical power and 
examine correlation patterns general to all attention conditions, 
we concatenated latency and RT data from all attention conditions for 
each target side and then compared correlations between different 
target sides. The analysis revealed correlations for both target sides 
(R = 0.31 for left-hand target, R = 0.41 for right-hand target) and a 
significant difference in the correlation between left-and right-hand 
target stimuli (z = 2.28, p < 0.05) with a small effect (q = 0.12). 
Collectively, correlation patterns showed that right-hand attended 
targets (and responses) produced a stronger P300 latency-RT 
correlation with a small effect than left-hand targets, which was 
decreased by crossing the forearms.

Discussion

Replication of the attentional modulation 
of N140

The present study showed that the amplitude of N140 was modulated 
by directing attention to the unilateral hand, and was higher for attended 
stimuli than for unattended stimuli and identical stimuli in the control 
condition. Therefore, we successfully replicated previous findings on the 
effects of somatosensory attention on the amplitude of N140 (Desmedt 
and Robertson, 1977; Desmedt et al., 1984; Michie et al., 1987; Desmedt 
and Tomberg, 1989; Garcia-Larrea et al., 1995; Eimer and Forster, 2003a; 
Kida et al., 2004b, 2012a,b).

FIGURE 8

Grand-averaged waveforms of ERPs elicited by standard and target stimuli in experiment 3.
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Effects of divided attention on ERPs

N140 amplitude in the divided attention condition was 
intermediate between those elicited by attended and unattended 
stimuli during the focused attention condition. Previous studies in 
audition showed that the amplitude of N1 in the divided attention 
condition was intermediate between those elicited by attended and 

unattended stimuli during the focused attention condition (Hink 
et al., 1977, 1978; Parasuraman, 1978), which was consistent with the 
present results. Therefore, dividing attention between the hands may 
be  controlled similarly to auditory divided attention, which may 
be explained by a capacity model of attention (Hink et al., 1977). Some 
researchers have also suggested that the attentional modulation of 
early ERP components is associated with the perceptual resource 

FIGURE 9

Mean values of ERP amplitudes and latencies across subjects in experiment 3. ERP modulations are shown to compare crossed- vs. uncrossed-
forearms conditions. Amplitudes and latencies averaged between left-and right-hand stimuli are shown. Cross, crossed forearms; uncro, uncrossed 
forearms.

TABLE 4 Mean (±SE) and SD of single-trial P300 latency, the SD of RT, the ratio of trials with RT preceding single-trial P300 latency, and the correlation 
of single-trial P300 latency with RT in experiment 2.

Focused (unilateral) attention Divided attention

Hands separated Hands closely placed

LH target RH target LH target RH target LH target RH target

Mean (ms) of single-trial P300 latency 340.0 (3.3) 338.3 (4.1) 349.4 (4.6)** 357.9 (6.9)** 344.6 (6.2) 342.6 (7.4)

Mean of SD of single-trial P300 latency 59.2 (5.8) 61.9 (5.3) 59.6 (5.8) 65.8 (9.9) 63.7 (3.2) 63.9 (4.0)

Mean of SD of single-trial RT 58.9 (4.7) 58.7 (4.3) 55.7 (4.2) 59.4 (4.0) 62.1 (2.6) 61.8 (3.2)

Ratio (%) of trials with RT preceding P300 latency 46.0 54.6 36.9 43.1 36.6 39.2

Correlation of single-trial P300 latency with RT 0.40* 0.52* 0.31* 0.44* 0.34* 0.44*

Correlation of single-trial P300 latency with RT 

(based on data concatenated across LH and RH)

0.47* 0.38* 0.38*

*Correlation, p < 0.05, vs. zero; **p < 0.05, vs. Focused attention/Hands separated.
Data shown here were calculated after excluding bad trials (using the ACF technique), trials with missed targets, and trials with artifacts.
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TABLE 5 Mean (±SE) and SD of single-trial P300 latency, the SD of RT, the ratio of trials with RT preceding single-trial P300 latency, and the correlation 
of single-trial P300 latency with RT in experiment 3.

Forearms uncrossed Forearms crossed

LH target RH target LH target RH target

Mean (ms) of single-trial P300 latency 335.3 (4.9) 335.8 (5.6) 358.6 (7.8)** 363.8 (10.9)**

Mean of SD of single-trial P300 latency 57.8 (7.1) 61.3 (5.1) 61.8 (5.8) 63.4 (6.7)

Mean of SD of single-trial RT 56.7 (4.4) 55.8 (3.3) 59.9 (3.7) 57.2 (4.0)

Ratio (%) of trials with RT preceding P300 latency 52.5 55.3 50.7 51.3

Correlation of single-trial P300 latency with RT 0.32* 0.45* 0.24 0.23**

Correlation of single-trial P300 latency with RT (based on data 

concatenated across LH and RH)

0.37* 0.23**

*Correlation, p < 0.05, vs. zero; **p < 0.05, vs. Forearms uncrossed.
Data shown here were calculated after excluding bad trials (using the ACF technique), trials with missed targets, and trials with artifacts.

(Kok, 1997; Kida et  al., 2012a,b) in the framework of multiple 
resources, including perceptual, central, and response resources 
(Wickens, 1991; Wickens and McCarley, 2008).

Regarding the distribution of attention, previous studies 
demonstrated a spatial gradient of attention in different modalities 
using visual (Mangun and Hillyard, 1988; Wijers et al., 1989; Heinze 
et  al., 1994), auditory (Teder-Salejarvi and Hillyard, 1998; Teder-
Salejarvi et al., 1999), and somatosensory ERPs (Heed and Roder, 
2010), suggesting modality-independent patterns of the distribution 
of attention. In addition, visual and auditory ERP studies reported that 
attention forms a unitary zone that may expand to multiple relevant 
locations, but also includes the area between them (Mangun and 
Hillyard, 1988; Wijers et al., 1989; Heinze et al., 1994; Teder-Salejarvi 
et al., 1999). In contrast, a previous study on touch reported that when 
attention was directed simultaneously to non-adjacent fingers within 
one hand, ERPs in response to stimuli delivered to spatially and 
anatomically intervening fingers showed no attentional modulations 
(Eimer and Forster, 2003b). This study concluded that, in contrast to 
vision, the focus of somatosensory attention may be split and directed 
simultaneously to non-adjacent areas, thereby excluding spatially and 
anatomically intermediate regions from attentional processing. An 
MEG study also reported that somatosensory attention has a gradient 
and may also be divided into non-adjacent areas (Kida et al., 2018), 
supporting ERP results. These electrophysiological findings indicate a 
somatosensory-specific pattern of attention. Based on the present and 
previous findings, we speculate that somatosensory attention may 
be split between non-adjacent fingers and also between the hands. The 
modality specificity of the distribution of attention needs to 
be examined in more detail in future studies.

P300 was found for attended infrequent stimuli (targets) in both the 
focused and divided attention conditions, but not for identical stimuli 
in the control condition or unattended infrequent stimuli in the focused 
attention condition. This pattern is a common feature of the appearance 
of P300. In addition, P300 amplitude was lower when attention was 
directed simultaneously to both hands than when it was unilaterally 
focused on one hand. Previous studies reported that P300 amplitude 
reflects the amount of the modality-non-specific, perceptual-central 
resource allocated to a given task (Wickens et al., 1983; Kramer et al., 
1985; Sirevaag et al., 1989; Kok, 1997, 2001; Kida et al., 2004a, 2012a,b). 
The gradual change observed in P300 amplitude in the present study 
(i.e., focused attention >divided attention >unattended or control 
condition) was consistent with the resource allocation view of P300 
amplitude. Therefore, the decrease in P300 amplitude in the divided 

attention condition was assumed to be caused by the division of the 
modality-non-specific perceptual-central resource between the hands. 
The common pattern of P300 amplitude to mental counting and motor 
response tasks shows that the allocation of the modality-non-specific 
resource to both hands was independent of whether the response was 
covert (mental) or overt (motor).

In the divided attention condition, target probability was two-fold 
or target-to-target interval (TTI) was half that in the focused attention 
condition. P300 amplitude has been shown to decrease with high 
target probability and a short TTI (Kok, 2001; Polich, 2007). Therefore, 
it is unclear whether the decrease in P300 amplitude in the divided 
attention condition was due to resource division or changes in task 
difficulty following changes in target probability and TTI. However, 
the resource limitation explanation may account for the potential 
relationship of target probability and TTI with P300 amplitude. When 
target stimuli are presented more frequently (a higher target 
probability or shorter TTI), more resources are consumed in a given 
amount of time than with less frequently presented stimuli, and P300 
amplitude is small. When stimuli are presented more infrequently 
(lower target probability or longer TTI), the structures involved in the 
generation of P300 may recover more fully and P300 amplitude is 
large (Gonsalvez and Polich, 2002; Gonsalvez et  al., 2007). This 
resource limitation explanation accounts for the interaction between 
task difficulty and target stimulus probability (Kramer et al., 1986; 
Ruchkin et al., 1987; Polich et al., 1988). Therefore, even if the decrease 
in P300 amplitude by dividing attention to both hands is associated 
with higher target probability or shorter TTI, it may also be explained 
by the resource allocation view.

In contrast to the common pattern in P300 amplitude, P300 latency 
was longer in the divided attention condition than in the focused 
attention condition in the motor response task, but not in the mental 
counting task. This result suggests the functional dissociation of the 
amplitude and latency of P300. More specifically, the modality-non-
specific resource may be divided between the hands without affecting 
the stimulus evaluation speed during the mental counting task, whereas 
dividing attention between the hands decreases the evaluation speed 
during the motor response task. It remains unclear whether motor 
response demands affect P300 latency, with some studies reporting no 
effects (Kutas et al., 1977; McCarthy and Donchin, 1981; Magliero et al., 
1984; Doucet and Stelmack, 1999). In contrast, other studies noted the 
significant effects of motor response demands on P300 latency (Ragot 
and Renault, 1981; Ragot, 1984; Ragot and Renault, 1985; Pfefferbaum 
et al., 1986; Ragot and Lesevre, 1986; Christensen et al., 1996; Leuthold 
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and Sommer, 1998). However, the effects of motor response demand on 
P300 latency have not been investigated under divided versus focused 
attention conditions in the somatosensory modality. In the motor 
response task, attention needed to be divided between the hands for 
both stimulus and action processes. Therefore, attentional demands 
required for action may be sufficiently high to decrease the stimulus 
evaluation speed in the motor response task to lower than that in the 
mental counting task with no motor response demand.

Effects of hand and forearm postures on 
ERPs

Hand position, such as closely-placed hands, did not significantly 
affect the attentional modulation of N140 amplitude. This result shows 
that the attentional modulation of N140 largely depended on the 
anatomical space rather than the physical space. If an attentional effect 
on N140 amplitude is exclusively based on the physical (external) space, 
it is expected to disappear with closely-placed hands because spatial 
attention will operate equally on both to-be-attended and not-to-be-
attended closely-placed hands. In contrast, if an attentional effect on 
N140 amplitude is based on the anatomical space, it is expected to appear 
in both separated-hands and closely-placed hands conditions. In 
addition, changes in hand position follows changes in arm posture. 
Therefore, a postural difference in the arms with closely-placed hands 
does not affect the attentional modulation of N140 amplitude.

In contrast to closely-placed hands, crossing the forearms reduced 
the attentional increase in N140 amplitude for standard stimuli. In a 
selective attention task, the ERP amplitude for standard stimuli generally 
reflects a pure selective attention effect, whereas that for target stimuli 
may contaminate a target-related effect or potential (Garcia-Larrea et al., 
1995; Kida et al., 2004b, 2018). Therefore, the attentional increase in N140 
amplitude in the present study represents the effects of somatosensory 
selective attention, which may have operated less efficiently at this stage 
when the forearms were crossed. Since positional and postural changes 
to the hands and forearms with closely-placed hands did not affect the 
attentional increase in N140 amplitude as discussed above, crossing the 
forearms may be a specific hand position and arm posture leading to 
changes in attentional somatosensory processing at this stage. A possible 
explanation for this result is based on the experimental condition that the 
hands and arms were placed on an unhabitual side with an unhabitual 
posture. This crossed-forearms condition will produce an incongruency 
between a representation of actual stimulus (and response) sides and a 
mental image of an internal space. This incongruency may result in the 
suppressive effect of crossing the forearms on the attentional increase in 
N140 amplitude. Previous studies demonstrated that attentional 
enhancements in early ERP amplitudes were smaller for crossed forearms 
than for uncrossed forearms (Eimer et al., 2001; Kennett et al., 2001; 
Eimer et al., 2003a; Gherri and Forster, 2012a,b), supporting the present 
results. Therefore, the result suggests that the attentional modulation of 
stimulus processing reflected by N140 amplitude is not only based on the 
anatomical space, but also the congruency between real and internal 
spaces depending on the hand position and arm posture. A 
psychophysical study reported that somatosensory attention was 
dependent on the physical space, but not on the anatomical space 
(Lakatos and Shepard, 1997). In contrast, ERP studies provided evidence 
to show that somatosensory attention was associated with an 
incongruency between different spatial coordinates (Eimer et al., 2001; 

Kennett et  al., 2001). The present finding supports the latter ERP 
evidence. This pattern of attentional modulation associated with different 
spatial codes is also consistent with generators of N140, which originates 
from modality-specific and multisensory areas, including the second 
somatosensory, anterior cingulate, and prefrontal cortices (Allison et al., 
1992; Tarkka et al., 1996; Waberski et al., 2002; Inui et al., 2003; Tanaka 
et al., 2008).

In contrast to the early N140 component, P300 amplitude was 
affected by both hand position and forearm posture. The behavioral 
measures, RT and RA, paralleled a decrease in P300 amplitude and 
increase in P300 latency in both the crossed-forearms and hands 
closely-placed conditions. P300 amplitude has been associated with 
equivocation or post-stimulus uncertainty (Sutton et  al., 1965; 
Johnson, 1986; Kok, 2001) as well as resource allocation, whereas P300 
latency was related to the stimulus evaluation time (Kutas et al., 1977). 
Therefore, crossing the forearms may decrease the resolution of post-
stimulus uncertainty and increase the stimulus evaluation time 
through a congruency of real and learned spaces, whereas closely-
placed hands exert the same effects by overlapping the attentional 
range at targets and non-targets.

Effects of crossed forearms on 
stimulus-response coupling

Crossing the forearms significantly decreased the correlation of 
single-trial P300 latency with RT. As discussed above, crossing the 
forearms may produce an incongruency between a representation of 
actual stimulus (and response) sides and a mental image of a learned 
physical space. A previous study suggested that following accuracy 
maximizing instructions, subjects hesitated before pressing the button 
because the task used reduced their confidence of a correct response, 
thereby decoupling P300 latency from RT (Pfefferbaum et al., 1983). 
Similarly, an incongruency between actual and learned spaces may 
be associated with this hesitation before responding, thereby resulting 
in the decoupling of stimulus- and response-related processing. 
Crossing the forearms also decreased P300 amplitude and increased 
P300 latency as already discussed. Therefore, we  speculate that 
crossing the forearms caused the decoupling of stimulus- and 
response-related processing, decreased the resolution of post-stimulus 
uncertainty, and reduced the stimulus evaluation speed concomitantly 
through an incongruency between real and learned spaces.

The present and previous studies using the ACF technique showed 
the task-dependent nature of the correlation of single-trial P300 latency 
with RT. A historical study on P300 latency using ACF found that speed-
maximizing instructions resulted in a weaker correlation of single-trial 
P300 latency with RT than accuracy-maximizing instructions, suggesting 
the loose coupling of stimulus- and response-related processing in the 
former instructions and motor command output before the stimulus has 
been fully evaluated (Kutas et  al., 1977). In contrast, another study 
reported the reverse effect, i.e., a weaker correlation of P300 latency with 
RT under accuracy-maximizing instructions than speed-maximizing 
instructions (Pfefferbaum et al., 1983). The latter study suggested that the 
difference in tasks and strategic differences for task requirements explain 
the discrepancies in the findings obtained as discussed above. We also 
previously used the ACF technique to demonstrate stronger stimulus–
response coupling by the performance of a dual task than a single task 
(Kida et al., 2012b). Two explanations for this result, a snap decision 
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strategy in the single-task and the lack of the resource allocated to the 
eliciting task during the dual-task performance, were suggested because 
stronger stimulus–response coupling by the dual-task performance was 
associated with a lower P300 amplitude and smaller number of trials with 
RT preceding P300 latency. However, the ratio of trials with RT preceding 
P300 latency was even lower in the present selective attention task (36.9–
59.3%) than during single-task performance (76.8%) and was in the same 
range as that during the dual-task performance (53.7%). This is because 
the present study employed a type of selective attention task where 
somatosensory stimuli were presented to many fingers in bilateral hands 
and subjects had to discriminate one or two target stimuli, i.e., task 
demand was higher than the simple somatosensory oddball task used in 
the previous study where two types of somatosensory stimuli were 
presented to unilateral fingers. RT was earlier in the previous study (349.5 
and 336.6 ms in experiments 1 and 2, respectively) than in the present 
study (ranging between 363.5 and 394.7 ms depending on the task 
condition, Tables 2, 5), supporting the selective attention task used herein 
being a more demanding task than the oddball task used in the previous 
study. Therefore, the snap decision is not the main cause for the changes 
observed in the coupling of stimulus- and response-related processing in 
the present study. Another suggestion, the lack of the perceptual-central 
resource, is also not straightforward to explain our previous findings and 
the present results because the two studies showed the reverse pattern for 
P300 amplitude and the correlation of single-trial P300 latency with 
RT. Therefore, the present and previous studies showed the importance 
of task features in interpreting the correlation of single-trial P300 latency 
with RT.

Hand preference of the P300 latency-RT 
correlation

In the present study, the correlation between single-trial P300 
latency and RT was stronger for the right hand than for the left hand in 
right-handed subjects. Previous studies reported a hand preference (i.e., 
a difference between the dominant and non-dominant hands) in motor 
tasks and sensorimotor tasks (Beste et al., 2009), whereas others showed 
no hand preference in a tactile perceptual task (Finlayson and Reitan, 
1976). Regarding neural activation, movements with the non-dominant 
hand were associated with stronger and more extended brain activation 
than those with the dominant hand (Leocani et al., 2001; Potgieser et al., 
2015). In contrast, an ERP study found that theta power related to 
handwriting was higher with the dominant hand than with the 
non-dominant hand (Pei et al., 2021). In addition to these findings from 
psychophysics and neuroimaging, the present study provides evidence 
for a hand preference for stimulus–response coupling using the 
combined measure of behavioral and neural response times. This hand 
preference of stimulus–response coupling was eliminated by crossing 
the forearms, but not by placing the hands close together or dividing 
attention between the hands. As already discussed, crossing the 
forearms may produce an incongruency between real (external) and 
learned (internal) spaces, which may eliminate the hand preference in 
the stimulus–response translation process.

Somatosensory mismatch responses

In the present study, N140 amplitude was higher for deviant 
stimuli than for standard stimuli in all conditions, including attended 

and unattended stimuli. This amplitude increase was associated with 
somatosensory mismatch negativity (s-MMN), which has been 
reported to occur in the range of this latency in passive tasks (Kekoni 
et al., 1997; Kida et al., 2004c; Restuccia et al., 2007, 2009; Chen et al., 
2014; Shen et al., 2018a; He et al., 2020). MMN is considered to reflect 
the automatic detection of stimulus changes in the sensory environment 
(Naatanen, 1992; Naatanen et  al., 2007) and has recently been 
associated with predictive coding (Kimura, 2012; Stefanics et al., 2014). 
The first demonstration of MMN was in both the unattended and 
attended channels in an auditory selective attention task (Naatanen 
et  al., 1978), suggesting the automatic nature of MMN. However, 
s-MMN was previously detected in passive tasks, such as reading 
(Kekoni et al., 1997; Restuccia et al., 2007, 2009) and video watching 
(Chen et al., 2014; Shen et al., 2018b), both of which are general MMN 
recording procedures. In contrast, the present study observed s-MMN 
in both attended and unattended deviant stimuli in a selective attention 
task, suggesting that the generation of the response is independent of 
attention. Similar attention-independent responses to stimulus onset, 
offset, and change have been demonstrated in both active and passive 
tasks (Yamashiro et al., 2008, 2009). Previous studies found s-MMN in 
frontal (Kekoni et al., 1997; Kida et al., 2004c) and parieto-occipital 
sites (Restuccia et al., 2007, 2009). We also detected s-MMN in frontal 
and central sites, supporting previous ERP findings. Placing the hands 
close together and crossing the forearms had no impact on the higher 
amplitude for deviant stimuli than for standard stimuli, thereby 
supporting the primarily automatic nature of MMN.

Limitations

Since we recorded ERPs from a limited number of electrodes, 
we were unable to perform a source-level analysis or current source 
density analysis. However, N140 and P300 have both been extensively 
examined and an abundant amount of information has been obtained 
on their generators (Allison et al., 1992; Tarkka et al., 1996; Valeriani 
et  al., 2000, 2001; Tanaka et  al., 2008). Therefore, it is possible to 
speculate about the brain regions involved in the modulation of ERP 
components. Furthermore, we did not perform the divided attention 
condition when the hands were closely located or when the forearms 
were crossed. These conditions may provide insights into the 
interaction between different spatial coordinates in somatosensory 
attention. Another limitation is the small sample size; therefore, 
we performed a post-hoc power analysis (Supplementary Material). 
The results obtained showed that most of the significant differences 
observed in ANOVAs, MANOVAs, and t-tests remained and, thus, 
our suggestions are effective. However, some analyzes showed low 
statistical power, suggesting higher type II error in some results, which 
was at least partly due to the small sample size. Therefore, further 
studies are warranted.

Conclusion

In conclusion, the present study demonstrated that the pattern of 
the somatosensory-attention effect on ERPs during focused and 
divided attention was similar to that in vision and audition. Therefore, 
somatosensory attention may be split between the hands, but follows 
some delay in modality-non-specific late processing by dividing 
resources between the hands depending on task demands (mental or 
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motor). The present results in the somatosensory modality support 
the classical resource allocation view of the P300 amplitude in both 
motor response and mental tasks and also provides additional 
evidence for s-MMN. The effect of somatosensory-spatial attention 
reflected by N140 amplitude may be affected by crossed forearms, but 
not by closely-placed hands, whereas modality-non-specific late 
processing interfered uniformly with both. A combined measure of 
neural (P300) and behavioral (RT) response times revealed specific 
changes in stimulus–response coupling and hand preference. 
Therefore, hand position and arm posture differently affected the 
attentional modulation of somatosensory processing at different stages 
as well as stimulus-response coupling.
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Cerebral response to emotional 
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Introduction: Humans mainly utilize visual and auditory information as a cue to 
infer others’ emotions. Previous neuroimaging studies have shown the neural basis 
of memory processing based on facial expression, but few studies have examined 
it based on vocal cues. Thus, we aimed to investigate brain regions associated with 
emotional judgment based on vocal cues using an N-back task paradigm.

Methods: Thirty participants performed N-back tasks requiring them to judge 
emotion or gender from voices that contained both emotion and gender information. 
During these tasks, cerebral hemodynamic response was measured using functional 
near-infrared spectroscopy (fNIRS).

Results: The results revealed that during the Emotion 2-back task there was 
significant activation in the frontal area, including the right precentral and inferior 
frontal gyri, possibly reflecting the function of an attentional network with auditory 
top-down processing. In addition, there was significant activation in the ventrolateral 
prefrontal cortex, which is known to be a major part of the working memory center.

Discussion: These results suggest that, compared to judging the gender of voice 
stimuli, when judging emotional information, attention is directed more deeply 
and demands for higher-order cognition, including working memory, are greater. 
We have revealed for the first time the specific neural basis for emotional judgments 
based on vocal cues compared to that for gender judgments based on vocal cues.

KEYWORDS

emotional judgment, voice, n-back, working memory, functional near-infrared 
spectroscopy, VLPFC, dorsal attention network

1 Introduction

When we communicate with others, we mainly use visual and auditory information as a cue 
to infer the emotions of others. Visual information includes facial expressions, gestures, eye 
contact, and distance from others, while auditory information includes the voices of others 
(Gregersen, 2005; Esposito et al., 2009). In general, humans are more highly evolved to detect 
and process visual information from faces than are other species. It has been shown that 
we prefer facial information or face-like patterns to other visual information or nonface-like 
patterns and look at such patterns for longer periods of time (Morton and Johnson, 1991; 
Valenza et al., 1996). Thus, facial expressions are considered to be major cues for inferring the 
emotions of others (Neta et al., 2011; Neta and Whalen, 2011).
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On the other hand, it has been pointed out that the effectiveness 
of voice for inferring emotions cannot be ignored because it accurately 
reflects people’s intended emotions (Johnstone and Scherer, 2000). For 
example, we can interpret that the speaker is happy when hearing a 
bright, high-pitched voice, or that the speaker is afraid when hearing 
a screeching, high-pitched voice. There are several studies focusing on 
the influence of voice on the inference of emotions (De Gelder and 
Vroomen, 2000; Collignon et  al., 2008). De Gelder and Vroomen 
(2000) showed interaction between visual and auditory information 
while inferring emotions, using voices and pictures expressing happy 
or sad emotions. They confirmed that inferences of emotions depicted 
in pictures were more accurate when the emotions in the pictures 
matched those of the vocal stimuli than when they did not match. 
Collignon et al. (2008) prepared voice and facial expression stimuli 
depicting two emotions, fear and disgust. Then, they presented them 
alone or in combination, and asked participants to infer the emotions 
depicted. Participants inferred emotions more quickly and more 
accurately when voice and facial expressions containing congruent 
emotions were presented than when either one of them was presented 
alone. Thus, the voice also works as a complementary cue for inferring 
other people’s emotions, and it is believed that accurate and faster 
decisions can be  made when auditory information is added to 
visual information.

Recent studies on the physiological mechanisms behind inferring 
emotions by focusing on vocal stimuli have been conducted using 
functional magnetic resonance imaging (fMRI). For example, Koeda 
et al. (2013a) used fMRI to examine the brain regions associated with 
emotion inference. They compared the brain activation during the 
inference of emotions in healthy subjects with that of schizophrenic 
patients. In general, schizophrenic patients have more difficulty 
inferring emotions than do healthy subjects, which leads to difficulty 
in communicating (Bucci et al., 2008; Galderisi et al., 2013). The voice 
stimuli in their study were presented in the form of greetings such as 
“hello” and “good morning” uttered by males or females with positive, 
negative, or no emotion. Participants were asked to infer the emotion 
or gender depicted in each voice stimulus. Greater activation of the 
left superior temporal gyrus in healthy subjects was observed 
compared to that of schizophrenic patients. Thus, they concluded that 
the left superior temporal gyrus is relevant when inferring emotions 
from voices. Koeda et al. (2013a) study focused mainly on the aspects 
of semantic processing of emotions. In other words, they focused on 
the discrimination of specific emotions.

Moreover, other research focusing on the aspect of cognitive 
mechanisms related to the inference of emotions has also been 
conducted using facial expressions as visual stimuli (Neta and Whalen, 
2011). Models for face perception assume a difference between the 
neural circuits that support the perception of changeable facial 
features (e.g., emotional expression, gaze) and of invariant facial 
features (e.g., facial structure, identity) (Haxby et al., 2000; Calder and 
Young, 2005). For example, within the core system of the cognitive 
processing of faces, it has been shown that changeable features elicited 
greater activation in the superior temporal sulcus, and invariant 
features elicited greater activation in the lateral spindle gyrus (Haxby 
et al., 2000). Furthermore, in conjunction with this core system, it has 
been shown that activation in other regions that extract relevant 
meanings from faces (e.g., amygdala/insula for emotional information, 
intraparietal sulcus for spatial attention, and auditory cortex for 
speech) was also observed (Haxby et al., 2000).

To understand the processing in inference of emotions, one study 
asked subjects to retain information about faces in working memory 
(Neta and Whalen, 2011). Working memory is an essential component 
of many cognitive operations, from complex decision making to 
selective attention (Baddeley and Hitch, 1974; Baddeley, 1998). 
Working memory is commonly examined using an N-back task, in 
which participants are asked to judge whether the current stimulus 
matches the stimulus presented N-stimuli before. Importantly, the 
N-back task has been used in some studies on face processing 
(Hoffman and Haxby, 2000; Braver et al., 2001; Leibenluft et al., 2004; 
Gobbini and Haxby, 2007; Weiner and Grill-Spector, 2010).

The N-back task has also been used to identify neuroanatomical 
networks, respectively, related to changeable facial features (e.g., 
emotional expression) and invariant facial features (e.g., identity) (e.g., 
Haxby et al., 2000; Calder and Young, 2005). LoPresti et al. (2008) 
confirmed that the sustained activation of the left orbitofrontal cortex 
was greater during an emotion N-back task than during an identity 
N-back task using faces as stimuli. In addition, transient activations of 
the temporal and occipital cortices, including the right inferior 
occipital cortex, were greater during the identity N-back task. On the 
other hand, those of the right superior temporal sulcus and posterior 
parahippocampal cortex were greater during the emotion N-back task.

Based on these findings, some studies have focused on the neural 
processing of the inference of emotions from facial expressions, which 
are changeable features of faces. Neta and Whalen (2011) used fMRI 
to evaluate brain activation during two types of 2-back tasks, using the 
standard design. During the tasks, participants were required to judge 
whether the emotion or gender depicted by the current stimulus was 
the same as that of the stimulus presented 2 stimuli back. The results 
showed that the activations in the right posterior superior temporal 
sulcus and the bilateral inferior frontal gyrus during the Emotion 
2-back task were significantly greater than those during the Identity 
2-back task. In contrast, the rostral/ventral anterior cingulate cortex, 
bilateral precuneus, and right temporoparietal junction were 
significantly more active during the Identity 2-back task than during 
the Emotion 2-back task. Moreover, participants who exhibited 
greater activation in the DLPFC during both tasks also exhibited 
greater activation in the amygdala during the Emotion 2-back task 
and in the lateral spindle gyrus during the Identity 2-back task than 
those who had less activation in the DLPFC. Interestingly, the 
activation levels of the DLPFC and amygdala/spindle gyrus were 
significantly correlated with behavioral performance factors, such as 
accuracy (ACC) and reaction time (RT), for each task. Based on these 
findings, Neta and Whalen (2011) postulated that the DLPFC acts as 
a part of the core system for working memory tasks in general.

On the other hand, it has been suggested that not only the DLPFC 
but also the VLPFC may relate to WM (Braver et al., 2001; Kostopoulos 
and Petrides, 2004). In particular, Braver et al. (2001) revealed that the 
right VLPFC worked selectively for processing non-verbal items such 
as unfamiliar faces. It should be noted that the bilateral VLPFC was 
recruited in the Emotion 2-back task as mentioned above (Neta and 
Whalen, 2011).

Although the neural bases of the cognitive process related to 
inference of emotions based on facial expression have become clearer, 
those for vocal cues have not to date been clarified despite their 
importance. In fact, often we are forced to infer the emotions of others 
correctly based only on auditory information, not visual information 
(e.g., during a telephone call). In the processing of inferred emotions 
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based on vocal cues, the DLPFC and VLPFC should be involved as 
parts of the core system of working memory, as with visual cues 
(Braver et al., 2001; Neta and Whalen, 2011). However, the findings 
the Braver et al. (2001) and Neta and Whalen (2011) studies are not 
directly generalizable due to differences in the sensory modalities. In 
other words, the inference of emotions based on vocal cues might 
involve cognitive components specific to auditory processing.

Therefore, the purpose of our study was to clarify the neural basis 
of processing related to inferring emotions based on vocal cues using 
the N-back task paradigm. We named one version of the N-back task, 
in which participants were asked to judge the emotion depicted by the 
stimuli, the Emotion task, and, the other version of the task, in which 
they were asked to judge the gender depicted, the Identity task. In 
addition, as did Neta and Whalen (2011), we  examined whether 
greater activation in specific brain regions was associated with 
behavioral performance advantages while inferring emotions based 
on vocal cues.

Moreover, in order to examine differences in judgment strategies 
between the Emotion and Identity tasks, we  also examined the 
correlations between the behavioral performance for each. For 
example, if it were shown that the faster the RT, the higher the 
percentage of correct answers (i.e., negative correlation), then it would 
be possible that responding quickly leads to better performance. In 
such a case, there would be no need for cognitive control to be applied 
to the automatized process. On the other hand, if it were shown that 
the slower the RT, the higher the percentage of correct responses (i.e., 
positive correlation), then careful responses may be associated with 
better performance. In such a case, the inhibitory function would 
be required, and the cognitive demand associated with recognition 
should increase.

We utilized functional near-infrared spectroscopy (fNIRS) to 
measure brain functions. Although fNIRS cannot measure the deep 
regions of the brain, it has advantages that fMRI does not. fNIRS can 
measure cerebral hemodynamic responses caused by brain activation 
relatively easily by simply attaching a probe to the subject’s head. 
Notably, fNIRS measurement equipment is less constraining and is 
relatively quiet. It does not require a special measurement 
environment. fMRI, however, unavoidably creates a noisy 
environment, which is not conducive to processing emotion 
judgments based on vocal cues. Thus, fNIRS was judged to be the best 
method to achieve the purpose of this study.

2 Methods

2.1 Participants and ethics

Thirty right-handed, healthy volunteers (13 males and 17 females, 
mean age 21.83 ± 0.97 years, range 20–24) participated in this study. 
All participants were native Japanese speakers with no history of 
neurological, psychiatric, or cardiac disorders. They had normal or 
corrected-to-normal vision and normal color vision. Handedness was 
assessed by means of the Edinburgh Inventory (Oldfield, 1971). This 
study was approved by the institutional ethics committee of Chuo 
University, and the protocol was in accordance with the Declaration 
of Helsinki guidelines. Two participants were removed from the 
sample due to unavailability for complete experimental data. As a 
result, the final sample contained 28 participants.

2.2 Experimental procedure and stimulus

Participants performed an Emotion task to judge emotional 
information and an Identity task to determine gender information as 
in a previous study on facial expression (Neta and Whalen, 2011). 
We used two audio sets for the emotion condition. The first expressed 
specific emotional vocalizations by Canadian actors: “Anger,” 
“Disgust,” “Fear,” “Pain,” “Sadness,” “Surprise,” “Happiness,” and 
“Pleasure” (Montreal Affective Voices: MAV) (Belin et al., 2008). The 
second was created using Japanese actors with the same eight emotions 
expressed. We named it Tokyo Affective Voices (TAV). Simple “ah” 
sounds were used as a control for the influence of lexical-semantic 
processing (Figure 1).

According to Koeda et al. (2013b), when Japanese participants 
listened to the MAVs, they recognized the positive emotion “Happy” 
and the opposite negative emotion “Angry” with high ACC. Therefore, 
we used these for the vocal stimuli; we selected two emotions, “Happy” 
and “Angry,” expressed by both “Male” and “Female” voices from both 
MAV and TAV, resulting in eight vocal stimuli.

The task load consisted of 0-back, 1-back, and 2-back. In 
accordance with Nakao et al. (2011) and Li et al. (2014), we performed 
0-back, 1-back, and 2-back in sequence, in order to avoid the effect of 
tension caused by a sudden increase in load, for example jumping 
from 0-back to 2-back. Each condition was repeated twice for a total 
of 12 blocks. First, participants performed an N-back task in which 
they were asked to retain either the emotion (emotional information) 
or the identity (gender information) in their working memory. 
Second, in the 0-back condition, participants were asked to respond 
to the target emotion or gender by pressing a particular key on a 
keyboard, and a different key for non-targets. Subsequently, the 
participants were asked to judge whether the current emotion or 
gender being presented was the same or not the same as the emotion 
or gender presented immediately before (1-back) or two trials 
(stimulus presentations) before (2-back) by pressing a key as in the 
0-back condition.

We presented each emotion (“Happy” and “Angry”) and each 
gender (“Male” and “Female”) in each type of voice (MAV and TAV) 
the same number of times. Each block condition included 10 trials (4 
target trials and 6 non-target trials) in random order, each being 
presented once per block for 2 s, with an inter-stimulus interval of 
1.5 s, and a 15-s blank between conditions. Before the start of a new 
block, the word “0-back,” “1-back,” or “2-back” appeared in the center 
of the screen to indicate to the participant which task they should 
prepare to perform. The participants answered by pressing “F” or “J” 
on a keyboard with their left and right index fingers, respectively, to 
indicate whether the presented voices were target or non-target trials. 
We used E-prime 2.0 (Psychology Software Tools) to create these 
tasks. ACC and RT were obtained as behavioral measures for 
each trial.

Conventionally, when the distance from the speaker to the 
participant’s ear is 1 meter, the sound pressure is 65 dB (Shiraishi and 
Kanda, 2010). As each stimulus had a different sound pressure, we set 
the highest sound pressure at 65 dB. We  used NL-27 (RION 
Corporation, Kokubunji, Japan) as the sound pressure meter. It was 
mounted at a height of 138.5 cm above the ground and at a distance of 
118 cm from the speaker. Stimuli were presented using a JBL Pebbles 
speaker (HARMAN International Corporation, Northridge, CA, 
United States).

168

https://doi.org/10.3389/fnhum.2023.1160392
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org


Ohshima et al. 10.3389/fnhum.2023.1160392

Frontiers in Human Neuroscience 04 frontiersin.org

2.3 fNIRS measurement

We used a multichannel fNIRS system, ETG-4000 (Hitachi 
Corporation, Tokyo, Japan), which uses two wavelengths of near-
infrared light (695 and 830 nm). We analyzed the optical data 
based on the modified Beer–Lambert Law (Cope et al., 1988) as 
previously described (Maki et al., 1995). This method enabled us 
to calculate signals reflecting the oxygenated hemoglobin (oxy-
Hb), deoxygenated hemoglobin (deoxy-Hb), and total 
hemoglobin (total-Hb) signal changes, calculated in units of 
millimolar × millimeter (mM × mm). The sampling rate was set 
at 10 Hz. We used the oxy-Hb for analysis because it is the most 
sensitive indicator of regional cerebral hemodynamic response 
(Hoshi et al., 2001; Strangman et al., 2002; Hoshi, 2003).

2.4 fNIRS probe placement

We used a 3 × 11 multichannel probe holder that consisted of 17 
illuminating and 16 detecting probes arranged alternately at an inter-
probe distance of 3 cm. The probe was fixed using one 9 × 34 cm 
rubber shell and bandages mainly over the frontal areas. We defined 
channel positions in compliance with the international 10–20 system 
for EEG (Klem et al., 1999; Jurcak et al., 2007). The lowest probes were 
positioned along the Fpz, T3, and T4 line (horizontal reference curve).

Probabilistic spatial registration was employed to register the 
positions of each channel to Montreal Neurological Institute (MNI) 
standard brain space (Tsuzuki et al., 2007; Tsuzuki and Dan, 2014). 
Specifically, the positions for channels and reference points, which 
included the Nz (nasion), Cz (midline central), and left and right 
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preauricular points, were measured using a three-dimensional 
digitizer in real-world (RW) space. We affine-transformed each RW 
reference point to the corresponding MRI-database reference point 
and then replaced them to MNI space (Okamoto and Dan, 2005; 
Singh et al., 2005). Adopting the same transformation parameters 
enabled us to obtain the MNI coordinate values for the position of 
each channel in order to obtain the most likely estimate of the 
location of given channels for the group of participants and the 
spatial variability associated with the estimation. Finally, the 
estimated locations were anatomically labeled using a MATLAB® 
function that reads anatomical labeling information coded in a 
microanatomical brain atlas, LBPA40 (Shattuck et al., 2008) and 
Brodmann’s atlas (Rorden and Brett, 2000; Figures 2, 3).

2.5 Behavioral performance data

To validate the results of brain activation analyses, we measured 
ACC and RT for each stimulus during the N-back tasks. Then, ACC 
and RT means were calculated for each participant. The calculated 
data were subjected to three-way repeated measures ANOVA, 3 (load: 
0-back, 1-back, 2-back) × 2 (stimulus: Emotion, Identity) × 2 (trial: 
target, non-target), using IBM SPSS Statistics 26. For main effects, 
Bonferroni correction was performed. The significance level was set 
at 0.05.

2.6 Preprocessing of fNIRS data

We used Platform for Optical Topography Analysis Tools 
(POTATo) (Sutoko et al., 2016) for data preprocessing. Individual 
participants’ timeline data for the oxy-Hb signal of each channel were 
preprocessed with a first-degree polynomial fitting and high-pass 
filter using cut-off frequencies of 0.0107-Hz to remove baseline drift, 
and a 0.1-Hz low-pass filter to remove heartbeat and pulse. We fit the 
baseline for task blocks with averages of 10 s before the 
introduction period.

2.7 fNIRS analysis

From the preprocessed time series data, we computed channel-
wise and subject-wise contrasts by calculating the inter-trial mean of 
differences between the oxy-Hb signals for target periods (13–36.5 s 
after the start of the N-back task) and baseline periods (10 s before the 
start of the N-back task). We performed a one-sample t-test against 
zero (two tails) on preprocessed data.

A previous study (Zhou et  al., 2021) demonstrated that brain 
activation is greater when the task load is efficient than when it is 
excessive or insufficient. Therefore, we explored conditions with the 
most sufficient cognitive loads to detect brain activations related to the 
N-back task in our study.

FIGURE 2

Spatial profiles of fNIRS channels. Detectors are indicated with blue circles, illuminators with red circles, and channels with white squares. (A) Position 
of probes and channels. (B) Left and right side views of the probe arrangement are exhibited with fNIRS channel orientation.
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Activated channels were estimated from the effect size. We used 
G*Power (release 3.1.9.7) to consider a reasonable effect size for the 
28 participants (Faul et al., 2007). Power analysis was conducted under 
the conditions of sample size = 28, one-sample t-test with α = 0.01 and 
power = 0.80. A reasonable effect size of 0.57 was obtained to maintain 
the balance between Type I and Type II errors, based on the study by 
Cohen (1992). Therefore, we defined a reasonable effect size of 0.57 or 
more as activation of brain function in this analysis.

2.8 Between participants correlations

We conducted Spearman’s correlation analyses for behavioral 
performance and brain activation to explore whether there was a 
connection between brain activation and behavioral performance. In 
addition, we conducted Spearman’s correlation analyses between ACC 
and RT to examine whether judgment strategy differed between 
judging emotion and gender. We used IBM SPSS Statistics version 26. 
The significance level was set at 0.05.

3 Results

3.1 Behavior results

We calculated behavioral performance separately for each load, 
stimulus, and trial. For both ACC and RT, we conducted a three-way 
repeated-measures ANOVA, 3 (load: 0-back, 1-back, 2-back) × 2 
(stimulus: Emotion, Identity) × 2 (trial: target, non-target). Figure 4 
shows the results of the three-way ANOVA.

3.1.1 Accuracy
We revealed a significant main effect of trials [F(1, 27) = 10.092, 

p < 0.01, ηp
2 = 0.272]. Corrected pairwise comparisons (Bonferroni 

correction) revealed that participants were more accurate for 
non-target trials than target trials (p < 0.01).

3.1.2 Reaction time
We revealed a significant main effect of all factors [loads: F(2, 

54) = 28.523, p < 0.001, ηp
2 = 0.514; stimuli: F(1, 27) = 32.326, p < 0.001, 

ηp
2 = 0.545; trials: F(1, 27) = 18.382, p < 0.001, ηp

2 = 0.405]. There was 
also a three-way interaction [F(2, 54) = 4.364, p < 0.05, ηp

2 = 0.139]. The 
post-hoc test showed that RTs were significantly longer between loads 
in the following order (longest to shortest): 2-back, 1-back, 0-back. 

The RTs were also significantly longer for the Emotion task than for 
the Identity task, and longer for non-target trials than for target trials. 
These results show that the 2-back task had the lowest ACC and the 
longest RT of the three loads. Therefore, we used performance data 
from during the 2-back task, which produced the best possible 
cognitive loads from among the three conditions, for further analysis 
(Tables 1, 2).

3.1.3 fNIRS results
Figure 5 shows the results of a one-sample t-test (vs. 0) on the 

calculated interval means. Our results showed a significant oxy-Hb 
signal increase during the Emotion 2-back task in seven channels and 
during the Identity 2-back task in seven channels. Tables 3, 4 show the 
locations of channels with significant activation. As task difficulty 
increased, activated channels increased progressively from the 0-back 
tasks with no activations, to one channel during Emotion and two 
channels during Identity 1-back tasks, and, finally, to all the channels 
indicated in Figure 5 during the respective 2-back tasks.

3.2 Between-participant correlations

First, we conducted Spearman’s correlation analysis between ACC 
and brain activation. There were no significant correlations in the 
Identity 2-back task (Table 5).

Second, we conducted Spearman’s correlation analysis between 
RT and brain activation. There were no significant correlations in the 
Emotion 2-back task. In the Identity 2-back task, we found significant 
positive correlations in five channels: channel 20, ρ(28) = 0.43, p < 0.05; 
channel 41, ρ(28) = 0.47, p < 0.05; channel 42, ρ(28) = 0.44, p < 0.05; 
channel 51, ρ(28) = 0.48, p < 0.05; and channel 52, ρ(28) = 0.41, p < 0.05. 
There was also a significant negative correlation in one channel: 
channel 24, ρ(28) = −0.43, p < 0.05. Table 6 shows the locations of 
channels with significant correlations.

Finally, we conducted Spearman’s correlation analysis between 
ACC and RT. We  found a significant positive correlation for the 
Emotion 2-back task [ρ(28) = 0.375, p < 0.05]. There were no significant 
correlations for the Identity 2-back task.

4 Discussion

In our present study, to clarify the cognitive mechanisms for the 
inference of emotions based on vocal speech, we  examined brain 

FIGURE 3

Channel locations on the brain are exhibited in left, frontal, and right side views. Probabilistically estimated fNIRS channel locations (centers of blue 
circles) and their spatial variability of 8 standard deviation (radii of the blue circles) associated with the estimation are depicted in Montreal Neurological 
Institute (MNI) space.
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activation patterns during Emotion and Identity N-back tasks in 
combination with fNIRS measurements. Our results reveal different 
patterns not only in behavioral performance but also in brain 
activation between the tasks. The non-target trials elicited higher ACC 
than the target trials in both tasks. The Emotion task required longer 
RTs than the Identity task. Also, RTs were longer for non-target trials 
than for target trials, decreasing in order of 2-back, 1-back, and 
0-back. Moreover, we observed different cortical activation patterns, 

possibly reflecting the differences in behavioral variables. During the 
Emotion task, there was activation in the right inferior frontal gyrus. 
During the Identity task, we  observed activations in the left 
supramarginal, left postcentral, right middle temporal, right inferior 
frontal, and left superior temporal gyri.

The behavioral results showed that ACC did not differ across the 
two tasks or between cognitive loads, whereas the RT increased with 
increasing cognitive loads. In general, the larger the value of N in the 
N-back task was, the higher the subjective difficulty and the greater 
the cognitive load were (Yen et  al., 2012). This suggests that the 
cognitive load of the 2-back task was highest, which led to a greater 
increase in RT compared to the other N-back tasks. Similar to facial 
expression experiments by Neta and Whalen (2011) and Xin and Lei 
(2015), RTs were also significantly longer for the Emotion task than 
for the Identity task. Therefore, it can be supposed that the inference 
of emotions generally demands a greater cognitive load than the 
inference of genders across different modalities.

As for the brain activation results, we  focused on the 2-back 
conditions for both tasks since it required a sufficient cognitive load to 
effectively elicit brain activation reflecting cognitive processing. The 
number of activated channels increased progressively from no 
activations in the 0-back condition to a few in the 1-back condition and 
to several in the 2-back condition. This pattern serves as a good 

A

B

FIGURE 4

Mean accuracy and reaction time. Error bars represent standard error. ms, millisecond. (A) Accuracy. (B) Reaction time.

TABLE 1 Summary of results of activation analysis of Emotion 2-back 
task.

CH M SD t Sig d

11 0.037 0.05 4.19 <0.001 0.79

13 0.054 0.09 3.20 0.004 0.60

21 0.035 0.05 3.65 0.001 0.69

24 0.044 0.07 3.26 0.003 0.62

39 0.035 0.05 3.99 <0.001 0.75

42 0.050 0.08 3.33 0.003 0.63

46 0.039 0.06 3.46 0.002 0.65

SD, standard deviation; t, t-value.
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indication that activations during the emotion task were due not to 
emotion-related physiological responses but to increased cognitive 
loads for processing emotion-related information since emotional loads 
are thought to be similar among corresponding n-back conditions.

Our results revealed distinct cortical regions specifically recruited 
for either the Emotion or Identity task. The right prefrontal regions in 
channel 24 exhibited specific focused activation during the Emotion 
task. The Emotion task should require attention to information about 
a specific emotion (happy or angry), which requires top-down 
processing based on voice information such as tone and pitch.

Many theoretical accounts of cognitive control have assumed that 
there would be  a single system that mediates such endogenous 

attention (Posner and Petersen, 1990; Spence and Driver, 1997; 
Corbetta et al., 2008). Typically, such a system is referred to as the 
“dorsal attention network” (DAN) (Corbetta et al., 2008), which is a 
frontal–parietal network including the superior parietal lobule (SPL), 
the frontal eye field (FEF) in the superior frontal gyrus, and the middle 
frontal gyrus (MFG) (Corbetta et al., 2008). It has been shown that a 
top-down attention process is involved (Kincade et al., 2005; Vossel 
et al., 2006). DAN has been shown to be elicited not only in attention 
to visual stimuli (Büttner-Ennever and Horn, 1997; Behrmann et al., 
2004; Corbetta et al., 2008), but also to auditory stimuli (Driver and 
Spence, 1998; Bushara et al., 1999; Linden et al., 1999; Downar et al., 
2000; Maeder et al., 2001; Macaluso et al., 2003; Mayer et al., 2006; 
Shomstein and Yantis, 2006; Sridharan et al., 2007; Wu et al., 2007; 
Langner et al., 2012).

However, recent studies have confirmed the modality specificity 
of DAN. For visual attention, it has been speculated that the 
frontoparietal network, including the SPL, FEF, and MFG, plays an 
important role (Driver and Spence, 1998; Davis et al., 2000; Macaluso 
et al., 2003; Langner et al., 2011). However, for auditory attention, a 
network including the MFG and posterior middle temporal gyrus has 
been shown to be  mainly at work (Braga et  al., 2013). The right 
prefrontal regions activated in the current study’s Emotion task were 
roughly consistent with the regions shown to make up the attentional 
network for auditory top-down processing (Braga et  al., 2013), 
although channel 13 was located slightly posterior and channels 24 
and 46 slightly inferior, respectively.

TABLE 2 Summary results of activation analysis for Identity task.

CH M SD t p d

20 0.048 0.080 3.16 0.004 0.60

21 0.035 0.056 3.34 0.002 0.63

30 0.074 0.104 3.77 0.001 0.71

31 0.070 0.110 3.36 0.002 0.63

32 0.054 0.076 3.81 0.001 0.72

42 0.075 0.114 3.48 0.002 0.66

46 0.043 0.059 3.92 0.001 0.74

SD, standard deviation; t, t-value.

A

B

FIGURE 5

Activation t-maps of oxy-Hb signal increase during 2-back task. Only channels defined as activated (α < 0.01 and Cohen’s d > 0.57) are exhibited in MNI 
space. Among them, Ch39 was found activated during the 1-back Emotion task and Chs21 and 32 were activated during the 1-back Identity task. For both 
2-back task conditions, all channels indicated above were activated, and no channels were found activated in any of the 0-back tasks. (A) Emotion task. 
(B) Identity task.
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The slight differences between our results and those described by 
Braga et al. (2013) may reflect differences of task demands. Braga et al. 
(2013) requested participants to detect physical features (i.e., changes 
of pitch) from stereo, naturalistic background sounds. On the other 
hand, we  asked participants to infer the emotions of others from 
human voices in the Emotion task. Our task would have involved not 
only physical feature detection but also other cognitive processes (e.g., 
considering the mood of others), which would, in turn, involve more 
complex task demands.

From a different perspective, channels 24 and 39 were located over 
the ventrolateral prefrontal cortex (VLPFC), which is known to play 
important roles in working memory (Owen et al., 2005; Barbey et al., 
2013). Wagner (1999) indicated that VLPFC activity had a privileged 
role in domain-specific WM processes of phonological and 
visuospatial rehearsal. However, Jolles et al. (2010) demonstrated that 
greater activation in the VLPFC was observed in response to the 
increasing task demands of a WM task. Indeed, our results suggest 
that the Emotion task would demand more complex cognitive 
processes since the RTs for the Emotion task were longer than those 
for the Identity task. Such differences in task demands may be reflected 
in the cortical activation in the VLPFC observed only during the 
Emotion task.

On the other hand, there were several regions specifically activated 
during the Identity task, in particular the left temporal region, 
including the left supramarginal gyrus, at channels 20, 30, and 31. The 

supramarginal gyrus has been shown to be involved in short-term 
auditory memory (Gaab et  al., 2003, 2006; Vines et  al., 2006). 
Moreover, hemispheric differences have been reported: During a 
short-term auditory memory task, there was greater activation in the 
left supramarginal gyrus than in the right (Gaab et al., 2006). The 
results of these previous studies suggest that the left supramarginal 
gyrus works as a center for auditory short-term memory and also 
influences the allocation of processing in the auditory domain as part 
of a top-down system.

The right middle temporal gyrus was also activated only during 
the Identity task. The middle temporal gyrus is known to play an 
important role in semantic memory processing (Onitsuka et al., 2004; 
Visser et al., 2012). Clinically, activation in the right middle temporal 
gyrus is known to be  reduced in schizophrenic patients, and its 
reduction is associated with auditory verbal hallucinations and 
difficulty in semantic memory processing (Woodruff et  al., 1995; 
Lennox et  al., 1999, 2000). These findings suggest that the right 
temporal gyrus plays an important role in auditory semantic 
memory processing.

By interpreting the functions of these brain regions during both 
tasks, we  can begin to integratively explain the physiological 
mechanisms involved in the inference of emotions based on auditory 
information. Specifically, when judging emotional information 
compared to judging the gender of voice stimuli, auditory attention 
could be directed more deeply. Therefore, the regions responsible for 

TABLE 3 Estimated most likely locations of activated channels from spatial registration for Emotion 2-back task.

CH MNI-coordinates LPBA40 Prob. (%) Brodmann area Prob. (%)

x y z SD

11 64.7 −48.3 39.7 10.0 R AG 78 SMG part of Wernicke’s area (BA40) 90

13 61.0 7.3 38.3 8.5 R PRG 93 Pre-SMA(BA6) 81

21 −65.0 −46.3 37.3 9.5 L SMG 67 SMG part of Wernicke’s area (BA40) 87

24 57.3 27.7 26.3 7.8 R IFG 87
Pars triangularis Broca’s area 

(BA45)
85

39 −49.0 46.7 11.7 8.3 L IFG 71
Pars triangularis Broca’s area 

(BA45)
52

42 −70.0 −41.7 7.3 8.8 L STG 51 STG (BA22) 79

46 42.7 61.3 −1.3 6.8 R IFG 89 FPA (BA10) 74

Prob, probability; SD, standard deviation. SD is expressed in millimeters (mm). AG, angular gyrus; IFG, inferior frontal gyrus; FPA, frontopolar cortex; Pre-SMA, pre-motor and 
supplementary motor cortex; PRG, precentral gyrus; SMG, supramarginal gyrus; STG, superior temporal gyrus.

TABLE 4 Estimated most likely locations of activated channels from spatial registration for Identity 2-back task.

CH MNI-coordinates LPBA40 Prob. (%) Brodmann area Prob. (%)

x y z SD

20 −66.0 −19.3 36.7 8.9 L SMG 72 S1 (BA2) 49

21 −65.0 −46.3 37.3 9.5 L SMG 67 SMG part of Wernicke’s area (BA40) 87

30 −65.7 −1.3 24.3 8.1 L PoCG 57 Subcentral area (BA43) 87

31 −69.0 −30.7 24.3 9.1 L SMG 61 S1 (BA2) 42

32 71.0 −44.3 9.3 9.3 R MTG 76 STG (BA22) 77

42 −70.0 −41.7 7.3 8.8 L STG 51 STG (BA22) 79

46 42.7 61.3 −1.3 6.8 R IFG 89 FPA (BA10) 74

Prob, probability; SD, standard deviation. SD is expressed in millimeters (mm). FPA, frontopolar cortex; IFG, inferior frontal gyrus; MTG, middle temporal gyrus; PoCG, post central gyrus; 
S1, primary somatosensory cortex; SMG, supramarginal gyrus; STG, superior temporal gyrus.
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complex cognition, including working memory, would be working 
together. On the other hand, when judging gender rather than 
emotional information, the demand of processing physical 
information from a vocal stimulus would, rather, be  greater. It is 
possible that we are making judgments based on the characteristics of 
the sound itself, including pitch information. This interpretation is 
rational because the activation in the supramarginal gyrus was 
localized to the left hemisphere during the Identity task. Previous 
studies support the predominance of working memory system 
requirements for emotional judgments as well as the predominance of 
speech information processing requirements for gender judgments 
(e.g., Whitney et al., 2011a,b). The left temporal region at channels 20 
and 31 which activated during the Identity task and the left inferior 
frontal gyrus at channel 39 which activated during the Emotion task 
have been found to play different roles in semantic cognition. The left 
temporal region is involved in accessing information in the semantic 
store (Hodges et al., 1992; Vandenberghe et al., 1996; Hickok and 
Poeppel, 2004; Indefrey and Levelt, 2004; Rogers et al., 2004; Vigneau 
et al., 2006; Patterson et al., 2007; Binder et al., 2009; Binney et al., 
2010). On the other hand, the left inferior frontal gyrus is involved in 
executive mechanisms that direct the activation of semantics 
appropriate to the current task and context (Thompson-Schill et al., 
1997; Wagner et al., 2001; Bookheimer, 2002; Badre et al., 2005; Ye and 
Zhou, 2009). The present Identity 2-back task would have required 
these cognitive processes.

We also examined the correlation between behavioral 
performance and brain activation to determine how brain activation 
associated with voice-based inference of emotions is related to 
behavioral performance. In the Emotion task, the greater the 
activation in the right frontal region to the supramarginal gyrus was, 

the higher the ACC was. This suggests that these regions contribute to 
correctly inferring emotions based on speech information. Regarding 
the relationship between RT and ACC, in the Emotion task alone, the 
slower the RT was, the higher the ACC was. This indicates that there 
was a trade-off between RT and ACC when inferring emotions. Thus, 
the Emotion task and Identity task elicited different brain activation 
patterns under different cognitive strategies derived from different 
cognitive demands.

For the Emotion task, considering the activation of regions related 
to the auditory attention network, we  submit that the cognitive 
strategy was not an immediate response to auditory cues, but rather 
an analytical processing of the features of the auditory information 
with auditory attention for accurate inferences. On the other hand, for 
the Identity task, no correlation was found between RT and ACC. This 
indicates that the ACC was not determined by RT, and accurate 
inferences could be made without sacrificing speed. We can interpret 
these results with reference to the findings of a previous study 
examining facial-expression-based inference of emotions (Neta and 
Whalen, 2011). That is, changeable features (e.g., emotions) involve 
more complex judgments requiring relatively more auditory attention, 
similarly to the visual attention mentioned in Neta and Whalen 
(2011), than do invariant features (e.g., gender, identity).

Though N-back tasks are known to require working memory 
processes (Owen et al., 2005; Kane et al., 2007), the VLPFC in the right 
inferior frontal regions, which is the center of working memory, 
elicited activation only during the Emotion task, and not during the 
Identity task. However, there was a negative correlation between brain 
activation and RT in the region located on the right VLPFC (channel 
24) during the Identity task (see Figure 6). This suggests that the 
VLPFC served an important function in the Identity task as well as in 

TABLE 5 Correlation between brain activation and ACC during Emotion 2-back task.

CH MNI-coordinates LPBA40 Prob. (%) Brodmann area Prob. (%)

x y z SD

4 32.7 33.7 52.0 9.4 R MFG 95 DLPFC (BA9) 66

12 68.0 −20.3 38.7 8.6 R SMG 100 S1 (BA1) 54

13 61.0 7.3 38.3 8.5 R PRG 93 Pre-SMA (BA6) 81

22 71.0 −32.7 26.3 9.5 R SMG 64 S1 (BA2) 31

24 57.3 27.7 26.3 7.8 R IFG 87 Pars triangularis Broca’s area (BA45) 85

Prob, probability; SD, standard deviation. SD is expressed in millimeters (mm). DLPFC, dorsolateral prefrontal cortex; IFG, inferior frontal gyrus; MFG, middle frontal gyrus; Pre-SMA, pre-
motor and supplementary motor cortex; PRG, precentral gyrus; S1, primary somatosensory cortex; SMG, supramarginal gyrus.

TABLE 6 Correlation between brain activation signals and RT during Identity 2-back task.

CH MNI-coordinates LPBA40 Prob. (%) Brodmann area Prob. (%)

x y z SD

20 −66.0 −19.3 36.7 8.9 L SMG 72 S1 (BA2) 49

24 57.3 27.7 26.3 7.8 R IFG 87 Pars triangularis Broca’s area (BA45) 85

31 −69.0 −30.7 24.3 9.1 L SMG 61 S1 (BA2) 42

41 −67.7 −12.7 7.3 8.7 L STG 66 STG (BA22) 94

42 −70.0 −41.7 7.3 8.8 L STG 51 STG (BA22) 79

51 −62.7 3.7 −8.3 9.0 L STG 84 MTG (BA21) 62

52 −71.0 −23.3 −9.3 7.8 L MTG 100 MTG (BA21) 100

Prob, probability; SD, standard deviation. SD is expressed in millimeters (mm). IFG, inferior frontal gyrus; MTG, middle temporal gyrus; S1, primary somatosensory cortex; SMG, 
supramarginal gyrus; STG, superior temporal gyrus.
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the Emotion task. Considering the difference in cognitive demands 
between the Emotion and Identity tasks, it is likely that the demands 
of speech information processes were more dominant than working 
memory processes during the Identity task. Thus, no significant 
activation was observed in the area located on the VLPFC (channel 
24) during the Identity task (see Figure 6).

From the results of our study, we can infer that different cognitive 
demands underlie each task (Emotion and Identity). To determine 
gender based on voice information, it is sufficient to access the 
semantic store from the voice features and check whether the feature 
information is consistent with the knowledge in the semantic store. 
On the other hand, when judging emotions in speech information, it 
is necessary not only to check whether the characteristics of the voice 
are consistent with the emotional information in the semantic store, 
but also to judge the emotional information in conjunction with the 
context behind it. In other words, it is necessary to infer the mental 
state of the speaker by considering not only physically produced 
qualities such as pitch, but also the context within which the speaker 
is vocalizing. Such differences in cognitive demand should produce 
different patterns of brain activation during the Emotion and the 

Identity N-back tasks. Indeed, during the Emotion task, the reaction 
time was longer due to the additional processing needed to infer the 
mental state of the speaker in addition to judging the morphological 
characteristics of the voice.

In the present study, there are several limitations that should 
be considered. First, the activation of the amygdala, which is widely 
known to be related to emotional functioning (e.g., Gallagher and 
Chiba, 1996; Phelps, 2006; Pessoa, 2010), was not considered; because 
fNIRS can only measure the activation of the cortical surface, it cannot 
measure the activation of the amygdala. Since voice-based emotional 
judgments occur with social interactions, their neural basis is expected 
to be complex, involving a range of cortical and subcortical areas and 
connectivity pathways. In the present study, we used speech voices as 
stimuli, which provide only auditory information. However, as with 
Neta and Whalen (2011) use of facial expressions as visual 
information, the amygdala may be involved in emotional judgments 
regardless of the sensory modality. Though future studies using fMRI 
may clarify the role of the pyramid in the inference of emotions based 
on auditory information, there would inevitably be technical problems 
related to the noisy environment.

A

B

FIGURE 6

Correlation between brain activation and behavioral performance. Only channels with significant Spearman’s correlation (α < 0.05) are exhibited in MNI 
space. p - values are as indicated in the color bar. (A) Correlation between ACC and brain activation in the Emotion 2-back task (ACC*Emotion 2-back 
task). (B) Correlation between RT and brain activation in the Identity 2-back task (ACC*Identity 2-back task).
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Second, the current experimental design did not allow us to 
discuss the physiological mechanisms that depend on the type of 
emotion. We aimed to clarify the underlying mechanisms of emotional 
judgments using two clearly distinguishable emotions (Happy/Angry) 
measured in the framework of a block design, and we were able to 
achieve this goal. However, the differences in the relevant domains are 
unclear due to the differences in the emotional valence. In general, it 
is known that basic emotions are expressed by two axes, valence and 
arousal (Yang and Chen, 2012), of which Happy and Angry have equal 
arousal but significantly different valence (Fehr and Russell, 1984; 
Yang and Chen, 2012). As a result, Happy is considered a positive 
emotion and Angry is considered a negative emotion.

In our present study, we  used voices with happy and angry 
emotions as the stimuli; however, there are, of course, other basic 
emotions, such as sadness, fear, disgust, contempt, and surprise 
(Ekman and Cordaro, 2011). Different emotions have varied 
emotional valence and arousal, and such differences could result in 
different cognitive processing mechanisms. One possible future study 
could use an event-related design with voices expressing other basic 
emotions, which would allow us to clarify the mechanisms for each 
individual basic emotion.

Third, although the current study provides an important step 
toward the clinical applicability of emotional working memory tasks, 
we have yet to optimize the analytical methods applied here. Instead 
of using a regression analysis of the observed time-series data to 
modeled hemodynamic responses in a time series, a procedure 
typically referred to as a general linear model (GLM) analysis (Uga 
et al., 2014), we used a method that averages hemodynamic responses 
over a fixed time window. This was to ensure robust analyses of 
observed data with both temporal and spatial heterogeneity. However, 
to achieve a better understanding of the cognitive processes underlying 
the emotional and identity n-back tasks, we should optimize either 
hemodynamic response models, task structures or both.

Fourth, in the current study, we used continuous-wave fNIRS with 
an equidistant probe setting. However, this entails the possibility of 
physiological noises such as skin blood flow and systemic signals being 
included in the observed hemodynamic responses. While such 
physiological noises tend to be  distributed globally, the cortical 
activation patterns observed in the current study mostly exhibited 
asymmetric distributions. Thus, it is expected that activations detected 
in the current study may well represent cognitive components associated 
with tasks and task contrasts. For further validation, we must extract 
genuine cognitive components for identity and emotional working 
memory by reducing the effects of physiological noise to a minimum.

Fifth, in a related vein, data analysis parameters used for the 
current study were optimized for oxy-Hb data. Had we applied those 
optimized for deoxy-Hb, it might have led to different results. 
Although we  focused on oxy-Hb results in the current study and 
reported deoxy-Hb data using the same parameter sets in 
Supplementary material, future studies might be able to build upon 
our results and elucidate the potential use of deoxy-Hb signals as they 
relate to emotion and identity N-back tasks.

Despite the limitations mentioned above, here we  have used 
fNIRS to provide new insights into the neurological mechanisms 
underlying the inference of emotions based on audio information for 
the first time. The primary importance of the findings of this study lie 
in the great potential for clinical applications. Many researchers have 
shown the association between difficulties inferring emotions and 
several types of disorders: neurological (Bora et  al., 2016a,b), 

psychiatric (Gray and Tickle-Degnen, 2010; Dalili et al., 2015), and 
developmental (Bora and Pantelis, 2016). In particular, social cognitive 
dysfunction, including difficulties inferring emotions based on facial 
expression cues, has been identified as a potential marker for the 
developmental disorder autism and the psychopathology 
schizophrenia (Derntl and Habel, 2011).

Neurodegenerative diseases such as behavioral variant frontopolar 
dementia (bvFTD) and amyotrophic lateral sclerosis (ALS) have also 
been found to manifest social cognitive impairment, including difficulties 
inferring emotions (Bora et al., 2016c; Bora, 2017). Thus, the neurological 
measurement of such difficulties could serve as a marker for nerve 
deterioration, disease progression, and even treatment response (Cotter 
et al., 2016). Cotter et al. (2016) conducted a meta-analysis of related 
studies and provided a comprehensive review. They concluded that 
difficulties with the inference of emotions cued by facial expressions 
could be  a core cognitive phenotype of many developmental, 
neurological, and psychiatric disorders. In addition, though most studies 
on the relationship between the inference of emotions and disease have 
used facial expressions denoting emotions, some experimental studies 
have focused on the inference of emotions using speech voices for 
patients with Parkinson’s disease (PD) and with eating disorders (ED) 
(Gray and Tickle-Degnen, 2010; Caglar-Nazali et al., 2014). Since these 
studies also involved discriminating emotions based on speech voices, it 
is clearly possible to examine the brain regions of patients using our 
experimental tasks (especially the voice-based Emotion N-back task). 
Our findings provide essential information contributing to the 
identification of biomarkers associated with difficulties inferring 
emotions based on vocal cues. In other words, there is a possibility that 
the emotion-specific brain activation observed in healthy participants 
may not be the same as that observed in the clinical group. In the future, 
it will be necessary to clarify the brain activation associated with the 
inference of emotions based on vocal cues in clinical groups.

For future clinical application, fNIRS offers unique merits in 
assessing auditory Emotion and Identification tasks. By using fNIRS, 
we were able to detect regions related to the inference of emotions with 
speech voices, controlling the effects of sounds other than the stimuli. 
While fMRI has the great advantage of being able to reveal and measure 
relevant regions, including deep cortical regions, it is difficult to 
completely eliminate the effects of non-stimulus noise during 
measurement. On the other hand, fNIRS can be used in a relatively 
quiet environment to control the influence of ambient sound on brain 
activation. Therefore, we believe that fNIRS is the most reliable method 
of examining the neural basis for the inference of emotions based on 
vocal cues. In this sense, our present study has clarified the cognitive 
processing associated with the inference of emotions based on vocal 
cues using fNIRS, which is of great clinical and academic significance.

5 Conclusion

We investigated the neural basis of working memory processing 
during auditory emotional judgment in healthy participants and 
revealed that different brain activation patterns can be  observed 
between the two tasks (Emotion, Identity). During the Emotion task, 
there was significant activation of brain regions known to be part of an 
attentional network in auditory top-down processing. In addition, there 
was significant positive correlations between the improvement of 
behavioral performance and activated cortical regions including the 
right frontal region and the supramarginal gyrus. Therefore, the current 
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study suggests that the cognitive demands of analyzing and processing 
the features of auditory information with auditory attention in order to 
make emotional judgments based solely on auditory information differ 
from those based on visual information such as facial expressions. Thus, 
we have provided an inclusive view of the cognitive mechanisms behind 
inferring the emotions of others based on analyses of fNIRS data and 
behavior data. In the future, it will be possible to apply our findings to 
the clinical diagnoses of some diseases associated with deficits of 
emotional judgment to contribute to early intervention and to providing 
criteria for selecting appropriate treatments.
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