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Editorial on the Research Topic
Radiation belt dynamics: theory, observation and modeling
s

The relativistic electron fluxes in Earth’s radiation belts are highly dynamic due to
various source and loss processes (Reeves et al., 2003; Thorne, 2010; Turner et al., 2014).
Satellite observations revealed that the outer radiation belt fluxes are strongly affected by
solar wind and geomagnetic activities (e.g., Baker et al., 2019). The most important drivers
of the radiation belt variability are radial diffusion due to ultra-low frequency waves (e.g.,
Mann et al., 2016) and local wave–particle interactions due to whistler-mode waves (e.g.,
Horne and Thorne, 1998), electron cyclotron harmonic waves (e.g., Zhang et al., 2015), and
electromagnetic ion cyclotron (EMIC)waves (e.g., Summers andThorne, 2003). Quasilinear
and nonlinear theories were developed to demonstrate and quantify the importance of
each process in the radiation belts (e.g., Albert, 1999; Omura et al., 2008). Numerical
simulations generally reproduce the overall source and loss of radiation belt particles (e.g.,
Ma et al., 2016), but detailed quantification of the observed features is challenging. The
machine learning technique has proven to be a useful tool in reproducing and forecasting
the particle fluxes in radiation belts (e.g., Bortnik et al., 2018). Although the Van Allen
Probes provided a great opportunity to improve the understanding of Earth’s radiation belt
dynamics, many science questions regarding the wave and particle properties, distributions,
variability, and evolution remained unexplored after the end of the spacecraft mission (Li
and Hudson, 2019).

This Research Topic, “Radiation Belt Dynamics:Theory, Observation andModeling,” aims
in advancing the understanding of radiation belt dynamics and improving the capability
to model and forecast the energetic particles and plasma waves in the magnetosphere.
This Research Topic collected 11 research articles and 1 mini review article. The published
papers address a wide range of topics in the theory, observation, and modeling of radiation
belt dynamics.

Most of the radiation belt models are drift-averaged and consider the radial transport
as a one-dimensional radial diffusion process. Lejosne and Albert developed a theoretical
framework to retain drift phase information and resolve the effects of the bulk motion
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and diffusion of trapped particles. The authors derived formulas to
evaluate the drift phase resolved diffusion coefficients and impacts
of particle drift, as well as radial diffusion.

Following their theoretical work, Lejosne et al. applied their
theory tomodel the trapped particle transport under the influence of
random electric potential fluctuations. Numerical experiments were
performed to track the radial diffusion and drift of trapped particles.
Modeling resolves how the particle distribution function changes
from being determined by drift motion to being well-described
by diffusion. By considering the localized transport processes, the
developed drift-diffusion equation provides a better spatiotemporal
resolution than the standard radial diffusion model.

Chan et al. developed a radiation belt simulation model (K2)
by combining global MHD simulations with guiding-center test-
particle methods. The model resolves important global scale
processes of particle motion in self-consistent MHD fields, as
well as local wave–particle interactions. The authors used the K2
model to simulate the electron phase space density evolution during
a strong geomagnetic storm event. The simulation indicates the
importance of combined influences of local energization by chorus
waves and radial transport in the electron flux enhancement during
disturbed times.

Drozdov et al. combined the data assimilation method with the
machine learning technique to reconstruct radiation belt electron
fluxes. They used the multivariate linear regression and neural
network methods to map Polar Orbiting Environmental Satellite
(POES) measurements to the equator. The electron fluxes were
then used in data assimilation with the Versatile Electron Radiation
Belt model. Improved accuracy of radiation belt electron modeling
was demonstrated using the above method after comparison with
satellite observations.

Huang et al. used a neural network to model the total electron
density and hiss wave variations in the radiation belts during
a geomagnetic storm event. The simulation revealed detailed
features of plasmasphere, plume, and hiss waves on a global scale.
The authors modeled energetic electron evolution to explain the
observed electron flux decay. The simulation quantified the relative
roles of plasmaspheric hiss and plume hiss. The dynamic evolution
of hiss waves was suggested to be important to study the radiation
belt electron evolution.

Hua et al. analyzed the geomagnetic conditions favorable for
radiation belt electron acceleration. Their study suggested that
intense substorms contribute to the elevated source and seed
electron fluxes. These electron populations are critical for the
multi-MeV electron flux enhancements due to chorus waves.
The correlation analysis suggests that the accumulative substorm
impact is directly related to the high electron fluxes in the outer
radiation belt.

Liu and Su reviewed the impacts of solar wind dynamic pressure
pulses on the whistler-mode waves in the magnetosphere. The
spatiotemporal variability of whistler-mode waves is ultimately
driven by solar wind conditions. The authors reviewed several
studies highlighting the enhancement and disappearance of chorus
and hiss wave powers, following large variations in solar wind
dynamic pressures. Liu and Su summarized the underlying
mechanisms and raised outstanding questions.

Ma et al. evaluated the empirical model performances for
the total electron density and whistler-mode wave amplitudes

using Van Allen Probes measurements. The modeled electron
densities align with satellite observations; the chorus and hiss
wave models generally agree with satellite observations when the
modeled plasmapause agrees with the observation or when the wave
amplitudes are moderate. Significant discrepancies between the
model and observation are found near the plasmapause boundary
or in the plumes.

Qin et al. investigated the magnetospheric oscillations, the
simultaneous whistler-mode chorus wave modulation, and the
energetic electron precipitation, as evidenced by BARREL X-
ray observations. The authors performed quasi-linear analysis
to evaluate electron precipitation. The electron precipitation
variations are directly driven by chorus wave amplitude
modulation, aided by the modulation of background plasma
conditions. The spatial scale of the magnetospheric oscillations
is large, suggesting their significant role in global electron
precipitation.

Hanzelka et al. performed test-particle simulations to analyze
electron scattering and precipitation due to EMIC waves in Earth’s
radiation belts. By considering oblique wave normal angles, the
authors confirmed the importance of multiple harmonic resonances
in the electron scattering loss.The nonlinear force bunching causing
positive advection at low pitch angles is balanced by the transport
of electrons into the loss cone. The authors also revealed the
contribution of fractional resonances to electron precipitation at
energies below the minimum resonance energy.

Hanzelka et al. performed full-wave modeling of EMIC wave
propagation in Earth’s outer radiation belt using finite-difference
time-domain simulations. The simulations suggest cold plasma
density gradients could guide the quasiparallel EMIC waves and
influence the wave mode conversion and wave reflection. For
unducted waves, the wave normal angles increase rapidly with
latitude and the waves are reflected when the wave frequency
becomes the local ion hybrid frequency. The modeled wave fields
are useful to study particle precipitation by EMIC waves in
the future.

Shao et al. performed one-dimensional particle-in-cell
simulations to study the magnetosonic wave propagation when the
waves encounter density structures in Earth’s magnetosphere. The
simulations indicate the roles of wave energy absorption and wave
reflection, both of which strongly depend on the height and width
of local density structures. Magnetosonic wave power absorption
was suggested to be important to understand the wave distribution
in Earth’s magnetosphere.
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Since the discovery of the Earth’s radiation belts in 1958, it has always been a
challenge to determine the dominant physical mechanisms, whether local
acceleration by chorus or inward radial diffusion, that leads to outer radiation
belt relativistic electron flux enhancements. In this study, we test a chain of
processes with several potential successive steps that is believed to accelerate
outer belt relativistic electrons. By performing correlation analysis of different part
of this chain, including the geomagnetic condition, evolution of source and seed
electron fluxes, chorus wave activity, and maximum fluxes (jmax) of relativistic
electrons, we aim to identify the critical steps that lead to acceleration of MeV
electrons. Based on 5-years of Van Allen Probes observations, our results confirm
the repeatable response of both source and seed electrons to the storms, showing
a significant flux enhancement during themain phase of storms, followed by either
a gradual decay or flux persistence at a stable level. However, it is the intense and
prolonged occurrence of substorms that contributes to the long-lasting existence
of both source and seed electrons, which is also strongly associated with the jmax

of relativistic electrons. The significant correlation (Correlation Coefficient,
CC~0.8) between the seed electron fluxes and jmax reveal that the prolonged
and pronounced seed electrons are the prerequisite for the significant flux
enhancement of relativistic electrons regardless of the acceleration
mechanism. The slightly smaller CC (~0.5–0.7) between source electron fluxes
and jmax of relativistic electrons indicates that while local acceleration by chorus
wave plays an important role to accelerate relativistic electrons to jmax, other
mechanisms such as inward radial diffusion are still needed in this process. The CC
between the source electrons and the chorus wave amplitude increases with
increasing levels of substorms, showing (CC)max of ~0.8, which further supports
the crucial role of chorus waves in accelerating the relativistic electrons during
intense substroms.

KEYWORDS

radiation belt, electron acceleration, source and seed electrons, upper limit of fluxes,
whistler-mode chorus waves, statistical distribution
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1 Introduction

Understanding the main processes that control the dynamics of
the outer radiation belt relativistic electrons has been a fundamental
question in space physics since the discovery of the Earth’s radiation
belts in 1958. The fluxes of these relativistic electrons, also known as
“killer electrons” (Reeves, 1997), can vary by several orders of
magnitude on timescales of hours to days, especially during
geomagnetically active times (Baker et al., 2004; Baker et al.,
2019; Reeves et al., 2016; Turner et al., 2019). It is fundamentally
important to understand the underlying physical mechanisms that
control these relativistic electrons, which can pose a hazard to
operating satellites in geospace as well as to modern society that
strongly relies on the space-based communications, navigation,
commerce, and other functions (Baker et al., 1998; Baker, 2001;
Horne et al., 2013; Horne et al., 2021).

Several recent studies have been dedicated to understanding the
upper limit of radiation belt electron fluxes during geomagnetic
storms based on Van Allen Probes (Mauk et al., 2013) observations
(Olifer et al., 2021; Olifer et al., 2022; Zhang et al., 2021; Hua et al.,
2022a; Hua et al., 2022b; Mourenas et al., 2022). Zhang et al. (2021)
reported the energy spectrum of maximum fluxes observed by the
DEMETER and Van Allen Probes, with the maximum fluxes at
100 keV—1 MeV roughly varying inversely proportional to the
kinetic energy in the outer belt, which is consistent with the
Kennel-Petschek (KP) theory of self-limited electron fluxes
through the generation of whistler-mode chorus waves that can
further cause electron precipitations (Kennel and Petschek, 1966;
Summers and Shi, 2014). In the KP theory, the maximum electron
fluxes are controlled by a self-limited process. The pitch-angle
diffusion due to wave-particle interactions causes electron
precipitations into the ionosphere, leading to anisotropic trapped
electron populations. These anisotropic electrons can give free
energies to the excitation of whistler-mode waves, which results
in further precipitation. Meanwhile, the wave growth rate is limited
by the wave damping. In the KP theory, the wave-driven energy
diffusion is assumed to be negligible compared to the pitch-angle
diffusion. Furthermore, a recent statistical study showed that
electron fluxes below ~850 keV can quickly reach the KP limit
(Olifer et al., 2021), while the relativistic electron fluxes below
~2.6 MeV can only approach the KP limit during the strongest
enhancement events (Olifer et al., 2022). Nevertheless, the observed
upper limit of multi-MeV electron fluxes in all of these studies was
not well captured by the KP limit. The study of Hua et al. (2022a)
provided a different paradigm and revealed for the first time the
natural upper limit of electron acceleration by chorus waves, which
explained the observed maximum fluxes from ~0.1 to ~10 MeV
during the storm that produced almost the highest upper limit
during the Van Allen Probe era. In addition, they clearly
demonstrated that such a natural upper limit strongly depends
on the substorm injected electrons from a simulation perspective,
which still needs statistical observational evidence. Mourenas et al.
(2022) further developed an analytical steady-state solution of
electron fluxes due to scattering effects by chorus waves, which
produced similar energy spectra as the numerical simulation results
from Hua et al. (2022a). Moreover, the study of Hua et al. (2022b)
reported that the radial profiles of both maximum fluxes of
relativistic electrons and chorus wave amplitude peak at the heart

of the outer belt at L ~ 4.7, further supporting the potentially
important role of chorus waves in producing the maximum
fluxes. In addition, they unraveled the crucial impact of time-
integrated AL index, which acts as a proxy for the accumulation
of substorm activities, on producing the upper limit of relativistic
electron fluxes, whose acceleration process can take several hours to
several days (e.g., Thorne et al., 2013; Tu et al., 2014; Li et al., 2016;
Ma et al., 2018; Agapitov et al., 2019).

There are two primary mechanisms that are believed to
accelerate outer belt relativistic electrons: local heating by chorus
waves and inward radial diffusion by Ultra-Low-Frequency (ULF)
waves (Hudson et al., 2008; Reeves et al., 2013; Thorne et al., 2013;
Tu et al., 2013; Li et al., 2016a; Ma et al., 2018; Zhao et al., 2018; Li
and Hudson, 2019; Ozeke et al., 2020; Lejosne et al., 2022). However,
it is still a challenge to determine which mechanism is primarily
responsible for the observed maximum fluxes of relativistic
electrons, especially as this may vary from storm to storm (Ma
et al., 2018).

Figure 1 schematically illustrates the potential key processes that
are believed to be responsible for relativistic electrons to reach their
maximum fluxes, and will serve as a convenient framework for
organizing the results in this study. The different steps include: (1)
the continuous substorm injections that provide (2) a sustained
source of electrons (tens of keV) that provide a source of free energy
for the (4) excitation of chorus waves (Li et al., 2010), and (3) seed
(hundreds of keV) electrons that can be accelerated to higher
energies (~1 MeV) (Miyoshi et al., 2013; Turner et al., 2015;
Boyd et al., 2016; Tang et al., 2017; Bingham et al., 2018; Jaynes
et al., 2018; Ripoll et al., 2020); (5) Then, the outer belt relativistic
electrons are continuously locally accelerated by chorus waves
through energy diffusion (e.g., Summers et al., 1998; Thorne
et al., 2013); (6) Finally, the relativistic electrons reach their
maximum fluxes either when their acceleration by chorus waves
reaches its natural upper limit or when the source or seed electrons
are no longer present due to the cessation of substorm injections, or
removal of the source electrons by precipitation (due to chorus
waves) into the upper atmosphere (Hua et al., 2022a). At the same
time, (7) the enhanced inward radial diffusion during
geomagnetically active times can contribute to electron flux
enhancement of both source and seed electrons and relativistic
electrons.

In this letter, we examine the chain of events illustrated in
Figure 1 in order to test which mechanism is primarily responsible
for the outer belt relativistic electrons to reach their maximum fluxes
during geomagnetic storms. Especially, we will focus on the region at
L = 4.5–5.0, which is close to the peak of the radial profile of the
maximum fluxes of relativistic electron at L ~ 4.7 (Hua et al., 2022b).
To determine whether the local acceleration by chorus waves or
inward radial diffusion plays a more important role, we investigate
the correlation among different parts of the chain of relativistic
electron acceleration displayed in Figure 1, including the necessary
geomagnetic conditions, the evolution of source and seed electrons,
chorus wave activity, and maximum fluxes of relativistic electrons. If
the prolonged substorm injections play a key role in providing
continuous source and seed electrons, a high correlation between
substorm activity and the evolution of both source and seed electron
fluxes would be expected. If the local acceleration by chorus waves
dominantly contributes to the maximum fluxes of relativistic
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electrons, we would expect the correlation between the maximum
fluxes of relativistic electrons and the sustained source and seed
electrons to be high, with chorus acting as the intermediary energy
transfer mechanism. Recent studies have found a strong correlation
between seed electron dynamics and the acceleration of relativistic
electrons (Boyd et al., 2016; Tang et al., 2017; Tang et al., 2023;
Bingham et al., 2018; Jaynes et al., 2018). Similarly, we would expect
the correlation between the source electrons and whistler-mode
chorus wave activity to increase with the increasing level of substorm
activity. Previous statistical studies have reported the strong
correlation between source electron fluxes and chorus wave
activities (Li et al., 2010; Li et al., 2012; Simms et al., 2019). On
the contrary, if inward radial diffusion plays a more important role
in producing the maximum fluxes of relativistic electrons, there
would be a small correlation between the maximum fluxes of
relativistic electrons and the source electron fluxes.
Comprehensively investigating the correlation of different parts
of this chain enables us to develop a deeper understanding of
what mechanisms dominates the outer belt relativistic electron
acceleration.

2 Superposed epoch analysis of source
and seed electron fluxes during
geomagnetic storms

In the present study, we utilize the electron flux data from the
Energetic Particle Composition and Thermal Plasma suite (ECT;
Spence et al., 2013) onboard both Van Allen Probes (Mauk et al.,

2013). We use the ECT combined spin-averaged cross-calibrated
fitting data with 127 energy channels logarithmically spaced over
10 eV—20 MeV (Boyd et al., 2019). The L-shell used in this study is
the McIlwain L calculated in the T89D model (Tsyganenko, 1989).
OMNI data are used to provide various geomagnetic indices,
including SYM-H, AE, and AL indices at 1-min resolution.

To examine the evolution of both the source and seed electron
fluxes during geomagnetic storms in a statistical sense, we select
110 storm events with (SYM-H)min < −50 nT during
2013—2017 when the observations of both SYM-H and AL
indices are available, which are the same events as those used in
Hua et al. (2022b). In the present study, we focus on the region close
to the peak of the radial profile of the maximum fluxes of relativistic
electron at L ~ 4.7 (Hua et al., 2022b). The electron fluxes are binned
into a 0.1 L × 6 h UT grid. Since Van Allen Probes had a highly
elliptical orbit period of ~9 h, the time bin size of 6 h here ensures
that there is at least one available measurement in each bin for most
of the time. This bin size has also been used in previous studies (e.g.,
Turner et al., 2015; Turner et al., 2019; Hua et al., 2022a; Hua et al.,
2022b). Although both time scale of whistler-mode chorus wave
activities and inward radial diffusion can vary significantly in
different storm events (e.g., Ma et al., 2018; Ozeke et al., 2020;
Hua et al., 2023), the time bin size of 6 h is usually smaller than the
time scale of the relativistic electron acceleration processes during
the storm recovery phase that takes several hours to several days
(e.g., Thorne et al., 2013; Tu et al., 2014; Li et al., 2016a; Ma et al.,
2018). Figure 2 presents the superposed epoch analysis of the source
and seed electron fluxes in the heart of the radiation belt acceleration
region at L = 4.5, for various energies from ~30 to 300 keV spanning

FIGURE 1
Schematic illustration of the key processes believed to be responsible for the acceleration of relativistic electrons and their ability to reach their
maximum fluxes.
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the source-seed energy range (shown in different columns), color-
coded by the corresponding geomagnetic index shown in rows,
which includes (panels A–D) (SYM-H)min, (panels E–H) Int(SYM-
H), (panels I–L) |(AL)min|, and (panels M–P) Int(AL) of all the
selected storms during 2013—2017. In the present study, the time of
(SYM-H)min, i.e., t0 defined below, is taken as the epoch 0. Similar to
those in Hua et al. (2022b), the Int(SYM-H) is the time-integral of
the absolute value of SYM-Hwhen it remained below −50 nT during
the time interval of [t0 − 2, t0 + 4] (in units of days), where t0
corresponds to (SYM-H)min in each storm. Therefore, Int(SYM-
H) represents continuous periods of high geomagnetic storm
activity. While |(AL)min| is the absolute value of the minimum
AL during [t0 − 2, t0 + 4] in each storm to represent the strongest
substorm activities, the Int(AL) is the time-integral of absolute value
of AL index during the same time interval to represent the
continuous substorm activities. Note that t0 is not necessarily
associated with (AL)min.

Overall, the behavior of both source and seed electrons
strongly depends on the storm activity, showing a significant
flux enhancement during the main phase of the storm at tepoch
~0 day, after which, electron fluxes either remain at that level or
gradually decrease. This is the typical repeatable response of the
outer belt electrons during storms (Murphy et al., 2018).
Although both source and seed electron fluxes tend to

decrease faster during weaker storms as shown by the dark
blue lines in Figures 2A–D, the persistently enduring fluxes at
a high level show a smaller dependence on the magnitude of the
storm as indicated by the (SYM-H)min. Although the both source
and seed electron fluxes remain at a high level during large (SYM-
H)min events, some events with small and medium (SYM-H)min

(shown in dark blue and green colors) can also remain at a high
level. Therefore, the sustained and intense source and seed
electron fluxes are not necessarily associated with a large
(SYM-H)min.The trend is even worse when the results are
sorted by the Int(SYM-H) (Figures 2E–H) or by the |(AL)min|
(Figures 2I–L). However, the evolution of electron fluxes seems to
be best organized by the Int(AL) (Figures 2M–P) compared to the
(SYM-H)min, Int(SYM-H), and |(AL)min|. Both source and seed
electron fluxes remain at a high level for several days after the
sudden flux enhancements due to consecutive substorm
injections that occur during larger Int(AL) events, while the
flux decay of these electrons reaches up to several orders of
magnitude within ~4 days after tepoch = 0 during smaller Int(AL)
events. Consequently, during the larger Int(AL) events, the
persistent high intensity of the source electrons at tens of keV
that can potentially contribute to the generation of chorus waves,
accompanied by the continuously guaranteed seed electrons at
hundreds of keV, are more favorable to accelerate relativistic

FIGURE 2
Superposed epoch analysis of source and seed electron fluxes at L = 4.5 at indicated energies, from left to right: 32 keV, 50 keV, 100 keV, and
316 keV, for all the geomagnetic storms with (SYM-H)min below −50 nT during the years 2013–2017. Each storm is color-coded by the corresponding
geomagnetic index, shown in each of the rows, including (A–D) (SYM-H)min, (E–H) Int(SYM-H), (I–L) |(AL)min|, and (M–P) Int(AL) in each storm.
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electrons to a higher upper limit (Hua et al., 2022b). In addition,
the intensified inward radial diffusion during more active time
can further enhance the fluxes (Ozeke et al., 2014).

In order to provide further evidence that links the source and
seed electron fluxes with the upper limit of relativistic electron
fluxes, Figure 3 is similar as Figure 2 but for the results color-coded
by the corresponding maximum fluxes of relativistic electrons at
various energies (shown in different rows). Here, we employ the
same method to obtain the maximum fluxes (jmax) of relativistic
electrons as Hua et al. (2022b), which is the maximum value for each
energy at different times during the interval of [t0 − 2, t0 + 4] (in
units of days). Since it typically takes several hours to several days for
the relativistic electron fluxes to reach their maximum values during
the storm recovery phase, jmax usually does not correspond to t0. The
results indicated that jmax significantly depends on the overall
evolution of the source and seed electron fluxes, showing a
similar trend from 1.0 to 3.5 MeV. Both source and seed electron
fluxes persist at a stable high level after the sudden flux jump at tepoch
~0 day during the storm events associated with larger jmax as shown
by the red lines, comparing to the quick flux drop of source and seed
electrons during the storm events that produce smaller jmax as shown
by the dark blue lines. The persistent and intense source electron
fluxes are more favorable to provide free energy for the generation of
whistler-mode chorus waves comparing to the events that source
electron fluxes decay significantly after tepoch ~0 day. In addition,
previous study has demonstrated that local acceleration by chorus
waves can produce a larger jmax of relativistic electrons when the
seed electrons at hundreds of keV are continuously provided (Hua
et al., 2022a). Considering all these factors, this linkage between the
overall evolution of both source and seed electrons and jmax indicates
the potentially important role of local heating by chorus waves in

producing the upper limit of relativistic electron fluxes during
storms.

3 Correlation analysis results

3.1 Correlations between time-integrated
source and seed electron fluxes and time-
integrated geomagnetic activities

To quantitatively analyze the significance of cumulative
substorm activities on providing the prolonged source and seed
electrons, Figures 4A–D show the time-integrated source and seed
electron fluxes (Int(Flux)) during 6 days of each storm over the time
interval [t0 − 2, t0 + 4] at various energies, observed near the heart of
the outer belt, versus the corresponding Int(AL). Overall, a
significant correlation exists between the Int(Flux) of both source
and seed electrons and Int(AL) as suggested by the correlation
coefficients (CC) reaching ~0.8, confirming the essential role of
time-integrated substorm activities in providing the persistent
supply of source and seed electrons. Nevertheless, we note that
the smaller CC of ~0.6–0.7 between Int(Flux) at 32 keV and Int(AL)
compared to other energies indicating that other sources apart from
direct injections may be present, such as transport of electrons due
to enhanced magnetospheric convection (Lyons et al., 2005; Rodger
et al., 2022) and inward radial diffusion caused by ULF waves (Tang
et al., 2018). For comparison of the major dependence of the
integrated fluxes, Figures 4E–H present the correlation between
the Int(Flux) and Int(SYM-H). The significantly reduced CC
between them indicates that the long-lasting source and seed
electrons are only weakly dependent on the magnitude of storms.

FIGURE 3
Similar to Figure 2 but for the results color-coded by the correspondingmaximum fluxes of relativistic electrons at energies of (A–D) 1.0 MeV, (E–H)
2.2 MeV, and (I–L) 3.5 MeV in each storm.
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3.2 Correlations between time-integrated
source and seed electron fluxes and
maximum fluxes of relativistic electrons

Figure 5 shows the Int(Flux) of both source and seed
electrons at different energies corresponding to the different
rows, plotted against the jmax of relativistic electrons at various
energies shown in different columns. Although the larger
Int(Flux) of source electrons tends to be related to a higher
jmax of relativistic electrons (Figures 5A–F), the correlation
between them is less significant as indicated by the CC
varying from ~0.5 to ~0.7 compared to the much stronger
correlation between Int(Flux) of seed electrons and jmax

(Figures 5G–L). Since these source electrons are primarily
responsible for the excitation of chorus waves, stronger
chorus waves are more likely to occur during the storms with
larger Int(Flux) at tens of keV, which contribute to locally
accelerated relativistic electron to a higher jmax. Nevertheless,
this less significant CC between Int(Flux) of source electrons
and jmax indicates that other mechanisms such as inward radial
diffusion driven by ULF waves still play an important role in
outer belt relativistic electron acceleration. In contrast, the
Int(Flux) of seed electrons are strongly related to the jmax,
with the highest CC reaching 0.91, indicating the prolonged
and pronounced seed electrons are the prerequisite for the
significant flux enhancement of relativistic electrons despite
the acceleration mechanism. Such a strong correlation also
supports idea that the Int(Flux) of seed electrons can be
regarded as a proxy for the jmax of relativistic electrons (Li
et al., 2005; Nasi et al., 2020).

3.3 Correlations between source electron
fluxes and whistler-mode chorus wave
activity

To directly demonstrate the correlation between the source
electron fluxes and chorus wave activity, the simultaneously
observed lower band whistler-mode chorus wave amplitude
integrated over 0.05 fce—0.5 fce (where fce is the equatorial
electron gyrofrequency) versus the source electron fluxes at
32 keV during different levels of AL* index near the equator (|
MLAT| ≤ 10°) at L = 4.5 and L = 5.0 are shown in Figures 6A, D,
respectively. Due to the less significant role of upper-band chorus
waves comparing to the lower-band chorus waves in local
acceleration of relativistic electrons (Hua et al., 2022a), we limit
our analysis to the lower-band chorus waves in the current study.
The wave measurements by Electric and Magnetic Field Instrument
Suite and Integrated Science (EMFISIS; Kletzing et al., 2013)
instrument are used, with the same chorus identification criteria
as Li et al. (2016b). Here, each plus symbol represents one 6-h
averaged result when measurements of both chorus waves and
electron fluxes at 32 keV are available, and the AL* represents
the minimum AL in the corresponding 6-h time bin. We exclude
observations over the interval 15–21MLT since this region is known
for its weak intensity of chorus waves (e.g., Li et al., 2016b; Meredith
et al., 2020). Clearly, the more intense chorus waves tend to be
associated with larger source electron fluxes though there is a large
amount of scatter in the data, with the CC between them when
considering observations during all levels of AL* reaching ~0.6.
During weak substorm activity as indicated by the black and blue
colors, the majority of the observed chorus wave amplitude is only

FIGURE 4
Time-integrated electron fluxes at L = 4.5 (black) and L = 5.0 (red) at different energies, from left to right: 32, 50, 100, and 316 keV, versus the
corresponding integrated geomagnetic indices including (A–D) Int(AL) and (E–H) Int(SYM-H) in each storm, with the correlation coefficients marked on
the bottom. Each plus symbol represents an individual storm event.
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several pT, which is seen to be almost independent of the source
electron fluxes, and has low CC values varying from 0.13 to 0.46.
However, chorus wave amplitude significantly increases with
increasing source electron fluxes during strong substorm activity
as indicated by the green and purple color, showing a much stronger
CC of >0.7 during the most intense substorms. Figure 6G presents
the time-integrated chorus wave amplitude (Int(Bw)) plotted against
the time-integrated source electron fluxes based on 6-h averaged
results shown in Figures 6A, D. The strong CC reaching
0.7–0.8 confirms the strong correlation between the continuously
replenished source electrons by substorm injections and the
prolonged and pronounced chorus waves. This is consistent with
the most recent study of Tang et al. (2023) that revealed the
dominant role of local acceleration in causing the relativistic

electron flux enhancements during the continuous intense
substorms comparing to the non-continuous intense substorms.

Since the variation of the total electron density (ne) significantly
influences the acceleration of relativistic electron by chorus waves
(Thorne et al., 2013; Agapitov et al., 2019; Allison et al., 2021; Hua
et al., 2023), we further investigate the distribution of electron
density in relation with source electron fluxes (Figures 6B, E, H)
and with chorus wave amplitude (Figures 6C, F, I). The electron
density inferred from the upper hybrid resonance frequency (Kurth
et al., 2015) is adopted whenever it is available, otherwise, the
electron density estimated by the Electric Fields and Waves
(EFW; Breneman and Wygant, 2022; Wygant et al., 2013)
instrument is adopted. Due to the fact that the total electron
density is related to the cold plasma (few eV; Lemaire and

FIGURE 5
Time-integrated electron fluxes at L = 4.5 (black) and L = 5.0 (red) at different energies, from top to bottom: (A-C) 32 keV, (D-F) 50 keV, (G-I) 100 keV,
and (J-L) 316 keV, versus the corresponding maximum fluxes of relativistic electrons at various energies, from left to right: 1.0, 2.2, and 3.5 MeV, with the
correlation coefficients marked at the bottom right of each panel. Each plus symbol represents an individual storm event.
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Gringauz, 1998), there is no clear dependence of electron density on
the source electron fluxes at 32 keV for either instantaneous values
or the time-integrated values. Thus, there is no strong correlation
that can be detected between electron density and chorus wave
amplitude, consistent with the small correlation shown in Hua et al.
(2023). Nevertheless, the majority of the intense chorus waves (e.g.,
with Bw > 10 pT) are mostly associated with the extremely low
electron density, which is much lower than the results from the
empirical density model shown as the orange dashed lines (Sheeley
et al., 2001) that gives ne = 24.5 cm-3 at L = 4.5, and ne = 16.1 cm-3 at
L = 5.0 without considering the MLT factor, respectively. The
changing electron density strongly affects the fpe/fce ratio
(electron plasma frequency to electron gyrofrequency ratio),
which control the efficiency of resonance conditions for wave-
particle interactions between relativistic electrons and chorus

waves. Multiple previous studies have demonstrated that very low
(~10 cm-3) electron density creates preferential conditions for local
heating of relativistic electrons by resonant interacting with
whistler-mode chorus waves (Thorne et al., 2013; Agapitov et al.,
2019; Allison et al., 2021; Camporeale et al., 2016; Hua et al., 2023)
Such events with extremely low density and intense chorus waves are
favorable to locally accelerate relativistic electrons by chorus waves.

As we have determined the strong correlation between the
source electrons and chorus wave activity, we aim to identify the
energy channel of source electrons that gives the highest CC with
chorus wave amplitude. Similar as the calculation of CC shown in
Figures 6A, D, we further calculate the CC with electron fluxes at
various energies that can potentially contribute to the excitation of
lower-band chorus waves (e.g., Li et al., 2010), which is displayed in
Figure 7. Under weak substorm conditions (shown in black and blue

FIGURE 6
(A) Simultaneously observed whistler-mode chorus wave amplitudes versus the source electron fluxes at 32 keV near the equator (|MLAT| ≤ 10°) at
L = 4.5 during different levels of AL* index as shown by different colors, with the corresponding correlation coefficients marked on the top left. The
correlation coefficient calculated using observations during all levels of AL* is marked in red in bold font. Here, each plus symbol corresponds to one 6-h
averaged result when measurements of both chorus waves and electron fluxes at 32 keV are available. The measurements over 15—21 MLT are
excluded. (B) Similar format to (A) except for the cold plasma density shown on the vertical axis. (C) Similar format to (B) except for the whistler-mode
chorus wave amplitude shown on the x-axis. The orange dashed line represents the electron density at L = 4.5 from the empirical model of Sheeley et al.
(2001) without considering the MLT factor. The black dotted line marks Bw = 10 pT. (D–F) Similar to (A–C) but for the results at L = 5.0. (G) Time-
integrated chorus wave amplitude at L = 4.5 (black) and L = 5.0 (red) versus time-integrated electron fluxes at 32 keV, with the correlation coefficients
marked on the bottom. Each plus symbol represents one storm event. (H) Similar to (G) except for the time-integrated cold plasma density shown on the
vertical axis. (I) Similar to (H) except for the time-integrated chorus wave amplitude shown on the horizontal axis.
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colors), the noise-like distributions of the CC with energies suggest a
weak correlation between the chorus wave activity and the source
electrons. However, the CC at energies below ~40 keV overall
increases with the increasing substorm intensity (from green to
purple colors). The maximum of CC reaching ~0.8 during the most
intense substorms indicates that more intense substorms are more
favorable to provide long-lasting source electrons, which in turn
significantly contribute to the excitation of chorus waves. Moreover,
the CC slightly increases from several keV to ~30 keV, peaking at
20–30 keV, and then sharply drops at energies above ~30–40 keV,
demonstrating that source electrons from several keV up to ~30 keV
compared to the higher energies play a more important role in the
generation of chorus waves.

4 Conclusions and discussions

In this study, we systematically investigate the linkage between
different parts of the chain, that is believed to accelerate outer
radiation belt relativistic electrons to their maximum fluxes as
shown graphically in Figure 1, which enables us to determine the
crucial elements during this process. Based on 5-year Van Allen
Probes observations during geomagnetic storms we investigated the
correlation among the background geomagnetic conditions, the
evolution of the source and seed electrons, the corresponding
chorus wave activity, and the resulting maximum fluxes of
relativistic electrons. Our principal conclusions are as follows:
1. Although both source and seed electrons demonstrate a

repeatable response to the storms, showing a significant flux
enhancement at tepoch ~0 day followed by either a gradual decay
or long-lasting existence at a stable level, the evolutions of these
electrons demonstrate stronger dependence on the Int(AL) than
the Int(SYM-H). This dependence on the integrated AL history

suggests that stronger cumulative substorm activities comparing
to the weaker substorms are more favorable for providing both
sustained source and seed electron fluxes.

2. The CC between the Int(Flux) of source electrons at tens of keV
and jmax of relativistic electrons varies from ~0.5 to ~0.7 which is
relatively modest. Therefore, while local acceleration by chorus
wave plays an important role in accelerating relativistic electrons
to their saturation level jmax, other mechanisms such as inward
radial diffusion are still needed in this process.

3. The significant correlation between the Int(Flux) of seed
electrons (hundreds of keV) and jmax of relativistic electrons
indicates that the prolonged and pronounced seed electrons are
the prerequisite for significant flux enhancement of relativistic
electrons regardless of the acceleration mechanism, and these
~100 keV electron fluxes can also serve as a proxy for jmax of
MeV electrons.

4. The CC between chorus waves and source electrons increases
with increasing levels of substorm activity, with (CC)max

reaching ~0.8 at 20—30 keV during the most intense
substorms, when it is favorable to observe intense chorus
waves. The strong correlation between Int(Bw) and Int(Flux)
of source electrons confirms the strong correlation between the
continuously replenished source electrons by substorm
injections and the prolonged and pronounced chorus waves.
Although it has been well acknowledged that local acceleration

by chorus waves and inward radial diffusion due to ULF waves are
the two major processes responsible for outer belt electron flux
enhancements, other mechanisms such as time domain structures
(Mozer et al., 2015), direct injections deep in to the inner
magnetosphere (Reeves et al., 2016), and non-linear acceleration
processes (e.g., Kubota & Omura, 2018; Artemyev et al., 2022; Foster
and Erickson, 2022) can also play an important role in the outer belt
electron acceleration. Furthermore, the present study focuses on the

FIGURE 7
The correlation coefficients (CC) between the simultaneously observed whistler-mode chorus wave amplitude and the source electron fluxes at
various energies at (A) L = 4.5, and (B) L = 5.0 at different levels of AL* index as shown by different colors, with the diamond symbols marking the
maximum CC, whose values and the corresponding energies are given in each panel.

Frontiers in Astronomy and Space Sciences frontiersin.org09

Hua et al. 10.3389/fspas.2023.1168636

16

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2023.1168636


region near the heart of the outer belt (L = 4.5–5.0), which is close to
the peak of the radial profile of the maximum fluxes of relativistic
electrons at L ~ 4.7. It is worth noting that the electric radial
diffusion coefficients at L = 4.5 can be about one-tenth of that at
L = 6.0 (Liu et al., 2016). Therefore, the inward radial diffusion can
contribute significantly to the relativistic electron acceleration at
higher L-shells. Nevertheless, since both L = 4.5 and L = 5.0 are very
close to the heart of the outer belt, and the chorus wave amplitudes at
these two L-shells are also similar based on previous statistical study
using Van Allen Probes data (Aryan et al., 2021), the dominant
acceleration mechanism could be similar at these two L-shells.
Moreover, we analyze the correlation of the source electrons with
the chorus wave activity whenever the observations were available,
which means these chorus waves can be observed near or away from
their source region. Therefore, the analysis of the correlation of the
anisotropy of the source electron and the locally generated chorus
waves near the source region will be needed in future studies. In
addition, the electron kinetic energy range analyzed in the present
study are also usually regarded as the lower energy boundary in the
quasi-linear diffusion simulation to reproduce the observed electron
acceleration by chorus (e.g., Xiao et al., 2009; Thorne et al., 2013;
Glauert et al., 2014; Li et al., 2014; Su et al., 2015; Hua et al., 2018;
Hua et al., 2023; Ma et al., 2018). The superposed epoch analysis of
the evolution of both source and seed electron fluxes in the present
study help us to systematically understand how long their fluxes can
be elevated and sustain at that high level, which is fundamentally
important for the estimation of the upper limit of outer belt electron
acceleration (Hua et al., 2022a).
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This study analyzes the effects of electromagnetic ion cyclotron (EMIC) waves on
relativistic electron scattering and losses in the Earth’s outer radiation belt. EMIC
emissions are commonly observed in the inner magnetosphere and are known
to reach high amplitudes, causing significant pitch angle changes in primarily
>1 MeV electrons via cyclotron resonance interactions. We run test-particle
simulations of electrons streaming through helium band waves with different
amplitudes and wave normal angles and assess the sensitivity of advective and
diffusive scattering behaviors to these two parameters, including the possibility
of very oblique propagation. The numerical analysis confirms the importance
of harmonic resonances for oblique waves, and the very oblique waves
are observed to efficiently scatter both co-streaming and counter-streaming
electrons. However, strong finite Larmor radius effects limit the scattering
efficiency at high pitch angles. Recently discussed force-bunching effects and
associated strong positive advection at low pitch angles are, surprisingly, shown
to cause no decrease in the phase space density of precipitating electrons, and
it is demonstrated that the transport of electrons into the loss cone balances
out the scattering out of the loss cone. In the case of high-amplitude obliquely
propagating waves, weak but non-negligible losses are detected well below the
minimum resonance energy, and we identify them as the result of non-linear
fractional resonances. Simulations and theoretical analysis suggest that these
resonancesmight contribute to subrelativistic electron precipitation but are likely
to be overshadowed by non-resonant effects.

KEYWORDS

electron scattering, EMIC waves, non-linear wave–particle interactions, test-particle
simulation, radiation belts, fractional resonance, loss cone, electron precipitation

1 Introduction

Electromagnetic ion cyclotron (EMIC) waves are naturally occurring electromagnetic
emissions in the Earth’s magnetosphere generated by unstable anisotropic hot ion
populations (Kennel and Petschek, 1966; Anderson et al., 1996). Each ion component of the
space plasma has a corresponding EMIC frequency band located below the gyrofrequency
of the ion, with the hydrogen band (H+) and helium band (He+) being the most commonly
observed (Min et al., 2012; Meredith et al., 2014; Saikin et al., 2015; Wang X. Y. et al., 2017;
Jun et al., 2021). In the outer radiation belt, the wave frequencies in the near-equatorial
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source (Loto’aniu et al., 2005; Allen et al., 2015) fall mainly into
the Pc1 range 0.2–5 Hz (Saito, 1969; Usanova et al., 2012). Initially
generated in the left-handed mode, the waves may convert to the
right-handed mode at higher latitudes (Rauch and Roux, 1982;
Perraut et al., 1984; Kim and Johnson, 2016). These polarized waves
can scatter relativistic electrons (kinetic energies Ek around 1 MeV
and larger) in pitch angleα through cyclotron resonance interactions
(Horne and Thorne, 1998; Summers et al., 1998), which leads to
significant losses of radiation belt electrons to the atmosphere
(Thorne and Kennel, 1971; Usanova et al., 2014; Clilverd et al., 2015;
Kurita et al., 2018; Li and Hudson, 2019).

During geomagnetically active times, EMIC waves at lower
L-shells (L < 6) can reach peak magnetic field amplitudes Bw
higher than 1% of the background magnetic field strength B0
(Meredith et al., 2003; Engebretson et al., 2015). Trajectories
of particles resonating with strong waves experience large
perturbations, and a variety of associated non-linear effects appear
(Karpman, 1974; Artemyev et al., 2018; Grach et al., 2022). Phase
trapping of ions in the wave potential leads to non-local transport to
higher pitch angles and the formation of phase space density (PSD)
holes in the gyrophase space (Omura et al., 2010; Shoji et al., 2021),
while phase-trapped electrons experience a decrease in pitch angle
(Omura and Zhao, 2012; Zheng et al., 2019). At α ≈ 0°, the force-
bunched electrons are transported predominantly to higher pitch
angles; Bortnik et al. (2022) proposed that this non-linear effectmay
result in precipitation blocking due to the removal of electrons from
the loss cone. Below the fundamental cyclotron resonance energy,
non-resonant scattering by amplitude-modulated waves takes place
and may extend the energy range of precipitating electrons down to
hundreds of keV (Chen et al., 2016; An et al., 2022).

When the wave normal angle θk (WNA) of EMIC waves
increases and the propagation becomes oblique, finite Larmor
radius effects enable interaction with higher cyclotron harmonics.
Approximate quasilinear formulas for pitch angle diffusion
coefficients of waves with a given wave normal distribution can
be found in the study by Albert (2008). Wang G. et al. (2017)
studied the interaction of electrons with moderately oblique
monochromatic EMIC waves through non-linear test-particle
simulations and quasilinear diffusive modeling. They have shown
that with increasing θk, harmonic resonances at ultrarelativistic
energies can lead to significant scattering loss, while the fundamental
resonance becomes weaker for oblique waves. Lee et al. (2018)
analyzed the WNA and ellipticity of a set of EMIC waves detected
by Van Allen Probe A, ran test-particle simulations of electron
interaction with very powerful and oblique EMIC waves, and
highlighted the complexity of pitch angle evolution due to higher-
order resonance with the elliptically polarized wave. They also
emphasized the advective aspects of non-linear scattering and noted
the importance of ellipticity and WNA distributions in modeling
the radiation belt electron transport.

In this paper, we perform test-particle simulations of non-
linear electron interactions with quasiparallel and very oblique
monochromatic EMIC waves, with the overall goal of describing the
dependence of advection, diffusion, and subsequent particle losses
on the wave amplitude and wave normal angle—special attention is
given to the PSD evolution at low pitch angles. After describing the
simulation setup in Section 2, we analyze the average and standard
deviation of equatorial pitch angle changes for very oblique waves

and discuss the influence of higher harmonics on advection and
diffusion in Section 3.1. In Section 3.2, we demonstrate through
Liouville mapping of phase space density in backward-in-time
simulations that the force-bunching effects at low pitch angles are
balanced out by transport from higher pitch angles and that there
is no apparent precipitation blocking in the sense of decreasing
precipitating electron PSD below the trapped PSD. Section 3.3
describes fractional resonances, a type of resonance acting below
the fundamental resonance energy, and considers their effects on
subrelativistic electrons. A summary of the most salient results and
a discussion of the impacts of our findings on radiation belt electron
modeling can be found in Section 4.

2 Methods and simulation setup

Before choosing representative wave and plasma parameters
for our particle simulation, we must first consider which
quantities can influence the behavior of resonant electrons. Wave
amplitude Bw controls the transition from quasilinear to non-
linear interaction, and wave normal angle θk is related to the
perpendicular component of the wave vector and associated
harmonic resonances. Varying the values of Bw or θk leads to
major qualitative changes in the resonant behavior; therefore, they
are the essential parameters in our simulation. We choose four
values of wave normal angle {5°,45°,70°,80°} to cover quasiparallel,
moderately oblique, and very oblique wave propagation. The
WNA values are combined with three values of amplitude
Bw0 = {100 pT,400 pT,1.6 nT}, which approximately correspond to
Bw0/B0eq ratios of {0.04%,0.16%,0.64%} for equatorial field strength
B0eq = 248 nT at L = 5. This choice of L-shell is consistent with
regions of enhanced EMICwave activity identified byMeredith et al.
(2014) and Jun et al. (2021) in spacecraft measurements during
active geomagnetic conditions.

There are also several parameters that influence the value of the
minimum resonance energy, which is given by the formula

ERmin=mc2(
nωΩe − k‖c√n2Ω2

e + k2
‖c2 −ω2

ω2 − k2
‖c

2 − 1)

≈mc2(√1+
n2Ω2

e

k2
‖c

2 − 1) ≈ |
n
k‖
|mcΩe,

(1)

where m is the electron mass, c is the speed of light, k‖ is the
component of the wave vector parallel to B0, ω is the wave
frequency, Ωe is the local electron gyrofrequency, and n is an
integer determining the resonance harmonic (positive/negative for
electrons streaming against/along thewave).Thefirst approximation
assumes ω≪Ωe and ω2

pe ≫Ω2
e , and the second one is the

ultrarelativistic approximation. The energy ERmin is dependent on
the normalized frequency ω/Ωe, and through the cold plasma
dispersion relation k(ω), it also depends on the electron plasma
frequency ωpe and the concentration of ion species. These
dependencies are evaluated and plotted in Figure 1, where we
plot ERmin with n = −1 for a monochromatic left-handed EMIC
wave propagating from the magnetic equator along a dipole
field line up to magnetic latitude λm = 30°. We consider high
(ωpe0/Ωe0 = 15) and low (ωpe0/Ωe0 = 5) densities at the equator, and

Frontiers in Astronomy and Space Sciences 02 frontiersin.org21

https://doi.org/10.3389/fspas.2023.1163515
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Hanzelka et al. 10.3389/fspas.2023.1163515

FIGURE 1
Minimum resonance energies ERmin of electrons interacting with a left-hand polarized parallel-propagating EMIC wave. Each panel shows a map of
energies as a function of wave frequency and magnetic latitude. (A) Minimum resonance energies for interaction with a helium band wave in a
high-density plasma with a high relative concentration of heavier ions—these conditions are used in our simulations. (B) Same as panel A, but in a
low-density plasma. (C) Same as panel A, but with a low concentration of heavier ions. (D–F) ERmin for a hydrogen band wave under the same plasma
conditions as in (A–C), except for panel F, where both the electron density and heavier ion concentrations are kept low. In all panels, dashed lines
represent energy contours, and the solid red line signifies the crossover frequency. Note that for oblique waves, the left-handed dispersion branch is
coupled to the right-handed branch, so the energies right of the red curve would have to be calculated for right-hand polarized waves.

we compare the high concentrations of heavy ions (np/ne = 0.77,
nHe/ne = 0.2, and nO/ne = 0.03), which were used in the simulations
by Jordanova et al. (2008) and Bortnik et al. (2022), with lower
concentrations (np/ne = 0.99, nHe/ne = 0.005, and nO/ne = 0.005).
Latitudinal dependence of density follows the formula given by
Denton et al. (2002), ne = ne0(cosλm)

−2a, with a = 0.5 in the high-
density case and a = 1.0 in the low-density case (and the relative
ion concentrations remain constant). We observe that changes
to the density, ion concentration, and frequency band manifest
mostly through a rescaling of ERmin. Therefore, we limit our
investigations to the helium band and choose the higher values

of density (ωpe0/Ωe0 = 15 ∼ ne0 = 134 cm−3) and ion concentrations,
which is in agreement with the observations of Meredith et al.
(2014) and Horwitz et al. (1981). The wave frequency is set to
ω/ΩHe0 = 0.80 ∼ 0.76 Hz, a slightly higher value that allows the
waves to reach higher latitudes before experiencing the polarization
reversal.Figure 1A can be referred to for the particlemotion analysis
from Section 3.1 to infer resonance latitudes of particles with a given
energy propagating through quasiparallel waves; the plotted energy
values can be further multiplied by |n| to get higher-order resonance
latitudes as long as the ultrarelativistic approximation from Eq. 1 is
valid.
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FIGURE 2
(A) Distribution of wave amplitudes along the field line. The wave experiences smooth growth in region U, stays constant in region C (1.6 nT in this
example), and decreases back to zero in region D, as shown by the dashed red line. The solid blue line shows the relative wave amplitude with respect
to the background field B0. (B) Phase space density distribution at the equator plotted in the energy–pitch angle space. The empty loss cone
corresponds to the white region at αini < αloss = 3.7°. Normalized PSD is used in the simulation code. (C) Line plots of pitch angle profiles from the
previous panel for representative energies. Note that the sin α term from Jacobian is not included; therefore, the decrease in PSD near the loss cone
indicates a positive pitch angle anisotropy.

Apart from the strong interaction near resonance energies,
electrons can also experience non-resonant scattering due to wave
amplitude gradients (Chen et al., 2016) or, equivalently, due to
the spectral broadening of amplitude-modulated waves (An et al.,
2022). To simplify our analysis, we suppress the non-resonant
scattering by introducing a slow and smooth amplitude change at the
edges of the wave packet. This is performed by multiplying the wave
envelope by a half-period of the cos2 function, with a field-aligned
distance from the minimum to the maximum of the function set to
Δh = 2,200 km. Symbolically,

= Bw0 cos
2(π

2
( h
Δh
− 1)) for 0 < h < Δh, (2)

Bw (h) = Bw0 for Δh < h < (hmax −Δh) , (3)

= Bw0 cos
2(π

2
(
h− hmax

Δh
+ 1)) for (hmax −Δh) < h < hmax.

(4)

This amplitude profile is similar to the tanh model in the
study by Bortnik et al. (2022). The envelope shape is plotted in
Figure 2A. The packet ends at a field-aligned distance hmax, where
the normalized frequency reaches ω/ΩO = 1.25. At this frequency,
the helium wave is already right-handed, and the resonance energy
of very oblique waves rapidly increases (Stix, 1992).

The test-particle simulation method is based on the solution
of the Lorentz force law by a relativistic Boris algorithm with
a phase angle correction, as described by Zenitani and Umeda
(2018). The components of the electromagnetic wave field are
defined according to the analysis of elliptically polarized waves
presented by Omura et al. (2019); see also Eqs 8–11, Eqs 15–19 in
Section 5. Wave packet motion can be neglected on short timescales
since the group velocity of EMIC waves is much smaller than the
velocity of relativistic electrons. In forward-in-time simulations,
the particles start either at the equator and propagate until they
reach the end of the wave packet (or their mirror point) or at
the end of the wave packet and propagate back to the equator.
Mirroring particles are not allowed to return to the equator so that
we can separate the resonant effects experienced by co-streaming
and counter-streaming electrons. In both cases, the initial particle

energy is spaced logarithmically from 900 keV to 30 MeV with 96
bins, initial pitch angles go from 0° to 90° (or 180°–90° for counter-
streaming electrons) with 90 linear steps, and the initial gyrophases
φ uniformly cover the full 360° angle with 72 steps. It is of note that
the grid boundaries in the (Ek,α,φ) space represent bin edges. In
backward-in-time simulations, the pitch angle range is limited to
0°–20° (or 180°–160° for counter-streaming electrons) with 90 linear
steps, providing increased resolution of the loss cone (αloss = 3.6°
at the equator and 6.1° at the end of the packet). The time step of
the Boris solver is adaptive and always stays at 128 steps per local
electron gyroperiod.

The backward-in-time simulations are used to map the phase
space density of an initial, unperturbed distribution to the final state
and assess the PSDevolution due to resonant interactions (Nunn and
Omura, 2015; Hanzelka et al., 2021). We assume that the initial hot
(relativistic) distribution is in the form of a sum of subtracted bi-
Maxwellian distributions that preserves phase space density along
adiabatic trajectories (Summers et al., 2012; Omura, 2021). At a
distance h, this distribution can be written for relativistic momenta
u‖ = γv‖ and u⊥ = γv⊥ as

f (h,u‖,u⊥) =
N

∑
i=1

fi (h,u‖,u⊥) , (5)

with

fi (h,u‖,u⊥)

=
nhe0i

(2π)3/2Ut‖iU
2
t⊥i (1− ρiβi)

exp(−
u2
‖

2U2
t‖i

)

×[exp(−(
1−B0eq/B0 (h)

2B0 (h)U
2
t⊥i
+

B0eq

2B0 (h)U
2
t⊥i
)u2
⊥)

− ρi exp (−(
1−B0eq/B0 (h)

2B0 (h)U
2
t‖i

+
B0eq

2βiB0 (h)U
2
t‖i

)u2
⊥)].

(6)

We set N = 5 and choose the following values of distribution
parameters: loss cone width βi = 0.5∀i, loss cone height
ρi = 1.0∀i, parallel and perpendicular thermal momenta
Ut‖i/c = Ut⊥i/c = {0.2,0.5,1.0,2.5,9.0}, and hot electron density
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nhe0i = {2.2,0.22,0.022,0.0022,2.2× 10
−7} cm−3. PSD inside the

loss cone is set to zero for all values of h. The equatorial
distribution is plotted in Figure 2B in the (Ek,αini) space. The
energy profile up to 10 MeV is constructed to loosely follow
the Van Allen Probes measurements analyzed by Zhao et al.
(2019); however, the energy distribution is of little importance
for EMIC-electron resonance since the acceleration caused by
this interaction is negligible (Summers et al., 1998). Line plots of
pitch angle distributions for several initial energies are presented in
Figure 2C. Although each component of the initial distribution has
a zero temperature anisotropy At = U

2
t⊥/U

2
t‖ − 1, the pitch angle

anisotropy (Chen et al., 1999) can reach positive values up to
approximately 0.6 due to the subtraction in the PSD distribution
model. This model is consistent with the assumption that previous
weaker wave–particle interactions already eroded the pitch angle
profile.

3 Results

3.1 Advection and diffusion

When studying the non-linear interactions between plasma
waves and charged particles, it is illustrative to start by inspecting
individual trajectories. In Figure 3, we plot the spatial evolution
of the equatorial pitch angle for electrons propagating through a
high-amplitude (Bw0/B0eq = 0.0064) moderately oblique (θk = 45°)
EMIC wave. The equatorial minimum resonance energy for this
wave is ERmin ≈ 3.3 MeV for n = ±1 and ERmin ≈ 7.1 MeV for n = ±2.
Particles starting at the equator with initial pitch angle α = 0.5°
and energy Ek = 3.95 MeV experience a significant increase in
equatorial pitch angle Δαeq ≈ 11° due to the n = −1 resonance, with
almost no dependence on the initial gyrophase (Figure 3A). This
is the advective behavior caused by force bunching, as previously
described by Grach and Demekhov (2020), Grach et al. (2022), and
Albert et al. (2022). This type of scattering has also been called
“anomalous phase trapping” in the whistler-mode wave case studied
by Kitahara and Katoh (2019).

Particles starting at larger pitch angles (αeq = 29.5°, Figure 3B)
experience a large spread in αeq across the gyrophases, exhibiting
a predominantly diffusive behavior. The asymmetry in Δαeq toward
lower values is caused by phase locking of φ to the wave phase ψ,
but the particles never become fully phase-trapped in this particular
case. In Figure 3C, we increase the initial energy to Ek = 8.51 MeV
and observe that particles first undergo scattering due to the n = −2
harmonic resonance and then encounter the n = −1 resonance at
latitudes from 11° to 16°, resulting in pitch angle diffusion.

Figures 3D–F show particle trajectories of electrons starting at
the end of the wave packet and streaming against the wave. Here,
resonant interaction is enabled by the right-handed component
of the elliptically polarized wave. Keeping the initial energies and
initial equatorial pitch angles similar to the co-streaming case,
we observe that the advective and diffusive effects of the n = 1
resonance are comparable to the n = −1 resonance. However, the
maximum change in pitch angle is smaller, and the phase-locking
effect does not appear. In the case with Ek = 8.51 MeV, the counter-
streaming particles first encounter the stronger n = 1 resonance, and

the weaker n = 2 resonance then has only a small effect on the spread
in Δαeq.

To evaluate the pitch angle evolution of relativistic electrons
across all initial pitch angles and energies, we introduce two
statistical measures: the average ⟨Δαeq⟩φ (first central moment),
which is related to the advection coefficient, and the standard
deviation σφ(αeq) (second central moment), which is related to
the diffusion coefficient. We intentionally eschew the standard
advection and diffusion coefficients (Zheng et al., 2019) as they are
often bounce-averaged in practical applications, while we do not let
the particles finish the half-bounce, which is to separate between
n > 0 and n < 0 resonances. The average change in equatorial
pitch angle for co-streaming particles is plotted in Figure 4 in
(αini,Ek) coordinates, with each plot corresponding to one of
the 3 combinations of wave amplitude and wave normal angle.
Starting with quasiparallel propagation (θk = 5°, Figures 4A–C), we
first note the different scales of color bars, which have a range
of ±max(αini,Ek)|⟨Δαeq⟩φ| separately for each plot. An outstanding
feature, high positive advection, appears at low pitch angles near the
n = −1 resonance, confirming the force-bunching effects observed
on trajectories in Figure 3A. Another prominent feature is the
two red (positive) and blue (negative) curved stripes that follow
the dependence of n = −1 resonance energy on pitch angle. For
the case with the largest wave amplitude (Figure 4C), the negative
advection at higher pitch angles dominates over the positive one,
indicating significant non-linear phase-trapping effects. It is of note
that the strongest interaction happens slightly off-equator, where the
wave amplitude peaks, corresponding to resonance energies slightly
higher than the equatorial resonance energy plotted by green lines
in Figure 4.

The appearance of strong negative advection associated with
phase trapping can be explained through the behavior of the
inhomogeneity parameter S. This parameter is proportional to the
magnetic field gradient and inversely proportional to the wave
amplitude and has a complicated dependence on wave dispersion
properties (see Omura and Zhao (2012) and Omura (2021) for a
detailed analysis and overview).When |S| drops below1, a resonance
island forms in the phase space, and non-linear phase trapping
becomes possible. For parallel wave propagation, the absolute
value of the parameter decreases with the equatorial pitch angle.
In the case of fundamental resonance n = −1, |S| increases with
the wave normal angle, while a decrease is seen in the case of
harmonic resonances (Wang G. et al., 2017). However, scattering by
very oblique waves becomes inefficient at high WNA. Therefore,
the most favorable case for phase trapping is the fundamental
resonance with high-amplitude quasiparallel waves at moderate-to-
high pitch angles, as seen inFigure 4C. However, the inhomogeneity
parameter is derived from the pendulum approximation of electron
motion and cannot describe the behavior at low pitch angles. An
extension of the electron motion analysis to small α based on the
two-valley Hamiltonian was presented by Albert et al. (2021), where
they concluded that as the initial pitch angle goes to zero, all particles
are expected to experience force bunching, which can be understood
as a special case of phase trapping.

The interaction with oblique waves (Figures 4D–L) introduces
some new effects. First, we may notice the alternating blue and red
vertical lines at high pitch angles, with almost no dependence on
energy. These are the result of non-resonant oscillations at mirror
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FIGURE 3
Trajectory examples showing the change in equatorial pitch angle over latitude due to interaction with a high-amplitude, moderately oblique wave
(Bw0/B0eq = 0.0064 and θk = 45°). (A–C) Electrons propagating along the wave (from the equator), and (D–F) propagation against the wave (toward the
equator). In each panel, electrons have the same initial energy, pitch angle, and latitude, and the line colors represent the initial uniform sampling in
gyrophase. Pairs of dashed lines represent the approximate spatial interval on which the fundamental cyclotron resonance produces strong scattering;
for the harmonic resonances n = ±2, the interval is marked by dotted lines.

points and would completely disappear if the particles were allowed
to bounce back to the equator—the lines are not relevant to our
analysis of the cyclotron resonance and will be omitted in the
following sections. Harmonic resonances become visible at higher
amplitudes, adding new pairs of positive and negative advective
stripes along the corresponding resonance energy curves. However,
as the wave normal angle increases, advective effects disappear at
higher pitch angles; for θk = 80°, the average change in pitch angle
becomes negligible for particles with αini > 30°. Moreover, a fine
stripe structure traversing the resonance energy curves appears in
the high-amplitude plots. These new effects will be explained when
discussing diffusive behavior, where their origin becomes more
apparent.

The standard deviation in the equatorial pitch angle of co-
streaming particles is plotted in Figure 5, following the panel format
of Figure 4. The color bars of each individual panel go from zero to
max(αini,Ek)σφ(αeq). Starting again with the quasiparallel propagation
(θk = 5°, Figures 5A–C), we can see the suppressed diffusion at

low pitch angles, consistent with the lack of spread in pitch angles
observed in the particle trajectories (Figure 3A). The largest values
of σφ(αeq) are localized along the resonance energy curve, with
slight changes appearing for Bw0 = 1.6 nT at higher pitch angles,
where the phase trapping and bunching effects may enhance or
decrease the standard deviation. In the oblique case, diffusion at
higher pitch angles gets weaker with growing wave normal angle.
Unlike in the analysis of advection, we detect a clear structure of
maxima and minima along each resonant curve, which is related
to the zeros of Bessel functions that arise in the derivation of
harmonic resonances (see Section 5; Eqs 12–14, Eqs 22–24). The
fine structure appearing in the energy range of harmonic resonances
is now also more evident, especially in the high-amplitude case
(Figures 5F, I, L). By inspecting trajectory plots, its origin can
be traced to multi-resonance interactions, when particles phase-
organized by the resonance of order |n| at lower latitudes experience
a |n− 1| resonance at higher latitudes. It is of note that the fine
structure is also present in the quasiparallel case, showing that
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FIGURE 4
Average change ⟨Δαeq⟩φ in electron equatorial pitch angle for propagation along the EMIC wave packet (stopping point is the end of the wave packet or
the mirror point). All particles start at the equator, so the initial pitch angle αini on the abscissa is equal to the initial αeq. The columns are parametrized
by wave amplitude (left to right: 100 pT, 400 pT, and 1.6 nT), and the rows are parametrized by wave normal angle (top to bottom: 5°, 45°, 70°, and 80°),
forming a grid of twelve panels labeled (A–L). The color bars associated with each panel range from −max(αini,Ek)|⟨Δαeq⟩φ| to +max(αini,Ek)|⟨Δαeq⟩φ|. Vertical
stripes at higher pitch angles are related to non-resonant oscillations at mirror points and would disappear after a complete half-bounce. The green
dashed lines represent resonance energy curves calculated at λm = 0°.

the harmonic resonances are important even at WNA as low as
θk = 5°.

Concerning the strength of diffusion at lower pitch angles,
the test-particle simulations show a decreasing trend in σφ(αeq)
with increasing WNA at energies close to the n = −1 resonance.
Harmonic resonances get stronger compared to fundamental
resonances, but the overall diffusion at higher energies does
not change much because the increased strength of near-
equatorial harmonic interaction is compensated by the weaker
fundamental resonance encountered at higher latitudes. An
exception is the extreme ultrarelativistic energies (Ek ≳ 15 MeV),
where the interaction with very oblique waves causes slightly

stronger diffusion (Figures 5I, L). This behavior will impact the
transport of electrons into the loss cone, as discussed in the next
section.

3.2 Phase space density near the loss cone

The scattering effects analyzed in Section 3.1 transport particles
into the loss cone and, thus, contribute to the atmospheric
precipitation of relativistic electrons. As described in Section 2, we
trace particles back in time from the end of the wave packet to the
equator and map the PSD values of a known equatorial distribution
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FIGURE 5
Standard deviation σφ(αeq) in electron equatorial pitch angle for propagation along the EMIC wave packet. (A–L) correspond to the same combinations
of wave parameters as the respective panels in Figure 4, but the color bars in each panel now go from 0 to max(αini,Ek)σφ(αeq).

along particle trajectories to the starting point. The resulting PSD
distributions at the end of the packet are plotted in Figure 6 in the
(αend,Ek) space, where αend is the initial pitch angle value in the
sense of backward-in-time propagation. Since the number density
of relativistic electrons in our model is not scaled to any specific
spacecraft observation, we keep the normalized phase space density
units c−6Ω3

e0 used in the simulation code.
The quasiparallel EMIC wave manages to completely fill the

loss cone near fundamental resonance energy when its amplitude
is set to Bw0 = 400 pT (Figure 6B). Increasing the amplitude to
Bw0 = 1.6 nT extends the range of energies, with the complete loss
cone filling up to 10 MeV (Figure 6C).There are several noteworthy

features to this strongly perturbed PSD distribution. First, we
observe that particles near Ek = 13 MeV reach deeper into the loss
cone, a feature not seen in the low-amplitude wave precipitation
profile. This irregularity arises from the fast polarization reversal
experienced by quasiparallel waves, which abruptly stops the
resonant interaction—mild oscillations in σφ(αeq) across energy
are seen in the top left corners of Figures 5A–C, but the effect
on precipitation becomes clear only for strong waves. Second, the
energy profile of trapped particles immediately above αloss has a local
maximum near the fundamental resonance—this peak appears due
to pitch angle anisotropy when particles from high PSD regions at
higher pitch angles undergo scattering toward lower pitch angles.
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FIGURE 6
Electron phase space density distribution after resonant interaction with the EMIC wave captured at the end of the wave packet. Range in pitch angles
is limited to 0°–20° to focus on the loss cone. (A–L) correspond to the same combinations of wave parameters as the respective panels in Figures 4, 5,
but because the co-streaming particles were traced back in time, the pitch angle αend on the abscissa now represents the initial value at the end of the
subpacket. The curious small bumps on the boundary between zero and finite PSD values near 2 MeV in (F, I, L) arise due to fractional resonances—see
Section 3.3; Figure 8.

Third, the pitch angle distribution at energies from 3 MeV to
10 MeV is flattened, signifying a marked decrease in pitch angle
anisotropy. Fourth, as a consequence of the third point, there is no
apparent precipitation blocking, so phase space density inside the
loss cone reaches the value of trapped particle PSD.

The lack of precipitation blocking contradicts the predictions of
Bortnik et al. (2022) and may seem counterintuitive, especially after
seeing the strong upward advection at low pitch angles in Figure 4C.
To explain this observation, we consider the consequences of
Liouville’s theorem (i.e., constancy of PSD along phase space

trajectories), which is known to hold in the Hamiltonian system
of charged particles and electromagnetic waves constituting a
collisionless plasma (Ichimaru, 2004). Let us first assume that a
state has been reached where the PSD of precipitating and trapped
electrons are equal at a certain energy. Because EMIC waves cannot
efficiently accelerate electrons and change their energy, the PSD
along trajectories will always be the same. Therefore, no amount of
force bunching or other non-linear effects can disturb the uniform
pitch angle distribution. If the PSD in the loss cone were initially
higher than outside, the EMIC-induced scattering would mix the
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FIGURE 7
Effect of resonant interactions on electrons propagating against the EMIC wave packet. Physical quantities plotted in the first (A, D, G), second (B, E, H),
and third (C, F, I) columns correspond to Figures 4–6, respectively. Only a single amplitude value is used, Bw0 = 400 pT, and the wave normal
parametrization over rows of panels skips the quasiparallel case θk = 5°, where the resonance effects would be negligible except for extremely
ultrarelativistic energies (Ek ≳ 15 MeV). Note that because the electrons are now counter-streaming, the pitch angles on the abscissas αini and αend were
swapped, and particles with initial equatorial pitch angles >39° are missing from the forward-in-time simulations.

distribution, thus decreasing the precipitating PSD, but it would not
push it below the value of the trapped PSD. Non-uniformity along
the field line could complicate the argument if a broader range of
v‖ were considered, but the spread in v‖ at low pitch angles at a
fixed energy level is negligible. The apparent discrepancy between
backward-in-time PSD mapping and the transport coefficients from
Section 3.1 can be resolved by considering the initial distributions
of particles in the forward simulation. A uniform distribution in
(α,Ek,φ) is not uniform in (vx,vy,vz); consequently, the number of
particles per unit velocity space volume in the forward simulation
is much higher at lower pitch angles than at higher pitch angles.
Symbolically, we can write the unit volume as (working in a non-
relativistic setting for simplicity)

dV = dvxdvydvz =m
−3/2√2Eksinα dEk dφ. (7)

The sin α term in the Jacobian expresses the smallness of velocity
space volume near α = 0. Therefore, the few test particles scattered
into the loss cone can have the same weight as all the force-bunched
particles escaping from the loss cone.

The effect of increasing obliquity on the PSD evolution
displayed in Figure 6D–L agrees with the analysis of diffusion

from Section 3.1. The loss cone is only partially filled near the
fundamental resonance energy for waves with Bw0 = 400 pT, and
the range of complete loss cone filling with Bw0 = 1.6 nT becomes
narrower with increasing θk. The penetration of non-zero PSD into
the loss cone at higher energies turns out to be mostly independent
of wave normal angle, except for ultrarelativistic energies, where
the very oblique waves show larger increases in precipitating PSD.
The jagged boundary between finite and zero values of PSD in the
case of strong, oblique waves (mainly Figures 6I, L) comes from the
fine multi-resonance structure observed in corresponding diffusion
plots in Figures 5I, L. The weak losses near half of the fundamental
resonance energy are related to non-linear fractional resonances,
which will be analyzed in depth in Section 3.3. Finally, we note
that the rapid decrease of σφ(αeq) with rising WNA at higher pitch
angles is not reflected in the PSDperturbations after a single quarter-
bounce but might become important after multiple bounces due
to the weak transport of particles from high-density regions of the
initial anisotropic distribution.

So far, we have investigated electron scattering and related
losses for propagation along the wave. However, as indicated
by Figures 3D–F, counter-streaming particles are also efficiently
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FIGURE 8
Behavior of fractional resonances explained by particle trajectories and standard deviations in equatorial pitch angle for an EMIC wave with wave
normal angle θk = 70°. (A–B) Changes in pitch angle along the field line at energies well below the equatorial fundamental resonance energy
ERmin ≈ 4 MeV. The wave amplitude is Bw0 = 1.6 nT. (C) Standard deviation in equatorial pitch angle plotted in logarithmic scale that spans three orders
of magnitude. Weak resonant effects near 2 MeV become apparent. (D–F) Same as (A–C), but for a 16 times smaller wave amplitude. The resonant
effects near ERmin/2 are now insubstantial compared to the fundamental resonance.

scattered by oblique EMIC waves, and significant particle losses are
to be expected. In Figure 7, we plot the quantities ⟨Δαeq⟩φ, σφ(αeq),
and f for electrons streaming against the medium-amplitude wave
(Bw0 = 400 pT) with oblique wave vectors. The quasiparallel case
is omitted because the right-handed wave component is negligible
until the polarization crossover at higher latitudes is reached, where
the resonance energies are already near the upper limit of our
Ek range. The first thing to notice is that the forward-in-time
propagating particles start away from the equator and have a limited
range of equatorial pitch angles; therefore, the resonance energy
curves appear stretched in the (αend,Ek) space. Unlike in the co-
streaming case, the advection and diffusion caused by fundamental
resonance grow with increasing WNA because the polarization
becomes more linear and the right-handed wave component gets
larger. This behavior is reflected in the PSD plots, where the
precipitating particles can travel deeper into the loss cone when
interacting with very oblique waves. For θk = 80°, the advection
and diffusion (and, as a consequence, the electron losses) become
comparable to the co-streaming case, showing the importance of
n > 0 resonances for the analysis of relativistic electron precipitation
by oblique EMIC waves.

3.3 Non-linear fractional resonances

In the discussion of Figures 6I, L, we mentioned the surprising
detection of electron scattering into loss cone at energies
Ek ≈ 2 MeV, far below the fundamental resonance energy. These
losses cannot have origin in non-resonant scattering because we
use a slowly varying amplitude profile along h, and also because
the non-resonant scattering would show as a broadening of the
fundamental resonance and not as a separate peak in energy
profile (An et al., 2022). Trajectories of particles with energies
Ek = 1.83 MeV and Ek = 2.12 MeV propagating along the high-
amplitude wave with θk = 70° (Figures 8A, B) reveal a spread in
αeq that does not disappear even after the particles leave the wave
field. This spread is somewhat weaker than the oscillations caused
by the fundamental cyclotron resonance. The oscillations can be
understood as the maximum possible non-resonant scattering in a
wave with a rectangular amplitude distribution along the field line.

Since the spread in αeq is too small to be clearly visible in
the σφ(αeq) plot from Figure 5I, we re-plot the diffusion with a
logarithmic color bar and show the results in Figure 8C. It becomes
apparent that we are observing a new type of resonance with
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a minimum resonance energy near ERmin/2. This new resonance
causes much weaker scattering than the fundamental resonance but
is roughly comparable to non-resonant oscillations. However, when
we look at the particle trajectories and diffusion from the simulation
with a small-amplitude wave (Bw0 = 100 pT), the new resonance
becomes much weaker than the non-resonant oscillations, and
the corresponding σφ(αeq) values are more than three orders of
magnitude below the fundamental resonance effect (Figures 8D–F).

Based on the numerical observations presented in Figure 8, we
identify the new behavior as the non-linear fractional resonance
of order n = −1/2. A simplified analytical derivation is provided
in Section 5, where we also identify fractional resonances of
order n = {±1/3,±1/2,±2/3,±3/2} and suggest that the non-linear
resonance energy spectrum is dense in the sense of rational
numbers. These resonances seem to be analogous to the sub-
cyclotron resonance of electrons with whistler waves described
within the Hamiltonian framework by Fu et al. (2015). The concept
of fractional resonances does not appear in quasilinear theory
because it arises from integration along perturbed trajectories
(compare with the integration along unperturbed trajectories
employed in quasilinear theory, as mentioned in the theoretical
works of Kennel and Engelmann (1966) and Allanson et al. (2022)).
In the non-linear treatment of whistler-electron scattering presented
by Omura et al. (2019), an integer resonance is chosen first, and
the non-linear scattering effects are obtained from perturbations of
near-resonant electrons. Suppose we instead implement a model of
large perturbations without specifying a resonance velocity/energy,
as in the example given in Eqs 27, 28, and proceed to analyze
power transfer between waves and particles (which is directly
related to pitch angle scattering through resonance diffusion
curves, as explained by Summers et al. (1998)). In that case,
fractional resonances will arise from the Bessel function expansion
of gyrophase evolution. An important property of the n = −1/2
is the scaling of scattering strength with the square of wave
amplitude—theoretically proven in Eqs 45, 46—which differs from
the known linear dependence for integer resonances.The non-linear
fractional resonances are, thus, expected to play a role only in
precipitation induced by very strong oblique waves.

4 Summary and discussion

We have numerically analyzed the dependence of relativistic
electron scattering on the wave normal angle and magnetic field
amplitude of helium band EMIC waves. Unlike in the previous
studies by Wang G. et al. (2017); Lee et al. (2018), we allow for very
oblique wave normal angles, θk = 70° and θk = 80°, and keep the
amplitudes more moderate (Bw0/B0eq < 1%). The presented analysis
of advective and diffusive behavior is comparable to the analysis
by Bortnik et al. (2022), where, however, much lower energy and
pitch angle resolution was adopted for parallel waves only. On the
other hand, the results of Bortnik et al. (2022) include a simulation
of scattering induced by hydrogen band waves. We opted not to
show figures from our hydrogen band simulations, as the onlymajor
difference from the helium band case is the shift in resonance
energies. The input parameters for hydrogen band simulations
differed in the following: wave frequency ω = 0.6Ωp0 = 2.3 Hz,
plasma frequency ωpe0/Ωe0 = 5, and density model coefficient

a = 1.0, and hmax is at the point where ω = 1.25ΩHe. The evaluation
of diffusive and advective properties and PSD perturbations similar
to Figures 4–7 is available in the Supplementary Material.

Our overall results can be summarized in three blocks:

1) Confirmation of previous results:
a) Harmonic resonancesn < −1 substantially affect the scattering

of relativistic electrons at low pitch angles for waves with wave
normal angles as small as θk = 5° (Wang G. et al., 2017). The
contribution from n > 0 resonances requires at least moderate
obliquity to become significant.

b) Positive advection of resonant particles at very low pitch
angles was detected and shown to dominate over diffusion
as wave amplitude increases. This is the effect described as
boundary reflection by Zhu et al. (2020) and non-linear force
bunching by Grach and Demekhov (2020) and Bortnik et al.
(2022).

c) The advective behavior of resonant particles can be positive
or negative, depending on their initial pitch angle and energy
(Lee et al., 2018). Particles that start at energies lower than
the resonance energy for a given pitch angle will, on average
(over gyrophases), experience a decrease in pitch angle,
while particles starting at higher energies will encounter the
resonance curve at higher latitudes and experience an average
increase in pitch angle.This is visualized by the blue–red stripe
pairs in Figure 4.

d) Increasing obliquity weakens the effects of n = −1 resonance
but enhances the resonant interaction for |n| > 1 and n = 1
(Wang G. et al., 2017).

e) Crossings of multiple resonance energies during one passage
through the waves result in a more stochastic pitch angle
evolution, described by Lee et al. (2018) as “complicated and
time-dependent phase trapping and bunching effects.” Under
our simplified wave model, these multi-resonance effects
appear after one quarter-bounce as a fine structure in the plots
of advection and diffusion when the EMIC wave is strong and
oblique (Figures 4I, L, 5I, L).

2) Disagreement with previous results:
a) Oblique waves seem to weaken the advection effects at low

pitch angles, contrary to the observations by Lee et al. (2018).
b) We do not observe any effects of precipitation blocking in

the PSD analysis (Figure 6), which is in disagreement with
the suggestion presented by Bortnik et al. (2022) that force
bunching caused by strong EMIC waves will decrease the
electron fluxes/PSD at low pitch angles.

3) New discoveries:
a) Losses of relativistic electrons by quasiparallel waves are

comparable to losses induced by oblique waves (Figure 6).
This behavior changes for ultrarelativistic electrons
(Ek ≳ 15 MeV, depending on wave parameters), where the
very oblique waves cause stronger precipitation.

b) Very oblique waves cannot efficiently scatter electrons at
higher pitch angles (α > 30° for θk = 80°, see Figure 5J–L).
Transport from high PSD regions at large pitch angles toward
the loss cone is facilitated only by quasiparallel waves.

c) Very oblique waves scatter co-streaming and counter-
streaming electrons with similar efficiency due to the high
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ellipticity, or in other words, due to comparable magnitude
of right-handed and left-handed amplitude components
(compare Figure 6K with Figure 7I).

d) High-amplitude oblique waves can scatter electrons below
minimum resonance energy through non-linear fractional
resonances. The pitch angle changes caused by n = −1/2 scale
with the square of wave amplitude are faster than the linear
scaling for n = −1 resonance.

When comparing our results to previous literature, a few points
must be made to avoid confusion: under our sign convention,
the interaction of right-handed waves with electrons happens at
resonances of order n ≥ 1, and the interaction with left-handed
waves corresponds with n ≤ 1, opposite to the convention used by
Wang G. et al. (2017). Furthermore, the strongest wave we use has
a relative amplitude Bw0/B0 = 0.64%, while that by Lee et al. (2018)
goes up to 10% (above the amplitude of the extremely intense
EMIC wave observations presented by Engebretson et al. (2015));
as a consequence, phase trapping has minimal impact on our PSD
mapping results, especially for oblique waves.

The disagreement in the dependence of advection on obliquity
between our results and those of Lee et al. (2018) comes from the
different approaches to wave modeling. Lee et al. (2018) implement
one wave field that is elliptically polarized but remains parallel,
and another wave field where the wave normal angle is non-zero,
but the polarization remains circular. According to the cold plasma
dispersion relation, which is strictly followed in our study, oblique
waves always have elliptical polarization (linear being considered as
a special case of elliptical), and parallel waves are always circularly
polarized, except for the singularity at the crossover frequency.
Deviations from circular polarization decrease the advection effects,
reconciling our results with those of Lee et al. (2018).

The lack of precipitation blocking is demonstrated in Section 3.2
through numerical PSD mapping and supported by arguments
based on Liouville’s theorem. The concept of EMIC precipitation
blocking was likely first introduced by Grach and Demekhov
(2020), who concluded that due to competition between phase
trapping and force bunching, the precipitating fluxes would reach
the strong diffusion limit, with no apparent decrease nearα = 0°. Our
observations corroborate this conclusion, except that the transport
of particles to low pitch angles is due to the symmetric (“diffusive”)
scattering, as observed in Figure 3B, where the particles stay in the
phase-trapping region only for a short time and do not become
phase-locked. Bortnik et al. (2022) suggested that Van Allen Probes
(RBSP) observations of dips in precipitating flux by Zhu et al. (2020)
could be explained by force bunching. However, the EMIC-induced
precipitating electron flux shown by Zhu et al. (2020) has a local
maximum at α = 0°, while the force-bunching effects should be
most effective at removing particles from this region. The spacecraft
observations are consistent with the simulation results of Grach and
Demekhov (2020), where the PSD distribution sometimes peaked
inside the loss cone. This effect is not clearly visible in the perturbed
distribution from Figure 6C because it requires strong phase
trapping. Such trapping may be possible with Bw/B0 > 1% rising-
tone EMIC emissions reported by Zhu et al. (2020) but not with
the monochromatic waves at moderate amplitudes implemented in
our simulations. We recall that transport caused by phase trapping
is non-local, allowing the mixing of phase space density from

distant points along the field line and violating the assumption
of localized scattering processes that were used in our simplified
argument against precipitation blocking (Section 3.2). Finally, we
must emphasize that the force bunching indeed removes particles
from the loss cone, but the important quantity for precipitation is
the net effect of upward and downward pitch angle motion.

Most of our new and original results are related to very
oblique propagation, which was omitted in previous literature on
EMIC-induced precipitation. We have shown that the precipitation
of relativistic electrons by very oblique waves is comparable to
quasiparallel waves, except for electron energies corresponding to
high-order resonances (n < −4). Note that we are not making a
comparison to the routinely investigated purely parallel waves with
θk = 0° because in situ spacecraft measurements (Allen et al., 2015)
always show at least a small amount of obliquity. Nevertheless,
when we consider the increased scattering effects of very oblique
waves on counter-streaming electrons, bounce-averaged diffusion
might be significantly increased compared to quasiparallel waves.
Unfortunately, we do not know how strong the oblique EMIC
waves can be, as we are not aware of any study that shows the
distribution of wave power over WNA and frequencies. Van Allen
Probes observations presented by Saikin et al. (2015) suggest that
strong helium band waves (average wave power >0.1 nT2/Hz) have
a lower average WNA than weak waves (average wave power
from 0.01 nT2/Hz to 0.1 nT2/Hz). Nevertheless, strong waves with
θk > 60° atL = 5were occasionally detected, justifying our parameter
choice.

To our knowledge, the non-linear fractional resonances were
never described before in the context of EMIC–electron interaction.
They are, however, conceptually identical to the sub-cyclotron
resonance of electrons with whistler waves, which was studied by
Fu et al. (2015). Kramer et al. (2012) detected fractional resonances
in fusion devices in the context of ion drift-orbit resonance with
magnetohydrodynamic waves. Given the different physical settings,
the theoretical approach taken by Kramer et al. (2012) is not the
same as ours, but they arrive at a formula consisting of a multi-index
sum over a product of Bessel functions, not unlike our Eqs 38–40.
Non-linear interactions at fractions of the plasma frequency were
theoretically described by Lewak and Chen (1969) and used to
explain the observations made by the Alouette II spacecraft. The
EMIC-electron fractional resonances, especially the resonance of
order n = −1/2, might provide a possible explanation for the
precipitation of subrelativistic electrons (Hendry et al., 2017; 2019;
Capannolo et al., 2019) if we consider a high-density plasma where
the fundamental resonance energy can drop to 1 MeV (compare
with the ωpe dependence plotted in Figure 1). However, to evaluate
how competitive this mechanism is in comparison to the non-
resonant scattering (Chen et al., 2016; An et al., 2022), we need to
obtain a realistic distribution of wave power/amplitude over wave
normal angles, as mentioned earlier. Endeavors in this direction are
left for future study.

5 Derivation of fractional resonances

The existence of fractional resonances from Section 3.3 can be
derived from the equations of motion for an electron interacting
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with an elliptically polarized wave. We start by defining the wave
fields.

Ew = x̂E
w
x sinψ− ŷE

w
y cosψ+ ̂zE

w
z sinψ, (8)

Bw = x̂B
w
x cosψ+ ŷB

w
y sinψ− ̂zB

w
z cosψ, (9)

where Ew
x < 0 and Bw

y < 0 for left-hand polarized waves. The three
hatted vectors form the standard basis of a Cartesian system. The
wave phase seen by a particle with gyrophase φ is

ψ = ωt− kzz− kxρL sinφ+ const. ≡ ψB − βsinφ, (10)

and it includes the effects of finite Larmor radius (FLR) ρL through
the quantity

β =
γv⊥kx
Ωe
, (11)

while ψB represents the wave phase at the gyrocenter. The constant
initial phase will be dropped in the following analysis.

The equations of motion for an electron with the gyrocenter
at x = y = 0 propagating through the wave field on a homogeneous
background field B0‖ ̂z (field inhomogeneity is not important for the
following resonance spectrum analysis) can be written as

d(γvz)
dt
= e
m
(v⊥B

w
R sin(φ−ψ) + v⊥B

w
L sin(φ+ψ)

− Ew
z sinψ) ,

(12)

d (γv⊥)
dt
= e
m
((UR − vz)B

w
R sin(φ−ψ)

+ (UL − vz)B
w
L sin(φ+ψ)) ,

(13)

dφ
dt
= e
m
(
UR − vz
γv⊥

Bw
R cos(φ−ψ)

+
UL − vz
γv⊥

Bw
L cos(φ+ψ) −

Bw
z

γ
cosψ+

B0

γ
).

(14)

Here, we decomposed the wave field into left-hand and right-
hand circularly polarized components (Omura et al., 2019)

ER = E
w
R (x̂sinψ− ŷcosψ) , Ew

R =
Ew
x +E

w
y

2
, (15)

EL = E
w
L (−x̂sinψ− ŷcosψ) , Ew

L =
Ew
y −E

w
y

2
, (16)

BR = B
w
R (x̂cosψ+ ŷsinψ) , Bw

R =
Bw
x +B

w
y

2
, (17)

BL = B
w
L (x̂cosψ− ŷsinψ) , Bw

L =
Bw
x −B

w
y

2
, (18)

and defined the ratios

UR =
Ew

R

Bw
R
, UL =

Ew
L

Bw
L
, (19)

which are related to phase velocities (they reduce exactly to
phase velocities in the case of circularly polarized parallel-
propagating waves). In further calculations, we will also use the
normalized amplitude components Ωw

R = B
w
Re/m, Ωw

L = B
w
L e/m, and

Ωw
z = B

w
z e/m.

The average change in electron kinetic energy per one wave
period T can be expressed as

⟨
dEk

dt
⟩

T
= − e

T
∫
T

0
dt(v ⋅Ew)

= − e
T
∫
T

0
dt(v⊥ (E

w
R −E

w
L )cosφsinψ

− v⊥ (E
w
R +E

w
L ) sinφcosψ+ vzE

w
z sinψ) ,

(20)

where we used the decompositions from Eqs 15–18. Let us denote
the integrand I and restate it in the form

I = − e
T
(−v⊥ (E

w
R sin(φ−ψ) +E

w
L sin(φ+ψ)) + vzE

w
z sinψ) . (21)

We may now apply the Jacobi–Anger expansion (Abramowitz
and Stegun, 1965) and express the trigonometric functions in terms
of Bessel functions of the first kind.

sin(φ−ψ) = sin(φ−ψB + βsinφ) =
∞

∑
n=−∞

Jn−1 (β) sinζn

=
∞

∑
n=−∞

Jn (β) sinζn+1,
(22)

sin(φ+ψ) = sin(φ+ψB − βsinφ) = −
∞

∑
n=−∞

Jn+1 (β) sinζn

= −
∞

∑
n=−∞

Jn (β) sinζn−1,
(23)

sin (ψ)= sin(ψB − βsinφ) = −
∞

∑
n=−∞

Jn (β) sinζn, (24)

where

ζn = nφ−ψB (25)

is the relative phase angle for the nth resonance. Note that while
the changes in kinetic energy of electrons interacting with EMIC
waves are typically negligible, these small energy changes are directly
related to large changes in pitch angle through the particle motion
along resonant diffusion curves (Summers et al., 1998).

The non-linear effect of individual resonances is usually studied
by performing an expansion in vz about the nth resonance velocity.

VRn =
1
kz
(ω+

nΩe

γ
). (26)

Here, we instead expand the gyrophase to the first order of
perturbations due to wave—particle interactions and plug them into
the Jacobi—Anger expansions fromEqs 22–24.Wewriteφ ≈ φ0 +φ1
with

dφ0

dt
=

Ωe

γ
, (27)

dφ1

dt
= −

vz
γv⊥

Ωw
R cos(φ−ψ) −

vz
γv⊥

Ωw
R cos(φ+ψ) , (28)

where we have used the inequalities |UL|≪ |vz| and |UR|≪ |vz|
for EMIC waves and relativistic electrons, and we also removed
the Ωw

z term by focusing on low pitch angle regions where Ωw
z ≪

Ωw
R,Lvz/γv⊥. For simplicity, we will further neglect the perturbations

to vz and v⊥. In the case of v⊥, the factors in front of sines in Eq. 13,
divided by γv⊥, are the same as the factors in front of cosines in
Eq. 14, suggesting that the relative perturbations in v⊥ and φ are
comparable. However, v⊥ enters the computation either through
dφ1/dt, so we can consider that perturbation to be of second order,
or through β, which simply scales the FLR effects and can, thus, be
kept constant without losing information about resonant behavior.
In the case of vz , the approximation can be justified only for low pitch
angles since comparing the factors in Eqs 12, 14 sets the requirement
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v⊥/vz ≪ vz/v⊥ (vz enters directly into ψ through kzz = kzvzt, so the
perturbation would be of the first order if we did not use the low α
approximation).

To cut off the perturbation expansion, we replace ψ with ψB in
Eqs 27, 28. Then, by integrating φ1 over time, we can obtain the
gyrophase perturbation,

φ1 = −R1 sin(φ0 −ψB) − L1 sin(φ0 +ψB) . (29)

Here, we introduced the substitutions

R1 =
vz
v⊥

ΩR

ν1
, (30)

L1 =
vz
v⊥

ΩL

ν−1
, (31)

where

ν±1 =Ωe ∓ω± kzvz (32)

is a quantity expressing the deviation from the fundamental
resonances n = ±1.

Going back to the Bessel function expansion from Eqs 22–24,
we can now write

sinζn≈ sin(n(φ0 +φ1) −ψB)
= sin(nφ0 − nR1 sin(φ0 −ψB))cos(−ψB − nL1 sin(φ0 +ψB))
+ cos(nφ0 − nR1 sin(φ0 −ψB)) sin(−ψB − nL1 sin(φ0 +ψB)) .

(33)

Using the second form of the expansions, we can expand each of
the trigonometric functions from Eq. 35 into

sin(nφ0 − nR1 sin(φ0 −ψB))

= −
∞

∑
r=−∞

Jr (nR1) sin(r(φ0 −ψB) − nφ0) ,
(34)

cos(−ψB − nL1 sin(φ0 +ψB))

=
∞

∑
l=−∞

Jl (nL1)cos(l(φ0 +ψB) +ψB) ,
(35)

cos(nφ0 − nR1 sin(φ0 −ψB))

=
∞

∑
r=−∞

Jr (nR1)cos(r(φ0 −ψB) − nφ0) ,
(36)

sin(−ψB − nL1 sin(φ0 +ψB))

= −
∞

∑
l=−∞

Jl (nL1) sin(l(φ0 +ψB) +ψB) .
(37)

Since R1 and L1 are proportional to the relative wave magnetic
field Bw/B0, we can limit the summations to |r| ≤ 1 and |l| ≤ 1. As
a further simplification, we will limit the resonance number n to
−1,0,1, which is a reasonable approximation when β2 ≪ 1; i.e., when

pitch angles are low and θk is not too close to the resonance cone.We
then insert Eqs 34–37 into Eqs 33, 22 and finally obtain

sin(φ−ψ)≈ −
1

∑
n,r,l=−1

Jn (β) Jr ((n+ 1)R1) Jl ((n+ 1)L1)

× sin((r− n+ l− 1)φ0 + (l− r+ 1)ψB) ,
(38)

sin(φ+ψ)≈
1

∑
n,r,l=−1

Jn (β) Jr ((n− 1)R1) Jl ((n− 1)L1)

× sin((r− n+ l+ 1)φ0 + (l− r+ 1)ψB) ,
(39)

sin (ψ)≈ −
1

∑
n,r,l=−1

Jn (β) Jr (nR1) Jl (nL1)

× sin((r− n+ l)φ0 + (l− r+ 1)ψB) .
(40)

Comparing the prefactors of φ0 and ψB results in resonant
fractions.

qR = −
r− n+ l− 1
l− r+ 1

, (41)

qL = −
r− n+ l+ 1
l− r+ 1

, (42)

qz = −
r− n+ l
l− r+ 1
. (43)

Apart from the integer values (which represent fundamental and
harmonic resonances), the fractions can also evaluate to ±1/3, ±1/2,
±2/3, and ±3/2; other fractional values would appear if we extended
the summation range in n and removed the approximation β2 ≪ 1.

We now focus on the resonance −1/2, which contributes to
electron diffusionnearEk = 2 MeV inFigure 8C.The related relative
phase angle φ0 + 2ψB corresponds to resonance velocity

VR−1/2 =
1
kz
(ω−

Ωe

2γ
). (44)

Going back to the average change in energy defined in Eq. 21,
we can perform the Taylor expansion of Bessel function to the first
order and show that the termwithEw

R does not contribute to the−1/2
resonance, while the Ew

L term contributes to the integrand by

−
eγkxv⊥vzE

w
LΩ

w
R

2TΩeν1
, (45)

where we have used Eqs 30, 11. The Ew
z also has a non-zero

contribution to the integrand

−
ev2zE

w
z Ω

w
L

2Tv⊥ν−1
. (46)

Due to the terms Ew
LΩ

w
R and Ew

z Ω
w
L , the energy change caused

by −1/2 resonance scales with a square of the wave amplitude. On
the other hand, for the integer resonance terms with r = l = 0, the
quantities Ωw

R and Ωw
L disappear, and the scaling reduces to the first

power in amplitude. This analytical result explains the diminishing
of the −1/2 resonance in Figure 8 when the amplitude is decreased.
Notice that due to the term 1/ν−1, fractional resonances very close
to n = −1 retain non-negligible strength and contribute to resonance
broadening.
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The derivation provided in this section works for whistler-mode
waves as well, except for the approximations UR ≪ vz , UL ≪ vz .
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Whistler-mode waves play a critical role in shaping the Earth’s radiation belts,
and their spatiotemporal distribution is vital for forecasting and modeling
geospace weather. Previous works have extensively investigated the influences
of geomagnetic activities, such as storms and substorms, on the modification
of whistler-mode waves, but the direct impacts of solar wind disturbances have
received relatively less attention. Recently, increasing research has highlighted
the prompt impacts of solar wind dynamic pressure pulses on magnetospheric
whistler-mode waves. This paper reviews the current progress in this field,
specifically the prompt responses of chorus waves and plasmaspheric hiss
to the solar wind dynamic pressure pulses. It will summarize the underlying
mechanisms and pose some outstanding questions.

KEYWORDS

whistler-mode waves, solar wind-magnetosphere coupling, chorus, plasmaspheric hiss,
plasma wave instability

1 Introduction

Whistler-mode waves are very low-frequency (VLF) right-handed circularly polarized
electromagnetic emissions that are commonly observed in the magnetosphere (Laakso
and Blomberg, 2005; Anderson and Vasko, 2018). Depending on their spatial location,
whistler-mode waves are divided into chorus (outside high-density plasmasphere) and
plasmaspheric hiss (inside high-density plasmasphere or plume). Chorus waves typically
exhibit a structured and discrete emission pattern, with a frequency range of 0.1–0.8 fce
(equatorial electron cyclotron frequency) (Tsurutani and Smith, 1974; Tsurutani and Smith,
1977; Meredith et al., 2001; Santolík et al., 2003; Gao et al., 2017). In contrast, plasmaspheric
hiss is typically observed as an incoherent and structureless band, with a frequency range
from ∼0.1 kHz to several kilohertz (Russell et al., 1969; Thorne et al., 1973; Hayakawa and
Sazhin, 1992; Summers et al., 2008). Once plasmaspheric hiss leaks out of the plasmasphere,
it is referred to as exohiss (Russell et al., 1969; Thorne et al., 1973). Note that low frequency
chorus below 0.1 fce (Meredith et al., 2014; Cattell et al., 2015; Gao et al., 2016) and coherent
plasmaspheric hiss with fine structures (Summers et al., 2014; Tsurutani et al., 2015; Su et al.,
2018; Liu et al., 2020a) have also been reported. The fundamental role of whistler-mode
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waves in radiation belt dynamics has made them a subject of
considerable interest in the space-physics community. Through
cyclotron resonance, whistler-mode waves contribute to the
acceleration and loss of radiation belt electrons (Summers et al.,
2002; Horne et al., 2005; Reeves et al., 2013; Thorne et al., 2013b;
Su et al., 2014a; c; Xiao et al., 2014; Lyons and Thorne, 1973; Abel
and Thorne, 1998; Albert, 1994; Su et al., 2011; Nishimura et al.,
2013; Kasahara et al., 2018; Thorne et al., 2013a; Ni et al., 2014;
Breneman et al., 2015; Zhu et al., 2015; Li et al., 2017; Ma et al.,
2017; Zhang et al., 2019; Liu et al., 2020b). Through landau
resonance, plasmaspheric hiss is able to accelerate suprathermal
electrons (Woodroffe et al., 2017; Li et al., 2019; Wang et al.,
2020), and probably transfer energy toward the ionospheric
plasma (Wang et al., 2020). Thus, a detailed understanding
of the spatiotemporal distribution of whistler-mode waves is
of great importance for forecasting and modeling geospace
weather.

Storms and substorms are remarkable geomagnetic activities
caused by solar wind disturbances (McPherron et al., 1986;
Gonzalez et al., 1989; Gonzalez et al., 1999; Sergeev et al., 2012).
Their important role in modifying whistler-mode waves has been
extensively investigated (Wilson et al., 2011; Agapitov et al., 2013;
Li et al., 2013b; Tsurutani et al., 2018; Shi et al., 2019; Liu et al.,
2020a; Meredith et al., 2020; Meredith et al., 2021). However,
previous works commonly highlight the influences of electron
injection in the course of storms and substorms. In fact, there might
be variations in the magnetospheric plasma environment during
the initial phase of a storm (Gosling et al., 1967; Tsurutani et al.,
1995; Gonzalez et al., 1999; Samsonov et al., 2007) which could
also impact whistler-mode waves. Moreover, regarding solar wind
disturbances that are incapable of triggering storms or substorms,
there is a relative lack of studies on their influence on whistler-mode
waves. One of the most frequently observed solar wind disturbances
at 1 AU is the solar wind dynamic pressure pulses (Wu et al.,
1993; Dalin et al., 2002; Neugebauer, 2006; Zuo et al., 2015). They
are characterized by abrupt jumps or depressions in solar wind
dynamic pressure, corresponding to the positive or negative pressure
pulse, respectively. Solar wind dynamic pressure pulses are usually
associated with interplanetary shocks or other discontinuities
(Hudson, 1970; Dalin et al., 2002; Neugebauer, 2006; Zuo et al.,
2015). The fast-forward interplanetary shock (simply termed
interplanetary shock in the following), which is the most common
type of interplanetary shock, can be treated as a positive pressure
pulse (Kennel et al., 1985). As important manifestations of solar
wind-magnetosphere coupling, the prompt impacts of solar wind
dynamic pressure pulses on the magnetospheric current systems
(Zesta et al., 2000), particle fluxes (Lee et al., 2004; Zong et al., 2009;
Li et al., 2013a), and auroral activities (Zhou et al., 2009; Zhou et al.,
2017) have been investigated. Given the geoeffective nature of
solar wind dynamic pressure pulses, it is reasonable to expect the
prompt responses of magnetospheric whistler-mode waves to these
disturbances.

This paper reviews the recent progress in the prompt responses
of magnetospheric whistler-mode waves to solar wind dynamic
pressure pulses. Here the “prompt response” refers to variations in
whistler-mode waves occurring within several minutes (depending
on solar wind velocity) after the arrival of pressure pulses at the
magnetopause. Advanced magnetospheric missions such as the

Van Allen Probes (Mauk et al., 2013) and THEMIS (Angelopoulos,
2008), which carry various instruments including the Electric
and Magnetic Field Instrument Suite and Integrated Science
suite (EMFISIS) (Kletzing et al., 2013), the Energetic particle,
Composition and the Thermal plasma suite (ECT) (Spence et al.,
2013), the Electric Field and Waves (EFW) (Wygant et al.,
2013), the Search Coil Magnetometer (SCM) (Le Contel et al.,
2008), and the Electric Field Instrument (EFI) (Bonnell et al.,
2008), have provided high-quality and comprehensive data,
allowing for a detailed investigation into the underlying
mechanisms.

2 Prompt responses of chorus waves

Anisotropic energetic electrons from a few to tens of keV
provide the free energy for the excitation of chorus waves (Kennel
and Engelmann, 1966; LeDocq et al., 1998; Li et al., 2009; Su et al.,
2014b). Though the generation mechanism of chorus waves has
not been fully revealed, current works have proposed a widely
accepted scenario: the background thermal noise grows linearly to
a specific threshold wave amplitude for the further amplification
through nonlinear process (Omura et al., 2008; Katoh and Omura,
2013; Tao, 2014; Nakamura et al., 2016; Omura, 2021). Bymodifying
the linear and nonlinear wave growth processes, solar wind
dynamic pressure pulses can cause the prompt response of chorus
waves.

The modification of equatorial energetic electron fluxes by
pressure pulses can alter the chorus wave intensity. Fu et al.
(2012) reported a chorus intensification in response to an
interplanetary shock using THEMIS observations. The shock
compression increased the magnetic field strength and triggered
PC4-5 ultra-low-frequency (ULF) waves, which further enhanced
the temperature anisotropy of energetic electrons through local
betatron acceleration and radial diffusion processes.These increased
the maximum linear growth rate by 50%, resulting in chorus
intensification. Peng et al. (2020) also reported such compression-
related chorus intensifications associated with adiabatic acceleration
of energetic electron fluxes using MMS observations. In contrast,
Liu et al. (2017a) reported a sudden disappearance of chorus
waves triggered by an interplanetary shock. The shock produced a
drastic increase in dynamic pressure which compressed the dayside
magnetopause earthward to about L = 7, abruptly eliminating
the preexisting dayside chorus waves and the associated source
electrons.

As well as impacting the local energetic electron populations,
solar wind dynamic pressure pulses can also affect the background
magnetic field configuration and consequently the nonlinear growth
process of chorus. Zhou et al. (2015) analyzed 20 interplanetary
shock events which occurred between 1 January 2008 and 31
December 2014 with simultaneous observations of chorus waves
made by three THEMIS satellites, and found that the chorus
intensification events preferentially occurred at high L shells (greater
than 8) and on the dayside (MLT from 6 to 18). Utilizing
the TS04 geomagnetic mode (Tsyganenko and Sitnov, 2005),
they showed that the background magnetic field configurations
became more homogeneous (a smaller background magnetic field
gradient) following shock compression, which is favorable for
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the nonlinear growth of chorus (Omura et al., 2008; Katoh and
Omura, 2013). Zhou et al. (2015) claimed there were no significant
changes in the energetic electron distribution to be responsible
for the chorus intensifications, contrary to the interpretation of
Fu et al. (2012). Liu et al. (2017b) reported a sudden disappearance
of chorus waves triggered by a negative pressure pulse using
THEMIS observations. The negative pulse caused no significant
changes in the background plasma populations associated with the
generation of chorus waves, but an increase in backgroundmagnetic
field inhomogeneity. Liu et al. (2017b) proposed that the dayside
geomagnetic field configuration with the enhanced inhomogeneity
became unfavorable for the nonlinear growth of chorus, which can
be interpreted as an “inverse” process of that described in Zhou et al.
(2015).

Recently, a statistical study was conducted by Jin et al. (2022)
to investigate the immediate impacts of dynamic pressure pulses,
both positive and negative, on inner magnetospheric chorus waves.
The study analyzed Van Allen Probes data from 2012 to 2019
and demonstrated that a stronger pulse has a greater likelihood
of changing the chorus amplitude particularly on the dayside.
Specifically, positive pulses were associated with an enhancement in
chorus amplitudes, while negative pulses resulted in a weakening of
thesewaves.Thedisappearance of choruswaves triggered by positive
pulses due to the losses of source electrons to the magnetopause
(Reeves et al., 2003; Ukhorskiy et al., 2006; Turner et al., 2012) has
not been observed in the inner magnetosphere in this work. As
supported by direct observations, these pulses alter the linear growth
of waves bymodifying energetic electron distributions. On the other
hand, geomagnetic field modeling indicates no significant changes
in the background magnetic field inhomogeneity controlling the
nonlinear growth threshold of waves. The inconsistency between
this result and previous works (Zhou et al., 2015; Liu et al., 2017b)
which investigated chorus waves in the outer magnetosphere (8
<L<12) can be attributed to the low sensitivity of equatorial
magnetic field inhomogeneity to solar wind disturbances in the
inner magnetosphere.

3 Prompt responses of plasmaspheric
hiss

The generation mechanism of plasmaspheric hiss remains
a topic of intense debate. Two main categories of candidate
mechanisms have been proposed: 1) internal generation, which
involves the linear or nonlinear amplification of ambient
electromagnetic noise by unstable energetic electrons inside the
plasmasphere (Thorne et al., 1979); 2) external origination, which
involves the entry of lightning-associated whistlers or source chorus
to the plasmasphere (Church and Thorne, 1983; Draganov et al.,
1992; Green et al., 2005; Bortnik et al., 2008; Bortnik et al., 2009;
Chen et al., 2009; Li et al., 2015). An identification of plasmaspheric
hiss with different generation mechanisms is based on the
wave Poynting fluxes, where the internally-generated hiss has
poleward uni-directional Poynting fluxes near its source region
before undergoing magnetospheric reflections, and the externally-
originated hiss has bi-directional Poynting fluxes. Studying
the prompt impacts of solar wind dynamic pressure pulses on

plasmaspheric hiss provides an opportunity to examine the wave
generation mechanisms.

For the externally-originated plasmaspheric hiss, variations
of source chorus triggered by solar wind pressure pulses
can subsequently cause corresponding responses within the
plasmasphere. As introduced in the previous section, an intense
interplanetary shock can eliminate energetic electrons and chorus
waves on the dayside outer magnetosphere (Liu et al., 2017a),
and a negative solar wind dynamic pressure pulse can cause
the disappearance of chorus waves by enhancing the dayside
magnetic field inhomogeneity (Liu et al., 2017b). In both cases,
the plasmaspheric hiss ceased as a result of the quenching of source
chorus. A similar event to that of Liu et al. (2017a) has been lately
reported by Chakraborty et al. (2021). It also should be mentioned
that, by using the conjunctive observations from three satellites of
Van Allen Probes and THEMIS, Liu et al. (2017b) observed for the
first time the simultaneous disappearances of chorus, plasmaspheric
hiss, and exohiss over a vast region on the dayside, providing
direct observational evidence for the link between different types of
magnetospheric whistler-mode waves.

Another important factor affecting the externally-originated
plasmaspheric hiss is the propagation of source chorus into the
plasmasphere. Su et al. (2015) gave the first report on the shock-
induced disappearances of plasmaspheric hiss observed by the
Van Allen Probes. The hot electron fluxes were expected to be
increased through adiabatic process after shock, which could favor
the excitation of chorus. However, the increased hot electron fluxes
also enhanced the Landau damping for obliquely propagating
chorus waves, thus leading to the quenching of plasmaspheric
hiss by damping the chorus before it can enter the plasmasphere.
Later, Yue et al. (2017) conducted a statistical study on the prompt
responses of whistler-mode waves to fast forward shocks using the
Van Allen Probes and THEMIS missions. The statistical results
showed that chorus waves were intensified following shock arrival
at all MLTs, which is consistent with the results for positive
pressure pulses in Jin et al. (2022). In contrast, plasmaspheric hiss
mainly disappeared/weakened on the dayside and intensified on
the nightside, which cannot be explained solely by the variations
of source chorus. Such different dependences of chorus and
plasmaspheric hiss on the solar wind dynamic pressure have also
been reported recently by Tang et al. (2023). Through simple ray
tracing modeling, Yue et al. (2017) found that a more stretched
magnetic field configuration on the nightside caused by shock
compression favors the entry of chorus waves with more field-
aligned wave normal into the plasmasphere, which are generally the
majority of observed chorus waves in the equatorial region (Burton
and Holzer, 1974; Goldstein and Tsurutani, 1984; Santolík et al.,
2014a; Santolík et al., 2014b; Hartley et al., 2019). It also should be
noticed that the occurrence of oblique chorus waves increases close
to the plasmapause on the nightside (Li et al., 2016), which may
make this less favorable. Generally, these results qualitatively explain
the enhancements of plasmapsheric hiss on the nightside. Yue et al.
(2017) proposed that the weakening of plasmaspheric hiss on the
dayside can be attributed to the enhanced Landau damping from
the observed enhancements in suprathermal electron flux (Su et al.,
2015). Another possibility could be related to the abrupt erosion
of the plasmapause caused by the shock compression. It has been
shown that the presence of azimuthal density gradients associated
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with plasmaspheric plumes allows for a broader range of chorus
wave normal angles to propagate into the plasmasphere (Chen et al.,
2009; Hartley et al., 2019; Hartley et al., 2022). As such, the absence
of azimuthal density gradient or plume after shock compression
might reduce the amount of source chorus that can propagate into
the plasmasphere and evolve into plasmaspheric hiss.

Compared to the externally-originated plasmaspheric hiss, there
has been relatively little research on the prompt response of
internally-generated hiss to solar wind dynamic pressure pulses.
Two plausible explanations for this are: 1) some solar wind dynamic
pressure pulses may not be strong enough to affect the plasma
environment associated with whistler-mode wave generation in the
plasmasphere within synchronous orbit; 2) due to the overlapping
of different whistler rays, it is difficult to identify internally-
generated plasmaspheric hiss through uni-directional Poynting
fluxes. Nonetheless, there is still observational evidence showing the
direct impact of dynamic pressure pulses on internally-generated
plasmaspheric hiss. Fu et al. (2021) reported a frequency-dependent
response of plasmaspheric hiss to an interplanetary shock. Based on
wave Poynting fluxes, they found that hiss waves with frequencies
below 3.5 kHz (∼0.18 fce) probably originated from chorus waves
outside the plasmasphere, while hiss waves with frequencies above
3.5 kHz were generated near the local magnetic equator. A recent
statistical work has proposed the combination of these two different
generation mechanisms as the origin of banded plasmaspheric
hiss (Ni et al., 2023). The interplanetary shock changed magnetic
field configuration and weakened hiss waves below 3.5 kHz by
preventing the entry of source chorus into the plasmasphere, which
is coincident with the scenario in Yue et al. (2017). Note the shock
compression could also change the position of minimum B pockets
where source chorus is generated (Tsurutani et al., 2019) and the
Landau damping rate along the raypaths (Su et al., 2015), which both
affect the propagation of the source chorus into plasmasphere and
need further studies. In contrast, the shock-induced acceleration
of hot electron fluxes intensified the hiss waves above 3.5 kHz.
Recently, Liu et al. (2022) reported the evolution of internally-
generated plasmaspheric hiss during a heliospheric plasma sheet
(HPS) in the dusk-side plasmasphere (L ∼6.7, MLT ∼16.8). The
long duration impingement of high-density solar wind HPS onto
the magnetosphere produced hot anisotropy electrons and caused
excitation of plasmaspheric hiss. The subsequent cessation of the
HPS led to decreases in hot electron fluxes and the prompt
disappearance of the compression-related plasmaspheric hiss. Here,
the cessation of the HPS can be treated as a negative solar wind
dynamic pressure pulse. The hot proton fluxes and EMIC waves
also exhibited similar evolutions in this event, highlighting the
importance of solar wind conditions for Earth’s space weather.

4 Discussion and conclusion

As a new consequence of solar wind-magnetosphere coupling,
the prompt responses of magnetospheric whistler-mode waves
to solar wind dynamic pressure pulses has attracted increasing
interest in recent years. The prominent effects of solar wind
dynamic pressure pulse on themagnetospheric plasma environment
associated with whistler-mode waves include: 1) influences of

magnetopause movements on electron drift paths; 2) adiabatic
variations of energetic electron fluxes caused by sudden changes
in magnetic field intensity; 3) acceleration of energetic electrons
by compression-related ULF waves; 4) the variation of magnetic
field configuration due to the movement of field lines; 5) variations
of cold plasma density and plasmasphere structure. In general,
the influences to the whistler-mode waves can be summarized as:
1) variations of electron populations can modify the linear wave
growth process or the Landau damping (Fu et al., 2012; Su et al.,
2015; Jin et al., 2022); 2) variations of both electron populations and
magnetic field configuration control the nonlinear growth process
(Omura et al., 2008; Katoh and Omura, 2013; Omura, 2021); 3) the
magnetic field configuration and cold plasma density determine
the raypaths of whistler-mode waves (Chen et al., 2009; Yue et al.,
2017; Hartley et al., 2019; Hartley et al., 2022). For chorus waves and
internally-generated plasmaspheric hiss, their prompt responses to
the solar wind dynamic pressure pulse are directly linked to the
local linear or nonlinear growth processes. For plasmaspheric hiss
originated from chorus waves, their prompt responses are associated
with both the intensity of source chorus and the accessibility of
source chorus into the plasmasphere.

Recent studies investigating the prompt impacts of solar wind
dynamic pressure pulses on magnetospheric whistler-mode waves
have enhanced our understanding of the wave spatiotemporal
distribution and generation mechanism. However, several questions
remain open, for instance, whether there is a frequency dependence
in the response of chorus waves to solar wind dynamic pressure
pulses? Can we make a further step in clarifying the plasmaspheric
hiss generation mechanisms by statistically analyzing their prompt
response to solar wind dynamic pressure pulses? Current studies
mainly focus on the variations ofwave intensity triggered by pressure
pulses, are there any variations in wave frequencies? How do solar
wind dynamic pressure pulses affect the propagation process of
whistler-mode waves by altering the background magnetic field
configuration? The impacts of solar wind dynamic pressure pulses
on whistler-mode waves can last for how long, and to what extent do
these affect radiation belt electron dynamics? In the future, detailed
simulations including the event-specific parameters and statistical
analyses using more comprehensive data set are required for a better
knowledge.
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We present a reconstruction of radiation belt electron fluxes using data
assimilation with low-Earth-orbiting Polar Orbiting Environmental Satellites
(POES) measurements mapped to near equatorial regions. Such mapping is
a challenging task and the appropriate methodology should be selected.
To map POES measurements, we explore two machine learning methods:
multivariate linear regression (MLR) and neural network (NN). The reconstructed
flux is included in data assimilation with the Versatile Electron Radiation Belts
(VERB) model and compared with Van Allen Probes and GOES observations.
We demonstrate that data assimilation using MLR-based mapping provides
a reasonably good agreement with observations. Furthermore, the data
assimilation with the flux reconstructed by NN provides better performance in
comparison to the data assimilation using flux reconstructed by MLR. However,
the improvement by adding data assimilation is limited when compared to the
purely NN model which by itself already has a high performance of predicting
electron fluxes at high altitudes. In the case an optimizedmachine learningmodel
is not possible, our results suggest that data assimilation can be beneficial for
reconstructing outer belt electrons by correcting errors of a machine learning
based LEO-to-MEO mapping and by providing physics-based extrapolation to
the parameter space portion not included in the LEO-to-MEO mapping, such as
at the GEO orbit in this study.

KEYWORDS

radiation belts, neural network, multiple linear regression, VERB code, data assimilation,
machine learning

1 Introduction

The radiation belts consist of electrons and protons trapped by the Earth’s magnetic field
(Lyons and Thorne, 1973) and are a major source of damaging space weather effects on
near-Earth spacecraft. The inner electron belt is located typically between 1.2 and 2.0 Earth
radii RE, while the outer belt extends from about 3 to ∼8 RE. Relativistic electron fluxes in
the outer belt are highly variable; this variability is due to the competing effects of source and
loss processes, both of which are forced by solar-wind-drivenmagnetospheric dynamics and
by resonant interactions of plasma waves and particles (Thorne, 2010; Shprits et al., 2008a;
2008b).

Frontiers in Astronomy and Space Sciences 01 frontiersin.org44

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2023.1072795
https://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2023.1072795&domain=pdf&date_stamp=2023-05-17
mailto:dkondras@atmos.ucla.edu
mailto:dkondras@atmos.ucla.edu
https://doi.org/10.3389/fspas.2023.1072795
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fspas.2023.1072795/full
https://www.frontiersin.org/articles/10.3389/fspas.2023.1072795/full
https://www.frontiersin.org/articles/10.3389/fspas.2023.1072795/full
https://www.frontiersin.org/articles/10.3389/fspas.2023.1072795/full
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Drozdov et al. 10.3389/fspas.2023.1072795

Understanding the mechanisms of build-up and decay of
radiation belt electron fluxes is one of the fundamental problems of
modern space physics having an important application in relation to
human technological systems. While significant progress has been
achieved in understanding the electron radiation belt dynamics
using physics-based models, it is still incomplete, due to the limited
number of satellites in mapping the global radiation environment
in space at any given time. Here, data assimilation techniques
become very important and helpful, as they combine measurements
that are irregularly distributed in space and time with a physics-
based model to estimate the evolution of the system’s state in
time; both the model and observations typically include errors. The
Kalman filter (K-filter, hereafter) (Kalman, 1960) technique of data
assimilation represents so-called sequential filtering or sequential
estimation, and its various generalizations have been successfully
applied in various engineering fields, including autonomous or
assisted navigation systems, as well as in atmospheric, oceanic, and
climate studies (Ghil and Malanotte-Rizzoli, 1991; Kalnay, 2003).
Data assimilation for radiation belts by K-filter techniques had
been pioneered at UCLA in collaboration with Richard Thorne
and Michael Ghil (Kondrashov et al., 2007; Shprits et al., 2007;
Daae et al., 2011; Kondrashov et al., 2011) starting with the Versatile
Electron Radiation Belt (VERB) 1-D code, where only radial
diffusion is included, similar to study of (Koller et al., 2007) about
the same time. For the VERB-3D code, where the state vector is of
a very large size O(106 − 107) and the computational requirements
of the standard K-filter become very large, Shprits et al. (2013)
developed a novel efficient approximation of a K-filter inspired
by the operator splitting technique. This method still applies the
standard formulation of a K-filter, but only for the 1D diffusion
operators of VERB-3D model in L-shell, energy, and pitch-angle,
thus operating sequentially onmatrices ofmuch smaller size for each
grid line. Utilizing the split-operator technique, the first operational
data-assimilative radiation belt forecast model was developed at
UCLA (e.g., Kellerman et al., 2014; Shprits et al., 2023). Additionally,
the approach of using data assimilation with the VERB model was
successfully used to study radiation belt source and lossmechanisms
(Cervantes et al., 2020a; Cervantes et al., 2020b), although so far no
reconstructed measurements based on LEO observations were used
for data assimilation. Recently, K-filter type approaches have been
extended into a complex high-dimensional magnetosphere model,
where it has been demonstrated that missing physics in globalMHD
models can be successfully compensated for by data assimilation,
namely that pressure gradients in the inner magnetosphere can be
generated via the imposition of an observed low-latitude current
system (Merkin et al., 2016).

Before the launch of the Van Allen Probes (Mauk et al.,
2013) that provided unprecedented measurements of the radiation
belts, several works attempted reconstruction of the electron flux
variation at geostationary orbit using a neural network (e.g.,
Koons and Gorney, 1991; Fukata et al., 2002; Ling et al., 2010;
Kitamura et al., 2011), which was important for space weather
applications and for the understanding of the physical processes
driving radiation belt dynamics.The neural network approach of the
electron flux prediction showed decent agreement with observations
and other models (Perry et al., 2010). Lately, machine learning
methods including neural networks became increasingly commonly
used in reconstructing and forecasting relativistic electrons in

radiation belts, using solar wind conditions, geomagnetic indices
and other inputs (e.g., Batusov et al., 2018; Pires de Lima et al., 2020;
Sarma et al., 2020; Chu et al., 2021; Landis et al., 2022; Ma et al.,
2022; Wing et al., 2022; Zhelavskaya et al., 2016; 2017; 2018; 2021).

Kanekal et al. (2001) have found a remarkable global coherency
in ultrarelativistic electron populations (>2MeV) throughout the
outer zone observed on satellites in distinct orbits, ranging from
polar low-Earth to geosynchronous altitudes. Recently, Chen et al.
(2016) have established cross-energy, cross-pitch-angle coherence
between the trapped MeV electrons observed by Van Allen-
Probes and precipitating 100 s of keV electrons at LEO. These
findings naturally motivated more studies and model development
on forecasting and nowcasting of outer belt electrons using LEO
measurements.

Chen et al. (2019) developed a linear filter model to predict
distributions of electrons within Earth’s outer radiation belt using
measurements from the Polar Operational Environmental Satellite
(POES) and LANLGEO.This PreMevEmodel provided a prediction
spanning several hours as well as a 1-day forecasts of the
spin-averaged ∼MeV radiation belt electrons near the equator.
The extended PreMevE 2.0 (Pires de Lima et al., 2020) and 2E
(Sinha et al., 2021) models further evaluated multiple machine
learning models that fall into four different classes of linear and
neural network architectures and utilized electron intensities from
Polar Operational Environmental Satellite (POES) and LANL GEO
to map into 1 MeV and >2MeV trapped spin-averaged electron
fluxes with the focus on extended prediction (up to 2 days), taking
as input also solar wind parameters.

Claudepierre and O’Brien (2020) also developed the neural net
SHELLSmodel nowcasting daily 350 keV and 1 MeV electron fluxes
in the outer radiation belt by using as input the electron fluxes
from the POES satellite, and the model was built for spin-averaged
flux. A new version of the SHELLS model was recently developed
by Boyd et al. (2023) which incorporates the radial, angular and
energy dependence as well as finer temporal resolution, and can
accurately nowcast the outer electron radiation belt dynamics
using both out-of-sample data from the Van Allen Probes and
GPS.

In this work, we use machine learning to enhance existing
satellite observations for data assimilation purposes. Our main goal
is to build a model that will map the low-Earth-orbit satellite data to
near-equatorial regions. Mapping the POES data to the equatorial
region enables data assimilation (DA) of the electron radiation
belts with the Versatile Electron Radiation Belt (VERB) code, in
particular providing the state of the radiation belts in the wide range
of equatorial pitch-angles and energies. The fully reconstructed
state of the radiation belts is particularly useful for space weather
applications, as it allows to fly virtual satellites with arbitrary orbital
parameters. Using POES data is ideal for this task because of its long
history and availability in the near future.

Our work extends earlier studies and is different in several
important ways. First, we use POES data for mapping (nowcasting)
the newly available Van Allen Probes ECT dataset (Boyd et al.,
2021) in an extended range of available energies and equatorial
pitch angles, which is essential for the DA and radiation belts
reconstruction because it is necessary for the computation of the
PSD in the adiabatic invariant space, that is used in the physics-
basedmodel, e.g. VERB. Secondly, we explore twomachine learning
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methods for mapping: multivariate linear regression (MLR) and
neural net (NN).

This is an initial study that is aimed to test if the considered
machine learning models (MLR and NN) can be used by data
assimilation to reconstruct radiation belts. We test the entire
workflow including first mapping to the equator and then
assimilating ML model results into the VERB model. In the
particular case described in this study, we only use POES satellites
(specifically, NOAA-15, NOAA-16, NOAA-18, and NOAA-19) for
mapping from LEO to MEO (Van Allen Probes), to reconstruct
the entire radiation belts and along any satellite trajectory, such
as GOES. Furthermore, data assimilation allows us to combine
measurements fromdifferent sources anddifferent satellites, and this
will be explored in future studies.

To summarize, the machine learning (ML) based mapping of
LEO to MEO can be interpreted as creating high-quality Van
Allen Probes-like satellite measurements even after the end of the
Van Allen Probes mission, and which can be used to reconstruct
radiation belts via data assimilation. Such use of ML-based “virtual
satellite” is a very powerful and novel concept that could be
potentially applied to other Earth sciences. Our approach represents
the combination of physics-based (via data assimilation with VERB)
and ML approaches, known as gray box (Camporeale, 2019), and
takes into account errors (uncertainties) in both.

2 Data and methods

2.1 Data

In this study, we utilize measurements from the National
Aeronautics and Space Administration (NASA) Van Allen Probes
(Mauk et al., 2013) and from theNational Oceanic andAtmospheric
Administration (NOAA) Polar Orbiting Environmental Satellites
(POES) (Evans and Greer, 2004).

The Van Allen Probes included two identical spacecraft (RBSP-
A and RBSP-B) that were orbiting through the Earth’s radiation
belts between a perigee and apogee of 1.1 and 5.8 RE (medium
Earth orbit, MEO), respectively, with a low inclination (∼10°).
Each probe maintains an orbital period of 9 h, providing near-
equatorial electron measurements. On board the satellites are
multiple instruments that are a part of the Energetic Particle,
Composition andThermal Plasma Suite (ECT) (Spence et al., 2013),
providing the measurements of electrons in a wide energy range
(from 1 eV up to 20 MeV). In this study, we use a new ECT data
product that incorporates the pitch-angle-resolved electron flux
measurements on a consistent cross-calibrated data set (Boyd et al.,
2021). Figure 1A illustrates 1 month of electron flux measurements
at local pitch angle αloc = 90° with corresponding equatorial pitch-
angle coverage on Figure 1B.

The POES are multiple Sun-synchronous low-orbiting satellites
(altitude of ∼800 km or lower Earth orbit, LEO), which provide
comprehensive coverage in L-shell and magnetic local time (MLT).
The orbital period of each satellite is ∼100 min. The satellites
provide measurements with two telescopes oriented to zenith (0°)
and perpendicular (90°). Two telescopes enable us to distinguish
between particles in the loss cone and trapped (or quasi-trapped)

population. In this study, we use 4 satellites: NOAA-15, NOAA-
16, NOAA-18, and NOAA-19. We use a contamination-corrected
dataset of differential electron flux that is available from 1998
until 11 May 2014 (Peck et al., 2015). In this study, we limit
the energy range in the selected dataset from ∼30 keV up to
∼1.9 MeV, providing 20 energy channels. Figure 1C shows electron
flux measurements from a single POES satellite (NOAA-15) using
the perpendicular telescope-maximizing corresponding equatorial
pitch-angle coverage on Figure 1D. In comparison to the Van Allen
Probes, observations from POES are limited in equatorial pitch-
angle coverage but have a much finer temporal resolution, which
makes them highly advantageous for the reconstruction of the
radiation belts.

GOES spacecraft at geosynchronous orbit measures electrons in
several integral flux channels using the Energetic Proton, Electron,
and Alpha particle Detector (EPEAD) (e.g., Rodriguez et al., 2014).
In this study we use >800 keV and >2 MeV channels and calculate
differential electron flux between those energies usingGaussian fit of
the spectrum. We use 2 spacecraft available for the time of interest,
GOES-13 and GOES-15.

For all missions, the adiabatic invariants μ, K, and L* (Roederer,
1970) are computed with The International Radiation Belt
Environment Modeling (IRBEM) library, utilizing the International
Geomagnetic Reference Field (IGRF) internal field model, and the
T89 external field model (Tsyganenko, 1989).

2.2 Versatile electron radiation belt (VERB)
code

Theadiabaticmotion of energetic charged particles in these belts
consists of three basic periodic components: gyro-motion about
Earth’s magnetic field lines; bounce motion of the gyration center
up and down a given magnetic field line; and the azimuthal drift of
particles around the Earth, perpendicular to the meridional planes
formed by the magnetic polar axis and the field lines. There are
three adiabatic invariants, each associatedwith one of thesemotions,
and by averaging over the gyro, bounce, and drift motions, we
can describe the evolution of the particles’ phase-space density
(PSD) solely in terms of these invariants — (μ, J,Φ), respectively.
In the collisionless magnetospheric plasma, resonant wave-particle
interactions provide the dominant mechanism for violation of the
adiabatic invariants, resulting in changes in the outer radiation belt
structure. For small wave amplitudes and a broad wave spectrum,
such resonant interaction can be described within a framework of
the quasi-linear (QL) theory, which is based on the 3-D Fokker-
Planck diffusion equation (Shultz and Lanzerotti, 1974). The three-
dimensional Versatile Electron Radiation Belt (VERB-3D) code
(Subbotin and Shprits, 2009) solves the Fokker-Planck equations for
PSD of electrons f written in term operators describing the radial
diffusion, equatorial pitch angle (αeq) and energy (or momentum p)
diffusion:

∂ f
∂t
= 1
G

∂
∂L* (GDL*L*

∂ f
∂L*)+

1
G

∂
∂p
(GDpp

∂ f
∂p
)

+ 1
G

∂
∂αeq
(GDαeqαeq

∂ f
∂αeq
)−

f
τ
,

(1)
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FIGURE 1
Example of the data used in this study: (A) Van Allen Probes observation from RBSP-A satellite (ETC data set), 1 MeV electron flux and (B) corresponding
equatorial pitch angle αeq. (C) POES observations from NOAA-15 satellite (SEM2Peck data set), 0.97 MeV electron flux and (D) corresponding equatorial
pitch angle αeq. (E) Kp index.

where G = 8πR3
E

m0
ps sin(2αeq)L

*2T(sin(αeq)) is the Jacobian of the
transformation from an adiabatic invariant system (μ, J,Φ) to
(p,αeq,L*); L* is a form of the third invariant Φ; m0 is the
particle’s rest mass; RE is Earth’s radius; and T (sin(αeq)) is a
function corresponding to the bounce frequency Shultz and
Lanzerotti (1974). The diffusion coefficients DL*L* , Dpp, Dαeqαeq
of Eq. 1 incorporate radial and energy diffusion and pitch angle
scattering, respectively, and are estimated using QL diffusion
theory and statistical hiss and chorus wave properties (Brautigam
and Albert, 2000; Zhu et al., 2019). The mixed terms are not

included for simplicity of the use of the VERB code in data
assimilation (see Section 2.3). The lifetime parameter τ accounts
for electron losses due to collisions with neutral particles, which
is modeled by setting up lifetimes equal to the quarter bounce
time for electrons inside of the loss cone and infinite outside of
the loss cone. The VERB model was successfully validated on time
scales from several months to several years (e.g. Drozdov et al.,
2015; Drozdov et al., 2017; Zhu et al., 2019; Drozdov et al.,
2020; Wang et al., 2020; Drozdov et al., 2021; Saikin et al.,
2021).
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FIGURE 2
Observed and reconstructed using NOAA-15 satellite electron flux at 1 MeV and αeq =75° for the training/testing period of 1 year from 01 March 2013
until 01 March 2014. (A) Van Allen Probes observations. (B) Reconstructed with multivariate linear regression analysis flux. (C) Reconstructed with
neural network flux. (D) Kp index.

2.3 Data assimilation (DA)

By using common nomenclature for data assimilation (DA),
in the K-filter formulation for a numerically discretized model
(such as VERB-3D), the observational data yo and dynamically
evolving fields of the model forecast xf are combined into
analysis xa:

xak+1 =Mkx
f
k +Kk (y

o
k −Hkx

f
k) (2)

Here xk represents a state column vector composed of all model
variables on a numerical grid–for our case, it is PSD f in Eq. 1,
k is the time-stepping index, and the time-dependent matrix
Mk of the VERB numerical model is obtained by numerically
discretizing the partial differential equations that govern the physical
system under study, i.e. Fokker-Plank equations for PSD (Eq. (1)).
The use of the full Kalman filter for a three-dimensional model
is a challenging task, as it requires the operation of O(N3) in
computational complexity, where N is the number of all points in

Frontiers in Astronomy and Space Sciences 05 frontiersin.org48

https://doi.org/10.3389/fspas.2023.1072795
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Drozdov et al. 10.3389/fspas.2023.1072795

FIGURE 3
Observations and reconstruction using NOAA-15 satellite electron flux at 1 MeV and αeq =75° for the interval outside of the training/testing period, from
01 April 2014 until 01 May 2014. (A) Van Allen Probes observations. (B) Reconstructed with multivariate linear regression analysis flux. (C) Reconstructed
with neural network flux. (D) Kp index.

the grid. In this study, we use a 31 × 30 × 29 grid in the coordinates
of L*,p,αeq, respectively. Instead of using the full Kalman filter, we
use an alternative method of split-operator approach Shprits et al.
(2013), where the Kalman filter is applied for each grid direction.
ThemodelmatricesMk correspond to each of the diffusion operators
in Eq. 1. The grid is selected to cover the L* ∈ [1,7], with pitch
angle and energy covering αeq ∈ [0.3°,89.7°],E ∈ [0.01,10] MeV at
L* = 7.

The matrixHk represents a map between the model state xk and
the observations of that state. The last term on the right-hand side of
Eq. 2,

zk ≡ y
o
k −Hxf

k, (3)

is the innovation vector that represents the mismatch between the
model and observations and is used to drive the model state closer
to the observations.
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Specifying the model and observational errors Q and R allows
us to follow the time evolution of the forecast-error Pf and analysis-
error Pa covariance matrices.

This knowledge of the error-covariance matrices provides, in
turn, the optimal Kalman gain matrix Kk, which gives the proper
weight to the observations vs. the model prediction:

P f
k =MkP

a
k−1M

T
k +Qk,

Pa
k = (I−KkHk)P

f
k,

Kk = P
f
kH

T
k(HkP

f
kH

T
k +Rk)

−1
.

(4)

Information obtained in the error-covariance matrices is crucial in
modifying the state vector xk in observation-void regions.

In the standard formulation of the Kalman filter, the noise
covariances Q and R are assumed to be known. This rarely
happens in practice, and usually, some simple approximations are
made. Assuming the log-normal distribution of errors for PSD
and uncorrelated errors in different locations, both Q and R are
specified as diagonal matrices, and the diagonal terms of Q and
R are taken simply as ζo,m f2o,m, where f2o,m is the observed or
modeled PSD value, and ζo,m is a specified factor corresponding
to observational or model error (Kondrashov et al., 2011). This
heuristic approach worked well in previous DA studies using
VERB. Note that the exact values of ζo,m are not important: it
is their respective ratio that determines the weight given to the
observations vs. the model solution in the analysis, or update,
the step of the data assimilation. In this study, we use ζo = 0.5
and ζm = 0.5.

2.4 Multivariate linear regression model
(MLR)

To map POES measurements to the high equatorial pitch-angle
region, we use the following data processing. Van Allen Probes data
is interpolated into the regular grid of equatorial pitch angles from
5° to 85° with a step of 10°. Then the data is interpolated onto the
same energy grid as the energy channels on the POES satellites. The
interpolated flux fromRBSP-A and RBSP-B is merged and binned in
time and L* (jbinnedRBSP ). For the binning, we use a time step of 3 h and a
L* step of 0.1.

Next, we calculated the standard deviation of the log10 of
POES flux (j) at all POES energies and found very high variations
as revealed by very high standard deviation values. The high
variation of the flux is considered to be an outlier of the
unrealistically low or high values of the measured fluxes. To remove
the unrealistic measurements, we exclude the data that is below
the threshold based on the visual inspection of measurements.
The threshold is calculated for the 1-year period of 01 March
2013–01 March 2014 for each energy channel for the entire
L* range

threshold = 10<log10(j)−std(log10(j))/4> (5)

The results of this method were inspected at all energies for
several months of POESmeasurements.The inspection included the
analysis of the flux vs. L* dependence with a determined threshold
level. The threshold level was selected to be significantly below the
reliable flux level.

To obtain the extrapolated pitch-angle distribution, we assume
a simplified functional dependence of the flux as shown by the
following equation:

j(αeq) = j0 ⋅ sin(αeq) (6)

where αeq is an equatorial pitch angle and j0 is the flux of the trapped
population at 90°. Then the POES measurements are extrapolated to
the equatorial pitch angles on the grid (αgrideq ) from 5° to 85° grid with
a fixed step of 10°:

j(t,E,αgrideq ) = sin(α
grid
eq )

j(t,E,αeq)

sin(αeq)
(7)

where j(t,E,αgrideq ) is flux extrapolated to the new equatorial pitch
angle grid, and j(t,E,αeq) is flux observed by POES at the time t,
energy E and equatorial pitch angle αeq. At each point in time, POES
provided flux measurements for two local pitch angles. We selected
one measurement of the flux that corresponded to the higher pitch
angle to calculate extrapolated flux values. The extrapolated POES
flux is binned in a similar manner as Van Allen Probes (jbinnedPOES ). The
simplified sin approximation is used to establish a baseline method
of that described in this section. As discussed in Section 4, the use
of advanced pitch-angle approximation will be a subject of future
research.

Then, we calculate the ratio r(t,E,αgrideq ) = jbinnedRBSP /j
binned
POES of the

binned Van Allen Probes and binned POES fluxes for a 1-year
period (01 March 2013–01 March 2014). We first take the median
of this ratio for each Kp value and then bin by Kp, L*, energy,
and equatorial pitch angle. Typically, inter-calibration coefficients
are used to describe differences between instruments. Here we use
obtained ratio r to capture not only the bias of the instrument but
also the bias of the extrapolation to the high pitch angles procedure
which may depend on Kp and L*.

TABLE 1 Coefficients of determination (r2) and correlation coefficients
calculated in logarithmic (rlog) and linear (rlin) space betweenVan Allen
Probes, RBSP-A and reconstituted from POES NOAA-15 data usingMLR and
NNmodels.

MLR NN

Energy/Pitch angle r2 rlog rlin r2 rlog rlin

Training period of 1 year, 01 March 2013–01 March 2014

 E = 1.0 MeV, αeq = 75° 0.78 0.86 0.79 0.91 0.92 0.88

 E = 1.0 MeV, αeq = 55° 0.82 0.88 0.82 0.91 0.92 0.89

 E = 1.0 MeV, αeq = 35° 0.83 0.88 0.82 0.91 0.92 0.90

 E = 0.5 MeV, αeq = 75° 0.47 0.85 0.81 0.82 0.89 0.88

 E = 1.5 MeV, αeq = 75° 0.71 0.78 0.72 0.85 0.87 0.85

Outside of the training period, 01 April 2014–01 May 2014

 E = 1.0 MeV, αeq = 75° 0.79 0.83 0.69 0.90 0.90 0.85

 E = 1.0 MeV, αeq = 55° 0.79 0.84 0.75 0.88 0.89 0.84

 E = 1.0 MeV, αeq = 35° 0.81 0.86 0.77 0.86 0.89 0.84

 E = 0.5 MeV, αeq = 75° 0.63 0.87 0.80 0.83 0.89 0.89

 E = 1.5 MeV, αeq = 75° 0.66 0.71 0.65 0.77 0.80 0.84
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FIGURE 4
Data assimilation using reconstructed with multivariate linear regression analysis data. Electron flux at 1 MeV and αeq =75° for the period from 01 April
2014 until 01 May 2014. (A) Binned Van Allen Probe observations. (B) Data assimilation using reconstructed flux from POES data. (C) Logarithmic
difference between flux from data assimilation and observations. (D) Kp index. (E) Comparison of fluxes between observations Fluxdata and DA results
Fluxda, (F) distribution of the logarithmic flux ratio.

Using the logarithm of the obtained ratio (log10(r)), we perform
a multivariate linear regression analysis. We obtain calibration
coefficients (ξ) that depend on Kp, L*, energy (E) and pitch angle
(αeq) based on this analysis:

ξ(Kp,L*,E,αeq) = b0 + b1 ⋅Kp+ b2 ⋅ L
* + b3 ⋅E+ b4 ⋅ αeq (8)

where b0…b4 are regression coefficients. The calibration coefficients
ξ can be used to obtain the fluxes at given αeq, namely jαgrideq

= 10ξ ⋅

jPOES, for each of the αgrideq and POES energy. Figure 2 illustrates
that the flux resulted from MLR method is in reasonable agreement
with Van Allen Probe measurements. The resulted flux for the
period from 01 April 2014 until 01 May 2014 (see Figure 3),
which is outside of the 1-year interval used to construct MLR

calibration coefficients, is included in the data assimilation in
Section 3.

2.5 Neural network (NN) model

The constructed neural network (NN)model predicts Van Allen
Probes ECT electron flux jRBSP for a specific energy channel and a
local pitch angle channel using one fully connected layer with 32
neurons and the rectified linear unit (“relu”) activation function
in the hidden layer. Our NN model design choices are generated
by using best practices and an extensive parameter search and
testing. We have compared various designs of NN model with
different number of hidden layers and neurons (not shown here),
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FIGURE 5
Data assimilation using reconstructed with neural network data. Electron flux at 1 MeV and αeq =75° for period from 01 April 2014 until 01 May 2014. (A)
Binned Van Allen Probe observations. (B) Data assimilation using reconstructed flux from POES data. (C) Logarithmic difference between flux from data
assimilation and observations. (D) Kp index, (E) comparison of fluxes between observations Fluxdata and DA results Fluxda, (F) distribution of the
logarithmic flux ratio.

and selected 32 hidden neurons based on the minimal validation
error.

Thus, in total, we independently trainNE *Nα = 180NNmodels,
where NE = 20 and Nα = 9 are the number of selected energy and
local pitch angle channels from the ECT dataset, respectively.The 20
selected energy channels from the ECTdataset are chosen to be close
to the selected energy channels from POES dataset by Peck et al.
(2015). The pitch angles are selected from 10° up to 90° with the
step of 10°. Thus, the single network input data consists of the POES
fluxes in all 20 energy channels (1.20), one POES equatorial pitch
angle (selected only from a perpendicular telescope), and one Van
Allen Probes equatorial pitch angle (selected from a local pitch angle
channel) andL* (as explained below and computedwithT89model),

as well as Kp index:

jRBSP (t,αloc,ERBSP)= NN(jPOES (t,E1.20) ,α
POES
eq (t) ,

αRBSPeq (t) ,L
* (t) ,Kp (t))

(9)

Both POES and Van Allen Probes fluxes are transformed into
logarithmic space and normalized before fitting the network. The
outliers of the unrealistically low or high values of the POES
flux measured are removed similarly as described in Section 2.4.
All of the inputs and output are aggregated to and averaged at
specific time t (within 1 hour) and L* location (within 0.1 L*) of
ECT output, and are also standardized to have zero mean and
unit variance. The network minimizes the mean-squared error loss
(MSE) function using the stochastic gradient descent ‘adam’method
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with initial learning rate as 0.005, piecewise learn rate schedule
for dropping the learning rate every 125 epochs by multiplying
by a factor of 0.2. In order to avoid overfitting, we have used
training, validation, and test datasets. We randomly select 90% of
data from 01 March 2013 until 01 March 2014 as training, and
10% as the validation set (see Figure 2). We have used validation-
based early stopping, that is the training process stops when the
MSE of the validation set stops improving for several consecutive
epochs.

The test period from 01 April 2014 until 01 May 2014 (see
Figure 3) is used to assess out-of-sample model performance and
is included into data assimilation (Section 3). Once the neural
network is trained, the Van Allen Probes data are no longer needed;
only the POES fluxes, locations in space and pitch angle, and the Kp
index are required to specify the outer electron belt environment.
While αRBSPeq (t) is changing in time during the training of the NN
model, we use a constant value from αgrideq (see Section 2.4) in
a predictive mode specific to assessment, comparison, and data
assimilation.TheNN that corresponds to the selected value of αgrideq is
chosen based on the time median for corresponding during training
αRBSPeq (t).

3 Results

3.1 POES-to-RBSP reconstruction by NN
and MLR models

Figure 2 shows the electron flux at 1 MeV and αeq = 75° for a 1-
year period (01 March 2013–01 March 2014). This period is used to
obtain calibration coefficients using the MLR method (Figure 2B)
and to train and validate the NN (Figure 2C). Figure 2 serves an
illustrative purpose and demonstrated both methods (MLR and
NN) provide a reasonable reconstruction of the electron flux at
a higher equatorial pitch angle than POES can observe. For the
testing of the methods and for the following data assimilation,
we use a different period (01 April 2014–01 May 2014), which is
shown in Figure 3. For the quantitative estimation of the MLR and
NN models, we use metrics presented in Claudepierre and O’Brien
(2020). Namely, we use coefficients of determination [r2; Eq. (1)
from (Claudepierre and O’Brien, 2020)] and correlation coefficients
calculated in logarithmic (rlog) and linear (rlin) space between Van
Allen Probes, RBSP-A and reconstituted flux from NOAA-15. The
metrics are calculated for the full range of L* and since RBSP-A and
NOAA-15 data have different time resolutions, the data is binned
with the time step of 4 h and L* step of 0.1 prior to calculating
the coefficients. The coefficients are presented in Table 1 and are
computed values for 3 energies (0.5, 1.0, 1.5 MeV) and separately for
3 different pitch-angle values (35°,55°,75°). Although the selection
of energy and pitch angle is limited, both models indicate similar
performance albeit the NN model is at least noticeably better than
MLR in term of r2.

3.2 VERB data assimilation using NN- and
MLR-reconstructed data

Thepredicted flux j byMLR andNNmodels is converted to PSD
f as f = j/(p ⋅ c)2 for convenience, where p is momentum, and c is the

speed of light. The first (μ) and second (K) invariants are calculated
from the energy and equatorial pitch angles using a dipole field and
preserving the third adiabatic invariant (L*) that is calculated using
the T89 magnetic field. The resulting PSD from POES-based MLR-
and NN- reconstructed fluxes at multiple energies based on POES
data and equatorial pitch angles (αgrideq ) are used as observations
(yo in Eq (2)) for assimilation with the VERB model. Hence, each
point reconstructed in time from a single POES satellite covering 20
energy values and 9 αgrideq values is interpolated to the simulation grid
and included in DA.

Next we compare DA results using POES-based NN- and
MLR-reconstructed fluxes in the validation period from 01
April 2014 until 01 May 2014. Figure 4A shows the binned
Van Allen Probes observations as a ground truth at 1 MeV and
αeq = 75°, in comparison to DA results using MLR-reconstructed
fluxes, shown in Figure 4B. Figure 4C show the logarithmic
difference between Van Allen Probes observations and DA
results.

Figure 4E shows a quantitative comparison of fluxes
between observations Fluxdata and data assimilation using
MLR-reconstructed fluxes Fluxda, with 62.3% of points being
within a factor of 2. Figure 4F shows a histogram of their
corresponding logarithmic ratio. The histogram is nearly normally
distributed with slight overestimation of Fluxda in comparison to
Fluxdata.

Figure 5 is in the same format as Figure 4 but shows DA
results with NN-reconstructed fluxes and indicating an improved
accuracy with 72.9% of points within the factor of 2 (Figure 5E).
The histogram on Figure 5F shows that data assimilation using NN-
reconstructed fluxes results in almost no overestimation larger than
a factor of 2, and its peak is shifted towards underestimation of
Fluxda in comparison to Fluxdata.

TABLE 2 Coefficients of determination (r2) and correlation coefficients
calculated in logarithmic (rlog) and linear (rlin) space betweenVan Allen
Probes, RBSP-A and reconstituted from POES NOAA-15 data usingMLR and
NNmodels (first 5 rows, similar to Table 1); and the same comparison with
data assimilation with POES NOAA-15 usingMLR and NNmodels (last 5
rows). The calculation of coefficients is limited to L*∈ [3.5,6.0], which
represents the heart of the radiation belts.

MLR NN

Energy/Pitch angle r2 rlog rlin r2 rlog rlin

FromML reconstruction, 01 April 2014–01 May 2014

 E = 1.0 MeV, αeq = 75° 0.60 0.79 0.66 0.86 0.89 0.83

 E = 1.0 MeV, αeq = 55° 0.61 0.80 0.72 0.84 0.89 0.83

 E = 1.0 MeV, αeq = 35° 0.67 0.83 0.75 0.82 0.88 0.83

 E = 0.5 MeV, αeq = 75° 0.51 0.87 0.78 0.85 0.90 0.88

 E = 1.5 MeV, αeq = 75° 0.22 0.68 0.62 0.84 0.89 0.82

From data assimilation reconstruction, 01 April 2014–01 May 2014

 E = 1.0 MeV, αeq = 75° 0.73 0.83 0.65 0.88 0.88 0.80

 E = 1.0 MeV, αeq = 55° 0.78 0.83 0.70 0.89 0.88 0.82

 E = 1.0 MeV, αeq = 35° 0.79 0.83 0.72 0.90 0.89 0.81

 E = 0.5 MeV, αeq = 75° 0.64 0.86 0.76 0.90 0.92 0.86

 E = 1.5 MeV, αeq = 75° 0.39 0.73 0.59 0.89 0.88 0.79
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FIGURE 6
Data assimilation using reconstructed with multivariate linear regression analysis data. Electron flux at 1 MeV and αeq =55° for the period from 01 April
2014 until 01 May 2014. (A) Binned GOES observations. (B) Data assimilation using reconstructed flux from POES data. (C) Logarithmic difference
between flux from data assimilation and observations. (D) Kp index. (E) Comparison of fluxes between observations Fluxdata and DA results Fluxda, (F)
distribution of the logarithmic flux ratio.

Furthermore, Table 2 shows that DA improves accuracy (as
measured by r2) of reconstructed fluxes in the heart of radiation
belts (L* ∈ [3.5,6.0], where election dynamics is themost significant)
in comparison with standalone machine learning model results.
Such improvement by DA is more pronounced when using MLR-
based fluxes, and accuracy is only marginally better when using
NN-based fluxes. We chose the narrower L* region because physics-
based VERB code simulation provides a very low PSD level
in the slot region in comparison to the observations for the
selected period as seen on Figure 3, which are defined by the
instrumental noise level. The similar comparison at lower L* < 3.5
(below heart of radiation belts Reeves et al. (2013)) results in fitting
to observations when DA is applied to NN-based fluxes (not
shown).

One of the main advantages of using DA is that it provides a full
and complete reconstruction of radiation belts.This enables a virtual
flyby of arbitrary satellites retrieving the accurate representation of
electron flux/PSD along the trajectory, similar to the Observing
System Simulation Experiments (OSSEs) study recently supported
by NOAA (Schiller et al., 2022) in so called “fraternal twin”
assimilation experiments (Kondrashov et al., 2007; Shprits et al.,
2007; Kondrashov et al., 2011), where synthetic data from virtual
satellites along different orbits (LEO, GTO, MEO) of VERB
simulation with one set of physical parameters is assimilated into
VERB with different physical parameter settings with a goal to
best reconstruct at GEO. We achieve such reconstruction using
physics-based extrapolation of LEO observations with VERB code
and machine learning. To demonstrate such capability, Figures 6,
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FIGURE 7
Data assimilation using reconstructed with neural network data. Electron flux at 1 MeV and αeq =55° for period from 01 April 2014 until 01 May 2014. (A)
Binned GOES observations. (B) Data assimilation using reconstructed flux from POES data. (C) Logarithmic difference between flux from data
assimilation and observations. (D) Kp index, (E) comparison of fluxes between observations Fluxdata and DA results Fluxda, (F) distribution of the
logarithmic flux ratio.

7 show DA results in comparison to GOES observations at 1 MeV
and αeq = 55° in the validation period from 01 April 2014 until 01
May 2014 and using the same format as in Figures 4, 5. As one can
see, the accuracy of DA reconstruction using NN-based fluxes is
significantly better than using the MLR method, such as 70.9% of
points being within a factor of 2 for the former vs. 55.1% for the
latter. In addition, we perform a comparison of the GOES fluxes
reconstructed from LEO using ML methods and DA. The wide L-
shell coverage provided by POES allow us to reconstruct the flux
level in the region of GEO. However, none of our ML models (MLR
and NN) were trained on the data outside of Van Allen Probes
spatial coverage in L*, which is below GEO. Hence, the physics-
based extrapolation imposed by DA may become more important
for such a task. Table 3 provides details of the comparison of DA
and our ML models at extrapolation to GEO at different energies

and pitch angles, in a format similar to Table 2. The agreement
of the observed and reconstructed fluxes at GEO using DA is
better than for our ML models, although the accuracy of the
DA-NN model is lower than in Table 2. This is expected result
because our ML models did not include training on GEO data.
Also, there already exist much better predictive ML models that
includes GEO electron data for training (e.g., Boynton et al., 2013;
Shin et al., 2016; Zhang et al., 2020; Wang et al., 2023). However,
such models usually rely on the knowledge of the solar wind data,
while demonstrated in this paper DA technique only use Kp-index
as a indicator of geomagnetic activity, with is available at near real-
time (e.g., Matzka et al., 2021). Also, the demonstrated method
of reconstruction of the fluxes at GEO using LEO measurements
is of an interest of the community (e.g., Drozdov et al.,
2022).

Frontiers in Astronomy and Space Sciences 12 frontiersin.org55

https://doi.org/10.3389/fspas.2023.1072795
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Drozdov et al. 10.3389/fspas.2023.1072795

TABLE 3 Coefficients of determination (r2) and correlation coefficients
calculated in logarithmic (rlog) and linear (rlin) space between GOES-13,
GOES-15 and reconstituted from POES NOAA-15 data usingMLR and NN
models (first 5 rows); and the same comparison with data assimilation with
POES NOAA-15 usingMLR and NNmodels (last 5 rows). The calculation of
coefficients is limited to L*∈ [5.0,7.0], the GOES coverage.

MLR NN

Energy/Pitch angle r2 rlog rlin r2 rlog rlin

FromML reconstruction, 01 April 2014–01 May 2014

 E = 1.0 MeV, αeq = 75° −0.09 0.60 0.53 0.48 0.64 0.71

 E = 1.0 MeV, αeq = 55° 0.12 0.63 0.49 0.73 0.59 0.66

 E = 1.0 MeV, αeq = 35° −0.01 0.53 0.42 0.64 0.52 0.70

 E = 0.5 MeV, αeq = 75° −3.03 0.50 0.59 0.45 0.57 0.68

 E = 1.5 MeV, αeq = 75° −1.85 0.67 0.40 0.61 0.75 0.70

From data assimilation reconstruction, 01 April 2014–01 May 2014

 E = 1.0 MeV, αeq = 75° 0.29 0.57 0.44 0.76 0.75 0.80

 E = 1.0 MeV, αeq = 55° 0.38 0.54 0.41 0.66 0.66 0.70

 E = 1.0 MeV, αeq = 35° 0.29 0.53 0.45 0.69 0.71 0.75

 E = 0.5 MeV, αeq = 75° −1.01 0.58 0.64 0.70 0.65 0.72

 E = 1.5 MeV, αeq = 75° −1.62 0.60 0.24 0.83 0.83 0.77

4 Conclusion

In this work, we demonstrated that electron radiation belt flux
observed by the MEO satellite can be successfully reconstructed
using LEO POES measurements with various machine learning
methods. We used 2 ML methods: multivariate linear regression
analysis (MLR) and neural network (NN). The reconstructed flux
was included in data assimilation (DA) with VERB code and
compared with Van Allen Probes and GOES observations. The
MLR method represents a reference model which is easy to
implement in space weather applications that require reconstruction
of the radiation belt dynamics. We found that data assimilation
using MLR-reconstructed flux can provide a reasonable agreement
with observations. However, the data assimilation with the flux
reconstructed using a NN provided only a limited improvement.
Therefore, our main conclusion is that, in the case an optimized
machine learning model is not possible, our preliminary results
suggest that data assimilation can be beneficial for reconstructing
outer belt electrons by correcting errors of a subpar machine
learning based LEO-to-MEO mapping (e.g., the MLR case), as well
as by providing physics-based extrapolation to the parameter space
portion that is inadequately covered by existing measurements (e.g.,
GEO is used as the pretended case here). Meanwhile, when a well-
trained ML model is feasible (e.g., the NN case), the application of
DA shows only limited improvement.

Although both methods (MLR and NN) in combination with
DA showed applicability in the reconstruction of radiation belts,
this study includes several assumptions and limitations.The selected
implementation of theMLR reconstructed flux has limitations, as we
used a simplified sin-function extrapolation of electron flux.The use
of the more realistic reconstruction of the pitch-angle distribution

(e.g., Allison et al., 2018; Zhao et al., 2018; Smirnov et al., 2022),
as well as MLT dependence, may be used in future studies to
improve the results. Additionally, we used the convenient for this
study POES data set presented by Peck et al. (2015), which has
limited temporal coverage (1998–2014) and thus short overlap
with Van-Allen Probes to allow for robust comparison of DA-
MLR and DA-NN results between quiet and disturbed geomagnetic
activity, including extreme geomagnetic storms.The futureworkwill
consider the near real-time POES measurements, a comprehensive
analysis of PSD (e.g., Wing et al., 2022), as well as, the detailed
analysis of a wider range of energies and pitch angles remains a
subject of future research. In addition, future work will include the
combination of different measurements with various errors into a
data assimilative model.

The main advantage of data assimilation is that it can help with
the reduction of the errors that can arise from the inaccuracies
of measurements, inaccuracies associated with the mixing of
trapped and quasi-trapped populations, and inaccuracies associated
with extrapolation to the equator. In the case an optimized
machine learning model is not possible, our results suggest that
data assimilation can be beneficial for reconstructing outer belt
electrons by correcting errors of a machine learning based LEO-
to-MEO mapping and by providing physics-based extrapolation
to the parameter space portion not included in the LEO-to-
MEO mapping, such as at GEO orbit. Machine learning models
can be also inaccurate especially when applied outside of the
training interval and during extreme geomagnetic conditions. In
these situations, we may consider rebalancing using a similar
approach as by Shprits et al. (2019) or using different machine
learningmodels (e.g., MLR andNN) depending on the geomagnetic
activity, whenDA can compensate for the possible machine learning
errors during extreme geomagnetic storms (see Zhelavskaya et al.,
2021).

The ML and DA-based reconstruction of the radiation belts
with the presented methodology enables continuous monitoring
of the radiation belt state even without in situ near-equatorial
radiation belt measurements. This is particularly crucial for
space weather applications and space weather prediction. Such
an approach can also be used to study the global long-term
dynamics of radiation belts. Furthermore, analysis of the pitch-
angle distributions of the reconstructed from LEO measurements
radiation belts can inform about the dominant physical mechanism
that drives radiation belts dynamics and will be addressed in future
research.
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Most physics-based models provide a coarse three-dimensional representation
of radiation belt dynamics at low time resolution, of the order of a few
drift periods. The description of the effect of trapped particle transport on
radiation belt intensity is based on the random phase approximation, and it
is in one dimension only: the third adiabatic invariant coordinate, akin to a
phase-averaged radial distance. This means that these radiation belt models
do not resolve the drift phase or, equivalently, the magnetic local time. Yet, in
situ measurements suggest that radiation belt intensity frequently depends on
magnetic local time, at least transiently, such as during active times. To include
processes generating azimuthal variations in trapped particle fluxes and to
quantify their relative importance in radiation belt energization, an improvement
in the spatiotemporal resolution of the radiation belt models is required. The
objective of this study is to pave the way for a new generation of diffusive
radiation belt models capable of retaining drift phase information. Specifically,
we highlight a two-dimensional equation for the effects of trapped particle
transport on radiation belt intensity. With a theoretical framework that goes
beyond the radial diffusion paradigm, the effects of trapped particle bulk motion,
as well as diffusion, are quantified in terms of Euler potentials, (α,β), quantities
akin to the radial and azimuthal directions. This work provides the theoretical
foundations underlying the drift phase resolved transport equation for radiation
belt dynamics. It also brings forward the concept of azimuthal diffusion as a
phase-mixing agent.

KEYWORDS

radiation belts, Fokker–Planck equation, adiabatic invariants, Euler potentials, radial
transport, radial diffusion, azimuthal diffusion

1 Introduction

The motion of energetic particles trapped in planetary radiation belts is a superposition
of three quasi-periodic motions, each evolving on a very distinct spatiotemporal scale, with
an amplitude quantified by an adiabatic invariant (e.g., Northrop and Teller, 1960; Schulz
and Lanzerotti, 1974):

(1) A very fast and small motion of gyration around the magnetic field direction.
(2) A slower and bigger bounce motion between the planet’s hemispheres, along the

magnetic field direction.
(3) A slow and large drift motion around the planet in a direction perpendicular to the

magnetic field direction.
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Thescale separation between these three quasi-periodicmotions
spans several orders of magnitude in time and space.

Combining adiabatic invariant theory with Fokker–Planck
formalism yields the theoretical framework for a probabilistic
model of radiation belt dynamics (e.g., Roederer and Zhang,
2014). The Fokker–Planck formalism accounts for uncertainties in
electromagnetic field characterization. The adiabatic theory allows
for a three-dimensional phase-averaged representation of radiation
belt dynamics rather than a full six-dimensional description in phase
space.

The description of radiation belt dynamics as a three-
dimensional Fokker–Planck equation reduced to a diffusion
equation requires minimal computational resources. This quality
has enabled the development of many radiation belt computer
codes over the years: Salammbô (e.g., Beutier and Boscher, 1995;
Nénon et al., 2017), Diffusion in (I,L,B) Energetic Radiation Tracker
(DILBERT) (Albert et al., 2009), Versatile Electron Radiation Belt
(VERB) (Subbotin and Shprits, 2009), Storm-Time Evolution of
Electron Radiation Belt (STEERB) (Su et al., 2010), DREAM3D,
as part of the Dynamic Radiation Environment Assimilation
Model (DREAM) project (Tu et al., 2013), and British Antarctic
Survey Radiation Belt Model (BAS RBM) (Glauert et al., 2014;
Woodfield et al., 2014) are all examples of radiation belt codes
relying on the same theoretical basis. While first implemented
in the case of terrestrial radiation belts, the three-dimensional
Fokker–Planck equation has also been transposed to the radiation
belts of Jupiter and Saturn. The resulting codes are widely used
for scientific research (e.g., Varotsou et al., 2005; Woodfield et al.,
2018; Drozdov et al., 2020) and for space weather purposes (e.g.,
Glauert et al., 2018; Horne et al., 2021).

On the technical side, these computer codes consist of solving a
diffusion equation that provides an approximate description for the
time evolution of the radiation belts:

∂ f
∂t = ∑i,j

∂
∂Ji
(Di,j
∂ f
∂Jj
)+ Sources− Losses, (1)

where f(t, J1, J2, J3) is the phase-averaged phase space density,
Ji=1,2,3 are the action variables, which are proportional to the
adiabatic invariants by physical constants, and Di,j are the phase-
averaged diffusion coefficients. According to Eq. 1, radiation belts
are primarily driven by very small, uncorrelated perturbations to
the particle trajectories, at all spatiotemporal scales, from the gyro-
scale up to the drift scale. The “Sources” and “Losses” terms account
for other non-diffusive processes affecting the distribution function
(e.g., Schulz and Lanzerotti, 1974). It is worth emphasizing that all
quantities in Eq. 1 are drift-averaged, i.e., they are phase-averaged
over all three phases. It means that this theoretical formulation
cannot resolve the drift phase of trapped particles, or equivalently,
the magnetic local time (MLT) dimension: the resulting modeled
radiation belt intensity, f(t, J1, J2, J3), is independent of magnetic
local time.

From a theoretical standpoint, it is a reasonable first
approximation to consider that radiation belt intensity is
independent of magnetic local time: any MLT-dependent structure
is expected to dissipate rapidly, on a timescale of a few drift
periods, because of themechanism of phasemixing (e.g., Schulz and
Lanzerotti, 1974; Ukhorskiy and Sitnov, 2013). Yet, in practice, in
situ measurements of trapped particle fluxes suggest that radiation

belt intensity frequently depends on the magnetic local time, at
least transiently. Both inner and outer terrestrial radiation belt
fluxes typically display drift-periodic oscillations. Depending on
the situation, these drift-periodic signatures can be interpreted as
drift echoes following MLT-localized injections, dropout echoes
following MLT-localized losses, or evidence of trapped particles’
drift resonancewithULFwaves (e.g., Sauvaud et al., 2013;Hao et al.,
2016; Patel et al., 2019; Lejosne and Mozer, 2020; Zhao et al., 2022).
Drift echoes have also been reported in Saturnian radiation belt
fluxes (e.g., Hao et al., 2020).

In all cases, processes generating drift-periodic signatures are
important due to their connection to radiation belt energization
(e.g., Hudson et al., 2020). Yet, three-dimensional radiation belt
models cannot account for the generation of drift-periodic
signatures. Instead, drift-periodic signatures are usually modeled
independently of other processes, by tracking the drift motion of
test particles (guiding centers) in prescribed electric and magnetic
fields, omitting local processes occurring along the gyration and
bounce motions (such as local acceleration by chorus waves for
instance) (e.g., Li et al., 1993; Hudson et al., 2017).

In that context, it is necessary to introduce a general equation
for radiation belt dynamics that includes MLT-localized effects,
and that can account for both local processes, at the gyro-
scale, and large-scale effects associated with the radial transport.
An equation that meets these requirements is detailed in the
following section. It relies on the work by Birmingham et al.
(1967), in which a two-dimensional drift-diffusion equation
was derived assuming conservation of the first two adiabatic
invariants. It is straightforward to generalize the proposed equation
to include diffusion in the first two adiabatic invariants. We
present a compact way to retrieve the equation proposed by
Birmingham et al. (1967), combining Fokker–Planck formalism
with relationships derived from the Hamiltonian theory. While
adjustments to the three-dimensional diffusion Eq. 1 have already
been proposed to resolve the drift phase in radiation belt models
(e.g., Bourdarie et al., 1997; Shprits et al., 2015) and ring current
models can resolve local time (e.g., Jordanova et al., 1997; 2022;
Fok et al., 2014), we propose an alternative from the first principles
and describe its underlying theoretical assumptions. Similar to
the theoretical framework for ring current models (e.g., Fok
and Moore, 1997; Yu et al., 2016), the work discussed thereafter
relies on the representation of the inner magnetosphere in terms
of Euler potentials (e.g., Stern, 1967). That is why the outline
of the remainder is as follows: in Section 2, we provide the
theoretical background necessary to derive the equation proposed
by Birmingham et al. (1967). In particular, we recall how to derive
the standard radial diffusion equation before deconstructing it.
We introduce the Euler potential coordinates and relate the Euler
coordinates to the third adiabatic invariant. In Section 3, we show
how the Fokker–Planck equation in terms of Euler potential
coordinates yields a two-dimensional drift-diffusion equation when
Hamiltonian relationships between the Euler coordinates are taken
into account.

Since this work focuses on improving the modeling of drift
effects on radiation belt intensity, we first assume conservation of
the first two adiabatic invariants. Thus, all considered quantities
are bounce-averaged. We also omit any significant source or loss
mechanism. A generalization of the resulting transport equation
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to include diffusion of the first two adiabatic invariants is
straightforward. It is provided at the end of Section 3.

2 Theoretical background

We briefly recall how to derive the standard radial diffusion
equation. This informs how to derive the same equation as the one
proposed by Birmingham et al. (1967) (Section 3).We also detail the
concept of Euler potentials and highlight their connection to the
third adiabatic invariant.

2.1 Derivation of the standard radiation
belt radial diffusion equation

In the following section, the third adiabatic invariant, J3, is
abbreviated to J out of convenience. The objective is to describe
the time evolution of a distribution function, f, that quantifies the
number of particles per unit of J (assuming conservation of the first
two adiabatic invariants). This quantity is proportional to the drift-
averaged phase space density by a physical constant (e.g., Roederer
and Zhang, 2014, their chapter 4). The usual assumption is that
many very small uncorrelated random changes of the variable, J,
occur between times t and t+∆t, with a very small total effect
(∆J/J≪ 1;∆t≪ f/(∂ f/∂t)). In this case, the time evolution of the
distribution function, f, is provided by a Fokker–Planck equation
(e.g., Roederer, 1970; Walt, 1994):

∂ f
∂t = −
∂
∂J (⟨∆J⟩ f) +

1
2
∂2
∂J2
(⟨(∆J)2⟩ f), (2)

where ⟨∆J⟩ = [∆J]/∆t is the rate of change for the expected
value of the third invariant variation, [∆J] = [J(t+∆t) − J(t)], and
⟨(∆J)2⟩ = [(∆J)2]/∆t is the rate of change for the expected value of
the third invariant squared variation. A rewriting of the right-hand
side of Eq. 2 provides a mathematically equivalent formulation:

∂ f
∂t =
∂
∂J(−⟨∆J⟩ f +

1
2
∂
∂J (⟨(∆J)

2⟩ f)), (3)

which can also be written as

∂ f
∂t =
∂
∂J((−⟨∆J⟩ +

1
2
∂⟨(∆J)2⟩
∂J ) f +

⟨(∆J)2⟩
2
∂ f
∂J ). (4)

To transform this equation into a radial diffusion equation,
we use the fact that the two coefficients ⟨∆J⟩ and ⟨(∆J)2⟩ are not
independent of each other:

⟨∆J⟩ = 1
2
∂⟨(∆J)2⟩
∂J

(5)

(e.g., Lichtenberg and Lieberman, 1992, their section 5.4a; Lejosne
and Kollmann, 2020, their section 2.3.2). This relationship (Eq. 5)
relies on the assumption of drift phase homogeneity, also known as
random drift phase approximation, meaning that each drift phase
location is equiprobable. In this context, the Fokker–Planck Eq. 2
reduces to a diffusion equation:

∂ f
∂t =
∂
∂J(D
∂ f
∂J ), (6)

where D = ⟨(∆J)2⟩/2 is the diffusion coefficient in J. The diffusion
equation is often rewritten in terms of L* ∝ 1/J:

∂ f
∂t = L

*2 ∂
∂L* (

DLL
L*2
∂ f
∂L* ), (7)

where DLL = ⟨(∆L
*)2⟩/2 is the radial diffusion coefficient.

2.2 Euler potentials

An appropriate coordinate to discuss radial diffusion is the L*

coordinate (Roederer, 1967), inversely proportional to the third
adiabatic invariant, J (Eq. 7). In the following section, we argue that
L* is not suited when the objective is to resolve the drift phase.
Instead, we introduce the best-suited coordinate, 𝕃 (“double-struck
L” or “L-Euler”). We discuss the relationship between 𝕃 and L* by
detailing the underlying role of the Euler potentials.

2.2.1 Third adiabatic invariant, deconstructed in
terms of Euler potentials

The radial diffusion equation, retrieved in Section 2.1 (Eq. 7),
describes the time evolution of the number of particles per unit of
third adiabatic invariant, J, or equivalently, L*.Thequantities J and L*

areMLT-averaged by design. Indeed, the third invariant of a trapped
population, J, is proportional to the magnetic flux encompassed by
the guiding drift shell:

J∝∬ΣB ∙ dS = ∮ΓA ∙ dl, (8)

where A is the magnetic vector potential (∇×A = B), and Σ is
the surface encompassed by the instantaneous drift contour, Γ, of
the trapped population. The instantaneous drift contour, Γ, can
be viewed as the intersection of the guiding drift shell with a
surface, such as the minimum B-surface (see also, Roederer, 1970,
p. 76–79). In other words, to quantify the third adiabatic invariant,
J, it is necessary to know the guiding drift shell, that is, the set
of guiding center locations at all magnetic local times, treating the
electromagnetic fields as stationary.

An important underlying requirement to sort trapped particle
fluxes using the third adiabatic invariant is the so-called frozen field
condition, where in the presence of magnetic field time variations,
the cold (frozen) plasmaE ×B drifts to remain on the samemagnetic
field line (Birmingham and Jones, 1968). This assumption requires
the Earth’s surface to be a perfect conductor and no component of
the electric field to be parallel to the magnetic field direction. In
this context, the footpoints of a magnetic field line are rooted at
fixed locations at ionospheric altitudes, while the rest of the field
line can “move” (stretch, compress, distort) in the magnetosphere
in the presence of magnetic field time variations. Thus, the frozen
field condition enables a tempting, yet disputed, concept of field
line “flagging” and its corollary, field line “motion” (Fälthammar
and Mozer, 2007). It is indeed worth emphasizing that a field
line is an imaginary concept that aids to visualize the magnitude
and direction of a vector field, so there should be no way of
differentiating a field line from the other. We assume nonetheless
that we can label field lines based on the locations of their rooted
ionospheric footpoints. In this context, to determine a guiding
drift shell or an instantaneous drift contour, Γ, and to compute
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the third adiabatic invariant, we now have to know the set of
field lines that were scanned by the drifting guiding centers at
all magnetic local times. In other words, we need information
on the field line label at each magnetic local time. This can
be done by leveraging the Euler potentials, as discussed in the
following.

The Euler potentials (α,β) are a convenient tool for labeling field
lines.They are analogous to the stream function in an incompressible
flow in fluid mechanics. They offer a representation of the magnetic
field intrinsically dependent on its topology (e.g., Stern, 1967, 1970).
Their characterization relies on the fact that the magnetic field is a
solenoidal vector field, i.e., ∇ ∙B = 0. The Euler potentials are such
that

B = ∇α×∇β. (9)

Thus, the Euler potentials are constant along the magnetic
field lines. Since the vector potential can be viewed as A = α∇β, a
reformulation of Eq. 8 in terms of Euler potential yields

J∝∮Γαdβ. (10)

Although there is no uniformity in the definition of the Euler
potentials, a suitable set of Euler potentials in amagnetic dipole field
is

{{
{{
{

α = −
BER

3
E

r
sin2 θ

β = φ,
(11)

where BE = 30,000 nT is the magnetic equatorial field at the surface
of the Earth, RE = 6370km is one Earth radius, and (r,θ,φ) are
the radial distance, magnetic colatitude, and azimuthal (i.e., MLT)
location with respect to the center of the dipole magnetic moment,
respectively.

In the presence of a distorted magnetic field, the expressions
provided in Eq. 11 are not valid anymore. That said, it is possible
to leverage the facts that (a) the field line footpoints are rooted at
ionospheric altitudes, a region where the ambient magnetic field is
mainly dipolar, so the Euler potentials can be described by Eq. 11 at
ionospheric altitudes and (b) the Euler potentials are constant along
the magnetic field lines. With that in mind, we can define a set of
Euler potentials (α,β) such that at the footpoints (RE,θE, φE), and
thus all along the field lines:

{
{
{

α = −BER
2
Esin

2θE
β = φE,

(12)

where (θE, φE), respectively, indicate the magnetic colatitude
and longitude of the field line footpoint at r = RE, the Earth’s
surface.

If a distorted magnetic field were to change into a dipole field,
each field line would “move” in geospace, adopting a dipolar shape,
while its footpoints would stay rooted at fixed ionospheric latitudes.
Leveraging Eq. 11 in the newly transformed dipole field, a dipolar
field line with footpoints at (RE,θE, φE) would have its equatorial
apex (ro,θ = π/2,φo) such that α(ro,θ = π/2,φo) = α(RE,θE,φE) and
β(ro,θ = π/2,φo) = β(RE,θE,φE).Thus, the intersection of the dipolar
field line footpoint and the magnetic equator (θ = π/2) would be at

{{
{{
{

ro =
RE

sin2θE
φo = φE.

(13)

The physical interpretation of this thought experiment is similar
to the physical interpretation of the L* parameter. The L* coordinate
corresponds to the normalized equatorial radius of the circular
guiding contour on which trapped particles would drift after all
non-dipolar contributions to the magnetic field and all electric
field components have been turned off adiabatically. Here, we
introduce the parameter 𝕃 (“double-struck L” or “L-Euler”) such
that

𝕃 = 1
sin2θE
, (14)

where θE is the magnetic colatitude of the footpoint at r = RE
for the field line passing through the location considered. It
corresponds to the normalized equatorial radius of the field
line on which trapped particles would bounce if all non-dipolar
contributions to the magnetic field were turned off relatively
fast (a few bounce periods). As for the angle variable, β,
one can reasonably assume no significant longitudinal bending
of the field lines when the magnetic field is stretched or
compressed. Thus, in terms of Euler potentials, we have in general
that

{{
{{
{

α = −
BER

2
E
𝕃

β = φE ≅ φ.
(15)

Combining Eqs 10, 15, given that ∮Γαdβ = −2πBER
2
E/L

*, we
obtain

1
L* =

1
2π∮Γ

dφ
𝕃 . (16)

The parameter L* is the harmonic mean of the 𝕃 coordinate
along the guiding contour, Γ, a relationship that can be utilized to
quantify L* (e.g., Lejosne, 2014). In the presence of quasi-trapped
particles, i.e., guiding centers drifting along on open drift contour,
the parameter L* cannot be defined. On the other hand, the 𝕃
coordinate can still be defined on open drift contour, as long as we
are dealing with a closed field line.

An illustration to the concepts discussed here is provided in
Figure 1.

2.2.2 Euler potentials as appropriate variables to
describe bounce-average drift motion of trapped
and quasi-trapped particles

The Euler potentials α and β are proportional to canonical
variables, that is,

{{
{{
{

α̇ = −∂H∂β

β̇ = ∂H∂α ,
(17)

where H is a Hamiltonian proportional to the total energy of the
guiding center (Northrop andTeller, 1960; Birmingham et al., 1967):

H = Tq +V, (18)

where T is the kinetic energy, q is the charge of the population
considered, and V is the electric potential.

One consequence of Eq. 17 is that the variations of the Euler
potentials are related:

∂
∂α (α̇) +

∂
∂β (β̇) = 0. (19)
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FIGURE 1
(A) A few magnetic field lines constitutive of a trapped particle drift shell, together with the locations of the field line footpoints, necessary to determine
the L* parameter—adapted from Roederer (1970). (B) A stretch magnetic field line (in red) is relaxed into its dipolar shape (in blue). The field line
footpoint remains rooted at the same ionospheric colatitude, θE, a parameter that determines the 𝕃 parameter, of use for field line labeling. The
parameter 𝕃 corresponds to the normalized equatorial radius of the dipolar field line (in blue)—adapted from Lejosne (2014).

This property will be leveraged to transform a two-dimensional
Fokker–Planck equation in terms of Euler potentials, (α,β), in a two-
dimensional drift-diffusion equation.

3 New derivation of Birmingham
et al.’s transport equation to describe
trapped particle transport effects on
radiation belt intensity

Here, we present a compact way to retrieve the equation
proposed by Birmingham et al. (1967). This equation represents the
time evolution of radiation belt intensity due to transport processes.
We describe the time evolution of a distribution function, F, that
quantifies the number of particles per unit of Euler potential surface
dαdβ. This function, F, is proportional to the phase space density
averaged over both gyration and bounce phases by a physical
constant. It relates to the drift-averaged distribution function, f,
introduced in Section 2.1, since the number of particles per unit of
third invariant, J, is fdJ = ∮β∈ΓFdα(β)dβ (with dJ = ∮β∈Γ dα(β)dβ).
We assume that many very small random changes of the Euler
coordinates occur between times t and t+∆t, with a very
small total effect. The resulting two-dimensional Fokker–Planck
equation is

∂F
∂t
= − ∂
∂α
(⟨∆α⟩F) − ∂

∂β
(⟨∆β⟩F)

+ 1
2
∂2

∂α2 (⟨(∆α)
2⟩F) + 1

2
∂2

∂β2 (⟨(∆β)
2⟩F)

+ 1
2
∂2

∂α∂β
(⟨∆α∆β⟩F) + 1

2
∂2

∂β∂α
(⟨∆β∆α⟩F), (20)

where the angle bracket sign, ⟨⟩, indicates the rate of change of the
expected value for the bracketed variable and ∆X = X(t+∆t) −X(t).

Just like in Section 2.1 (Eq. 3), we rewrite Eq. 20 as

∂F
∂t
= ∂
∂α
(−⟨∆α⟩F+ 1

2
∂
∂α
(⟨(∆α)2⟩F) + 1

2
∂
∂β
(⟨∆α∆β⟩F))

+ ∂
∂β
(−(⟨∆β⟩F) + 1

2
∂
∂β
(⟨(∆β)2⟩F) + 1

2
∂
∂α
(⟨∆β∆α⟩F)).

(21)

The terms between the large parentheses in Eq. 21 are

−⟨∆α⟩F+ 1
2
∂
∂α
(⟨(∆α)2⟩F) + 1

2
∂
∂β
(⟨∆α∆β⟩F)

= (−⟨∆α⟩ + 1
2

∂⟨(∆α)2⟩
∂α
+ 1

2
∂⟨∆α∆β⟩
∂β
)F+
⟨(∆α)2⟩

2
∂F
∂α
+
⟨∆α∆β⟩

2
∂F
∂β

(22)

and

−(⟨∆β⟩F) + 1
2
∂
∂β
(⟨(∆β)2⟩F) + 1

2
∂
∂α
(⟨∆β∆α⟩F)

= (−⟨∆β⟩ + 1
2

∂⟨(∆β)2⟩
∂β
+ 1

2
∂⟨∆β∆α⟩
∂α
)F+
⟨(∆β)2⟩

2
∂F
∂β
+
⟨∆β∆α⟩

2
∂F
∂α
.

(23)

Using the Hamiltonian relationships between the Euler
potentials (Eq. 17), we have shown in the Appendix that

{{{
{{{
{

−⟨∆α⟩ + 1
2
∂⟨(∆α)2⟩
∂α + 1

2
∂⟨∆α∆β⟩
∂β = −[α̇]

−⟨∆β⟩ + 1
2
∂⟨(∆β)2⟩
∂β + 1

2
∂⟨∆β∆α⟩
∂α = −[β̇] ,

(24)

provided that the time interval, ∆t, is very small in comparison with
the characteristic time for the time variation of the Hamiltonian
(∆t≪H/(∂H/∂t)). In practice, the time interval, ∆t, is of the order
of a few bounce periods, that is, very small in comparison with the
drift period. The squared brackets, [ ], indicate the expected value of
the bracketed variable.
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Combining Eqs 21–24, Eq. 20 becomes a drift-diffusion
equation:

∂F
∂t
= − ∂
∂α
([α̇]F) − ∂

∂β
([β̇]F)

+ ∂
∂α
(
⟨(∆α)2⟩

2
∂F
∂α
)+ ∂
∂α
(
⟨∆α∆β⟩

2
∂F
∂β
)

+ ∂
∂β
(
⟨∆β∆α⟩

2
∂F
∂α
)+ ∂
∂β
(
⟨(∆β)2⟩

2
∂F
∂β
). (25)

Given Eq. 19, this simplifies to

∂F
∂t
= −[α̇] ∂F
∂α
− [β̇]∂F
∂β

+ ∂
∂α
(Dαα
∂F
∂α
)+ ∂
∂α
(Dαβ
∂F
∂β
)

+ ∂
∂β
(Dβα
∂F
∂α
)+ ∂
∂β
(Dββ
∂F
∂β
), (26)

where Dαα = ⟨(∆α)
2⟩/2, Dββ = ⟨(∆β)

2⟩/2, Dαβ = ⟨∆α∆β⟩/2, and
Dβα = ⟨∆β∆α⟩/2 are the diffusion coefficients, and [α̇] and [β̇]
are the mean bounce-averaged time rates of change of α and
β, respectively. This transport equation coincides with the one
provided by Birmingham et al. (1967), their equation (4.11). A
change of variables (using Eq. 15) yields:

∂F
∂t
= −[�̇�] ∂F
∂𝕃
− [φ̇] ∂F
∂φ

+𝕃2 ∂
∂𝕃
(
D𝕃𝕃
𝕃2
∂F
∂𝕃
)+𝕃2 ∂
∂𝕃
(
D𝕃φ
𝕃2
∂F
∂φ
)

+ ∂
∂φ
(Dφ𝕃
∂F
∂𝕃
)+ ∂
∂φ
(Dφφ
∂F
∂φ
). (27)

The term depending on D𝕃𝕃 mistakenly resembles the one
present in the standard radial diffusion equation (Eq. 7): D𝕃𝕃 and
DLL are different. The distribution function, f, the coefficient for
the standard radiation diffusion equation (Eq. 7), DLL, and more
generally, the quantities used for the three-dimensional equation
for radiation belt dynamics (Eq. 1) are drift-averaged, i.e., they are
independent of the drift phase. Here, the drift phase is resolved:
the distribution function and coefficients are bounce-averaged
quantities that depend on the drift phase. Thus, they must be
evaluated at each location (α,β), or similarly (𝕃,φ), and at each
time, t.

The transport parameters of Eq. 27 are all statistically averaged
quantities. The coefficients [�̇�] and [φ̇] (or equivalently [α̇] and [β̇])
indicate ensemble averages of time derivatives for the quantities
considered. The ensemble averages are computed at each location
and at each time, t, over an ensemble of field fluctuations.
The diffusion coefficients are proportional to the time rates of
change of the covariances for the quantities considered. Specifically,
when considering two variables X and Y (where (X,Y) could
be any combination of (α,β) or (𝕃,φ)), the diffusion coefficient
is

DXY =
[(X(t+∆t) −X(t))(Y(t+∆t) −Y(t))]

2∆t . (28)

That is, it is half the time rate of change of the ensemble average
for the product of the time variations of X and Y during a time
interval, ∆t. A worked example will be provided in the second part

of this work. It will detail how to compute all transport parameters
of Eq. 27 in a particular model of field fluctuations.

According to Eq. 26, variations in the distribution function are
due to the bulk motion of the plasma in the presence of density
gradients and to diffusive effects in both the localized radial (𝕃) and
azimuthal (φ) directions. Local effects acting at smaller scales can
be readily reinstated by adding relevant coefficients modeling local
diffusion, source, and loss mechanisms:

∂F
∂t
= −[�̇�] ∂F
∂𝕃
− [φ̇] ∂F
∂φ

+𝕃2 ∂
∂𝕃
(
D𝕃𝕃
𝕃2
∂F
∂𝕃
)+𝕃2 ∂
∂𝕃
(
D𝕃φ
𝕃2
∂F
∂φ
)

+ ∂
∂φ
(Dφ𝕃
∂F
∂𝕃
)+ ∂
∂φ
(Dφφ
∂F
∂φ
)

+ ∑
1≤i,j≤2

∂
∂Ji
(Di,j
∂F
∂Jj
)+ Sources− Losses, (29)

where all quantities are bounce-averaged quantities that depend on
the drift phase.

4 Conclusion

The objective of this work is to contribute toward improving
the spatiotemporal resolution of physics-based diffusive radiation
belt models. The resulting transport Eq. 27 can resolve the drift
phase, and the outputs are bounce-averaged rather than drift-
averaged. This is of use when the objective is to model fast radiation
belt dynamics, such as times of fast radiation belt acceleration or
losses occurring during the main phase of geomagnetic storms
(e.g., Ripoll et al., 2020; Lejosne et al., 2022). It can also be used
to increase the energy range modeled, by including ring current
energies.

Although Eq. 27 contains some localized (in 𝕃, MLT) diffusion
coefficients, its scope is beyond the long-established radial diffusion
paradigm used to summarize transport effects on radiation belt
intensity. The inclusion of the effects of bulk motion and the
diffusion in the azimuthal coordinate enable the modeling of
MLT-localized structures, drift-periodic flux oscillations, and their
subsequent attenuation due to phase-mixing processes.

Current works leveraging in situ measurements to quantify
radial diffusion coefficients require information on average over
all magnetic local times of a drift shell. Yet, a spacecraft can
only scan the electromagnetic environment along its orbit, limiting
the accuracy with which the outputs can be determined (e.g.,
Sandhu et al., 2021). Because the coefficients introduced in this work
depend on magnetic local time, these may be easier to quantify
experimentally. Furthermore, describing the effect of drift motion
on radiation belt intensity in terms of Euler potentials, or similarly
with (𝕃,φ), is computationally more advantageous than working
with the action-angle variables (J3, φ3): the latter requires tracing
the instantaneous drift contour at every time step, while the former
only requires local field line tracing. In addition, the definition
of the Euler potentials only requires closed field lines, while the
definition of the action-angle variables is more restrictive, requiring
a closed instantaneous drift contour.Thus, working in terms of Euler
potentials allows for the inclusion of quasi-trapped particles from
the drift loss cone.
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The second part of this work will deal with characterizing the
coefficients introduced in Eq. 27 (i.e., [�̇�], [φ̇],D𝕃𝕃,D𝕃φ,Dφ𝕃,Dφφ)
in the special case of electric potential fluctuations in a magnetic
dipole field. It will show how to implement the theoretical
framework presented in this work.
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Appendix

Here, we detail how to obtain Eq. 24, leveraging the fact that
the Euler potentials (α,β) are proportional to canonical variables
(Eq. 17).
We assume some small variations in α and β during t and t+∆t. In
which case, a Taylor approximation of the time variations of α and
β, to the second order, yields

{{
{{
{

α(t+∆t) = α(t) + α̇(t)∆t+ α̈(t)2 ∆t
2

β(t+∆t) = β(t) + β̇(t)∆t+ β̈(t)2 ∆t
2.

(A1)

Rewriting α̇ and β̇ in terms of Hamiltonian (Eq. 17), the second time
derivatives are

{{{
{{{
{

α̈ = − ddt(
∂H
∂β ) =

∂
∂α(
∂H
∂β )

2
− ∂∂β(
∂H
∂α
∂H
∂β +
∂H
∂t )

β̈ = d
dt(
∂H
∂α ) =

∂
∂β(
∂H
∂α )

2
− ∂∂α(
∂H
∂α
∂H
∂β −
∂H
∂t )

(A2)

(see also Lichtenberg and Lieberman, 1992; their equation (5.4.10),
p. 322).
Combining equations Eqs A1, A2, 17, we have

{{{
{{{
{

∆α = −∂H∂β ∆t+
(∆t)2

2 (
∂
∂α(
∂H
∂β )

2
− ∂∂β(
∂H
∂α
∂H
∂β +
∂H
∂t ))

∆β = ∂H∂α ∆t+
(∆t)2

2 (
∂
∂β(
∂H
∂α )

2
− ∂∂α(
∂H
∂α
∂H
∂β −
∂H
∂t )).

(A3)

To the second order in ∆t, we also have

{{{{{{{
{{{{{{{
{

(∆α)2 = (∂H∂β )
2
(∆t)2

(∆β)2 = (∂H∂α )
2
(∆t)2

∆α∆β = −∂H∂α
∂H
∂β (∆t)

2.

(A4)

Thus,

{{{{{{{{{{{{{
{{{{{{{{{{{{{
{

1
2
∂
∂α
(∆α)2 = 1

2
∂
∂α
(∂H
∂β
)

2
(∆t)2

1
2
∂
∂β
(∆β)2 = 1

2
∂
∂β
(∂H
∂α
)

2
(∆t)2

1
2
∂
∂α
(∆β∆α) = −1

2
∂
∂α
(∂H
∂α
∂H
∂β
)(∆t)2

1
2
∂
∂β
(∆α∆β) = −1

2
∂
∂β
(∂H
∂α
∂H
∂β
)(∆t)2.

(A5)

Combining Eqs A3–A5 in terms of expected values for the
variations, we have

−[∆α] + 1
2
∂[(∆α)2]
∂α +

1
2
∂[∆α∆β]
∂β = [

∂
∂β(H+

∆t
2
∂H
∂t )]∆t,

(A6)

−[∆β] + 1
2
∂[(∆β)2]
∂β +

1
2
∂[∆β∆α]
∂α = −[ ∂∂α(H+

∆t
2
∂H
∂t )]∆t.

(A7)

Assuming that the time interval, ∆t, is very small in comparison
with the characteristic time for the time variation of the
Hamiltonian:

∆t≪H/(∂H/∂t), (A8)

with ⟨∆α⟩ = [∆α]/∆t and ⟨∆β⟩ = [∆β]/∆t, the rates of
change of the expected values for the variations, we
obtain

{{{
{{{
{

−⟨∆α⟩ + 1
2
∂⟨(∆α)2⟩
∂α + 1

2
∂⟨∆α∆β⟩
∂β = [∂H∂β ] = −[α̇]

−⟨∆β⟩ + 1
2
∂⟨(∆β)2⟩
∂β + 1

2
∂⟨∆β∆α⟩
∂α = −[∂H∂α ] = −[β̇] .

(A9)
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Glossary

(α,β) Euler potentials

A magnetic vector potential

B magnetic field

BE magnetic equatorial field at the Earth’s surface

DXY diffusion coefficient with respect to the X and Y coordinates

f,F distribution functions

Γ drift contour

H Hamiltonian proportional to the total energy of the guiding center

Ji=1..3 action variable, proportional to the adiabatic invariant coordinates

J stands for J3, the adiabatic invariant associated with the drift motion

L* “L-star” or “L-Roederer” inversely proportional to the third adiabatic invariant, J

𝕃 “double-struck L” or “L-Euler”, inversely proportional to the Euler potential α

MLT magnetic local time

q electric charge of a particle

r radial distance to the center of the dipole magnetic moment

RE Earth’s equatorial radius

φ,φE azimuthal location (i.e., magnetic local time, in radians), azimuthal location of the footpoint at r = RE for the field line passing through the location considered

Σ surface encompassed by the drift contour, Γ

θ,θE magnetic colatitude, magnetic colatitude of the footpoint at r = RE for the field line passing through the location considered

t,∆t time, small time interval

T kinetic energy

V electric potential

[] square brackets = expected value (average value of an ensemble of fluctuations) of the bracketed quantity

〈〉 angle brackets = average change per unit time of the bracketed quantity (= []/∆t)

∝ proportionality symbol.
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Drift phase resolved diffusive
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fluctuations

Solène Lejosne1*, Jay M. Albert2 and Samuel D. Walton1

1Space Sciences Laboratory, University of California, Berkeley, CA, United States, 2Air Force Research
Laboratory, Kirtland AFB, Albuquerque, NM, United States

In the first part of this work, we highlighted a drift-diffusion equation capable
of resolving the magnetic local time dimension when describing the effects
of trapped particle transport on radiation belt intensity. Here, we implement
these general considerations in a special case. Specifically, we determine the
various transport and diffusion coefficients required to solve the drift-diffusion
equation for equatorial electrons drifting in a dipole magnetic field in the
presence of a specific model of time-varying electric fields. Random electric
potential fluctuations, described as white noise, drive fluctuations of trapped
particle drift motion. We also run a numerical experiment that consists of
tracking trapped particles’ drift motion. We use the results to illustrate the
validity of the drift-diffusion equation by showing agreement in the solutions.
Our findings depict how a structure initially localized in magnetic local time
generates drift-periodic signatures that progressively dampen with time due to
the combined effects of radial and azimuthal diffusions. In other words, we
model the transition from a drift-dominated regime, to a diffusion-dominated
regime. We also demonstrate that the drift-diffusion equation is equivalent to
a standard radial diffusion equation once the distribution function is phase-
mixed. The drift-diffusion equation will allow for radiation belt modeling with
a better spatiotemporal resolution than radial diffusion models once realistic
inputs, including localized transport and diffusion coefficients, are determined.

KEYWORDS

radiation belts, fokker-planck equation, adiabatic invariants, radial transport, radial
diffusion, azimuthal diffusion, cross-terms, electric fields

1 Introduction

The effects of trapped particle spatial transport on radiation belt intensity are usually
described by the radial diffusion paradigm. According to this model, in the absence of
any other process besides spatial transport, the time evolution of radiation belt intensity is
described by a one-dimensional diffusion equation:

∂ f(L*, t)
∂t
= L*2 ∂
∂L*(

DLL

L*2

∂ f
∂L*) (1)
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where f is a distribution function proportional to phase space
density, L* is inversely proportional to the third adiabatic invariant,
and DLL = ⟨(∆L

*)2⟩/2 is the radial diffusion coefficient (Roederer,
1970). Since all the quantities involved in Eq. 1 are drift-averaged,
i.e., averaged over all three gyration, bounce and drift phases, there
is no information on trapped particle drift phase—or equivalently,
on the magnetic local time (MLT) dimension. In a companion
paper (Lejosne and Albert, 2023), we discussed the limitations
associated with the inability to resolve the drift phase. We also
proposed a theoretical solution to address this difficulty. Namely,
we highlighted a two-dimensional drift-diffusion equation to
describe trapped particle transport effects on radiation belt intensity
(Birmingham et al., 1967). According to this model, in the absence
of any other process besides transport, radiation belt intensity varies
such that:

∂F(𝕃,φ, t)
∂t = −[�̇�] ∂F∂𝕃 − [φ̇]

∂F
∂φ +𝕃

2 ∂
∂𝕃(

D𝕃𝕃
𝕃2
∂F
∂𝕃)

+ 𝕃2 ∂∂𝕃(
D𝕃φ
𝕃2
∂F
∂φ)+
∂
∂φ(Dφ𝕃

∂F
∂𝕃)+
∂
∂φ(Dφφ

∂F
∂φ)

(2)

where F is a distribution function proportional to the number of
particles per unit of surface, d𝕃dφ, φ is the azimuthal location
(i.e., MLT, in radians), and the “double-struck L” (or “L-Euler”)
coordinate is: 𝕃 = 1/sin2θE, with θE the magnetic colatitude of the
intersection between the Earth’s surface and the footpoint of the field
line passing through the location considered. The parameters D𝕃𝕃,
Dφφ, D𝕃φ and Dφ𝕃 are the MLT-dependent diffusion coefficients,
and the parameters [�̇�] and [φ̇], also MLT-dependent, are the
mean time rates of change of 𝕃 and φ. All the quantities involved
in Eq. 2 are bounce-averaged quantities that depend on MLT. In
particular, the coordinate double-struck L, 𝕃, corresponds to the
normalized equatorial radius of the field line on which trapped
particles would bounce if all non-dipolar contributions to the
magnetic field were turned off on a timescale comparable to a
few bounce periods. There are various benefits of using L-Euler as
a coordinate for radial transport over L-McIlwain or L-Roederer.
From the theoretical standpoint, the set of coordinates (𝕃,φ) is
proportional to a set of canonical variables, which allows for a
reduction of the general two-dimensional Fokker-Planck equation
into a drift-diffusion equation (Eq. 2) (Lejosne and Albert, 2023).
In addition, computing the L-Euler, 𝕃, is much less expensive
than computing the L-Roederer, L*, coordinate: The former only
requires local field line tracing, while the latter requires computing
the magnetic flux through the instantaneous drift shell. The set of
coordinates (𝕃,φ) can also be used to parameterize both trapped
and quasi-trapped populations (since the definition of L-Euler, 𝕃,
only requires a closed local field line). On the other hand, the L*

parameter requires a closed instantaneous drift shell, meaning that
it can only parameterize trapped populations. Thus, the L-Euler,
𝕃, is an appropriate coordinate for modeling the trapping and de-
trapping of energetic particles at transition regions (e.g., close to the
magnetopause, or at low L regions, below the inner radiation belt).

In the following, we specify the field and particle characteristics
assumed to compute the transport and diffusion coefficients
introduced in Eq. 2 in a special case. For the sake of simplicity,
we focus on the magnetic equator and assume dipolar magnetic

field lines thereafter. In this context, 𝕃 = L = r/RE, where r is the
equatorial radius andRE = 6,370km is one Earth’s equatorial radius.

2 Theoretical setup

The objective of this section is to show how to determine the
localized transport ([�̇�] and [φ̇]) and diffusion (D𝕃𝕃, Dφφ, D𝕃φ
and Dφ𝕃) coefficients in the simple case of equatorially mirroring
particles trapped in a magnetic dipole field with a drift motion
perturbed by a special case of random electric potential fluctuations.
The characteristics of the fields are provided in Section 2.1, and
their effects on the drift motion of trapped particles are detailed in
Section 2.2.

2.1 Fields

We assume a magnetic dipole field, B, and an electric potential,
V, whose random time variations lead to small perturbations of
trapped particle drift motion. The dipole field at the magnetic
equator in spherical coordinates (r,θ,φ) is:

B =(

0

−
BER

3
E

r3

0

) (3)

where BE = 30,000nT is the magnetic equatorial field at the Earth’s
surface. We model the total electric potential, V, as the sum of a
well-determined corotation potential, and some ad hoc fluctuations
proportional to a random variable, w:

V = −C
r
+w(t)rcosφ (4)

where C =ΩEBER
3
E is a constant, with ΩE = 2π/86400s ≅ 7.3e−5 s−1

the angular velocity of the Earth’s rotation, so −C/r is the corotation
potential. The electric field, E = −∇V, at the magnetic equator is:

E =(

−C
r2
−w(t)cosφ

0

w(t)sinφ

) (5)

Characteristics of the electric fluctuation:The electric fluctuation,
w(t) (in V/m), is assumed to be not well known. This lack of
determination in field variations is what drives the need for a
stochastic model, rather than a deterministic one. We view the
electric fluctuation, w(t), as a sequence of possible outcomes
by a random variable. In this first implementation, we favor
practicality over realism to characterize the properties of the
variable. Specifically, we assume that the variable, w, is a white
noise. We describe it as a piecewise constant function: the value
stays constant for a set amount of time, T (in seconds), and it
updates instantaneously and unpredictably at the end of every time
interval. We choose the size of the time interval, T, such that
the time variations of the electric fluctuation, w(t), result in the
variation of the third adiabatic invariant, while conserving the first
two invariants of the population considered. In other words, we
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require that τB ≪ T≪ τD, where τB and τD are the bounce and
drift periods, respectively. This assumption differs from the drift
resonance condition, where T ∼ τD.

The standard deviation of the white noise, W, is a parameter
that we set arbitrarily. The mean value of the white noise, [w],
is theoretically 0, by definition. Yet, when considering a finite
sequence of values for w(t), the ensemble average is not necessarily
0 in practice. Thereafter, we consider that the average value, [w],
remains small enough that: [w]2 ≪ΩTW2, where Ω/2π is the
unperturbed drift frequency. This assumption is verified in our
numerical experiment, and it simplifies mathematical derivations.

2.2 Trapped particles

2.2.1 Computation of the localized transport and
diffusion coefficients

The objective of this Section is to determine D𝕃𝕃, Dφφ, D𝕃φ
and Dφ𝕃, the diffusion coefficients, and [�̇�] and [φ̇], the transport
coefficients, defined as the mean time rates of change of the radial
and azimuthal locations, respectively. This is done for a population
of equatorially trapped particles drifting in the fields described in
Section 2.1. Generally speaking, a diffusion coefficient for a set of
variables, X and Y, is:

DXY =
⟨∆X∆Y⟩

2
(6)

where ⟨∆X∆Y⟩ = [∆X∆Y]/∆t is the rate of change of the expected
value for the product of the time variations of X and Y during a time
interval, ∆t:

[∆X∆Y] = [(X(t+∆t) −X(t))(Y(t+∆t) −Y(t))] (7)

In our case, the time interval, ∆t, is long with respect to the
bounce period, but very small in comparison with the drift period,
τB ≪∆t≪ τD. Thus, we need to compute the time variations for the
radial and azimuthal locations of the trapped particles, ∆r and ∆φ,
respectively, to determine the diffusion coefficients.

The equations for the driftmotion of equatorial particles trapped
in the fields described in Section 2.1 are:

(

̇r

0

φ̇

)=(

(

r3
BER

3
E
w(t)sinφ

0

− 3M
γqr2
+ΩE +

r2
BER

3
E
w(t)cosφ

)

)

(8)

where M is the first adiabatic invariant, q is the electric charge of
the particle and γ is the Lorentz factor. Given that �̇� = ̇r/RE at the
magnetic equator of a dipole field, the transport coefficients are:

{{{
{{{
{

[�̇�] = 𝕃
3[w]

BERE
sinφ

[φ̇] =Ω+ 𝕃
2[w]

BERE
cosφ

(9)

where Ω = −3M/γqR2
E𝕃

2 +ΩE is the unperturbed angular drift
velocity. In the presence of an ideal white noise signal ([w] = 0) the
transport coefficients become [�̇�] = 0 and [φ̇] =Ω.

Using Eq. 8, the general expressions for the total variations
in radial and azimuthal locations after a time interval ∆t are,
respectively:

{{{
{{{
{

∆r = 1
BER

3
E
∫t+∆tt r3(u)w(u)sinφ(u)du

∆φ = − 3Mq ∫
t+∆t
t

1
γ(u)r2(u)

du+ΩE∆t+
1

BER
3
E
∫t+∆tt r2(u)w(u)cosφ(u)du

(10)

We consider a time interval, ∆t, very small in comparison
with the drift period (∆t≪ τD), but long enough to have many
small fluctuations during ∆t (T≪∆t). We also assume small radial
displacements (∆r/r≪ 1). As detailed in the Appendix, it results
that:

{{{{{{{{
{{{{{{{{
{

⟨(∆r)2⟩ = r6W2T
B2

ER
6
E

sin2φ

⟨(∆φ)2⟩ = r4W2T
B2

ER
6
E

cos2φ

⟨∆r∆φ⟩ = ⟨∆φ∆r⟩ = r5W2T
B2

ER
6
E

sinφcosφ

(11)

With the definition provided Eq. 6, the MLT-localized diffusion
coefficients are:

{{{{{{{{
{{{{{{{{
{

D𝕃𝕃 =
𝕃6W2T
2B2

ER
2
E

sin2φ

Dφφ =
𝕃4W2T
2B2

ER
2
E

cos2φ

D𝕃φ = Dφ𝕃 =
𝕃5W2T
2B2

ER
2
E

sinφcosφ

(12)

We note that the diffusion coefficients provided in Eq. 12
are functions of magnetic local time, φ. This is in contrast with
the standard radial diffusion coefficient, independent of magnetic
local time by definition, which involves drift-phase averaging (e.g.,
Lejosne and Kollmann, 2020). The relationship between these
coefficients and the standard radial diffusion framework is further
discussed in Section 3.1.

The diffusion coefficients provided in Eq. 12 are also
proportional to W2T, the product of the variance of the random
signal, w, and a time, T, that is similar to an autocorrelation time.
This finding is consistent with theoretical expectations: the higher
the variance, the stronger the perturbation, the higher the diffusion.
We also expect electric field perturbations that stay correlated for a
longer time interval to be more efficient in perturbing drift motion.
On the other hand, the coefficients are independent of the energy of
the trapped population considered, provided that the updating time,
T, remains very small in comparison with the drift period (see also
the discussion in Appendix). The coefficients are also independent
of the charge of the population. These findings would need to be
reassessed in the presence of more realistic field perturbations.

2.2.2 Contextualization using Hamiltonian
equations

We expect a relationship between the first and second moments
characterizing transport. Indeed, assuming small variations over the
course of a couple of bounce periods,we have shown in the first part
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of this work (Lejosne and Albert, 2023) that:

{{{
{{{
{

−⟨∆α⟩ + 1
2
∂⟨(∆α)2⟩
∂α + 1

2
∂⟨∆α∆β⟩
∂β = −[α̇]

−⟨∆β⟩ + 1
2
∂⟨(∆β)2⟩
∂β + 1

2
∂⟨∆β∆α⟩
∂α = −[β̇]

(13)

where (α,β) are the Euler potentials. In a dipole field at the magnetic
equator, given that α∝ 1/r, and β = φ, this set of equations is
equivalent to:

{{{{
{{{{
{

−⟨∆r⟩ + r
2

2
∂
∂r(
⟨(∆r)2⟩

r2
)+ 1

2
∂
∂φ (⟨∆r∆φ⟩) = −[ ̇r]

−⟨∆φ⟩ + 1
2
∂⟨(∆φ)2⟩
∂φ + r

2

2
∂
∂r(
⟨∆φ∆r⟩

r2
) = −[φ̇]

(14)

A second-order Taylor expansion of Eq. 10 yields

{{{{
{{{{
{

⟨∆r⟩ = r
3[w]
BER

3
E
sinφ+ r5W2T

B2
ER

6
E
(12 + sin

2φ)

⟨∆φ⟩ =Ω+ r
2[w]
BER

3
E
cosφ+ r4W2T

2B2
ER

6
E
sinφcosφ

(15)

Leveraging Eqs 9, 11 and 15, it is straightforward to verify Eq. 14.
A notable consequence of this result is that:

⟨∆r⟩ ≠ r
2

2
∂
∂r
(
⟨(∆r)2⟩

r2
) (16)

when the drift phase is resolved. In other words, the commonly
assumed relationship between the first and second moments of
radial transport, ⟨∆r⟩ and ⟨(∆r)2⟩ (e.g., Fälthammar, 1968, their
Eq. 3), is verified only on average over all magnetic local times.

3 On the drift-diffusion equation

3.1 Equivalence with a radial diffusion
equation in the case of an azimuthally
symmetric distribution function

We leverage the coefficients computed in Section 2.2 to
demonstrate that Eq. 2 is like a radial diffusion equation (Eq. 1)
when the distribution function is independent of MLT, i.e., when
∂F/∂φ = 0. Eq. 2 becomes:

∂F
∂t
= −[�̇�] ∂F
∂𝕃
+𝕃2 ∂
∂𝕃
(
D𝕃𝕃
𝕃2
∂F
∂𝕃
)+ ∂
∂φ
(Dφ𝕃)
∂F
∂𝕃

(17)

when ∂F/∂φ = 0.This is also:

∂F
∂t
= −[�̇�] ∂F
∂𝕃
+D𝕃𝕃
∂2F
∂𝕃2
+(𝕃2 ∂
∂𝕃
(
D𝕃𝕃
𝕃2
)+ ∂
∂φ
(Dφ𝕃))

∂F
∂𝕃

(18)

Leveraging Equations 9, 12 yields:

∂F
∂t
= −
𝕃3[w]
BERE

sinφ ∂F
∂𝕃
+ 𝕃

6W2T
2B2

ER
2
E

sin2φ ∂
2F
∂𝕃2

+(𝕃
5W2T

2B2
ER

2
E
(1+ 2sin2φ)) ∂F

∂𝕃
(19)

Averaging over all MLT-phases, we have that:

∂F
∂t
= 𝕃

6W2T
4B2

ER
2
E

∂2F
∂𝕃2
+ 𝕃

5W2T
B2

ER
2
E

∂F
∂𝕃

(20)

Introducing the drift-averaged diffusion coefficient, DLL, as:

DLL =
𝕃6W2T
4B2

ER
2
E

(21)

Equation 20 also becomes:

∂F
∂t
= L2 ∂
∂L
(
DLL

L2
∂F
∂L
) (22)

We emphasize that 𝕃 = L = r/RE in this demonstration, since
we assume a dipole magnetic field. Given that the phase-averaged
distribution function, f, is proportional to the bounce-averaged
distribution function, F, by a physical constant when F is
independent on MLT, Eq. 22 can be rewritten as:

∂ f
∂t
= L2 ∂
∂L
(
DLL

L2

∂ f
∂L
) (23)

Thus, we have shown how the drift-diffusion Eq. 2 relates to
the standard radial diffusion Eq. 1 when the distribution function
is phase-mixed (i.e., independent of MLT). We have also shown
that the corresponding radial diffusion coefficient, DLL, is the
MLT-average of the localized radial diffusion coefficient, D𝕃𝕃. The
expression forDLL provided Eq. 21 is the same as the one that would
be obtained by following standard procedures to compute radial
diffusion coefficients (e.g., Schulz and Lanzerotti, 1974, their section
III.3).

3.2 Change of variables to remove the
cross terms

The drift-diffusion equation (Eq. 2) contains cross-terms
(D𝕃φ = Dφ𝕃 ≠ 0), which poses numerical challenges to guarantee
positivity of the solution (Tao et al., 2008; 2009; 2016). Albert and
Young (2005) and Albert (2018) discussed changes of coordinates
to address this difficulty. In the present situation, the determinant of
the 2 × 2 diffusion matrix is 0:

D𝕃𝕃Dφφ −D
2
𝕃φ = 0 (24)

This means that 0 is an eigenvalue of the diffusion matrix, and
there exists a system of coordinates in which the diffusive part of the
drift-diffusion equation is one-dimensional. We introduce a new set
of variables:

{
{
{

x = 𝕃cosφ

y = 𝕃 sinφ
(25)

which corresponds to a conversion from polar to Cartesian
coordinates. In this coordinate system, with the values of the
diffusion coefficients provided Eq. 12, Eq. 2 becomes:

∂F
∂t
= −[ẋ] ∂F
∂x
− [ẏ] ∂F
∂y
+ (x2 + y2)

3
2
∂
∂y
(

Dyy

(x2 + y2)
3
2

∂F
∂y
) (26)

Frontiers in Astronomy and Space Sciences 04 frontiersin.org73

https://doi.org/10.3389/fspas.2023.1232512
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Lejosne et al. 10.3389/fspas.2023.1232512

FIGURE 1
Three different sequences of randomly generated outcomes for the white noise signal, w (t), are represented in black, blue and red over a 2-h time
interval. The signal is updated every T = 200 s. The expected (i.e., average) value is 0 mV/m, and the standard deviation is set to 0.5 mV/m.

FIGURE 2
Time evolution of the distribution function centered at L = 3.5 and
22:00 MLT. The magnitude of the flux oscillation characteristic of
trapped particle injections decreases with time until it vanishes after a
time characteristic of phase mixing. This figure compares numerical
results from (in red) a test particle simulation and (in blue) the solution
of the drift-diffusion equation. It illustrates the transition from a
drift-dominated regime (with the presence of drift periodic oscillations
in the distribution function) to a diffusion-dominated regime
(characterized by a slow and steady variation of the distribution
function).

with

Dyy =
W2T
2B2

ER
2
E
(x2 + y2)3 (27)

Looking back at the drift motion equations (Eq. 8), we notice
that the perturbation of the drift velocity is indeed along the y-
direction: The velocity perturbation is along sinφer + cosφeφ = ey,

where ey and er ,eφ are unit vectors associated with the Cartesian
and polar frames of reference.

In the following, we assume [w] = 0 for the sake of simplicity.
This means that [�̇�] = 0 and [φ̇] =Ω. As a result, Eq. 26 is also:

∂F
∂t
= −Ω ∂F
∂φ
+𝕃3 ∂
∂y
(
Dyy

𝕃3
∂F
∂y
) (28)

This latest equation is the one used for numerical
implementation, as discussed in Section 4.

4 Numerical simulations

4.1 Numerical setups and methods

Parameters: Since this work assumes electric potential
fluctuations in a time-stationary dipole field, we focus on a
region where this is most likely to happen, namely, the inner
belt and slot region (below L = 4). We consider populations
that have been associated with drift period structures in this
region, i.e., electrons in the tens to hundreds of keV energy
range (e.g., Ukhorskiy et al., 2014). Specifically, we focus on
equatorial electrons with kinetic energy of 200 keV at L = 3.These
electrons have a first adiabatic invariant of M = 21.5 MeV/G,
and a second adiabatic invariant of J = 0. The standard deviation
of the white noise, W, is a parameter that we set to a plausible
value of about 0.5 mV/m (W2 = 2.5 × 10-7V2/m2). We set the
updating time (i.e., the duration between changes in value) for
the sequence of outcomes w(t) to be T = 200s. At L = 3, the bounce
and drift periods of the electrons considered are τB ∼ 0.4 s and
τD ∼ 1.5hr, so the ordering, τB ≪ T≪ τD, is verified. With this set
of parameters, the coefficient of proportionality for the diffusion
coefficients is W2T/2B2

ER
2
E = 6.8× 10

−10s−1 = 5.9× 10−5day−1.
Therefore, given Eq. 21, the drift-averaged diffusion coefficient
DLL is set to DLL ∼ 3.0× 10

−5L6day−1 (2.2× 10−2day−1 at L =
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3 for instance). This order of magnitude is consistent with
previous estimates for radial diffusion in the inner belt and
slot region (e.g., Selesnick, 2012; O’Brien et al., 2016, their
Figure 4).

Method for particle tracking: We solve Eq. 8 to determine
trapped particle drift motion. We launch particles in many
different sequences of outcomes for w (t). We use the RANDOMN
function from IDL, which returns pseudorandom numbers from
a Gaussian distribution to generate an original time sequence
of outcomes. Every different sequence is created by randomly
reordering (permuting) the vector indices of the original sequence
of outcomes. To create a permutation of the vector indices,
we use the RANDOMU function from IDL, which returns an
array of uniformly distributed random numbers. An illustration
of the approach is provided in Figure 1. It represents three
different permutations for the sequence of outcomes for w(t),
over a time intervals of 2 h. For the numerical experiment, we
perform 200 different permutations. We track more than 10,000
particle drift trajectories for 18 h every time, recording their
locations every 5 min. The particle initial locations are distributed
homogeneously, following the initial condition described
hereafter.

Initial condition: To solve numerically Eq. 28, we consider a
simple initial condition, assuming that:

- Particles are present homogeneously at all MLTs at 3.8RE and
above (up to 7 RE).

- Particles are also present homogeneously in an area mimicking
a localized injection, extending from r = 2.5RE to r = 3.8RE, and
initially centered around 00:00 MLT (from 22:15 to 01:45).

The distribution function, F, is chosen to be initially constant
and normalized (= 1) at all locations where particles are present. It
is set to zero otherwise.

Method for numerical simulation: To solve numerically Eq. 28,
we use an operator splitting method. At each time step, we first
solve the transport part of the equation, using the method of
characteristics. We then use the updated function to solve the
diffusive part of the equation, using an explicit scheme for the sake of
simplicity. We record the value of the distribution function, F, every
5 min over a 24-h interval.

4.2 Results

4.2.1 Comparison between the results of the test
particle experiments and the solution of the
drift-diffusion equation

We compare: a) the outputs of the particle tracking experiment
with b) the solution of Eq. 28. First, we focus on one location
(L = 3.5 ± 0.05 and 22:00 MLT ± 00:15): We record the time
evolution of the distribution functions derived from the drift-
diffusion equation and from the particle tracking experiment. The
results, presented in Figure 2, highlight the consistency of the two
approaches. The location is initially out of the artificial injection
region thus F(t = 0) = 0. As the particles drift eastwards starting
from the midnight region, no particles are visible for a moment.
Then, they briefly drift through the location, creating a transient
peak in the distribution function, and so on. Figure 2 shows
how the distribution function oscillates at the trapped particles’

FIGURE 3
Time evolution of a distribution function (initially centered around 00:00 MLT for 2.5RE < r < 3.8RE, and constant at all MLTs for r ≥ 3.8RE) (A) At t =
3:00 h, the MLT-dependent structure is visible. It creates a spiral around the Earth due to the L-dependence of the drift frequency. As a result, the
distribution function is strongly dependent on MLT for r between ∼ 2.5RE and 3.8RE (B) At t = 10:00 h, the MLT-dependent structure has disappeared:
The distribution function is barely dependent on MLT. The effect of transport on radiation belt intensity is now more consistent with the radial diffusion
paradigm.
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unperturbed drift frequency. With time, the magnitude of the
peak decreases, and the width of the peak increases: This is due
to the combined effects of radial and azimuthal diffusions. In
parallel, new particles transported radially from L ≥ 3.8 fill the
region: The drift-averaged minimum of the distribution function
increases with time. After some time, the drift-periodic signature
disappears and the regime is purely diffusive. In other words: In
this numerical experiment, the radial diffusion equation represents
a valid description of the system after ∼15 h at L = 3.5 (or about
9 drift periods for the population considered). For shorter times,
it is necessary to use the drift-diffusion equation to represent
the time evolution of drift echoes. In general, we expect the
magnitude of the typical phase-mixing time scale to be a function
of: (a) the initial condition for the distribution function (the more
MLT-localized the inhomogeneity, the longer it will take to cover
all MLT sectors), (b) the magnitude of the diffusion coefficients
(the higher the coefficient, the most efficient at smoothing MLT-
dependent fluctuations, thus the shorter the characteristic time
for phase mixing) and (c) the drift frequency (the higher the
drift frequency, the shorter the characteristic time for phase
mixing).

4.2.2 Visualization of the solution of the
drift-diffusion equation

A 2D video of the simulation run for the solution of
the drift-diffusion equation over a 24 h interval is provided in
Supplementary Material. Two screenshots (at t = 3:00 h and t =
10:00 h) are provided in Figure 3.

From the video, it is clear that the effect of the azimuthal
drift on radiation belt intensity is at first more striking than the
effects of radial and azimuthal diffusion. That said, drift alone
would only lead to trajectories wrapping around, meaning that
the distribution function would only become more structured.
Radial and azimuthal diffusions act to smooth out the MLT-
dependent structure, dampening it until it disappears and
the distribution becomes independent of MLT. This phase-
mixing process is consistent with observations. It allows for the
transition from a drift-dominated regime to a diffusion-dominated
regime.

5 Conclusion

We have shown how the drift-diffusion equation is capable
of modeling phase mixing, allowing for a transition from drift-
resolved structures (e.g., drift-periodic fluctuations associated with
MLT-localized sources or losses) to the standard radial diffusion
framework. We illustrated our case using simple assumptions,
focusing on the magnetic equator of a dipole field and modeling
electric potential fluctuations by a white noise. A next step of
physical importance is to model the effect of the thermospheric
wind driven electric field fluctuations on radiation belt dynamics.
Indeed, electric potential fluctuations are present in the inner
belt. They are viewed as the primary driver of radial diffusion
in this region (e.g., O’Brien et al., 2016). In particular, electric
fluctuations associated with quiet time wind dynamo have
significant day-to-day variability, even during geomagnetically

quiet periods (e.g., Fejer, 1993). Thermospheric wind driven
electric fields are also known to shape the inner belt drift shells
(Lejosne et al., 2021). Future work should consist of determining a
more realistic form for the electric perturbation using information
on thermospheric wind driven electric field fluctuations. Going
back to the general expression of the drift-diffusion equation,
future work should also consist of determining the various
transport and diffusion coefficients in the presence of a time
varying magnetic field. Once realistic inputs, including localized
transport and diffusion coefficients, are determined, the drift-
diffusion equation will enable operational radiation belt modeling
with a better spatiotemporal resolution than current radial diffusion
models.
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Appendix

We explain how we derived the expressions for ⟨(∆r)2⟩,
⟨(∆φ)2⟩, and ⟨∆r∆φ⟩ (Eq. 11), in order to obtain the diffusion
coefficients required to solve the drift-diffusion equation.
A first-order Taylor expansion for the expressions of the total
variations in radial and azimuthal locations (Eq. 10) yields:

{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{
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where ro,φo,γo are the values for the radial and azimuthal locations,
and Lorentz factor, at time, t, respectively.
The expression for the ensemble average of the square of the total
variation of the radial displacement is:
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Since ΩΔt≪ 1, the variation in phase is not significant, and Eq. A2
becomes
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Since the signal w is a piecewise constant function, we have that:

w(u) = wi for iT ≤ u < (i+ 1)T (A4)

And by definition of the white noise sequence, [wiwj] =W
2δij,

where δij is the Kronecker delta. As a result, expressing the
time interval, ∆t, as ∆t = NT+ k, where N is an integer, and
0 < k < T:
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As a result:

⟨(∆r)2⟩ =
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ER

6
E

sin2(φo) (A6)

A similar approach allows for a computation of [(∆φ)2], and
[(∆r∆φ)2] as first order functions of ∆t, yielding analytical
expressions for ⟨(∆φ)2⟩, and ⟨∆r∆φ⟩. Alternatively, the total
variation in phase, ∆φ, can also be related the total variation in
radial displacement, ∆r, and the time variation, ∆t, by considering
a multivariate Taylor expansion for the expression of total energy
conservation (e.g., Whipple, 1978):

Ek(ro +∆r,φo +∆φ, t+∆t) + qV(ro +∆r,φo +∆φ, t+∆t)

= Ek(ro,φo, t) + qV(ro,φo, t) (A7)

where Ek = Eo(√1+ 2MB/Eo − 1) is the kinetic energy, with Eo the

rest mass energy.
The formula provided Eq. A6 is not dependent on the energy of
the particles considered, provided that the drift period is very
long in comparison with the updating time, T. If we were to
consider particles of higher energies, with a drift period smaller
than the updating time, T, the magnitude of the radial diffusion
coefficient would drop, in accordance with theoretical expectations.
Indeed, with ∆t = k < T, N = 0, and [(∆r)2] Eq. (A5) would become
proportional toW2∆t2(<W2T∆t). In parallel, the ensemble average
of the signal, [w], would not be 0 anymore during∆t: this means that
the effects of field fluctuations would be accounted for through the
transport coefficients, [�̇�] and [φ̇] (Eq. 9).
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Glossary

(α,β) Euler potentials

B Magnetic field

BE Magnetic equatorial field at the Earth’s surface

C constant to model the corotation potential

DXY Diffusion coefficient with respect to the X and Y coordinates

E electric field

f,F Distribution functions

γ Lorentz factor

J second adiabatic invariant

L* L-star, inversely proportional to the third adiabatic invariant

𝕃 double-struck L, or L-Euler

L normalized equatorial radial distance

M first adiabatic invariant

ΩE angular velocity of the Earth’s rotation

Ω/2π unperturbed drift frequency

q electric charge of a particle

r radial location at the magnetic equator

RE Earth’s equatorial radius

φ Azimuthal location (i.e., magnetic local time, in radians)

τB Bounce period

τD Drift period

t,∆t Time, small time interval

T updating time for the sequence of outcomes w(t)

V Electric potential

w random variable

W standard deviation of the random variable w

[ ] Square brackets = expected value (average value over an ensemble of fluctuations) of the bracketed quantity

< > Angle brackets = average change per unit time of the bracketed quantity (= [ ]
∆t
)

∝ Proportionality symbol
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Hiss waves play an important role in removing energetic electrons from Earth’s
radiation belts by precipitating them into the upper atmosphere. Compared to
plasmaspheric hiss that has been studied extensively, the evolution and effects of
plume hiss are less understood due to the challenge of obtaining their global
observations at high cadence. In this study, we use a neural network approach to
model the global evolution of both the total electron density and the hiss wave
amplitudes in the plasmasphere and plume. After describing the model
development, we apply the model to a storm event that occurred on 14 May
2019 and find that the hiss wave amplitude first increased at dawn and then shifted
towards dusk, where it was further excited within a narrow region of high density,
namely, a plasmaspheric plume. During the recovery phase of the storm, the
plume rotated and wrapped around Earth, while the hiss wave amplitude decayed
quickly over the nightside. Moreover, we simulated the overall energetic electron
evolution during this storm event, and the simulated flux decay rate agrees well
with the observations. By separating the modeled plasmaspheric and plume hiss
waves, we quantified the effect of plume hiss on energetic electron dynamics. Our
simulation demonstrates that, under relatively quiet geomagnetic conditions, the
region with plume hiss can vary from L = 4 to 6 and can account for up to an 80%
decrease in electron fluxes at hundreds of keV at L > 4 over 3 days. This study
highlights the importance of including the dynamic hiss distribution in future
simulations of radiation belt electron dynamics.

KEYWORDS

total electron density, hiss, plasmasphere, plume, deep learning, radiation belt electrons,
fokker planck simulation

1 Introduction

Hiss waves are a type of whistler mode, broadband emission that typically exists in the
Earth’s high density plasmasphere and plume regions (Thorne et al., 1973; Chan and Holzer,
1976; Larkina and Likhter, 1982; Hayakawa et al., 1986; Meredith, 2004; Ripoll et al., 2020).
Since their early discovery (Dunckel and Helliwell, 1969; Russell et al., 1969), hiss waves have
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been extensively studied, and many of their properties have been
revealed (Hayakawa and Sazhin, 1992; Li et al., 2015a; Tsurutani
et al., 2015).

Through cyclotron resonant interactions, hiss can pitch-angle
scatter electrons with energies ranging from tens of keV up to several
MeV (Horne and Thorne, 1998; Li et al., 2007; Ni et al., 2014; Ma
et al., 2016). They are responsible for creating the slot region
between the inner and outer radiation belts and are believed to
be the main driver of the outer belt electron decay during quiet times
(Lam et al., 2007; Ma et al., 2015), thus playing an important role in
controlling the structure and dynamics of the radiation belts.

Hiss waves are believed to have multiple generation
mechanisms, which are still under active research (e.g., Green,
2005; Bortnik J. et al., 2009; Liu et al., 2020). Lightning-generated
whistlers from low altitudes can propagate and evolve into hiss
(Sonwalkar and Inan, 1989; Bortnik et al., 2003), but they account
for only a portion of the wave power at frequencies >2 kHz at L < 3.5
(Meredith et al., 2006). In recent years, more and more observations
and ray-tracing simulations have linked hiss waves with chorus
waves propagating into the plasmasphere (Church and Thorne,
1983; Santolík et al., 2006; Bortnik et al., 2008; Chen et al., 2012a;
2012b). This correlation is supported by statistical analyses of wave
distribution (Meredith et al., 2013; Agapitov et al., 2018) as well as
direct observations through event analyses (Bortnik Jacob et al.,
2009; Li et al., 2015b). In addition to lightning-generated whistlers
and chorus waves propagating into the plasmasphere, electron
cyclotron instability can also be a possible energy source for hiss
by locally amplifying it to observable levels (Kennel and Petschek,
1966; Thorne et al., 1979). Although the wave growth rate is
generally weak (Church and Thorne, 1983; C. Y; Huang et al.,
1983), recent studies have shown that the high-frequency hiss waves
may be locally generated (Fu et al., 2021; Meredith et al., 2021). In
addition, the sharp density gradient near the plasmapause and a
fresh injection of anisotropic hot electrons drifting from the
nightside plasma sheet can aid in generating intense low-
frequency hiss, particularly favored when plasmaspheric plumes
are present (Li et al., 2013; Chen et al., 2014; Su et al., 2018; Wu et al.,
2022). Plume hiss is thus gaining more and more attention due to its
potential role in controlling radiation belt dynamics (Summers et al.,
2008). In the era of Van Allen Probes, hiss is found to be prevalent
inside plumes (Shi et al., 2019; Zhang et al., 2019), and both
observations and simulations recognize its importance in
precipitating electrons in the outer radiation belt (Li et al., 2019;
Ma et al., 2021; Millan et al., 2021; Qin et al., 2021). However, the
observation of plume hiss is highly limited during individual events
due to a lack of global coverage, and simulations are usually
performed based on the statistical properties of plume hiss.
Therefore, the spatiotemporal evolution of plume hiss and its
effects on energetic electron dynamics remain elusive, though
they are believed to critically affect the loss rate of energetic
electrons in radiation belts.

In this study, we propose a deep learning approach to model the
global evolution of hiss and total electron density, inspired by
Bortnik et al. (Bortnik et al., 2016; Bortnik et al., 2018). Deep
learning techniques have shown promising results in space
weather modeling by analyzing information from large datasets
(Chu et al., 2017a, b; 2021; Ma et al., 2022; Wing et al., 2005; 2022).
We present the methodology for our model in Section 2. In Section

3, we analyze the model performance and apply it to a geomagnetic
storm event where the complete evolution of plume hiss is predicted.
Then, we simulate the energetic electron evolution based on the
modeled hiss and total electron density, and quantify the effects of
plume hiss. In Section 4, we discuss our findings, followed by our
conclusions in Section 5.

2 Data and deep learning model

2.1 Van Allen Probes data

We train the model using observations from the twin Van Allen
Probes (also known as RBSP; Mauk et al., 2013) throughout the
majority of their operational time (2013–2019). The Electric and
Magnetic Field Instrument Suite and Integrated Science (Kletzing
et al., 2013) suite onboard RBSP provides in-situ measurements of
the field and waves with a time resolution of −6 s for the survey
mode. Total electron density (Ne) is inferred from the upper hybrid
resonance frequency (Kurth et al., 2015) based on the measurements
from the High Frequency Receiver (HFR). The WaveForm Receiver
(WFR) measures wave activity, which we use to calculate the
amplitude of hiss waves following Li et al. (2015a) summarized
as follows.

1) wave ellipticity >0.7;
2) wave planarity >0.2;
3) spectral frequency range over 20–4,000 Hz.

When the satellites are outside the plasmasphere or plume
(according to the wave power of electron cyclotron harmonic
waves; Shen et al., 2019), the wave amplitude is set to 0.2 pT to
indicate no hiss wave. The whole hiss wave dataset has a similar
trend to the statistics by Li et al. (2015a) that hiss wave tends to occur
on the dayside during enhanced levels of substorm activity (not
shown here). The satellite location is also used for training purposes,
including L shell, magnetic local time (MLT), and magnetic latitude
(MLAT). TheMLT is converted into sin (MLT/12*π) and cos (MLT/
12*π) to account for the discontinuity at MLT = 24. Additionally, the
spin-averaged electron fluxes measured by the Magnetic Electron
Ion Spectrometer (MagEIS) instrument (Blake et al., 2013) in the
Energetic Particle Composition and Thermal Plasma (ECT) suite
(Spence et al., 2013) are used to compare with the results of radiation
belt simulations using our density and wave models.

2.2 Geomagnetic indices

To model both the electron density and wave amplitude at a
specific location observed by satellites, we use the geomagnetic
indices SML, SMU, Hp30, and SYM-H, which measure the level
of geomagnetic disturbance at different latitudes. The SML and
SMU indices (Gjerloev, 2012; Newell and Gjerloev, 2011; from
SuperMAG Web Service) provide better time coverage (to
include recent year data) compared to the more commonly used
AL and AU indices. The Hp30 index (Matzka et al., 2021; from GFZ
German Research Centre for Geosciences) is designed to improve
the temporal resolution of Kp index from 3 h to 30 min. To capture
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the most variation in the data without introducing many artifacts
from interpolation, all satellite observations and geomagnetic
indices are interpolated to a time resolution of 1 min.

2.3 Deep learning model

We adopt a similar model structure to that of Huang et al.
(2022), as illustrated in Figure 1. In this framework, geomagnetic
indices are used as the inputs to a neural network module, known as
Long Short-Term Memory (Hochreiter and Schmidhuber, 1997).
LSTM is well-suited for modeling data sequences in time-series
format and can effectively capture the temporal evolution within the
data (Karim et al., 2018; Siami-Namini et al., 2019). The extracted
output feature H at time tn can be viewed as a representation of the
inner magnetospheric state at time tn , described solely based on the
geomagnetic indices. Subsequently, H is used to fit the satellite
observations (both total electron density and hiss wave amplitude),
with corresponding satellite location as an input (see Section 2.4). By
employing LSTM to process geomagnetic indices alone (without any
RBSP data), the temporal evolution is decoupled from the location
information, which enables our model to simultaneously learn the
complex spatial dependence and the smooth transition along the
satellite orbital observations over time.

As hiss wave amplitude varies significantly in different regions,
models tend to estimate the average activity while treating the
variation as noise, thus underestimating the wave activity

(trained with the same model structure as Huang et al. (2022) on
hiss wave; not shown here). To better capture the dynamic nature of
hiss wave activity, instead of directly predicting a quantity in a
deterministic approach, we use a neural network module that
estimates the wave probability distribution (modeling both the
mean μ and standard deviation σ) at a specific location and time.
This approach essentially introduces an estimation of the
uncertainty (Blundell et al., 2015) in the data and is critical to
model quantities with large variations (Tasistro-Hart et al., 2021).
We avoid applying significant smoothing to the RBSP data to retain
the full information carried in the variation. We sample a prediction
yp from the modeled mean and standard deviation and calculate the
negative log likelihood

nll � ∑
i

log
����
2πσ2

√ + yi − μ( )2
2σ2

( )
between the observation and model prediction. This process
essentially maximizes the possibility of measuring the observed
quantity given the estimated distribution. The calculated loss is
then used to update the model parameters through the standard
backpropagation procedure.

To address the issue of an unbalanced dataset in training the hiss
wave model, we have implemented a weighted sampler. While we
dedicate considerable attention to geomagnetically active times, it is
important to note that quiet times are more common and generally
exhibit low wave activities. When the model is trained on the entire

FIGURE 1
Model structure and workflow. Purple line: data flow at time tn; Green box: model input; Blue box: neural network model modules; Red box:
(intermediate) model output; Yellow box: data operation. After the hidden state H is encoded by LSTM from the geomagnetic indices, a probability
distribution is estimated at the satellite location, and a prediction yp is sampled from this distribution. The negative log likelihood (nll) is calculated
between the prediction yp and satellite observation y, and is further used to update the model parameters through backpropagation. y denotes
either total electron density or hiss wave amplitude.
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dataset, it tends to learn more efficiently from weaker waves,
resulting in an underestimation of wave activity. To mitigate this
imbalance, we use a weighted sampler that selects training samples
based on a probability proportional to the largest wave amplitude
within the subsequent 1-h period. Consequently, periods with
stronger wave activity are more likely to be included in the
training process than those with weak wave activity, leading to a
model with improved performance during geomagnetically active
times.

We include more details of the model structure and
optimization procedure in Appendix A.

2.4 Data processing

The data from 2013 to 2019 is divided into 7-day blocks, with
70% randomly assigned as the training set, 20% as the validation set,
and 10% as the test set. The period 13–19 May 2019 is also kept in
the test set for further simulation (see Section 3.2). This division into
7-day blocks is chosen to avoid data leakage that is common in time-
series modeling, and is short enough to allow for a large number of
blocks, and long enough to prevent information leakage, while also
considering long-term seasonal and solar cycle variations. After the
training time range is settled (7-day blocks that belong to the
training set combined), during each runtime we generate training
samples with a weighted sampler using the following procedure. 1)
Before the training starts, both Van Allen Probe A and B
observations that fall within these 7-day blocks are assigned with
a sequence of weights. Each weight that corresponds to a certain
timestamp is calculated to be proportional to the largest wave
amplitude within the subsequent 1-h period. The resulting weight
sequence has the same length as satellite observations. 2) During the
training, starting times of the satellite observations are randomly

picked given the weight sequence, and for each selected time, a
period of 10-h that follows the selected time is used in the training
process. Each 10-h period of observation is then paired with the
corresponding 10 h of geomagnetic indicies and the preceding 24 h
of historical geomagnetic indices at 1-min resolution to provide
information on the state of the inner magnetosphere. In summary,
for each 10-h period, the model takes 24 h of historical geomagnetic
indices (consisting of 1,440 data points) as inputs, followed by
another 10 h of geomagnetic indices (consisting of 600 data
points) and satellite location (L, sin (MLT/12*π), cos (MLT/
12*π), MLAT) at the same time. The model predicts the total
electron density and hiss wave amplitude within the 10-h period.
The negative log likelihood is calculated between observation and
model prediction over each 10-h period. Loss is accumulated over a
number of sequences trained at the same time, until it
backpropagates to update the neural network parameters.

3 Results

3.1 Model performance

The overall model performance is shown in Figure 2 for total
electron density (A-C) and hiss wave amplitude (D-F) for different
datasets, respectively. The x-axis represents the observed quantity y
(density or hiss wave amplitude), while the y-axis represents the
corresponding modeled quantity yp. The color represents how
many y − yp pairs are located in that region. The red dashed
diagonal line indicates a perfect model prediction (y � yp). The
darker areas, concentrated near the red line, indicate good model
performance for the majority of the data. This is also quantified by
the correlation coefficient between log10 y and log10 y

p denoted by
“r” in each panel. The model performance for electron density is

FIGURE 2
Overall model performance of electron density (A–C) and hiss wave amplitude (D–F) for different datasets. X-axis: observed quantity; Y-axis:
modeled quantity. The correlation coefficient is calculated and labeled as “r.” The Red dashed line denotes the data pair where the model prediction
matches the observed value perfectly.
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similar to that of Huang et al. (2022), where the Pearson correlation
coefficient for the test dataset (Figure 2C) is about 0.9, close to that of
the validation set (Figure 2B) indicating that the model
generalization ability is good. The mean square error (MSE) and
median error are 0.16 and 0.017, respectively. This indicates that the
error is evenly distributed along the true values, signifying that the
model both generalizes well and performs well in modeling electron
density. For the hiss wave amplitude, there is more spread of the
darker areas (Figure 2F) with r = 0.74, mse = 0.53 and
median = −0.009 for the test dataset, which suggests that the
model performance is worse for the hiss amplitude than electron
density. This is partly because the wave activity is highly dynamic,
exhibiting fluctuations on short timescales, and thus is less
predictable compared to the cold plasma density. Nevertheless,
by adopting a probability-based approach, our model reproduces
the general global wave evolution fairly well, as presented in the
following section.

3.2 Event study

We present a case study focusing on the global evolution of hiss
waves and evaluate their effects on the energetic electron dynamics
during a storm event on 14 May 2019, which is intentionally
excluded from the training set. RBSP observations reveal the

formation of a plasmaspheric plume and intensification of hiss
waves over 13–19 May 2019, as shown in Figure 3. The SYM-H
and SML indices (Figure 3A) peaked on May 14 when RBSP was on
the dayside and observed a clear signature of the plasmaspheric
plume (first by RBSP-A and later by RBSP-B, marked with black
arrows in Figures 3B,C, respectively). Hiss wave amplitude
intensified during the event (Figures 3D–H). show binned
satellite observations of energetic electron fluxes at energies of
132 keV, 235 keV, and 470 keV, respectively. The electron flux
increased by an order of magnitude from L~ 5 to L~3 within
several hours during the main phase of the storm, which
occurred at 7 UT on May 14. After the storm main phase, the
electron flux decayed gradually over the subsequent days due to
radial diffusion and pitch-angle scattering by waves that we will
model later. We plot the modeled electron density and hiss wave
amplitude in panels (B)–(E) and show a line-by-line comparison
between the model (orange) and the observation (blue) during the
event. Overall, the model accurately captures the evolution of the
plasmapause location, especially during the latter half of the event
when SYM-H and SML were very quiet while Kp varied. There were
instances when RBSP measured very low density (<10 cm−3), but the
model predicted slightly higher density (−30 cm−3). Although the
relative error is significant, the absolute error remains relatively low.
The modeled hiss wave amplitude generally follows the
observations, successfully capturing most of the peak values.

FIGURE 3
Overview of the geomagnetic storm during 13–19May 2019. (A) SYM-H, SML, and Kp indices during the event. (B–C)Comparison betweenmodeled
electron density (orange) and satellite observation (blue) for RBSP-A and -B, respectively. Black arrows indicate plume features observed by the satellites.
(D–E) Same as (B–C), but for hiss wave amplitude. (F–H) Measured spin-averaged electron flux at different energy channels.
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Figure 4 provides several snapshots illustrating the modeled
global evolution of both electron density and hiss waves, allowing for
a more comprehensive understanding of their dynamics during and
following the storm event. As indicated by SYM-H and SML in panel
(A), we select six specific times (1-6) to examine the modeled
electron density (B) and hiss wave amplitude (C) before, during,
and after the storm. Before the storm onset (1), the plasmasphere
was relatively quiet and extended up to L = 6 on the dusk side.
Correspondingly, hiss wave activity was low, which is expected
during quiet conditions (Li et al., 2015a; Kim et al., 2015). As the
storm intensified (2) with higher Kp and decreased SYM-H, the
plasmasphere was pushed to the dayside due to the enhanced
convection electric field, and hiss waves were intensified in the
dawn-to-noon sector, probably related to the enhanced injection
from the nightside plasma sheet. As the storm progressed (3), the
plasmaspheric plume was formed, and the region with strong hiss
waves shifted to the dusk side. The intensified waves predominantly
occurred at high L, showing a good spatial correlation with the
plume, in agreement with the statistical results of plume hiss (Shi
et al., 2019). During the recovery phase from (3) to (5), the model
predicted a rotating and narrowing plume, consistent with physical
simulation results (De Pascuale et al., 2018), with hiss waves rotating
and decaying simultaneously. After the storm, instances of persistent
moderate hiss wave activity were observed (6). During the entire
period, the majority of the wave power was concentrated near the
plasmapause, in agreement with statistical results (Malaspina et al.,
2017).

3.3 Event simulation

We use the UCLA 3-D diffusion code (Ma et al., 2015; 2018) to
simulate the energetic electron evolution, considering radial
diffusion and local resonant interactions with hiss waves. The

simulation starts at 00 UT on May 15, following a period of
significant local electron acceleration period and the extension of
the plasmapause beyond L = 4. During the following four quiet days,
the electron flux gradually decayed, providing a unique opportunity
to model the effects of pitch angle scattering caused by hiss waves.
The observed electron fluxes at 00 UT on May 15 are used as the
initial condition for all L shells, as well as the time-varying boundary
conditions at L = 2.6 and L = 6. The energy range in the simulation is
set from 374 keV to 4.5 MeV at L = 2.6 and from 40 keV to 1 MeV at
L = 6, maintaining the conservation of the first adiabatic invariant.
The pitch angle gradients of phase space density at α = 0° and α = 90°

are set to be 0. The modeling results of energetic electron fluxes are
not sensitive to the energy boundary condition assumptions because
the energy diffusion coefficients due to hiss are much smaller than
the pitch angle diffusion coefficients (e.g., Ni et al., 2013; Thorne
et al., 2013). Radial diffusion coefficients are calculated using the
formulation by Liu et al. (2016) with pitch angle dependence from
Schulz (1991, p229). The pitch angle, momentum, and their mixed
diffusion coefficients are computed based on the total plasma
density and hiss wave amplitude obtained from the deep learning
model with a time cadence of 5 min. The wave frequency spectrum is
derived from the Van Allen Probes statistics (Li et al., 2015b), and
wave normal angles are assumed to be quasi field-aligned near the
magnetic equator, gradually becoming highly oblique at higher
latitudes (Ni et al., 2013). The deep learning model provides the
time-varying total electron density and hiss wave amplitude as
functions of L shell and MLT at the equator, which are used as
inputs to the 3-D diffusion code.

Figure 5 shows the modeled MLT-averaged hiss wave amplitude
(A) and the simulated energetic electron flux evolution (B-D) in the
same energy channels as shown in Figure 3. At the start of the
simulation on May 15, the energetic electron fluxes were initially
high in the outer radiation belt. As a result of both radial diffusion
and scattering by hiss waves, the electron flux gradually decayed over

FIGURE 4
Snapshots of a geomagnetic storm event during 13–19 May 2019. (A) SYM-H, SML, and Kp indices during the event. (B) Modeled total electron
density on the equatorial plane at different times, indicated by red dashed lines in panel (A). The contour of electron density of 50 cm-3 is overplotted as a
red line to indicate the plasmapause. White dashed circles represent L = 2, 4, and 6. (C) Same as panel (B), but for hiss wave amplitude.
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the following 1–3 days. Instances of faster decay and slumps in the
electron flux were successfully reproduced by the simulation at 0 and
18 UT on May 17, consistent with the RBSP observations. These
slumps can be attributed to the enhanced wave activity, which causes
stronger pitch angle scattering. To quantify the role of plume hiss in
energetic electron dynamics, we divided the modeled global
distribution of hiss waves into plume hiss and plasmaspheric hiss
based on the modeled total electron density. We defined the plume
as the region with a total electron density in the range 20–200 cm−3,
as identified from the global maps of modeled electron density, in
agreement with typical plume statistics (Moldwin, 2004; Darrouzet
et al., 2008). Although this definition may include the outer
plasmasphere, as well as attached or detached plumes, it serves
our purpose as this region exhibits similar characteristics that allow
access for energetic electrons, potentially providing a source of free
energy for whistler mode wave intensification (e.g., Li et al., 2013; Shi
et al., 2019). Figure 5E displays the modeled plume hiss,
characterized by an MLT-averaged wave amplitude of ~10–20 pT.
The majority of the plume hiss was located at L ~ 5, although the
coverage was sometimes extended to L > 6. Despite its high
variability, a clear trend emerged during the first 3 days,
indicating that the inner edge of the plume hiss moved from L =
4 to 5 due to the refilling of the plasmasphere after the storm.

To assess the impact of plume hiss on energetic electron flux, we
conducted simulations considering only plasmaspheric hiss and
compared them with simulations that included the effects of both
plasmaspheric and plume hiss (the simulated electron fluxes are
denoted as J1 and J2, respectively). The difference in electron fluxes
between these simulations, quantified by (J1 − J2)/J1, represents the
sole effect of plume hiss, as shown in panels (F-H). When the plume
hiss effect was included, there was a consistent decrease in electron
fluxes over the 100–500 keV energy range. After a few days of
simulation, the plume hiss accounted for an −80% decrease in
132 keV electron flux and a −40% decrease in 470 keV electron
flux at L−4.5, near the heart of the outer radiation belt. At higher L,

the plume hiss also contributed significantly to electron losses,
resulting in a −30%–70% decrease in electron flux at L−5.5. It is
worth noting that the hiss wave activity depicted in Figure 5A is
relatively modest, but the peak wave amplitude reached up
to −100 pT. The averaged value of hiss wave amplitude during
the recovery phase of this event is lower than the averaged statistical
wave amplitude (−100 pT) on the dayside during strong
geomagnetic conditions with AL* < −500 nT (Li et al., 2015a). It
is interesting to note that there have been instances where hiss wave
amplitudes in plumes exceeded 1,000 pT (Su et al., 2018). Therefore,
we expect that plume hiss waves would have a much stronger impact
during periods of higher geomagnetic activity.

Figure 6 presents a comparison between the simulated (dashed
line) and the observed electron flux evolution (solid line) at L = 4.4.
This L shell is located in the heart of the outer radiation belt, where
the electron flux decay is most prominent. Moreover, choosing L =
4.4 ensures that it is sufficiently distant from the simulation

FIGURE 5
Simulated energetic flux evolution during a quiet period. (A)MLT-averaged hiss wave amplitude as a function of L and time from the deep learning
model. (B) Simulated electron flux evolution for 132 keV electrons as a function of L and time, starting at L > 4. (C) Same as panel (B) but for 235 keV
electrons. (D) Same as panel (B) but for 470 keV electrons. (E) Modeled MLT-averaged plume hiss wave amplitude. (F) Difference in simulated electron
flux with and without plume hiss for 132 keV electrons. (G) Same as panel (F) but for 235 keV electrons. (H) Same as panel (F) but for 470 keV
electrons.

FIGURE 6
Comparison between the simulated (dashed line) and the
observed electron flux evolution (solid line) at L = 4.4. Each color
represents a different energy channel.
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boundary, thus the change at this distance is mostly from the
simulation itself, minimizing the potential impact of using
observations as boundary conditions. In all three energy
channels, the simulation exhibits a gradual flux decay from May
15 to 16, followed by a faster decay from 16 to 17. The simulation
accurately captures the electron flux decay rate until the end of May
18, when the observation reveals a faster decay of higher-energy
electrons. This faster decay could be attributed to the influence of
waves other than hiss waves alone, as discussed below.

4 Discussion

Although the simulated electron flux reproduced the observed
flux for most of the period, there was a slightly faster decay rate in
the observed flux on the last day of the simulation. Several potential
factors could contribute to this discrepancy, which are discussed
below.

1. The presence of waves other than hiss waves can affect
energetic electron dynamics. For example, chorus waves
can also scatter electrons in the energy range of hundreds
of keV, especially on the nightside where the plasmapause is
often located at L < −5. When performing simulations that
include both chorus and hiss waves, the effects of these waves
will be taken into consideration. However, this is beyond the
scope of the present study, as we focus solely on modeling the
hiss wave distribution in the plasmasphere and plume and
their quantitative scattering effects on electrons.

2. The presence of other waves may not scatter particles directly,
but instead enhance the efficiency of hiss waves in scattering
energetic electrons into the loss cone. Previous studies have
shown that when electromagnetic ion cyclotron (EMIC) waves
and hiss waves coexist at the same L shell, MeV electrons can
be first scattered by hiss waves and subsequently scattered and
precipitated by EMIC waves (Ma et al., 2015; Drozdov et al.,
2020), resulting in a significant reduction in their lifetimes (Li
et al., 2007; Zhang et al., 2017). Fast magnetosonic waves can
induce additional scattering at intermediate pitch angles,
leading to increased electron losses compared to scattering
by hiss alone (Hua et al., 2018). Non-linear phase trapping by
chorus waves can accelerate 300–500 keV electrons, which
may then resonate with EMIC waves, resulting in their
rapid scattering into the loss cone (Bashir et al., 2022). The
combined effects of different wave modes on the radiation belt
dynamics are beyond the scope of the present study and are left
for future investigations.

There are different ways to define plumes used in simulations. In
our study, we define the plume region as an area with a total electron
density ranging from 20 to 200 cm-3 at L < 6. This definition
typically encompasses the outer plasmasphere or the plume,
where energetic electrons (>−10s keV) can access, thus leading to
highly variable wave activity over time and space. We have found a
considerable amount of hiss wave power at L > 4, and the outermost
extension of hiss waves has been observed to vary from L = 4 to 6,
even during relatively quiet periods indicated by the geomagnetic
indices. The commonly used density and wave statistical models,

which are often expressed as simple functions of Kp and/or AE
(O’Brien and Moldwin, 2003; Golden et al., 2012; Spasojevic et al.,
2015; Saikin et al., 2022), do not capture such variability since the
underlying geomagnetic indices might not exhibit strong variations
during the period. These statistical models predict a constant wave
power at a given location for a range of geomagnetic indices. Our
findings demonstrate that even under relatively quiet conditions,
hiss wave activity could exhibit dynamic evolution, and such spatial
variation plays a crucial role in the evolution of energetic electron
fluxes over time at different L shells, as shown in Figure 5.

5 Conclusion

We have developed a neural network model to simultaneously
reconstruct the global evolution of both electron density and hiss wave
amplitude in the Earth’s plasmasphere and plume. Unlike traditional
deterministic models, our approach estimates the distribution of these
quantities, allowing for a better representation of variations in the data
on both large and small scales.

To quantify the evolution and effects of plume hiss, we focused
on the storm event that occurred over 13–19 May 2019, during
which RBSP observed the formation of a plasmaspheric plume,
followed by a gradual decay in the electron fluxes at a few hundred
keV. Our model successfully captured the global evolution of the
plume, as well as the plume hiss within it during the entire event. As
geomagnetic activity increased, hiss wave power intensified and
shifted from dawn to dusk, where the plume was formed later. The
plume and plume hiss exhibited a strong spatial correlation and
rotated together as the geomagnetic activity became weaker. The
plume wrapped around the Earth and became thinner over the
nightside, where hiss wave power diminished rapidly. During the
recovery phase, the plasmasphere was gradually refilled, and hiss
wave activity remained relatively low in general. Our model
provided valuable insights into the relationship between the
plume structure (as seen in the plasma density) and plume hiss
on a global scale.

To quantify the impact of plume hiss, we separated the modeled
total hiss wave population into plasmaspheric hiss and plume hiss, and
simulated the energetic electron flux evolution with and without plume
hiss. By including both plasmaspheric and plume hiss, together with
radial diffusion, the simulated electron flux decay reproduces the
observation very well. The remaining differences in the electron flux
decay may be attributed to scattering effects from other waves.
Although the MLT-averaged wave amplitude was −10–20 pT, plume
hiss alone was responsible for an additional −80% decrease in 132 keV
electron flux at L−4.5 within 3 days, and −30% decrease in 470 keV
electron flux at L−5.5. These results highlight the dynamic nature of hiss
wave evolution even during geomagnetically quiet conditions, and
emphasize the significant role played by plume hiss in shaping the
energetic electron dynamics, especially in the outer radiation belt, which
should be considered in future simulations of radiation belt dynamics.

Data availability statement

The datasets presented in this study can be found in online
repositories. The names of the repository/repositories and accession
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number(s) can be found below: The Van Allen Probes data from the
EMFISIS instrument were obtained from http://emfisis.physics.
uiowa.edu/Flight/. Data from the ECT instrument were obtained
from https://rbsp-ect.newmexicoconsortium.org/data_pub/. The
geomagnetic indices used in the model training are available at
https://omniweb.gsfc.nasa.gov/form/omni_min.html (SYM-H);
https://supermag.jhuapl.edu (SML and SMU); https://www.gfz-
potsdam.de/en/hpo-index/ (Hp30). All data used to produce
figures, as well as the Python script defining the model structure,
are publicly available at https://doi.org/10.6084/m9.figshare.
22817531.
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Appendix A: Model structure and
optimization procedure

We optimize the hyperparameters in our model following the
steps described by Huang et al. (2022).

After careful tuning, we used the following set of optimal
hyperparameters for our model: a) 2 LSTM layers, each with a
size of 256. b) To output with an estimation of mean, 5 fully
connected layers with each of size (260, 128, 128, 128, 128, 1)

and SELU as activation function are applied. c) To output with an
estimation of standard deviation, 5 fully connected layers with sizes
(260, 128, 128, 128, 128, 1) and SELU as activation function are
applied, with an additional soft-plus operation that converts the
output to be positive. d) The encoder length is 24 h e) The decoder
length is 10 h.

The detailed script that defines the model structure and
weighted sampler can be found in the file uploaded in the
figshare archive.
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Empirical models have been previously developed using the large dataset of
satellite observations to obtain the global distributions of total electron density
and whistler-mode wave power, which are important in modeling radiation belt
dynamics. In this paper, we apply the empirical models to construct the total
electron density and the wave amplitudes of chorus and hiss, and compare
them with the observations along Van Allen Probes orbits to evaluate the model
performance. The empirical models are constructed using the Hp30 and SME
(or SML) indices. The total electron density model provides an overall high
correlation coefficient with observations, while large deviations are found in
the dynamic regions near the plasmapause or in the plumes. The chorus wave
model generally agrees with observations when the plasma trough region is
correctly modeled and for modest wave amplitudes of 10–100 pT. The model
overestimates the wave amplitude when the chorus is not observed or weak,
and underestimates the wave amplitude when a large-amplitude chorus is
observed. Similarly, the hiss wave model has good performance inside the
plasmasphere when modest wave amplitudes are observed. However, when the
modeled plasmapause location does not agree with the observation, the model
misidentifies the chorus and hiss waves compared to observations, and large
modeling errors occur. In addition, strong (>200 pT) hiss waves are observed
in the plumes, which are difficult to capture using the empirical model due to
their transient nature and relatively poor sampling statistics. We also evaluate
four metrics for different empirical models parameterized by different indices.
Among the tested models, the empirical model considering a plasmapause and
controlled by Hp* (the maximum Hp30 during the previous 24 h) and SME* (the
maximumSMEduring the previous 3 h) or Hp* and SML has the best performance
with low errors and high correlation coefficients. Our study indicates that the
empirical models are applicable for predicting density and whistler-mode waves
with modest power, but large errors could occur, especially near the highly-
dynamic plasmapause or in the plumes.

KEYWORDS

empirical model, total electron density, chorus wave amplitude, hiss wave amplitude,
error metric, radiation belt, space weather prediction
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1 Introduction

The dynamic evolution of Earth’s outer radiation belt electron
fluxes is strongly affected by whistler-mode waves and the cold
electron density through the wave-particle interaction processes
(Thorne et al., 2021). After the electrons are injected from the
nightside plasma sheet, whistler-mode chorus waves scatter the
energetic electrons at ∼1–100 keV energies, causing their fluxes to
decay along the drift trajectory in themagnetosphere and precipitate
them into the Earth’s upper atmosphere (Thorne et al., 2010;
Tao et al., 2011; Ma et al., 2012). Following the commencement
of geomagnetic storm and the subsequent substorms, chorus
waves accelerate relativistic electrons at ∼100 s keV - 10 MeV
energies to build up the Earth’s outer radiation belt (Reeves et al.,
2013; Thorne et al., 2013; Li et al., 2016b; Ma et al., 2018). Hiss
waves in the plasmasphere and plumes scatter the electrons at
∼10 keV–1 MeV energies, causing the radiation belt electron
flux to decay during the storm recovery phase (Ni et al., 2013;
Ma et al., 2016a). The energy-dependent slot region forms between
the inner and outer radiation belts due to the dominant pitch
angle scattering loss by hiss (Reeves et al., 2016; Ripoll et al.,
2016; Zhao et al., 2019). The total electron density affects
the electron resonance energy due to chorus and hiss waves
and the efficiencies of pitch angle scattering and acceleration
(Summers et al., 2007).

Whistler-mode chorus waves are commonly observed in
the low-density plasma trough over the nightside-dawn-dayside
magnetic local time (MLT) sectors (Li et al., 2009; Meredith et al.,
2012; 2020; Agapitov et al., 2013). Chorus waves on the nightside
are strong near the equator, and the waves on dayside have
a broad latitudinal coverage with maximum power observed
at off-equatorial latitudes (Agapitov et al., 2018). Chorus waves
are generated by the unstable anisotropic hot electrons injected
from the nightside plasma sheet (Li et al., 2008; Fu et al., 2014),
with wave intensities closely related to electron injection events
(Kasahara et al., 2009; Ma J. et al., 2022). The statistical wave power
is well correlated with the auroral electrojet index of AE or AL,
which indicates the strength of substorm injections. Chorus waves
with high magnetic power are mainly observed to be quasi-parallel
propagating. Another group of highly oblique chorus waves have
high occurrence rates over the nightside-dawn sector close to the
Earth (Li et al., 2016a).

Hiss waves are commonly observed in the high-density
plasmasphere and plumes in the dayside and afternoon sectors
(Summers et al., 2008; Li et al., 2015; Meredith et al., 2018; Kim and
Shprits, 2019; Zhang et al., 2019). The major sources of hiss include
the wave amplification by anisotropic electron distributions in the
plumes or near the outer edge of the plasmasphere (Chen et al.,
2012a; 2014; Li et al., 2013), the chorus waves propagating into
the plasmasphere from the plasma trough (Bortnik et al., 2008;
2009; Meredith et al., 2021), and the lightning generated whistlers
leaking from the ionosphere to the magnetosphere at low L shells
(Sonwalkar and Inan, 1989; Bortnik et al., 2003; Meredith et al.,
2006). The statistical wave power is stronger during more disturbed
geomagnetic conditions (Kim et al., 2015; Spasojevic et al.,
2015). The density structures in the outer plasmasphere or
plumes modulate the hiss wave intensity (Malaspina et al., 2016;
Li et al., 2019; Shi et al., 2019). In addition to the preferred wave

amplification regions, the wave propagation could be focused, and
enhanced in local high-density regions (Chen et al., 2012b).

Using multiple satellite mission data in the magnetosphere,
previous statistical studies have revealed the global distribution
of wave power and their dependence on geomagnetic activities.
The empirical models are widely used to construct the global wave
distributions and simulate the radiation belt electron evolution
(Horne et al., 2013; Glauert et al., 2014; Drozdov et al., 2015;
Ma et al., 2015). The radiation belt simulation using empirical wave
models could produce a reasonable estimate of the electron flux
decay and acceleration over a period longer than several days.
However, event-specific wave distributions from in situ observations
or other techniques are required to simulate the dynamic electron
evolution in a short timescale or during high geomagnetic activities
(Li et al., 2016b; Ma et al., 2018).

In this paper, we evaluate the performance of empirical
models of total electron density and amplitudes of whistler-
mode chorus and hiss waves in the Earth’s inner magnetosphere.
Section 2 presents two events of total electron density and whistler-
mode waves observed by Van Allen Probes. Section 3 presents
the empirical model based on the statistics of the Van Allen
Probes dataset, and the data distribution comparison between
observation and modeling. Section 4 compares the performance of
different models using error metrics and the Pearson correlation
coefficient. Finally, in Section 5, we summarize and discuss our
results.

2 Van Allen Probes observation of
total electron density and
whistler-mode waves

We use Van Allen Probes (RBSP) measurements (Mauk et al.,
2013) to obtain the total electron density (Ne) and whistler-
mode wave amplitudes (Bw) at L < 6.5 in the Earth’s inner
magnetosphere. The Electric and Magnetic Field Instrument Suite
and Integrated Science (EMFISIS) measures the DC magnetic fields
and the AC signals of wave electric and magnetic fields over
a broad frequency range (Kletzing et al., 2013). The background
magnetic fields in three orthogonal directions are measured by
the fluxgate magnetometer. The wave electric and magnetic power
spectral densities at 10 Hz–12 kHz frequencies are measured by
the Waveform Receiver (WFR), which also provides the wave
polarization properties, including the wave normal angle, ellipticity,
and planarity, calculated using the Singular Value Decomposition
(SVD) method (Santolík et al., 2003). The High Frequency Receiver
(HFR) measures the wave electric power spectral density from
10 kHz to 400 kHz, capturing the upper hybrid resonance band
waves. The total electron density is calculated using the measured
upper hybrid resonance frequency (Kurth et al., 2015). We also use
the total electron density inferred using the spacecraft potential
measured by the Electric Field and Waves (EFW) instrument
(Wygant et al., 2013) when the upper hybrid resonance frequency
is unavailable from HFR measurements. The density measurements
from EFW have been calibrated against the more accurate EMFISIS
density measurements (Breneman et al., 2022). We use the L shell
from TS05 magnetic field model (Tsyganenko and Sitnov, 2005),
provided by the ephemeris data products of Van Allen Probes.
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In this section, we describe the total electron density and
whistler-mode wave measurements during two events when Van
Allen Probes apogees were at different MLTs. Then, we will compare
modeling and observation during the two events in Section 3.3.

2.1 Observations on 01 March 2023

Figure 1 shows the total electron density and whistler-mode
waves measured over a full day by Van Allen Probe A (panels
C–F) and Probe B (panels G–J) on 01 March 2013. Figure 1A
shows the geomagnetic Hp30 index (black) and Hp* values (blue).
The Hp30 index is analogous to the Kp index but has a 30-
min resolution (Matzka et al., 2022), and we define Hp* as the
maximum Hp30 index during the previous 24 h. The 24 h timescale
is chosen following the plasmapause models by Carpenter and
Anderson (1992) andO'Brien andMoldwin (2003). Figure 1B shows
the SuperMAG (Gjerloev, 2012) Auroral Electrojet index SML and
the negative of SME*, where SME* is defined as the maximum
SME index during the previous 3 h. The SML and SME indices are
derived using SuperMAG magnetometer chains from more than
100 sites, and can more accurately indicate the substorm activity
than auroral electrojet indices AL and AE (Newell and Gjerloev,
2011). A modest geomagnetic storm occurred on 01 March 2013,
as analyzed by Ma et al. (2016b) and Bortnik et al. (2018). The
maximumHp30 index was close to 6, and the minimum SML index
was about −1,400 nT, indicating a disturbed geomagnetic condition
and particle injection activities.

The Van Allen Probes apogees were on the nightside
(Figures 1C, G), suitable for measuring the whistler-mode chorus
waves during this event. The measured total electron densities
(Figures 1D, H) show a clear plasmapause structure with a large
density gradient, the separation of the dense plasmasphere (blue)
and tenuous plasma trough (black). Using the method described
by Ma et al. (2021), we identified the high-density region (blue),
including the plasmasphere and plumes, and the low-density region
(black) of the plasma trough. We traced the density variations
from perigee to apogee for each half orbit of the spacecraft. The
region is first flagged as high-density from perigee. A low-density
flag is triggered when a large value of negative density gradient is
observed, and then a high-density flag is triggered when a large
value of positive density gradient is observed. The densities inside
identified high- and low-density regions are further compared to
the empirical models to confirm the results. The detailed criteria
are described by Ma et al. (2021) and not repeated here. The density
data were averaged into a 1-min time cadence which is used in the
statistical analysis in the following sections.

The wave magnetic power spectrograms (Figures 1E, I) show
intense chorus waves at frequencies above (upper-band) and
below (lower-band) 0.5 fce, where fce is the equatorial electron
gyrofrequency.The chorus waves were observed over a wide range of
MLTs on the nightside.The hiss waves at frequencies from∼50 Hz to
1 kHzwere observedmainly at L < 3.5 during this event, withweaker
intensities compared to the chorus. We selected the whistler-mode
wave intensities from the wave power spectrograms at frequencies
from 20 Hz (or the equatorial proton gyrofrequency fcp when fcp >
20 Hz) to fce (or 10 kHzwhen fce > 10 kHz). In addition, we excluded
the highly oblique magnetosonic waves by requiring that the wave

ellipticity is greater than 0.5, the wave normal angle is below 80°, and
the wave planarity is above 0.2.The chorus and hiss wave amplitudes
were calculated in both the low-density and high-density regions,
respectively, as shown by the black and blue lines in Figures 1F, J.
During this event, the peak of chorus wave amplitude reached about
500 pT, and the hiss waves had weak amplitudes of tens of pT. We
calculated the root-mean-square (RMS) wave amplitudes during
each 1-min time cadence for statistical purposes.

2.2 Observations on 02 September 2013

Figure 2 shows the density and waves measurements made over
a full day by Van Allen Probe A (panels C–F) and Probe B (panels
G–J) on 02 September 2013. The maximum Hp30 index (Figure 2A)
was 4, and the minimum SML index (Figure 2B) was about −900 nT,
indicating a modestly disturbed geomagnetic condition.

The Van Allen Probes apogees were located on the dusk side
(Figures 2C, G), which is suitable for measuring the plasmaspheric
plumes and hiss waves during this event, as analyzed by Li et al.
(2019). The measured total electron densities (Figures 2D, H) show
evident density perturbations during each orbit of Van Allen
Probes except for the Probe B observation after 16:00 UT. For
example, during 13–21 UT, Figure 2D shows that Van Allen Probe
A first traveled from the plasmasphere (blue) to the plasma
trough (black), encountered plumes (blue) during 16:00–18:30 UT,
and then traveled from the plasma trough (black) back to the
plasmasphere (blue). The density measurements on different orbits
suggest a highly dynamic variation of the plume on the dusk
side.

Figures 2E, I show hiss wave activities with extended coverage
in the high-density plasmasphere and plumes. The hiss waves at
frequencies of ∼50 Hz–1 kHz are correlated with the high-density
region, both during the extended plume period of 16:00–18:30 UT
measured by Van Allen Probe A (Figures 2D, E) and for the short
periods of density variations during 01–04 UT measured by Van
Allen Probe B (Figures 2I, J). The magnetosonic waves were also
observed below 50 Hz during 6–7 UT by Probe A (Figure 2E) and
during 7–9 UT by Probe B (Figure 2I), but they were excluded from
ourwave data using the spectral criteria described above.The chorus
waves were observed in the plasma trough during 19:00–22:30 UT
by Probe B (Figure 2I). Figures 2F, J show that the peaks of hiss wave
amplitudes (blue) are about 100 pT both in the plasmasphere and
plumes.

3 Empirical model

3.1 Development of the empirical model

In previous studies, the surveys of whistler-mode chorus and
hiss waves were usually modeled separately, and the full L-MLT
distributions of both chorus and hiss waves were parameterized
for different solar wind or geomagnetic conditions. However,
the chorus and hiss waves are usually separated in space, with
the chorus observed in the low-density plasma trough and the
hiss observed in the high-density plasmasphere or plumes (e.g.,
Meredith et al., 2018; 2020). Therefore, an additional model of the
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FIGURE 1
Van Allen Probes observation and empirical modeling of the total electron density and whistler-mode chorus and hiss waves on 01 March 2013. (A)
Geomagnetic Hp30 index and Hp*, which is the maximum Hp30 index during the previous 24 h; (B) geomagnetic SML index and SME*, which is the
maximum SME index in the previous 3 h; (C) L shell and MLT of Van Allen Probe A; (D) total electron densities observed by Van Allen Probe A in the
high-density plasmasphere or plume (blue) and in the low-density plasma trough (black), and produced by the empirical model (red); (E) magnetic
power spectrogram at 20 Hz–10 kHz frequencies observed by Van Allen Probe A, where the four white lines are equatorial electron gyrofrequency
( fce), 0.5 fce, lower hybrid resonance frequency ( fLH), and proton gyrofrequency ( fcp); (F) chorus (black) and hiss (blue) wave amplitudes observed by
Van Allen Probe A, and chorus (orange) and hiss (red) wave amplitudes produced from the empirical model. (G–J) Same as (C–F) except for the density
and waves along the trajectory of Van Allen Probe (B).
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FIGURE 2
Same as Figure 1 except for the event on 02 September 2013.

plasmapause location or plasma density is required to construct
the global distributions of chorus and hiss using the previous
models.

We performed a survey using a unified dataset to analyze
the total electron density, chorus wave amplitudes, and hiss

wave amplitudes. This approach allowed us to construct
consistent statistical distributions among them. Van Allen Probes
measurements from September 2012 to October 2019 were used.
To obtain the global distributions, we selected data when the
magnetic latitude was within 10° from the magnetic equator. The
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survey of total electron density was performed at 2 < L < 6.5,
considering that the density at L < 2 may not be reliable when
the upper hybrid resonance frequency is higher than 500 kHz
(Hartley et al., 2023). Surveys of chorus and hiss were performed at
1 < L < 6.5. The whistler-mode waves at L < 2 were identified as hiss
throughout our survey. The data of average density and root-mean-
square wave amplitudes were binned in every 1 h MLT and 0.5 L
shell.

We used the combination of Hp* and SME* (or SML) indices to
categorize the statistical distributions of the total electron density,
chorus wave amplitude, and hiss wave amplitude. The plasmapause
location in L-MLT was previously fitted as a function of the
maximum Kp index in the previous 24–36 h by O'Brien and
Moldwin (2003). The large amplitude chorus waves were generally
found to be correlated with electron injections. The hiss waves are
also related to theAE index, and were previously categorized byAE*
by Li et al. (2015). Using the combination of Hp* and SME* or Hp*
and SML, the model may better capture the plasmapause location
and the wave activity. We set 7 levels of Hp* (Hp* ≤ 1, 1 < Hp* ≤
2, 2 < Hp* ≤ 3, … Hp* > 6), and up to 4 levels of SME* (or SML)
within each range of Hp*. The ranges of SME* (or SML) were set so
that the data sample number is sufficient in each combination ofHp*
and SME* (or SML), and the possible variation of SME* (or SML) is
captured.

Using the Van Allen Probes dataset, we first obtained
the occurrence rates of high-density (plasmasphere or plume)
and low-density (plasma trough) flags in each L-MLT bin
under each category of Hp* and SME*. Then, to construct a
deterministic empirical model, we set the regions with a high-
density occurrence rate higher than 0.5 to be the modeled
plasmasphere or plume, and the regions with a low-density
occurrence rate higher than 0.5 to be the modeled plasma
trough.

The total electron densities with a high-density flag (blue) or
a low-density flag (black) in Figures 1D, H, 2D, H were averaged
in each L-MLT bin under each combination of Hp* and SME*.
To construct the global density distribution, we used the average
densities in the high-density region as the densities in the
modeled plasmasphere or plume, and the average densities in
the low-density region as the densities in the modeled plasma
trough.

Similar to the density, we obtained the root-mean-square
amplitudes of chorus and hiss waves in each L-MLT bin under
each geomagnetic condition. To construct the global distributions
for a certain geomagnetic condition, we assigned the chorus wave
amplitudes in themodeled plasma trough, and hiss wave amplitudes
in the modeled plasmasphere or plume. The modeled chorus and
hiss waves are well separated in the space. Note that the chorus
and hiss waves could be modeled using different parameters after
the low- and high-density regions were modeled. For example,
we first identified the high- and low-density flags using Hp*
and SME* indices, and used Hp* and SML to model chorus in
the high-density regions and Hp* and SME* to model hiss in
the low-density regions. The model performances for different
parameters are discussed in Section 4. The performance of the
chorus wave amplitude model using Hp* and SML is found
to be close to the performance of the model using Hp* and
SME*.

3.2 Statistical distributions

Figure 3 shows the statistical distributions of the total electron
density (panels A–D), chorus wave amplitude (panels E–H), and
hiss wave amplitude (panels I–L) for the selected Hp*, SME*, and
SML conditions. The sample numbers are shown in Figures 3M–T.
The chorus waves are shown in the modeled plasma trough region,
and hiss waves are shown in the modeled plasmasphere or plume.
During quiet times (Figures 3A, E, I), the modeled plasmapause
is mainly located at L > 6.5, and thus the densities mainly
represent the plasmaspheric density, and the hiss waves are widely
distributed at L < 6.5, consistent with an extended plasmasphere
region. As geomagnetic conditions become more disturbed, the
total electron densities are eroded over the nightside-dawn-dayside
sectors, showing an MLT-dependent plasmapause. The high density
in the dusk sector during the disturbed time (Figure 3D) includes the
data samples of plumes or extendedplasmasphere compared to other
MLTs.The chorus wave power is enhanced over the nightside-dawn-
dayside sectors as the geomagnetic activity becomes more disturbed
(Figures 3F–H). Figures 3I–L show that the hiss wave powers are
enhanced on the dayside and the dusk side at high L shells whenHp*
and SME* increase, although the overall spatial coverage becomes
more limited due to the erosion of the plasmapause. The statistical
distributions of total electron density and whistler-mode waves are
consistent with the previous survey results (e.g., Sheeley et al., 2001;
Li et al., 2009; 2015; Meredith et al., 2018; 2020). Compared to the
mean values, the standard deviation of total electron density is
generally lower than the mean value, while the standard deviations
of chorus and hiss wave amplitudes could be comparable or larger
than the mean values (Supplementary Figure S1). Although the
distributions under 4 conditions of Hp* and SME* (or SML) are
shown in Figure 3, the empirical models cover all geomagnetic
conditions and the full models are provided in the data repository.

3.3 Comparison between observation and
modeling during the events

For a given value of Hp* and SME* (or SML) at a specific
time, the empirical model provides the distribution of density and
whistler-mode waves on a global scale by selecting data from the
corresponding geomagnetic categories. The total electron density
and whistler-mode wave amplitudes were modeled along the L shell
and MLT of Van Allen Probes from September 2012 to October
2019. The modeled results were produced at 2 < L < 6.5 for the
density and 1 < L < 6.5 for the wave amplitudes at a 1-min time
cadence to compare with the observation. It is worth noting that
the empirical model was developed using the data samples within
10° from the equator, while the Van Allen Probesmeasurements had
additional sampling at latitudes up to 20°.

Figures 1D, F, H, J show the comparison between observation
and modeling on 01 March 2013, when the Van Allen Probes
apogees were on the nightside. The model (red) well captures
the location of plasmapause and the density values in the
plasmasphere and plasma trough (Figures 1D, H). The modeling
was not performed during 16:30–19:00 UT on Van Allen Probe
B (Figure 1H) because the L shell was larger than 6.5. The wave
mode of chorus (orange) or hiss (red) is also correctly identified
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FIGURE 3
Statistical surveys of average total electron density (A–D), and root-mean-square amplitude of chorus (E–H) and hiss (I–L) as a function of MLT and L
shell, categorized by different Hp* and SME* or Hp* and SML indices. (M) Total sample time under the geomagnetic condition for total electron density
(Row 1, Panel A) or hiss (Row 3, Panel I), and (N) total sample time under the geomagnetic condition for chorus (Row 2, Panel E). (O–T) Same as (M,N)
except for different geomagnetic conditions. (E–H) only show the data in the region where the low-density occurrence rate is higher than the
high-density occurrence rate; (I–L) only show the data in the region where the high-density occurrence rate is higher.

by the model (Figures 1F, J). Overall, the observations of chorus
(black) and hiss (blue) show larger wave amplitude fluctuations than
the modeling. The modeled chorus and hiss waves are persistently
present in the low- and high-density regions, respectively, and may
not reproduce the strong bursts or rapid disappearance of the
observed waves. The large discrepancies are found at the peak of
observed wave amplitude or when the whistler-mode waves were
absent, i.e., at the extreme amplitudes. The modeling significantly
overestimates the observed chorus waves during 15:00–16:30 UT

observed by Probe B (Figure 1H), but the satellite was at high
latitudes before traveling towards L ∼ 7, and the chorus waves were
possibly damped in the nightside high-latitude region.

Figures 2D, F, H, J show the comparison on 02 September 2013
when the satellite apogees were on the dusk side. Plasmaspheric
plumes were observed by Van Allen Probes (blue), which were
not captured by the modeling. In Figure 2D, the modeling (red)
shows the density structures of the plasmasphere and plasma trough
during 04–12 UT, and only the plasmasphere during 13–21 UT. The

Frontiers in Astronomy and Space Sciences 07 frontiersin.org98

https://doi.org/10.3389/fspas.2023.1232702
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Ma et al. 10.3389/fspas.2023.1232702

modeling agrees with the observation when the high- and low-
density regions are identified correctly.

Because the high- and low-density regions are potentially mis-
identified by the model, the model predicts hiss waves when chorus
waves are observed, and vice versa. The discrepancies in the wave
amplitudemodeling are larger than those in Figure 1 due to themis-
identification of the wave modes. For example, after 22:30 UT in
Figure 2F, the observation shows that chorus Bw > 10 pT and hiss
Bw = 0, and the modeling suggests that chorus Bw = 0 and hiss Bw
> 10 pT. This causes an additional major source of modeling error,
especially for the waves inside and near the plumes, in addition to
the error sources found in Figure 1.

The two events in Figures 1, 2 are examples for the good model
performance and for the potential issue in the empirical modeling,
respectively, The plasmasphere was compressed to L ≲ 3 during the
event on 01 March 2013 (Figure 1), but the plasmapause structure
was clear and the satellite did not observe plume structures. The
modelled density agrees with the observation since the modeled
plasmapause location was accurate. Plasmaspheric plumes were
observed at the afternoon sector near the satellite apogee during the
event on 02 September 2013 (Figure 2). Because the plasmaspheric
plumes are highly dynamic and cause large density variations, they
are less predictable using an empirical model which assumes a static
state for a certain geomagnetic condition category.Machine learning
technique may improve the performance for the electron densities
during plasmaspheric plume activities.

3.4 Comparision of data distributions from
observation and modeling

We compare the data distribution from observations and
modeling using the ∼7-year dataset at 1-min time cadence. In this
comparison and the evaluation of modeling performance discussed
in Section 4, we only used the data when the Van Allen Probes were
located within 10° from the equator. The entire dataset including all
geomagnetic conditions is compared in Figure 4.

Figures 4A, D, G show the average total electron density, RMS
amplitude of chorus, and RMS amplitude of hiss wave as a function
of L. The observation generally agrees with the modeling results.
The high- and low-density regions were modeled using a criterion
of occurrence rate at 0.5 (see Section 3.1), causing the slight
overestimate (underestimate) of chorus (hiss) Bw at L > 4.5, and
slight underestimate (overestimate) of chorus (hiss) Bw at L < 4.5.
If the average density and RMS Bw were weighted by the occurrence
rates of high- and low-density regions in the models, the modeling
would perfectly match the observation. However, such a model
would not be very useful because it mixes the plasmasphere and
plasma trough densities, and the modeled chorus and hiss waves
appear simultaneously.

Figure 4B shows the probability density function (PDF) between
the modeled and observed total electron densities. Most of the data
are distributed around the diagonal line, suggesting a good model
performance. The overall Pearson correlation coefficient (R) is 0.89.
To examine the modeled data distribution for a fixed observation,
Figure 4C shows the PDF divided by the sum of probability density
in each range of observed Ne, denoted as the normalized PDF.
The total normalized PDF for each range of observation is 1, so

the good model will show a normalized PDF of ∼0.5–1 along the
diagonal line. Figure 4C indicates good model performance when
the observed density is higher than 100 cm-3. The modeled data
shows a wide spread for the observed densities from 10 cm−3 to
100 cm−3, suggesting a large deviation at and near the plasmapause
or plumes. For the observed densities below 10 cm−3, the modeled
density is mainly at 3–10 cm−3, suggesting that the model correctly
identifies the low-density region of the plasma trough, but the
modeled density is overall higher than the observation when the
observed density is below 3 cm−3.

Figure 4E shows the probability density function for chorus
waves. The modeled and observed chorus waves with 0 pT
amplitude, including the high-density region data (chorus Bw = 0)
in the modeling and observation, are included at Bw < 2 pT bins,
and considered when evaluating the model performance. The high
PDF at observed Bw < 2 pT and modeled Bw < 2 pT suggests that
the majority of the plasmasphere regions are correctly modeled.
A second group of data are found at observed Bw > 2 pT and
modeled Bw < 2 pT, representing the times when the satellite was
outside the plasmapause and observed chorus wave activity while
the model suggests a high-density region. Similarly, the group of
data at observed Bw < 2 pT and modeled Bw > 2 pT represents the
times when the satellite was inside the plasmapause or chorus was
not observed outside the plasmapause, while the model suggests a
low-density region with chorus wave activity. Figure 4F shows the
normalized PDF for each range of observed chorus Bw. The model
underestimates the strong choruswave amplitudes for observedBw >
100 pT; specifically, the model most likely predicts a wave amplitude
of 100–200 pT for the observed wave amplitude of 500–1,000 pT.
The model provides a good estimate of the chorus wave amplitude
for the observed chorus Bw from 10 pT to 100 pT. For the weak
chorus waves with Bw < 10 pT, the model most likely overestimates
the observation with modeled Bw of 10–20 pT. The overall Pearson
correlation coefficient for chorus Bw is 0.67, which is lower than
that of the density model. The correlation coefficient is affected by
the groups of data at observed Bw > 2 pT and modeled Bw < 2 pT,
and at observed Bw < 2 pT and modeled Bw > 2 pT; i.e., the R is
strongly affected by the mis-identification of the plasmasphere or
plasma trough.

Figure 4H shows the probability density function for hiss. The
data distribution and scattering are similar to those of the chorus
waves, while the amplitudes of observed andmodeled hiss waves are
overall lower than those of chorus. The group of data at observed
Bw > 2 pT and modeled Bw < 2 pT represents the times when the
spacecraft was in the high-density region and the model suggests
a low-density region. The data group at observed Bw < 2 pT and
modeled Bw > 2 pT represents the times when the spacecraft was
in the low-density region or hiss was not observed, while the model
suggests hiss wave activity in a high-density region. The normalized
PDF distribution (Figure 4I) suggests that the modeling agrees with
observation for observed Bw from 10 pT to 50 pT, underestimates
for observed Bw > 50 pT, and overestimates for observed Bw <
10 pT. In addition, another evident group of data is found for
observed Bw > 200 pT and modeled Bw < 2 pT in Figure 4I. The
very large amplitude hiss waves, despite their overall low occurrence,
are usually observed with large density variations or in the plumes
(Shi et al., 2019). The empirical model may not fully capture the
density variations, plume structures, or their evolution. Instead,
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FIGURE 4
The comparison between observation and the empirical model, considering the Hp*, SME* index and modeled plasmapause for density and hiss, and
considering the Hp*, SML index and modeled plasmapause for chorus. (A) The average density as a function of L, where the solid and dashed lines are
observation and modeling results, respectively; (B) probability density distribution as a function of modeled and observed densities; (C) probability
densities divided by the total probability density within each bin of observed density. (D–F) Same as (A–C) except for the chorus wave amplitude. (G–I)
Same as (A–C) except for the hiss wave amplitude.

these regions are likely mis-identified as the low-density plasma
trough by the model, since the L shell of the perturbed density is
usually high, and the geomagnetic condition is usually disturbed
(Shi et al., 2019). As a result, the empirical model cannot capture the
very large amplitude hiss waves. The Pearson correlation coefficient
for hiss is 0.53, which is lower than that of chorus.

4 Performance of different models

4.1 Metrics for evaluating the model
performance

We further evaluate themodel performances using various error
metrics and correlation coefficients for different L shells. In each L

shell bin, we consider the data in the range ΔL = ±0.25. Following
Morley et al. (2018), we consider Mean Absolute Error (MAE),
Root Mean Square Error (RMSE), Median Symmetric Accuracy
(MSA), and Pearson correlation coefficient. Belowwe define x as the
observed Ne or Bw and y as the modeled Ne or Bw.

We calculate Mean Absolute Error normalized by the average of
Ne or RMS of Bw as

MAE/Mean = |y− x|/x forNe (1)

MAE/RMS = |y− x|/√x2 forBw (2)

The Root Mean Square Error normalized by the average ofNe or
RMS of Bw is calculated as

RMSE/Mean = √(y− x)2/x for Ne (3)
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RMSE/RMS = √(y− x)2/√x2 for Bw (4)

The Median Symmetric Accuracy is calculated as

MSA = 100(eMedian(|ln y
x
|) − 1) for Ne andBw (5)

The Pearson correlation coefficient is calculated as

R =
∑(x− x)(y− y)

√∑(x− x)2(y− y)2
for Ne andBw (6)

All data, including the observed or modeled Bw = 0, are
considered in Eqs 1–4, 6. To calculate MSA in Eq. 5, the logarithm
function is used, so we consider all density data, and only the wave
amplitude data with observed and modeled Bw > 10 pT. The good
model is evaluated as having low MAE, low RMSE, low MSA, and
high R.

Although the MSA cannot be calculated for Bw = 0, it provides
a symmetric error for underestimate and overestimate in terms of
the multiplication factor, while MAE and RMSE provide symmetric
errors in terms of the percentage relative to the observation. For
example, if y = 0.5x, then MAE = 0.5, RMSE = 0.5, MSA = 100; if
y = 2x, thenMAE = 1, RMSE = 1,MSA = 100 (same as for y = 0.5x);
if y = 1.5x, thenMAE = 0.5 (same as for y = 0.5x),RMSE = 0.5 (same
as for y = 0.5x), MSA = 50.

4.2 Comparing different models

We evaluate the performances of 6 models categorized by
different combinations of Hp30 or Hp*, and SML or SME* indices,
and the incorporation of the plasmapause. For each model, the
surveys of total electron density, chorus wave amplitude, and
hiss wave amplitude are performed using the same combination
of geomagnetic indices. The statistical methods are the same
as those described in Section 3 except for those described
below. We perform the surveys of density and wave amplitudes
using

• Empirical model 1: use Hp30 and SML indices, and consider
the low- and high-density categorizations in the models (same
as the density categorization method described in Section 3.1,
and denoted as “PP”);

• Empirical model 2: use Hp30 index, and consider the low- and
high-density categorizations;

• Empirical model 3: we perform the surveys of density and wave
amplitudes using SML index, and consider the low- and high-
density categorizations;

• Empirical model 4: use Hp* and SML indices, and consider the
low- and high-density categorizations;

FIGURE 5
The performance of different empirical models evaluated using four metrics for different L shells. (A–D) Total electron density; (E–H) chorus wave
amplitude; (I–L) hiss wave amplitude. The metrics include: Mean Absolute Error divided by the average of Ne or by the RMS Bw (chorus and hiss); Root
Mean Square Error divided by the average of Ne or by the RMS Bw; Median Symmetric Accuracy; Pearson Correlation Coefficient R. The different
empirical models are illustrated by different line styles or colors.
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• Empirical model 5: useHp* and SME* indices, and consider the
low- and high-density categorizations;

• Empirical model 6: use Hp* and SME* indices; the low- and
high-density categorization is not considered, but the model
adopts the averages over both low- and high-density conditions
weighted by their occurrence rates (denoted as “No PP”).

Models 1–3 only use the instantaneous geomagnetic conditions,
and models 4–6 also consider the most disturbed Hp condition in
the past 24 h. Model 6 is equivalent to the method of directly using
the models of density, chorus, and hiss waves without imposing
a plasmapause. The density and wave models are not coupled,
the plasmaspheric density could be mixed with the plasma trough
density, and the chorus and hiss wave could appear simultaneously
in the same location. For Models 1–5, the empirical model of high-
and low-density region is developed using the occurrence rates of
high- and low-density flags for each individual model using the
corresponding indices.

Figure 5 shows the metrics for different models as a function of
the L shell. For the total electron density (Figures 5A–D), models
4 and 5 using Hp* have lower MAE, lower RMSE, lower MSA and
higher R, than models 1, 2 and 3 using the Hp30 index. Although
model 6 has a slightly lower RMSE and higher R than models 4 and
5, the MSA of model 6 is much higher than that of models 4 and 5.
The best density model is model 5 using Hp*, SME*, and PP, with
slightly lower errors and a higher correlation coefficient than model
4. Note that the R for the density data in each L shell bin is much
lower than the overall R for all L shells (0.89 in Figure 4B). This
is because the total electron density has a persistent L-dependence
with high densities generally at low L shells, contributing to the high
correlation coefficient when the data at different L shells are included
in the R calculation.

For the chorus Bw (Figures 5E–H), models 4 and 5 have slightly
lower MAE and RMSE and slightly higher R at L < 4 than models 1,
2, and 3, and the improvement evaluated using MSA is significant.
The different error trend forMSA compared toMAE or RMSE could
be caused by the different penalization rules for underestimate and
overestimate, different data samples used for error calculation (see
Section 4.1), and non-Gaussian distribution of the data. Although
model 6 shows the lowest RMSE andMSA at L > 3.5, it has the lowest
R overall and significantly large MAE at L < 4. The best chorus wave
models are 4 and 5 considering Hp*, SML (or SME*), and PP, and
the R of model 4 is slightly higher than model 5.

For the hiss Bw (Figures 5I–L), models 4 and 5 have slightly
lower RMSE and MSA than models 1, 2, and 3, and noticeable
improvement evaluated using MAE and R. Compared to models 4
and 5, model 6 shows large MAE at L > 4 and low R at 4 < L < 6, and
the performances at other regions or for other metrics are similar.
The best model for hiss is model 5 considering Hp*, SME*, and PP,
with higher R than model 4.

The performances between Model 4 and Model 5 are overall
similar. We also performed a modeling using Hp* and SME
indices and considering the low- and high-density categories
(Supplementary Figure S2). Figure 5 shows slight improvement for
modeling hiss Bw when SME* is considered compared to using SML,
and the improvement for modeling chorus Bw is also shown by the
model comparison between Model 5 and the model using Hp* and
SME (Supplementary Figure S2).

Frontiers in Astronomy and Space Sciences 11 frontiersin.org102

https://doi.org/10.3389/fspas.2023.1232702
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Ma et al. 10.3389/fspas.2023.1232702

The overall metrics for different models of density, chorus
Bw and hiss Bw are also tabulated in Table 1, considering
the data at all different L shells. Similar to the discussions
above, the overall best model is model 4 for the density
and hiss and model 5 for chorus, while their performance
difference is very small. Significant modeling improvement is
obtained using the Hp* index compared to the Hp30 index,
and considering the low- and high-density categorization in the
model.

5 Conclusion and discussions

We evaluated the performance of a number of empirical
models describing the total electron density and whistler-mode
wave amplitudes in the Earth’s inner magnetosphere. The empirical
models of density, chorus, and hiss waves were developed using the
∼7 years of Van Allen Probes data, categorized using Hp30, SME,
SML indices, and their past maximum values, with a classification
of high- or low-density regions (i.e., plasmasphere, plume or plasma
trough). The models were used to reproduce the density and wave
amplitudes along the Van Allen Probes trajectories, and the data
distribution was compared between the observation and modeling
results. We further used 4 metrics to compare the performances of 6
different models, categorized using different geomagnetic indices or
excluding the density region classification. Our model performance
evaluation indicates that:

• Incorporating the plasmapause (i.e., classifying the high- and
low-density regions) significantly improves the modeling of
total electron density as well as the amplitudes of chorus and
hiss waves.

• Using the maximum values of geomagnetic indices during the
past 3 h for SME and 24 h for Hp30 improves the modeling
results compared to using only the instantaneous indices.

• The total electron density is well-modeled with high Pearson
correlation coefficients using geomagnetic indices. The model
agrees with the observation when the observedNe > 3 cm-3 and
overestimates for smaller density observations. The additional
errors are near the plasmapause or in the plumes, causing
the large data spread in the probability density function
distribution.

• The amplitudes of whistler-mode chorus and hiss waves
are well-modeled when the observed wave amplitudes are
moderate, with amplitudes between 10 and 100 pT. For the
observed amplitude Bw < 10 pT or in the absence of whistler-
mode waves, the chorus and hiss models tend to provide the
average wave amplitudes, which overestimate the observation.
The models underestimate the whistler-mode wave amplitudes
when the observed amplitude is intense (>100 pT). The model
cannot capture the very large amplitude (>200 pT) hiss waves,
probably because these hiss waves are present in the plume
region at high L shells during disturbed conditions, which is
identified as the plasma trough by the model.

• The mis-identification of the plume region or the errors in
identifying the plasmapause boundary causes large errors in
modeling chorus and hiss wave amplitudes, because the chorus
and hiss waves are mis-labeled by the model.

• To investigate the model performance properly, it is necessary
to evaluate multiple error metrics and correlation coefficients.
Using a single metric may provide a biased judgment for the
model comparison.

Although we evaluated the performances of 6 different models,
the chosen ‘best’ model is not yet optimized. For example, our
model comparison mainly focused on the Hp30 and SME (or
SML) indices and their derivatives, while the impacts of other
geomagnetic indices and solar wind parameters have not been
investigated. The solar wind dynamic pressure may significantly
impact the whistler-mode waves at L > 6 due to the compression
of the magnetosphere (Zhou et al., 2015; Yue et al., 2017). Following
previous studies (O'Brien and Moldwin, 2003; Li et al., 2015), we
incorporated the history of Hp30 and SME indices by simply using
their maximum values in the past 24 h and 3 h, respectively. The
history lengths of the indices are not tested, and the alternative
method of using mean values of the indices is not investigated.
The model optimization requires significant work efforts for an
empirical model. However, the machine learning models inherently
optimize the dependences of the model target on the parameters
(Bortnik et al., 2016; Chu et al., 2017; 2021; Ma D. et al., 2022;
Huang et al., 2022). The test of different empirical models could
directly suggest the importance of each parameter, while the
machine learning technique is more efficient in providing the best
model fit for many parameters.

Our empirical models are developed using the Van Allen Probes
data within 10° from the magnetic equator at L < 6.5. Additional
data from the other spacecraft missions (THEMIS, Cluster, MMS,
and Arase) provide the waves and density measurements at higher
L shells or higher latitudes. In this paper, the comparison between
Van Allen Probes data and the model results is limited to latitudes
within ±10°. The chorus waves are confined close to the equator at
the nightside, while the high powers of the dayside chorus are found
at higher latitudes (Agapitov et al., 2018). A more comprehensive
wave model in L shell, MLT, and magnetic latitude is required to
properly capture the high-latitude wave power.The evaluation of the
model performance in other regions is left as a future work.

Although the accuracy of the empirical models may be lower
than the accuracy of machine learning models, the empirical
model inherently provides the average density and wave power
under a certain condition, which is stable and generally matches
the data averaged over a sufficiently long period. The empirical
model is robust if the data sampling time is sufficiently high
in each category. The empirical models of total electron density
and whistler-mode wave power are applicable to radiation belt
modeling on a timescale longer than several days (Horne et al., 2013;
Glauert et al., 2014;Drozdov et al., 2015), or under quiet tomodestly
disturbed geomagnetic conditions (Ma et al., 2015; 2017). During a
short and disturbed period, the chorus and hiss wave amplitudes
may be underestimated, or the plume regions may be misidentified.
Therefore, the wave model based on observation (Li et al., 2016b;
Ma et al., 2018) or from machine learning prediction (Bortnik et al.,
2018) may provide better radiation belt modeling results. Our study
of the empirical model performance provides a reference for the
future development of machine learning models, by investigating
the different error metrics and revealing the key factors affecting the
model performance.
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University of Colorado, Boulder, CO, United States, 9Center for Space Physics, Boston University,
Boston, MA, United States

In this paper we describe K2, a comprehensive simulation model of Earth’s
radiation belts that includes a wide range of relevant physical processes.
Global MHD simulations are combined with guiding-center test-particle
methods to model interactions with ultra low-frequency (ULF) waves, substorm
injections, convective transport, drift-shell splitting, drift-orbit bifurcations, and
magnetopause shadowing, all in self-consistent MHD fields. Simulation of local
acceleration and pitch-angle scattering due to cyclotron-scale interactions is
incorporated by including stochastic differential equation (SDE) methods in
the MHD-particle framework. The SDEs are driven by event-specific bounce-
averaged energy and pitch-angle diffusion coefficients. We present simulations
of electron phase-space densities during a simplified particle acceleration event
based on the 17 March 2013 event observed by the Van Allen Probes, with a focus
on demonstrating the capabilities of the K2 model. The relative wave-particle
effects of global scale ULF waves and very-low frequency (VLF) whistler-mode
chorus waves are compared, and we show that the primary acceleration appears
to be from the latter. We also show that the enhancement with both ULF and
VLF processes included exceeds that of VLF waves alone, indicating a synergistic
combination of energization and transport processes may be important.

KEYWORDS

radiation belts of magnetized planets, wave-particle interaction, energetic particles,
magnetospheric plasma waves, quasilinear and non-linear theory, numerical simulation

1 Introduction

The inner magnetosphere supports a host of physical processes driving acceleration,
transport, and loss of radiation belt electrons, including acceleration and transport by
drift-interaction with ultra low-frequency (ULF) waves, local acceleration and loss by
cyclotron-interaction with higher frequency (VLF and ELF) plasma waves, transport
due to substorm activity and large-scale convection, and loss by particle scattering
into the atmosphereor interaction with the magnetopause. A fundamental challenge in
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constructing physical models of the radiation belts is capturing this
broad range of processes across many different time and spatial
scales.

Recent radiation belt research has been summarized in two
comprehensive reviews, and references therein, by Li and Hudson
(2019) and Ripoll et al. (2020). As described in those reviews, the
main current method of modeling Earth’s radiation belts is solution
of a three-dimensional Fokker-Planck equation that uses quasilinear
diffusion coefficients, as in the following codes: the ONERA
Salammbô code (e.g., Beutier and Boscher, 1995;Maget et al., 2015),
the BAS (British Antarctic Survey) code (e.g., Glauert et al., 2014),
the AFRL code (e.g., Albert et al., 2009), the UCLA code (e.g.,
Li et al., 2016; Ma et al., 2016), the VERB code (Shprits et al., 2009;
Drozdov et al., 2015), the LANL DREAM-3D code (e.g., Tu et al.,
2014), the CEA CEVA code (e.g., Ripoll et al., 2016), the STEERB
code (e.g., Su et al., 2011), and the REM SDE (stochastic differential
equation) code developed at RiceUniversity (Zheng et al., 2014) that
was later developed into the UBER SDE code (Zheng et al., 2021).

Although 3-D radiation belt diffusion codes have had success
in reproducing some features of radiation belt observations,
there is still much work to be done to assess their quantitative
agreement between the simulations and observations (Tu et al.,
2019), and there are still some basic unanswered questions
regarding the applicability of the diffusion approach, particularly
for the use of radial diffusion (see Lejosne and Kollmann (2020),
for example). Specifically, the following questions are active
research areas: What are the relative roles of local acceleration
and radial transport? (as discussed in Drozdov et al. (2022),
for example.) Is there sufficient phase randomization to justify
a quasilinear diffusion approach? What are the relative roles
of diffusive versus advective transport? How important are
nonlinear wave-particle interactions, either for cyclotron-frequency
wave-particle interactions or for drift-frequency wave-particle
interactions?

In this Methods paper we describe K2, a comprehensive
radiation belt modeling code especially designed for event
simulations, that contains the basic physics of radial transport,
local acceleration, and loss; all of which are important processes
in solving the questions of the previous paragraph (Elkington et al.,
2004; Chan et al., 2010).The code is named after themountain K2 in
the northwestern Karakoram Range, the second-highest mountain
on Earth. This paper outlines the method used in the K2 modeling
framework, and provides an example of its use in the context of
the geomagnetic storm beginning on 17 March 2013. This event
was chosen because it is a well-known radiation belt enhancement
event (Li W et al., 2014; Tu et al., 2014), and because the chorus
wave diffusion coefficients that are an important input to the K2
code were available from the NSF Geopsace Environment Modeling
(GEM) QARBM (Quantitative Assessment of Radiation Belt
Models) focus group challenge (Ma et al., 2018). In the subsequent
sections, we describe the general MHD/test particle method and
history; give an overview of the SDE method used to simulate
local wave-particle interactions; discuss how event-specific chorus
wave diffusion coefficients may be obtained and implemented
with a test particle method; and follow up with a discussion
of initial simulation results for the 17 March 2013 geomagnetic
event.

2 MHD-particle simulations and
stochastic differential equations

2.1 MHD-particle simulations

MHD-particle simulations have been used to elucidate the
physics and dynamics of the radiation belts for a broad range
of phenomena, including the effects of CMEs/shocks in the solar
wind (Li et al., 1993; Hudson et al., 1998; Elkington et al., 2002;
Hudson et al., 2015; Li et al., 2015), radial transport driven by ULF
waves (Elkington et al., 1999; Elkington et al., 2003; Fei et al., 2006),
effects of substorms and advective injections of particles from the
plasma sheet (Birn et al., 1997; Kim et al., 2000; Elkington et al.,
2005; Kress et al., 2014; Merkin et al., 2019), and in recent plasma
sheet, ring current and radiation belt simulations (Sorathia et al.,
2018; Sorathia et al., 2021).

We now summarize the main features of the MHD-particle
methods that form the basis for the K2 framework, based on
our earlier work (Elkington et al., 2002; Elkington et al., 2004). The
MHD model uses solar wind conditions observed at L1 to provide
time-dependent, event-specific upstream boundary conditions for
the MHD model, and the magnetohydrodynamic state vector is
solved on a grid. An example of the output of an MHD simulation is
indicated in Figure 1, showing an equatorial snapshot of the electric
and magnetic field values (color scale and contours, respectively),
and the direction and relative magnitude of magnetospheric plasma
flow velocities (vectors). Flow channels associated with substorm
activity are clearly shown in the pre- and post-midnight tail
regions. Such activity is difficult to model in diffusive Fokker-
Planck simulations of the radiation belts because those models do
not contain magnetospheric fields with these spatial and temporal
scales and they do not contain associated non-diffusive advective
transport. In contrast, effects of such activity on radiation belt
particles are a natural feature of the MHD-particle method. Solar
wind conditions driving the MHD simulation are indicated in the
right-hand panels of Figure 1.

The test particle portion of the MHD-particle method uses
the electric and magnetic field values from the MHD simulation,
interpolated in space and time from the MHD solution grid
to each test particle’s location, and these values are used to
advance the particle’s position in time using a 3d guiding center
approximation. The validity of the guiding center approximation
must be checked at each point in the particle’s trajectory to ensure
that the instantaneous particle gyroradius is much smaller than both
parallel and perpendicular gradients in the local magnetic fields,
and that the gyrofrequency is much larger than the corresponding
temporal changes in the local fields. These particle simulations may
comprise 105-106 test particles representing a range of energies and
pitch angles, and may be conducted either forward or backward in
time (e.g., Kress et al., 2015). By assigning a phase-space density
to each test particle based on either initial or boundary conditions
and invoking Liouville’s theorem, the aggregate dynamics of the
radiation belts may be simulated as a function of driving solar wind
conditions.

We note that the accuracy of any MHD/particle simulation
will be limited by the accuracy of the underlying geomagnetic
field model. For example, inadequate representation of the ring
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FIGURE 1
Snapshot of the equatorial results of an MHD simulation driven by the upstream solar wind conditions in the right-hand panel. Contours of constant
magnetic field strength are shown, with plasma flow velocities indicated by vectors and the associated electric field magnitude indicated on the color
scale. The location of several spacecraft at this time is also shown.

or tail current in an MHD model will lead to a reduction in
the stretching and overall morphology of individual field lines
(e.g., Wiltberger et al., 2000), and thus lead to inaccurate drift
and bounce trajectories. Similarly, inaccuracies in the cold plasma
distribution in the innermagnetosphere will change the propagation
characteristics of Alfvénic wave activity in these regions, leading
to errors in the rates and effect of radial transport in the
simulation.

2.2 Stochastic differential equations

The application of SDEs to solving radiation belt Fokker-
Planck equations has been developed and described by Tao et al.
(2008), Tao et al. (2009), Selesnick et al. (2013), Zheng et al. (2014),
Zheng et al. (2021), and references therein. Essentially, an n-
dimensional Fokker-Planck equation is equivalent to n SDEs.
Solving the SDEs generates an ensemble of randomwalk trajectories,
and each of those trajectories carries information about the phase-
space density from either a boundary or from an initial condition, as
illustrated in Figure 2. Using SDEs, complicated general boundary
conditions and initial conditions can be implemented easily, and the
solution of the SDEs is highly parallelizable.

In this work, we incorporate cyclotron-frequency wave-particle
interactions into an MHD-particle simulation code by following
Hamiltonian guiding center particle motion (Brizard and Chan,
2001; Tao et al., 2007), and by using SDEs to give random kicks to
the equatorial pitch angle and momentum of each particle (or to
an equivalent pair of particle variables, such as the first adiabatic

invariant and the parallel momentum). The random kicks are made
according to bounce-averaged diffusion coefficients for the wave-
particle interactions (details of the coefficients are given in the next
section). The SDEs used in K2 that advance the equatorial pitch-
angle α0 and momentum p of each particle from an “initial” value
(before the kick) to a “final” value (after the kick, corresponding to
a time interval Δs) are (Tao et al., 2008):

α f = αi + b1Δs+ σ11
√ΔsN1 + σ12

√ΔsN2 (1)

p f = pi + b2Δs+ σ21
√ΔsN3 + σ22

√ΔsN4 (2)

where N1, N2, N3, and N4 are Gaussian random numbers with zero
mean and unit variance, and on the σ and b coefficients we use a
subscript 1 for α0 and a subscript 2 for p. For convenience we make
the choice σ12 = 0, and then the other σ coefficients are:

σ11 = √2D11/pi, σ21 = √2D12/√D11,

σ22 = √2D22 − σ
2
21,

(3)

and the b1,b2 coefficients are given by

b1 (t,α0,p) =
1
Gp

∂
∂α0
(GD11/p) +

1
G

∂
∂p
(GD12/p) (4)

b2 (t,α0,p) =
1
Gp

∂
∂α0
(GD12) +

1
G

∂
∂p
(GD22) . (5)

We have the freedom to choose σ12 = 0 because i) the matrix σ
only needs to satisfy the condition σσT = a [where σT is the transpose
and where a is a diffusion matrix that appears in Equation 2 of
Tao et al. (2008)], but that condition is not sufficient to uniquely fix σ;
and ii) as described below Equation 5 of Tao et al. (2008), because of

Frontiers in Astronomy and Space Sciences 03 frontiersin.org109

https://doi.org/10.3389/fspas.2023.1239160
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Chan et al. 10.3389/fspas.2023.1239160

FIGURE 2
An illustration of SDE random walk trajectories, followed backwards in time from a phase-space position X at time t. A trajectory may either encounter
a boundary (the red and blue trajectories) or an initial condition (the black trajectory), and contributions from those locations are summed to find the
overall phase-space density at X and t. For a Dirichlet boundary condition the value at the boundary contributes directly, and for a Neumann boundary
condition the trajectory is reflected and then followed until it encounters a Dirichlet boundary or an initial condition (Tao et al., 2008).

Levy’s theorem, different choices of σ generate equivalent stochastic
processes that yield the same solution of the diffusion equation.

Consistent with the magnetic dipole field approximations
assumed in the diffusion coefficients themselves, the Jacobian is
given by the dipole formula G = p2T(α0) sin(α0)cos(α0), where the
normalized bounce period isT(α0) ≈ 1.3801730− 0.639693sin4/3(α0)
(Schulz and Lanzerotti, 1974).

Quantitatively assessing the effect of these dipole field
approximations is difficult without doing the full non-dipolar field
calculations. Orlova and Shprits (2010) have calculated diffusion
coefficients in a Tsyganenko 89c (non-dipolar) magnetic field, and
they compared corresponding scattering rates with those calculated
in a dipole field. They demonstrated that on the dayside the effects
of a non-dipolar magnetic field are negligible at distances less than
six Earth radii, and on the nightside the diffusion coefficients may
significantly depend on the assumed field model. We regard the
dipole approximation as temporary at this stage–we assume it is
reasonable in the inner magnetosphere, but the non-dipolar effects
should be studied in future work (with the caveat that the amount of
computation involved in calculating the diffusion coefficients would
increase significantly).

3 Implementation in K2

3.1 Chorus wave diffusion coefficients

The K2 model can use any set of pre-computed diffusion
coefficients for wave-particle interactions using the SDE method
(2.2). In this paper we use a set of event specific chorus diffusion
coefficients for the 17 March 2013 geomagnetic storm from
Ma et al. (2018). These coefficients are calculated using quasilinear
theory, with the chorus wave intensity estimated from National
Oceanic and Atmospheric Administration (NOAA) Polar Orbiting

Environmental Satellites (POES) measurements of precipitating
and trapped electron fluxes using the method in Li et al. (2013)
and Ni et al. (2014). The diffusion coefficients used in this study
do not include the effects of a changing ωpe/ωce ratio, which
can substantially affect the wave power estimated from POES
observations (Longley et al., 2022).The set of coefficients inMa et al.
(2018) are calculated separately for upper and lower band chorus
with Gaussian frequency and wave normal angle distributions
in each band. The limited orbital coverage of POES means the
coefficients are binned in 1 hour time increments, L values of
3.0,3.5,… ,7.0, and MLT bins of 00:00-04:00, 04:00-08:00, 08:00-
12:00, and 20:00-24:00. The diffusion coefficients are assumed 0 in
the 12:00-20:00 MLT interval. This assumption is made because the
frequent presence of whistler waves in plumes in the afternoon to
dusk sector introduces a higher level of uncertainty in the POES
technique, which used the empirical plasmatrough density model
(Sheeley et al., 2001) to infer chorus wave amplitudes. Pitch angle
is resolved in 2° intervals from 1° to 89° with an additional point
at 89.5°, and energy is resolved from 0.1 keV to 10 MeV with 71
values equally spaced. Figure 3 shows the pitch angle, momentum,
and mixed diffusion coefficients at several times for an L-shell of 5,
and MLT in the range of 00:00-04:00.

Diffusion coefficients are computed in the framework of the
Fokker-Planck equation, with units of 1/s. For use in K2, we convert
precomputed coefficients to the Langevin equation formalism
in Section 2.2. To avoid discretization errors, we compute the
derivatives with respect to momentum in log space using

∂
∂p
→

d (logE)
dp

∂
∂ (logE)

(6)

A centered finite difference is used for both the ∂/∂p and
∂/∂α0 derivatives. The diffusion coefficients are computed and
pre-processed independently from K2. K2 then reads in the pre-
processed file at runtime and stores the set of diffusion coefficients
in memory. A linear interpolation provides the diffusion coefficient
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FIGURE 3
The chorus wave diffusion coefficients are plotted for several times during the event on 17 March 2013. Here Daa, Dap, and Dpp represent the α0α0,
α0p, and pp diffusion coefficients, and the Dxx label on the color bar represents any of those three coefficients. The coefficients are for an L-shell of 5,
and an MLT range of 00:00-04:00. Note the colorbar and axes are the same in each subplot, and each coefficient is in units of 1/hours.
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at any L-shell, energy, and equatorial pitch angle for a fixed MLT
(magnetic local time) bin.

3.2 Implementing SDE kicks

The SDE method tracking the effects of whistler-mode chorus
on energetic particles is combined with a global 3d test particle
code capable of tracking the radial transport of the particles
under the influence of ULF wave activity, substorm injections,
and perturbations in the solar wind. The fields in this effort were
taken from an MHD simulation of the solar wind/magnetosphere
interaction driven by upstreamboundary conditionsmeasured atL1.
The global MHD code used in this simulation was the Lyon-Fedder-
Mobarry (LFM)MHDcode (Lyon et al., 2004), although themethod
described can use any gridded simulation output or analytic model
of the background electric and magnetic fields.

The test particle code is based on that described by
(Elkington et al., 2002; Elkington et al., 2004). The 3d Hamiltonian
guiding center equations (Brizard and Chan, 2001) are solved using
a Runge-Kutta method with an adaptive time step (Cash and Karp,
1990), with background fields interpolated to the location of each
test particle from a regular grid containing the MHD electric and
magnetic fields as they evolve in time. In the examples shown in this
paper, theMHDfield grids areCartesianwith a uniformgrid spacing
of 0.2RE in all dimensions; basic benchmark tests indicate that errors
in the drift trajectories due to field interpolation are not larger than
those resulting from the relative local truncation error tolerance set
in our adaptive Runge-Kutta solver (here 10–4/step).The test particle
code is capable of being run either in a time-forward or a time-
backward fashion; in this work, we run time-backward to minimize
the number of points in phase space from which particles need to be
initialized. Each particle is run backward in time until it hits either a
boundary condition or initial condition, and a phase-space density
is assigned to that particle based on that boundary/initial condition.
In this work, we use the AE-8max trapped electron model (Vette,
1991) to assign phase-space densities to those particles that intersect
an initial condition. In the current version of K2, time-backward
simulations for longer and longer time intervals become more
computationally costly quite rapidly (approximately quadratically
in the time interval). In future work we plan to investigate ways
to improve the efficiency of K2 to reduce computation time. We
are considering variance-reduction methods and/or source-biasing
methods, and we may apply methods developed by Woodroffe et al.
(2018).

The effects of wave-particle interactions are simulated by
periodically “kicking” the particle pitch angle and momentum in
accordance with Eqs 1, 2. The particle may be allowed to traverse
through several bounce periods before the trajectory is modified
through simulated interaction with chorus waves via the SDE solver,
so long as the time between SDE kicks is much less than a drift
period. For the particle simulations described in this paper, the
number of bounces Nb between kicks was experimentally varied
between Nb = 3 and Nb = 60 with no significant change in the
aggregate results of the test particle results, but with a small increase
in code efficiency as we increased Nb. The results shown here, we
usedNb = 15 as a compromise between code efficiency and temporal
fidelity of the chorus wave interactions.

The time-backward trajectory of each test particle is tracked
throughout its bounce motion, noting the time and spatial location
at which the particle passes through its local magnetic minimum on
each bounce. Once the specified number of bounces, Nb, has been
completed, the particle location, momentum, and time are reset to
the most recent traversal of the magnetic minimum, and Eqs 1, 2
are solved to give updated equatorial pitch angle and momentum.
The Gaussian random number generator used in this step is based
on theMersenne Twister as described in Matsumoto andNishimura
(1998). Once the pitch angle andmomentum is updated, the particle
trajectory continues to be tracked backward in time through the next
interval of Nb bounces, and the next update to the momentum and
pitch angle applied. Examples of the trajectory of individual particles
undergoing combined drift motion and interaction with chorus-
mode whister waves is shown in Figure 4. Here the first adiabatic
invariant (solid line) and energy (dashed line) are shown in the left-
hand panel of the figure, with the equatorial parallel momentum
(solid line) and equatorial pitch angle (dashed line) shown in the
right-hand panel as the particle drifts in time about the Earth. The
local time variation in the effects of the inferred chorus wave activity
is clearly evident in the drift trajectories, with regions of little to no
chorus activity evident in the trajectory plots centered around 500s
simulation time and again centered around ∼1250s simulation time.

The first-order numerical scheme for integrating the SDEs
in Eqs 1, 2 is known as the Euler-Murayama scheme. Because
the transport terms on the right-hand side of those equations
are a small perturbation to the overall guiding center motion,
the first-order errors accumulated in integrating the SDEs with
the Euler-Murayama method become higher-order infinitesimals
in the final results. The insensitivity of the calculated PSD to
the value of ds, as described in the previous two paragraphs,
justifies this approach. We note that there are also higher-than-
first-order schemes of integrating SDEs, but these would greatly
increase the computational cost and would require more stringent
restrictions on the smoothness of the equation coefficients, so
in practice the Euler-Maruyama scheme used in this paper is
by far the most commonly used numerical solver for SDE
calculations.

4 K2 simulations of a storm-time
enhancement event

We have applied the K2 code to an idealized simulation of a
radiation belt enhancement event, with drivers and inputsmotivated
by the 17 March 2013 storm (Li Z et al., 2014). This storm was
characterized by a strong CME shock first depleting the phase-
space density, with a subsequent rapid increase in electron phase-
space density (PSD) and energies beginning first around L = 4
(Thorne et al., 2013; Li W et al., 2014). The solar wind conditions
during this event are indicated in Figure 1 and discussed in more
detail in Li et al. (2015). We used event-specific bounce-averaged
chorus wave diffusion coefficients calculated for the NSF GEM
QARBM (Quantitative Assessment of Radiation Belt Models) focus
group challenge (Ma et al., 2018). In this section we have plotted
K2 simulated PSD profiles, event-specific averaged chorus wave
diffusion coefficients, and the spatial distribution of precipitated
particles.
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FIGURE 4
Example of a particle drifting about the Earth in a dipole field and undergoing interactions with whistler-mode chorus at different local times. In the
left-hand figure, the particle’s first invariant M (blue, solid) and energy W (green, dotted) are shown; in the right-hand figure, the particle’s equatorial
parallel momentum (blue, solid; in units of particle mass times c) and equatorial pitch angle (green, dotted) are shown. The effect of azimuthal
variations in the chorus-based local diffusion coefficients are clearly visible as the particle drifts through local times.

In these K2 simulations we have not yet implemented
contributions to the PSD from a possible low-energy (∼100 keV)
boundary population of particles (analogous to the blue random
walk in Figure 2).Thus the current K2 PSDs are due to contributions
from the initial condition only (the black random walk in Figure 2).
This simplifies the interpretation of the simulated PSD profiles, but
it omits potentially important contributions to PSD and precludes
a comparison with measured PSDs. In later work we plan to
implement a time-varying low-energy PSD boundary condition
(corresponding to a time-dependent seed population for the
radiation belt electrons) and compare K2 simulation results with
measurements from spacecraft missions, such as the NASA Van
Allen Probes mission and the ERG (Arase) mission.

Figure 5 plots K2 values of PSD f(M,K,L) vs. L, for
M = 500 MeV/G and K = 0.056 RE√G, and averaged Dαα diffusion
coefficients vs. L, for UT = 0 to UT = 12 on 17 March 2013. In
these plots L is the distance, in Earth radii, from the center of Earth
to the crossing point of the dipole field line of a given guiding
center particle and the magnetic equatorial plane. Thus L is a dipole
approximation to L*, the Roederer L value. In this work, we attempt
to minimize the effects of this approximation by starting our time-
backward particle simulations from four local times (noon, dusk,
midnight, and dawn) and averaging the results over each of these
local times. In ongoing related work, we are beginning to calculate
PSD as a function of M, K, and L*, but more code development and
testing of those calculations is needed before they are incorporated
into the K2 code. In Figure 5 the black solid line for UT = 0 shows
the initial PSD profile, taken from the AE8MAX empirical model
(Vette, 1991). Also, solid lines are used for UT = 1 to UT = 7, and
dashed lines are used for UT = 8 to UT = 12.

Figure 5A shows PSD profiles calculated in MHD fields with
SDE wave-particle interactions; thus it includes effects of radial
transport and chorus wave-particle interactions. The resulting PSD

profiles vary significantly and in a complicated way in L and
time. In order to better understand these dynamic PSD profiles, in
Figures 5B, C we first isolate the chorus wave-particle interactions
and the radial transport, respectively, and then we will return to a
discussion of Figure 5A.

Figure 5B shows PSD profiles calculated in a static dipole
magnetic field with SDE wave-particle interactions; thus it isolates
effects of chorus wave-particle interactions on the PSD profiles.
At all times, the absence of changes in the PSD profiles for L ≥ 7
is because the QARBM diffusion coefficients are zero there. We
note two main increases in PSD: i) for UT = 1 to UT = 7 PSD
profiles in the range 5 < L < 7 increase (while PSD profiles below
L = 5 are unchanged), and ii) from UT = 8 to UT = 10, PSD
profiles in the range 3.4 < L < 5.4 increase (while PSD profiles in
the range 6 < L < 7 decrease mildly). This results in PSD values
betweenL = 3.4 andL = 7 that are significantly higher than the initial
condition, with a maximum increase near L = 4 by a factor of about
30. Overall, we see that PSD increases predominantly at early times
at large L, and then at late times at small L. In the next paragraph we
argue that the twomainPSD increases can be identifiedwith changes
in the chorus wave diffusion coefficients.

For comparison with Figures 5B, D plots averaged values of the
Dαα diffusion coefficients over the course of the simulation. These
values are plotted as a function of L, and are taken on a surface
of constant K = 0.056 RE√G with M = 500 MeV/G to match the
simulations, and then averaged over the four MLT sectors. We have
plottedDαα values, but corresponding plots ofDαp andDpp have very
similar L and t dependence, as can be seen in Figure 3. Averaged
diffusion coefficients below about 0.042/hour (corresponding to a
diffusion time scale above about 24 h) result in negligible changes
in PSD over this 12-h simulation. Two main features of the L
and t dependence of the averaged Dαα diffusion coefficients can
be identified with the two main PSD increases in Figure 5B. First,
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FIGURE 5
Phase-space density f in units (cm MeV/c)−3, for electrons with M = 500 MeV/G and K = 0.056RE

√G (corresponding to 1.32 MeV electrons with
equatorial pitch angle 62° and mirror point latitude 13.7° at L = 4 in a dipole magnetic field) and averaged Dαα diffusion coefficients. L is a dipole
approximation to the Roederer L value. Times are UT on 17 March 2013. Solid lines are used for UT = 1 to UT = 7, and dashed lines are used for UT = 8
to UT = 12. (A) PSD calculated with MHD fields and SDE wave-particle effects included. (B) PSD calculated with a static dipole magnetic field and SDE
wave-particle effects (to isolate the SDE effects). (C) PSD calculated with MHD fields, but no SDE wave-particle effects (to isolate the MHD-driven radial
transport). (D) Averaged Dαα diffusion coefficients, for comparison with (A,B). See the text for further details.

for L > 5 and UT = 1 to UT = 6 the averaged diffusion rates have
relatively high values (between about 0.042/hour and 1.0/hour), and
this can be identified with the PSD increases described in item i) of
the previous paragraph. Second, for L ≲ 5.4 and for UT = 7 to UT
= 10 the averaged diffusion rates are much higher than at earlier
times for L ≲ 5.4; and this can be identified with the large PSD
increases described in item ii) of the previous paragraph. Therefore,
large increases in PSD can be identified with large local chorus wave
diffusion coefficients.

Figure 5C shows PSD profiles calculated in MHD fields, but
without SDE wave-particle interactions; thus it isolates effects of
MHD-induced radial transport on the PSD profiles.Throughout the
12 h of the simulation the PSD profiles are relatively constant. They
show small deviations from the initial condition for L ≲ 5.5, and

larger, more-variable fluctuations for L ≳ 5.5. The latter are due to
insufficient numbers of particles contributing to the PSD (including
several cases of zero contributions that occur because the particle’s
backward-in-time trajectory does not reach the initial condition),
and as a result, for UT = 8 to UT = 12 PSD values for L ≳ 5.5 are
not reliable. We usually start with around N = 10,000 backward
trajectories to obtain each final value of f. Because the relative error
scales as 1/√N (we checked this numerically) this typically results
in relative errors of around 1%, which we regard as sufficiently small
relative to other errors and uncertainties. Sometimes significant
numbers of time-backward trajectories do not reach the initial
condition and this can give poor statistics; in this case, we run more
backward trajectories, but even then, the statistics may not improve
very much (and the relatively weak 1/√N scaling is costly). Further
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work will be needed to diagnose and improve the low statistics at
these times and L values, but loss by magnetopause shadowing no
doubt plays a role, especially for L ≳ 7.

Revisiting Figure 5A we can now identify and interpret the
main features of the overall PSD evolution in MHD fields with
SDE wave-particle interactions included. First, for UT = 1 to UT
= 7 the PSD profiles between L = 5 and L = 7 increase almost an
order of magnitude, associated primarily with local acceleration,
while the PSD increase for L > 7 is consistent with outward radial
diffusion. Note that the sharp gradient in Figure 5B at L = 7 is
smoothed out within 1 hour. Second, for UT = 7 to UT = 10 the PSD
profiles forL ≲ 5 increase rapidly, also associated primarilywith local
acceleration; in particular, near L = 4.1 PSD increases by an order
of magnitude within 1 hour (from UT = 8 to UT = 9). Note that
combined radial transport and choruswave-particle interactions can
result in PSD increases that are larger than the increase with SDEs
alone (for example, the PSD increase near L = 3.5 at UT = 11 is
larger in Figure 5A than in Figure 5B). Third, for UT = 10-12 the
PSD profiles for L ≳ 7 have decreased compared to UT = 8, probably
due to magnetopause shadowing and outward radial transport, but
these values are less reliable because of low statistics and large error
bars. Further work is needed to better model PSD at these late times
and large L values.

Just as we calculate PSD in Figure 5 from the mean of the PSD
values from all the contributing time-reversed trajectories, we have
calculated the error bars from the corresponding standard deviation
of those PSD values. In general, except for late times and large
L values in Figure 5A, the error bars are mostly smaller than, or
comparable to, the size of the plotting symbols. We also note that
for this Methods paper, we chose to show results for only one pair of
M and K values, in order to demonstrate the capabilities of the K2
code, and we plan to investigate the dependence of our simulation
results on changing values of M and K in future work.

Figure 6 replots the same data as Figure 5 using the same four
panels, but using heatmap plots rather than line plots. Comparing

Figure 5 and Figure 6 we see that the heatmap format can be better
for visualizing certain features of the data. For example, the heatmap
plots better show the noisy low-statistics PSD values and the zero
PSD values seen at late times and large L, particularly in Figures 5A
versus Figure 6A and Figures 5C versus Figure 6C. This is primarily
because the noisy overlapping lines in Figure 5 are difficult to
separate visually. Also, the grey regions of the heatmap plots clearly
show regions with zero values, whereas the zero values are omitted
from the line plots.

In Figure 7 we show how the K2 code may be used to
examine particle loss to the atmosphere as a result of scattering
via interactions with whistler-mode chorus waves. Here, particles
were launched in the interval L = [3.0,8.0] with a constant
initial value of K; in this instance, we chose K = .0561 RE√G
corresponding to a particle mirroring 15° from the SM (solar
magnetic) equatorial plane at L = 6 in a dipole field. Particle
trajectories were tracked in the dynamic MHD fields using
event-specific SDE wave-particle interactions, corresponding to
the situation shown in Figure 5A. Those particle trajectories that
intersected the inner boundary of the MHD simulation domain
at ∼2.3 RE were removed from the simulation, and the location
at which the particles intersected the boundary traced down to
1.1 RE using a dipole approximation. The inner boundary at ∼2.3
RE occurs because below that value the Alfvén speed becomes
fast enough that MHD time steps become prohibitively small,
and the value 1.1 RE corresponds roughly to the top of Earth’s
atmosphere.

Figure 7 marks the location of each precipitated electron as a
function of latitude and longitude, integrated over the full 12 h
duration of the simulation. We note that the density of marks
varies with both latitude and longitude, reflecting the local time
variation of the event-specific local diffusion coefficients used in this
simulation. In particular, we note a relatively high density of marks
in the southern hemisphere between 0 and -5 h LT. This feature
may be appearing because the event-specific diffusion coefficients

FIGURE 6
Phase-space densities f and averaged Dαα diffusion coefficients from Figure 5, re-plotted in L-t heatmap format. The subfigure labels (A–D) correspond
to the same labels in Figure 5. Grey pixels show zero values and white indicates no values were calculated there.
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FIGURE 7
Figure showing the location where individual test particles intersect the inner boundary of the MHD simulation at ∼2.3RE, traced down to 1.1RE using a
dipole approximation. This figure shows how the K2 method can be used to quantify precipitated particle loss during geomagnetic storms.

we use are determined from POES precipitation data, which would
be enhanced near the South Atlantic Anomaly (SAA); we note that
this feature is not in the expected latitudinal range of the SAA
(namely, between about 50° south and the equator), but because the
MHD simulations do not contain the dipole field offset associated
with the SAA, we do not expect to accurately reproduce the SAA
location. We also note a North-South asymmetry in the number of
test particles precipitating into the atmosphere, which we suggest is
a result of the prevailing dipole tilt during this 12 h period of the
simulation.

Test particles are also self-consistently lost from the simulation
as they intersect the magnetopause: during periods of southward
IMF, these test particles fail a check on the conservation of the
first adiabatic invariant as they transition from the northward
fields interior to the magnetopause, to the southward fields in
the magnetosheath and solar wind. During periods of northward
IMF, those test particles intersecting the magnetopause and
not failing the adiabaticity check simply drift with the solar
wind until they reach an outer boundary of the simulation
domain. Further work contrasting the time history and phase-
space density of precipitating particles to those lost to the
magnetopause will allow us to examine the conditions and extent
to which each loss process affects the dynamics of the radiation
belts.

5 Summary and discussion

In summary, the main conclusions of this work are:

1. SDEs provide a powerful and general method to incorporate
stochastic cyclotron-frequency wave-particle interactions into
MHD-particle simulation codes.This includes quasilinear wave-
particle interactions (WPIs) and stochastic nonlinear WPIs.
The methods are adaptable to full-particle, guiding center, and
bounce-center particle tracing.

2. In the K2 code, we have implemented the SDE methods into
a guiding-center MHD-particle simulation code for Earth’s
radiation belts.

3. The K2 code can comprehensively simulate radiation belt
dynamics, including radial transport (which may be diffusive
or non-diffusive), mesoscale magnetospheric field effects (such
as magnetopause shadowing and drift-orbit bifurcation), and
effects of cyclotron-frequency WPIs (such as precipitation losses
to the ionosphere, local acceleration, and cross-term energy and
pitch-angle diffusion).

4. We have performed a K2 radiation belt simulation motivated by
the 17March 2013 storm (e.g., Li W et al., 2014).We used event-
specific bounce-averaged chorus wave diffusion coefficients
calculated for the NSF GEM QARBM (Quantitative Assessment
of Radiation Belt Models) focus group challenge, and plotted
PSD profiles, averaged event-specific diffusion coefficients, and
a spatial distribution of precipitated particles.

5. In this K2 simulation we find that local chorus wave-
particle interactions can give rapid (≲ 1 hour) changes in PSD,
MHD-driven radial transport can smooth out sharp radial
PSD gradients within 1 hour, combined chorus wave-particle
interactions and radial transport can give PSD incresaes greater
than chorus wave-particle interactions alone, and losses seen in
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the simulation are qualitatively consistent with magnetopause
shadowing and chorus wave-induced precipitation.

Compared to other radiation belt models, K2 has a number
of strengths. First, unlike 3D diffusion models, K2 is not bounded
by a last closed drift shell. Second, K2 contains both diffusive
and nondiffusive radial transport. Third, K2 includes effects
of off-diagonal radial-energy and radial-pitch-angle scattering
associated with drift-shell splitting, and Shabansky orbits are
automatically included. Fourth, K2 contains dynamic meso-scale
magnetospheric field effects such as magnetopause shadowing and
subsequent outward radial transport. The K2 code contains similar
basic physics (bounce-averaged particle dynamics and quasilinear
cyclotron wave interactions) to existing 4D radiation belt transport
models described by Jordanova et al. (2008), Fok et al. (2008), and
Shprits et al. (2015), but the main advantage of the K2 code
over those models is the use of dynamic global MHD fields,
which is especially important for event simulations. That said,
K2 is computationally demanding and storage intensive, both in
terms of the underlying global MHD simulations used to drive
the test particles, and the test particle simulations themselves.
The high time resolution required to fully resolve the bounce-
drift motion of the particles makes this method better-suited to
simulating radiation belt dynamics during individual geomagnetic
events, rather than simulating weeks or months of radiation belt
evolution.

We note that the background fields provided by the LFM
MHD simulation code are susceptible to the sources of error
discussed in Section 2.1. In the case of the results presented here,
we used a version of the LFM code that is coupled with the
Rice Convection Model (RCM) (Pembroke et al., 2012). The RCM
provides a representation of the inner magnetospheric ring current,
reducing errors in the stretching and morphology of the global
magnetic field. The RCM also provides a model plasmasphere
that dynamically changes with solar wind driving conditions,
reducing errors in ULF wave propagation and the resulting radial
transport of energetic particles. However, the version of the LFM
used in this manuscript does not include potentially-relevant
physical effects such as self-consistent plasmaspheric refilling via
ionospheric outflow. Coupling the K2 framework to MHD models
with better representations of the ring current and plasmasphere
could improve the overall accuracy of the test particle simulation
results.

While these preliminary results show the promise of the
comprehensive global simulations made possible by K2, there
are still several areas where the current framework may be
improved. For example, the results shown here commonly assume
a dipole field geometry in initializing the particle populations
(e.g., in the calculation of the invariant K and corresponding
initialization latitudes of test particles), as well as in the ordering
of simulation results (e.g., assuming an L corresponding to a
dipole field rather than the MHD fields distorted by external
fields associated with magnetospheric currents). To that end,
we are implementing an efficient iterative method that allows
fast calculation of adiabatic invariants in dynamically-evolving
MHD fields, to be described in another manuscript. Also, we
currently assume a constant low-energy (keV) seed population given
by the AE-8 trapped electron model; future improvements will

use data-driven low-energy seed particle populations to provide
time-dependent boundary conditions based on (where available)
observations. Similarly, a non-zero outer boundary condition
corresponding to energetic particles in the plasmasheet and near-
Earth tail may be implemented tomodel the effects of those particles
that may be convectively trapped in the inner magnetosphere or
injected via substorm activity. With these improvements, we expect
the K2 model to provide a comprehensive framework for simulating
a wide range of physical processes, and allow detailed comparison
of global radiation belt dynamics to those provided by in situ
measurements.
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Electromagnetic ion cyclotron (EMIC) waves can scatter radiation belt electrons
with energies of a few hundred keV and higher. To accurately predict this
scattering and the resulting precipitation of these relativistic electrons on short
time scales, we need detailed knowledge of the wave field’s spatio-temporal
evolution, which cannot be obtained from single spacecraft measurements.
Our study presents EMIC wave models obtained from two-dimensional (2D)
finite-difference time-domain (FDTD) simulations in the Earth’s dipole magnetic
field. We study cases of hydrogen band and helium band wave propagation,
rising-tone emissions, packets with amplitude modulations, and ducted waves.
We analyze the wave propagation properties in the time domain, enabling
comparison with in situ observations. We show that cold plasma density
gradients can keep the wave vector quasiparallel, guide the wave energy
efficiently, and have a profound effect on mode conversion and reflections.
The wave normal angle of unducted waves increases rapidly with latitude,
resulting in reflection on the ion hybrid frequency, which prohibits propagation
to low altitudes. The modeled wave fields can serve as an input for test-particle
analysis of scattering and precipitation of relativistic electrons and energetic
ions.

KEYWORDS

EMIC waves, wave propagation properties, full-wave simulation, mode conversion,
ducted waves, reflected waves, cold plasma, Earth’s inner magnetosphere Frontiers

1 Introduction

The electromagnetic ion cyclotron (EMIC) wave is a type of electromagnetic emission
that is generated by unstable anisotropic ion distributions (Cornwall, 1965; Anderson et al.,
1996; Min et al., 2015) and interacts with relativistic and ultrarelativistic electrons in the
Earth’s radiation belts (Horne and Thorne, 1998; Summers et al., 1998; Li and Hudson, 2019;
Baker, 2021). The wave frequencies are typically extremely low, ranging from f = 0.1 Hz
to f = 5.0 Hz (Saito, 1969). More precisely, the upper-frequency limit is determined by the
proton cyclotron frequency (fcp) in the source, which is much smaller than the electron
gyrofrequency fce. Therefore, the wavenumber is the dominant term in the evaluation of
the electron cyclotron-resonant energy (Chen L. et al., 2019). In addition, the small phase
velocities of EMIC waves limit the efficiency of electron acceleration, making pitch-angle
scattering the main component of the wave-particle interaction (Kersten et al., 2014). EMIC
waves also play a role in the acceleration and losses of energetic protons in the inner
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magnetosphere (Cornwall et al., 1970; Jordanova et al., 2001;
Lyu et al., 2022) and in heating the thermal ion populations
(Ma et al., 2019).

Nonnegligible concentrations of He+ and O+ ions in the
Earth’s magnetosphere create a complicated structure of cold plasma
dispersion branches with cutoffs and resonances (Stix, 1992). Due
to the close spacing between ion gyrofrequencies fci (with i standing
for protons, helium ions, or oxygen ions), the wavenumber is very
sensitive to changes in the f/fcp ratio and also strongly depends on
the electron plasma-to-gyrofrequency ratio fpe/fce (in the rest of
the text, we will sometimes use angular wave frequencies denoted
by ω, with Ω being reserved for angular gyrofrequencies). The
waves are typically generated near the B0-field minimum along a
given field line in the left-hand polarized mode and propagate to
higher latitudes, where they can switch to right-handed polarization
as they reach the local crossover frequency fcr (Rauch and Roux,
1982; Grison et al., 2018). The wave vectors in the source are
observed to be quasiparallel, but the wave normal angles (WNA)
become increasingly more oblique during propagation to higher
latitudes (Hu et al., 2010; Allen et al., 2015; Chen et al., 2019). On
the other hand, perpendicular cold plasma density gradients can act
as guiding structures for EMIC waves, limiting the growth of WNA
with latitude (Thorne and Horne, 1997). Depending on the wave
vector directions along the trajectory, the waves may propagate to
the ground through mode conversion and tunneling (Johnson et al.,
1995; Kim and Johnson, 2016). Because helium band waves
encounter only one stop band during propagation, they are more
likely to be observed on the ground in conjugation with spacecraft
than hydrogen band emissions (Bräysy and Mursula, 2001). The
occurrence of oxygen band waves, which do not encounter any stop
bands during propagation, is low on both spacecraft and ground
stations (Bräysy et al., 1998; Saikin et al., 2015; Wang et al., 2017).

Statistical surveys of EMIC emissions in the inner
magnetosphere have shown that they can reach very high
amplitudes, up to above 1{%} of the background field
(Meredith et al., 2003; Engebretson et al., 2015; Zhang et al., 2016).
These amplitudes can facilitate nonlinear growth and formation
of rising-tone and falling-tone spectral elements (Omura et al.,
2010; Nakamura et al., 2016; Sigsbee et al., 2023). Furthermore, the
interaction of electrons with high-amplitude EMIC waves can lead
to nonlinear phase-trapping and phase-bunching effects (Omura
and Zhao, 2012; Grach and Demekhov, 2020). The resonant particle
evolution is often studied with test-particle simulations, which are
easy to implement and parallelize, but cannot provide self-consistent
evolution of the electromagnetic field.TheEMICwave fields in those
simulations are often based on simple one-dimensional (1D)models
that assume constant frequency and amplitude along the field line
(Bortnik et al., 2022; Hanzelka et al., 2023). In contrast, spacecraft
observations demonstrate that high-amplitude EMIC waves can
have complicated spectra displaying frequency drifts, amplitude
modulations, and phase discontinuities, combined with significant
spatial variations (Grison et al., 2016; Ojha et al., 2021). Therefore,
assessing the importance of nonlinear interactions and the overall
efficiency of relativistic electron pitch-angle scattering by EMIC
emissions requires constructing more realistic wave field models.

Several studies aimed to provide a better understanding of
EMIC wave propagation properties through numerical simulations.
Ray tracing simulations in hot plasma (Horne and Thorne, 1993;

Chen et al., 2010) have been used to obtain wave power and wave
normal angle distributions in themeridional plane. Ray propagation
in cold plasma density gradients (Thorne and Horne, 1997),
plasmaspheric plumes (Chen et al., 2009), and field-aligned density
enhancements (de Soria-Santacruz et al., 2013) has been studied,
showing the ducting properties of these structures. However, the
geometric optics approximation employed in these simulations
requires that the characteristic scales of inhomogeneities in the
background medium must be much larger than the wavelength,
a condition that often cannot be satisfied. Furthermore, ray
simulations cannot predict the energy transfer during mode
conversions and tunneling and need to be restarted to trace a new
mode (Horne andMiyoshi, 2016). Johnson et al. (1995) and Johnson
and Cheng (1999) presented full-wave solutions of one-dimensional
EMIC wave propagation from their source region to the ionosphere,
demonstrating that large portions of L-mode wave power can be
converted to R-mode and reach low altitudes. Here we use the
terms R-mode and L-mode to refer to any right-hand and left-
hand polarized dispersion branches below fcp, without regard to the
possibly highly elliptical (nearly linear) states of polarization. Kim
and Johnson (2016) conducted a two-dimensional (2D) propagation
study with a FEM (Finite Element Method) solver of Maxwell
equations and have shown that with an equatorial source of
quasiparallel waves, nearly all wave power transfers to the R-mode,
but the wave is then reflected at the ion hybrid frequency surface.
However, a narrow wave source (comparable to a single wavelength)
will produce moderately oblique waves that reach the ion hybrid
frequency surface with quasiparallel wave vectors and continue on
an earthward trajectory. While computationally efficient, the FEM
approach is limited to finding the eigenmodes and does not support
sources with time-dependent frequency and amplitude. 2D hybrid
simulations (Hu and Denton, 2009; Denton et al., 2019) can provide
dynamic wave fields alongwith the evolution of electron phase space
density but are computationally expensive and require smoothing
and filtering in the Fourier space to achieve good accuracy and
stability.

Here we present 2D full-wave models of EMIC waves based on
the FDTD (Finite-Difference Time-Domain) solutions of Maxwell
equations. This method was successfully used before to study
the propagation properties of the whistler-mode chorus in an
inhomogeneous environment (Hosseini et al., 2021; Hanzelka and
Santolík, 2022), and to study the effects of ion hybrid resonance (also
called theBuchsbaum resonance) on the propagation of EMICwaves
inside the plasmasphere (Pakhotin et al., 2022). Unlike FEM, the
FDTD method can incorporate time-dependent sources, allowing
us to study the propagation of rising-tone emissions with amplitude
modulations. This advantage comes at the expense of a much higher
computational cost. However, compared to the similarly expensive
hybrid simulations, we are not restricted by frequency filtering. To
make the best use of the FDTD method, we study not only the
propagation of constant-frequencywaves but also the propagation of
rising-tone emissions and ducted waves. Wave propagation analysis
is conducted in the time domain, providing quantities comparable
to spacecraft data. 2D numerical models of rising-tone ducted and
unducted EMIC waves obtained by FDTD methods can be used
as input for test-particle simulations in studies of nonlinear wave-
particle interactions on short timescales.
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The contents of this paper are organized as follows: Sections 2.1
and 2.2 describe our implementation of the FDTD method
and density models, with data processing and input parameters
described in Sections 2.3 and 2.4, respectively. In Section 3.1, we
present simulation results for constant-frequency H-band waves.
Section 3.2 focuses on constant-frequency helium band waves and
demonstrates the effects of a narrow-width cold current source.
Wave ducting of H-band emissions on a density gradient is analyzed
in Section 3.3, and Section 3.4 deals with rising-tone emissions
and their spectra. Section 4 discusses our results in the context of
previous works, and a brief summary and future outlooks are given
in Section 5.

2 Materials and methods

2.1 Finite-difference time-domain
simulations

We solve Maxwell’s curl equations together with the equation of
motion (Lorentz force equation) for a cold plasma fluid. The system
of equations can be written as

∇×B =
Np

∑
i
μ0 (J si + J i) +

1
c2

∂E
∂t
, (1)

∇×E = −∂B
∂t
, (2)

∂(μ0J i)
∂t
=
ω2

pi

c2
E + μ0J i ×Ωi. (3)

Here we use the SI system of units, with c standing for the speed
of light and μ0 for vacuum permeability. E and B represent the
dynamic electric and magnetic fields, while the static dipole field B0
is implicitly included through the signed vector gyrofrequency

Ωi =
qiB0

mi
, (4)

where the index i stands for particle species in the cold plasma:
electrons and the three ions H+, He+, and O+ (number of particle
species Np = 4). The assumption |B0|≫ |B| was used in Eq. 3
to remove the nonlinear term J×B. The number density ni of
individual species is introduced through the plasma frequency

ωpi = √
niq

2
i

ε0mi
. (5)

The symbols qi, mi, and ɛ0 stand for the particle charge, mass,
and vacuum permittivity, respectively. Ji stands for current density
associated with the fields E and B, and Jsi is the external current
source. For the purposes of EMIC wave propagation, the electron
mass can be replaced by me,num >me to gain a major computational
performance boost at the expense of minor inaccuracies in
wave propagation properties near the resonance cone—see the
Supplementary Material for a short discussion of these inaccuracies.

The equations are solved by implementing the finite-difference
time-domain (FDTD) method described by Pokhrel et al. (2018),
where the Boris method is used to evolve the current Ji. In the case
of ion cyclotron waves, the time step Δt in the numerical solution

of the Maxwell equations is typically much larger than the time step
Δtc required by the Boris algorithm to advance the Lorentz equation
for current with good precision. The singular update method from
Pokhrel et al. (2018) provides matrix equations which advance J by
MΔtc = Δt in a single step, whereM is an integer. A 2D version of the
staggered Yee grid is used (Yee, 1966), with the current being placed
symmetrically at the center of the Yee cell.

The minimum required size of each cell is determined by
wavelength λw of the modes supported by the plasma fluid confined
in the chosen simulations box and must be generally tested before
each run. The time step Δtmust not violate the Courant-Friedrichs-
Lewy (CFL) condition

Δt < ΔtCFL =
1/c

√1/Δz2 +√1/Δx2
, (6)

where Δz and Δx are the dimensions of a grid cell (Gedney, 2011).
TheCFL stability condition is necessary but not sufficient, so an even
lower time step might be required, depending on the choice of Δz
and Δx. The grid is located in the meridional plane and represented
in Cartesian coordinates, with z aligned with the dipole axis and x
pointing away from the Earth. The origin (z,x) = (0,0) sits in the
center of the source region.

Similarly to Hosseini et al. (2021) and Hanzelka and Santolík
(2022), we use a 1D current density source located along z = 0 with a
finite halfwidth wJ. The current amplitude distribution is described
by the shape function

G (x) = cos2( πx
2wJ
) if |x| < wJ (7)

G (x) = 0 otherwise. (8)

Time-dependence of the current amplitude is incorporated in the
function

T (t) = Tt (t)Tm (t) if 0 < t < tmax (9)

T (t) = 0 otherwise, (10)

where Tt is a tapering function

Tt = cos
2(

π(t− tramp)
2tramp

) if t < tramp (11)

Tt = 1 if tramp ≤ t ≤ tmax − tramp (12)

Tt = cos
2(

π(t− tmax + tramp)
2tramp

) if t > tmax − tramp, (13)

and Tm represents subpacket modulations. Subpackets are defined
by Ns − 1 local modulation minima and Ns local maxima, with the
adjacent minima and maxima being connected by cos2 functions,
similarly to the tapering function above.

The components of the source currentmust be obtained from the
cold plasma dispersion relation. Considering that the EMIC waves
are generated through the first-order cyclotron resonance with ions
that propagate along the field line, it is reasonable to assume that the
current should be near-circularly polarized, producing quasiparallel
electromagnetic emissions. Nevertheless, the simulation code is not

Frontiers in Astronomy and Space Sciences 03 frontiersin.org122

https://doi.org/10.3389/fspas.2023.1251563
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Hanzelka et al. 10.3389/fspas.2023.1251563

limited to any specific wave mode and allows for an arbitrary value
of θk, so the full 3D field description is given in the following. We
start by defining time-dependent frequency ω(t) and wave normal
angle θk(t). As the next step, the refractive index μ and the complex
conductivity tensor σi are obtained (e.g., Gurnett and Bhattacharjee
(2017), Chapter 4). We continue by calculating the complex electric
field with Ex normalized to −1j, where j is the imaginary unit. The
corresponding magnetic field is obtained from Faraday’s law in the
Fourier space,

Bx = −kzEy/ω (14)

By = (kzEx − kxEz)/ω (15)

Bz = −kxEy/ω, (16)

where the azimuthal angle was set to zero, and thus ky = 0. Since
the calculations are performed at the equator, the solar magnetic
coordinates used for the Cartesian grid coincide with field-aligned
coordinates. The fields are then renormalized so that |B| = 1, and
after that multiplied by G(x)T(t)Bw0, where Bw0 is the desired
equatorial peak amplitude of EMIC wave field. Having the properly
normalized electric field, we employ the generalized Ohm’s law and
obtain the current

J i = σE. (17)

As a final step, we need to consider the effects of discretization.
Because the current source behaves as a delta function in the z
direction, but the grid cells are finite, an additional numerical factor
must enter into the initialization of our simulation. This factor g(ℓ)
depends purely on ℓ = λw/Δz and has to be determined numerically.
We ran simulations with ℓ going from 8 to 24 and found the least-
squares power law fit

g (ℓ) = 2.201ℓ−0.891 (18)

with a coefficient of determination R2 = 0.9991.
The source current vector can be formally written as (dropping

the particle index i)

J s = (Jx cosψ (x, t) ,−Jy sinψ (x, t) , Jz cosψ (x, t)) , (19)

where the Jx, Jy, and Jz components are obtained from Eq. 17 with
the correction introduced in Eq. 18, and

ψ (x, t) = ψ0 −∫
x

−wJ

d ̃xkx ( ̃x, t) +∫
t

0
d ̃t ω′ ( ̃t) (20)

is the harmonic phase (ψ0 chosen such that ψ(0,0) = 0). Assuming a
constant θk and constant frequency, we get

∂ψ
∂x
= −kx (21)

∂ψ
∂t
= ω. (22)

However, in a general case, the frequencies appearing in (20)
and 22 are different. With a constant wave normal angle θk (i.e.,
time-independent kx) an a chirp rate rc = (ω1 −ω0)/tmax, setting
ω′(t) = ω0 + rct will result in ω = ω′ in Eq. 22. When kx(t) includes
explicit time dependence, it will enter the time derivative of phase
and introduce a spatial gradient of frequency: ω = ω′ − x∂kx(t)/∂t.

For simplicity, we will further consider only sources with a fixed
k-vector direction.

Wave reflection at the simulation box boundaries is mitigated by
implementing damping regions. Following Umeda et al. (2001), we
introduce a masking factor fm ≤ 1 and multiply the electromagnetic
fields by this factor in each time step. At distances from the boundary
larger than ddamp, we set fm = 1. In the damping region near box
boundaries, fm decreases parabolically.The optimal rate at which the
masking factor should decrease depends on the time step and the
phase velocity. The efficiency of damping improves with increasing
ddamp, which is usually chosen as a small integer multiple of a typical
wavelength. Due to the variability of wave vectors and frequencies in
our simulations, there is no simple method that would prescribe the
best choice of damping parameters. We therefore numerically tested
the efficiency of damping to ensure that the power of reflected waves
in results presented in Section 3 is less than 10−3.5 of the incident
waves.

2.2 Density models

The cold electron density distribution is based on the empirical
model from Denton et al. (2002) adapted for dipole. The latitudinal
dependence is described by

ne =
ne0

(cosλ)2α
, (23)

where ne0 is the equatorial profile, and the formula for the
exponential factor in SI base units reads

α = 36.08− 6.36 log10ne0 + 0.28log
2
10ne0 − 0.43L. (24)

The equatorial profile uses the best-fit power law for the
plasmatrough (Denton et al., 2004)

ne0 = 10.13− 4.1 log10L (25)

rescaled to coincidewith the prescribedωpe0 = ωpe (z = 0,x = 0).The
rescaled model does not represent the best fit, but the radial density
gradient remains within the range predicted by the various density
models discussed by Denton et al. (2004).

The cold electron density in our model can be further modified
by density crests (increase) and troughs (decrease) with a Gaussian
radial profile, which can be used to simulate ducted propagation.
Symbolically, ne,tot = nend, where

nd = 1+
Nd

∑
j=1

δnje
−(L−Ldj)

2

2σLj . (26)

The duct parameters are: number of ducts Nd, relative density
change δn, central L-shell of the duct Ld, and characteristic width
σL. As noted by Hanzelka and Santolík (2022), these ducts are
different from the commonly assumed 3D tubes (Angerami, 1970;
Koons, 1989); instead, they behave as density slabs, infinite in the y-
direction. Dispersive properties of 2D and 3D ducted wave modes
are principally different (Zudin et al., 2019), and therefore, the wave
propagation properties in the 2D model may differ from in situ
observations, especially where the azimuthal wave vector angle ϕk is
concerned. Unfortunately, full-wave numerical investigations of 3D
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EMICwave propagation are beyond our computational possibilities;
furthermore, there is no suitable in-situ data we could use for
comparison with the hypothetical 3D numerical results.

The dispersive properties of hydrogen and helium band EMIC
waves strongly depend on the concentration of heavy ions (Lee et al.
(2021) and references therein). The concentrations of the three
ions in our simulations (ηp, ηHe, and ηO) are set to be constant
across the whole computational domain. Their impact can be seen
in the behavior of characteristic frequencies below the proton
gyrofrequency Ωp. Specifically, the following three frequencies have
an impact on the propagation and mode conversion of hydrogen
band waves: the crossover frequency ωcr, where the L-mode and
R-mode become coupled and have linear polarization; the L-mode
cutoff frequencyωlc, which creates a stopband and leads to reflection
of incident waves; and the ion hybrid frequencyωih, which can cause
reflection of oblique R-mode waves. A similar triplet of frequencies
exists in the helium band (but not in the oxygen band). Approximate
formulas from Chen et al. (2014) are used in this paper to evaluate
the characteristic frequencies.

2.3 Wave propagation analysis

The simulation code provides all six electromagnetic
components and 3Np cold current components with sampling rate
fs = 1/Δt on a fine spatial gridwith cell size Δz×Δx. Inmost practical
cases, this data is too large to be stored. Instead, we save a small
number of snapshots of the fine grid and a continuous time evolution
on a coarse grid Δgz×Δgx with sampling rate fsg = 1/Δgt≪ 1/Δt.
Wave propagation properties are calculated in the time domain
based on the coarse-grid data.

The data analysis process can be divided into four steps. First,
the field components are transformed to the field-aligned system,
(x,y,z) → (x′,y′,z′), where z′‖B0, x′ is perpendicular to the field
line and lies in the x-z plane, and y′ = y. In the second step, the
fields are converted to analytic signals with Hilbert transform. As
the third step, we construct spectral matrices and average them over
a short time interval (typically a small integermultiple of the average
wave period Tavg given on the input). As the fourth and last step,
we use the SVD methods (Santolík et al., 2003) and get normalized
wave vectors, from which we can obtain various wave propagation
properties: wave normal angle θk, azimuthal angle ϕk, B-ellipticity,
and B-planarity. The angles are defined so that θk = 0° represents
parallel propagation, θk = 180° anti-parallel propagation, and waves
with ϕk = 0° propagate outward in the x′ direction. The Poynting
vector and its polar and azimuthal angles θS and ϕS can be obtained
directly from the cross-spectral components (Santolík et al., 2010).
The instantaneous frequency of each B-field component is obtained
by a simple forward difference of the analytic signal’s phase.

We also pick several grid cells (probes) and save the field
data from those cells at a higher sampling rate. These high-
resolution time series are used to construct spectrograms with
the STFT (Short-Time Fourier Transform) method. Hann
window with a 15/16 overlap is applied. Wave propagation
properties in each time-frequency bin are obtained by the same
SVD methods as described above, without any additional time
averaging.

2.4 Input parameters

We use four different sets of input parameters to simulate the
propagation of

Set 1: Constant-frequency hydrogen band wave,
Set 2: Constant-frequency helium band wave,
Set 3: Constant-frequency hydrogen band wave on a steep density

gradient (ducted propagation),
Set 4: Rising-tone hydrogen band wave with amplitude

modulations.

Some values of the input parameters are shared across all runs.
Firstly, we set θk = 0° in the calculation of the conductivity tensor
σ appearing in Eq. 17. We justify this choice by assuming that
the waves are generated from an anisotropy-driven ion cyclotron
instability, which is most unstable in the exactly parallel direction
of propagation (Yoon, 1992). We choose the central L-shell of the
source to be L0 = 5.5, which passes through regions with high
occurrence of intense EMIC waves (Saikin et al., 2015; Jun et al.,
2021). The width of the damping regions is three times the time-
averaged equatorial wavelength λavg, with a masking factor of
0.998 at the box boundaries. The equatorial strength of the dipole
magnetic field at the Earth’s surface is set to Bsurf = 3.1 ⋅ 10

−5 T.
The electron mass is increased sixteen times, me,num = 16me, to
speed up the calculations (see the Supplementary Material and
Supplementary Figures S1, S2 for further discussion of the increased
electron mass).

A number of shared input parameters have no direct
impact on wave propagation. Those are: Peak source amplitude
Bw0 = 0.01, coarse grid sampling time Tavg/12, coarse grid
spatial sampling λavg/4, probe data time step Δt/16, probe
positions x′ = {−1,500 km,−750 km,0 km,750 km,1,500 km} and
λ = {0.5°,2.5°,5.0°,10.0°,15.0°,20.0°} (5 ⋅ 6 = 30 probes in total),
and 128 Boris time steps per electron gyroperiod (the smallest
gyroperiod over the whole simulation box is taken).

All the other input parameters are listed in Table 1, with
two exceptions. The density structure in the ducted case (Set 3)
is composed of Nd = 3 Gaussians with characteristic equatorial
widths 750 km ∼ σL = 0.118, amplitudes δn = 1 and centers
L = L0 + {0,−2σL,−4σL}. Due to the properties of the Gaussian
function, the sum of these three ducts creates a near constant
elevation between L0 and L0 − 4σL with an increase of ∼1.2δn. Such
structure can represent the plasmaspheric plume (Darrouzet et al.,
2009). The rising-tone emission (Set 4) exhibits amplitude
modulations of the source, with maxima of {0.5,1.0,1.0,0.5}Bw0 at
{0.125,0.375,0.625,0.875}tmax and minima of {0.25,0.50,0.25}Bw0
at {0.25,0.5,0.75}tmax.

3 Results

3.1 Constant-frequency hydrogen band
wave

We first analyze the wave propagation properties of a simple
hydrogen band EMIC wave packet with no amplitude modulations
and a constant frequency. The corresponding input parameters
can be found in Table 1, Set 1. In Figure 1, we plot the total
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TABLE 1 Four sets of input parameters of four separate simulation runs.

Input parameter Symbol Unit Set 1 value Set 2 value Set 3 value Set 4 value

Initial frequency f 0 Hz 1.70 0.43 1.70 1.28

Final frequency f 1 Hz 1.70 0.43 1.70 1.85

H+ concentration ηp _ 0.8 0.8 0.8 0.93

He + concentration ηHe _ 0.17 0.17 0.17 0.06

O+ concentration ηO _ 0.03 0.03 0.03 0.01

Source halfwidth wJ km 1500 1075 1125 1400

Source duration tmax s 33.33 33.33 33.33 26

Ramp-up time tramp tmax 0.5 0.5 0.5 0.0

Left box boundary zL km −2500 −2500 −2500 −3000

Right box boundary zR km 17,000 17,000 17,000 17,000

Lower box boundary xD km −11500 −11500 −11500 −13000

Upper box boundary xU km 5000 5000 5000 5000

Simulation time tsim s 50 50 50 50

Grid cell size Δz, Δx λavg 1/16 1/24 1/16 1/16

Avg. initial wavelength λavg km 680 970 680 470

Time step Δt ΔtCFL 1/6 1/12 1/6 1/4

CFL time step 105ΔtCFL s 10.0 10.6 10.0 7.1

Plasma frequency ωpe0 Ωe0 5 10 5 5

The cold plasma frequency in the source ωpe0 refers to a density profile without ducting structures. The wave frequencies correspond to ω0 = 0.6Ωp0 in Set 1 and Set 3, ω0 = 0.6ΩHe0 in Set 2,
and ω0 = 0.45Ωp0 and ω1 = 0.65Ωp0 in Set 4. ωpe0, Ωe0, Ωp0 and ΩHe0 are the frequencies at the magnetic equator.

magnetic and electric fields at time t = 25 s along with selected
field components. Because the source is symmetric, we will discuss
only the waves propagating towards z > 0 (northward); the fields
propagating towards z < 0 (southward) quickly enter the damping
region near box boundaries and dissipate.

Several important features of unducted EMIC wave propagation
can be discerned from these snapshots. The magnetic and electric
fields in Figures 1A,B display spatial oscillations with a period of
λw/2, hinting at a rapid increase in ellipticity away from the source.
Highly elliptical polarization suggests oblique wave vector direction,
which can be confirmed by observing the angle between wave crests
and field lines. When the wave frequency approaches the ion hybrid
frequency (represented by the red curves in Figure 1), the magnetic
field diminishes, while the electric field remains strong, confirming
that the oblique EMIC wave is becoming electrostatic at the hybrid
resonance.

The perpendicular component Bx′ plotted in Figure 1C
disappears near the crossover frequency (magenta curves) because
the wave becomes near linearly polarized with most of its magnetic
amplitude in the y′ direction. Because the source width 2wJ is about
4.4 equatorial wavelengths, the plane wave approximation is not
heavily violated, and E ⋅B = 0 implies that the By′ component will
have a spatial distribution similar to Ex′ (Figure 1D).

Figure 1E shows the magnetic field component Bz′ , which
reveals weak parts of the wave field moving across field lines,
deviating from the expected quasi-parallel propagation of energy.
Most of these can be shown to be right-handed and are related

to mode conversions near characteristic frequencies—they will be
described with the help of polarization analysis in the following
paragraphs. However, some of these weak R-mode waves originate
directly in the source. This observation may seem surprising since
the source current density was obtained based on the assumption
of a left-handed circular polarization. However, those calculations
relied on the plane wave approximation in a homogeneous plasma,
which is not exactly satisfied when the source is finite and the
electron density in the radial direction changes by about 10{%} per
wavelength. How the finite 1D source affects wave properties can be
shown by constructing themagnetic field wave equation from Eqs 1,
2 (dropping the particle species index i)

∇× (∇×B) = μ0∇× J s −
1
c2

∂2B
∂t2
. (27)

The circularly polarized current can be represented by

J s = Js0 (x) (cosψ, sinψ,0) , (28)

where Js0(x) represents the amplitude profile. If we take the curl of
Js, we get

∇× J s = (Js0kz cosψ, Js0kz sinψ, (∂Js0/∂x) sinψ) . (29)

The z-component will propagate into the calculation of B and
cause deviations from the circular polarization. This behavior
is confirmed in Figure 1E, where we show Bz′ to be nonzero
in the source for z = 0, x ≠ 0. The resulting wave field can be
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FIGURE 1
Snapshots of magnetic and electric fields from the simulation run with input parameter Set 1 (constant-frequency unducted hydrogen band wave
packet with a single amplitude maximum). (A) Amplitude of the wave magnetic field |B|. This panel shows the time stamp t = 25 s, labels of the radial
lines of constant latitude, L-shell labels, and characteristic frequency labels: magenta curve for wave frequency encountering the crossover frequency
fcr, green for the L-cutoff frequency flc, red for the ion hybrid frequency fih, and cyan for the cyclotron frequency fci (helium gyrofrequency in this case).
The dotted rectangle represents boundaries of the damping region. (B) Amplitude of the wave electric field |E|. (C) Magnetic field component Bx′

perpendicular to the local field line (parallel to the meridional plane). (D) Electric field component Ex′. (E) Magnetic field component Bz′. (F) Electric field
component Ez′.

decomposed into left-hand and right-hand polarized components,
and thus the finite source supports both the L-mode and the R-
mode. However, because the plane wave approximation is violated
only weakly, the corresponding R-mode wave field is also weak.
With decreasing wJ, the source is becoming increasingly point-like,
supporting radiation in directions far away from θk = 0°. For the
sake of completeness, we may also construct the electric field wave
equation

−∇× (∇×E) = μ0
∂J s
∂t
+ 1
c2

∂2E
∂t2
. (30)

The spatial derivatives of current density are not present here;
therefore, the electric field componentEz′ remains zero in the source,
as documented in Figure 1F.

To better understand the wave propagation and polarization
properties, we run SVD analysis on the coarse grid, following

the methods described in Section 2.3. The results are shown in
Figure 2, using the same snapshot as in Figure 1. Figure 2A presents
the Poynting flux amplitude |μ0S| in units of nT mV−1. The lower
threshold for all data is set to 10−3.5 of the maximum Poynting
flux in the chosen snapshot. As expected, the peak energy flux
follows the starting field line L = 5.5, with only a slight deviation
towards high L-shells, which is further confirmed by the low values
of polar angle of the Poynting vector θS. The only regions where θS
becomes large are the reflection region near the hybrid resonance,
and the southern hemisphere (which will not be further discussed).
Figure 2C shows that the wave starts as near left-hand circularly
polarized, then becomes linearly polarized when crossing f = fcr,
and in the reflection region, a mixture of left-hand and right-hand
polarization appears. The wave normal angle θk in Figure 2D shows
a steady increase from near zero in the source up to 90° during
reflection. However, theWNA values are somewhat noisy, especially
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FIGURE 2
Snapshots of wave propagation and polarization properties from Set 1, taken at the same time t = 25 s as the wave fields in Figure 1. The plotted data
range has been changed from Figure 1 to exclude the damping region. (A) Magnitude of the Poynting flux. (B) Polar angle of the Poynting vector. (C)
Ellipticity of the magnetic field. Labels W1 and W2 point to weaker fields whose propagation properties differ from the main packet. (D) Wave normal
angle. (E) Azimuthal angle of the wave vector. (F) Planarity of the magnetic field. All quantities were obtained through SVD methods with spectral
averaging over three equatorial wave periods, as described in Section 2.3.

near fcr, near fih, and at the edges of the wave packet. Similar features
are displayed by the azimuthal angle ϕk in Figure 2E, with the values
jumping from 0° to 180°. At the two above-mentioned characteristic
frequencies, the B-field polarization ellipse is degenerate (linear
polarization), and thus the direction of the wave vector cannot be
determined. At the wave packet edges, the variations come from the
mixing of L-mode with the very weak R-mode. The planarity stays
above 0.7 (Figure 2F), confirming that the use of the SVD analysis is
meaningful.

A peculiar behavior can be seen near the source, where the
azimuthal angle shows large eastward and westward deviations
(Figure 2E). An explanation can be provided through the same
calculations that led to Eq. 29. The additional part of the Bz
component arising from the ∂/∂x gradient has a phase shift of 90°
with respect to Bx, differing from the 180° shift expected in an
oblique EMIC plane wave propagating in the meridional plane. This
phase difference is demonstrated by Figures 1C,EwhereBx′ is almost

zero in the source while Bz′ attains its maximum or minimum at the
same time. However, as long as the wave normal angle is small, the
deviations in ϕk have little impact on wave propagation away from
the source.

Apart from the main field-aligned packet, weaker fields with an
oblique energy propagation direction appear in Figure 2, labeledW1
and W2. The W1 field has both θS and θk moderately or highly
oblique (>50°), is right-hand elliptically polarized, and has origin
in the weak R-mode radiated from the source. This origin can be
confirmed by looking at Bz′ (Figure 1E) and tracing it back in time.
Aportion of theW1field first propagates through the fcr, experiences
polarization reversal, reflects at the L-cutoff, and then goes through
a second polarization reversal before arriving at the point of
observation.TheW2 field has similar properties but shows a smaller
obliquity of θS and represents waves that were initially quasiparallel,
did not experience reflection at the ion hybrid frequency and became
unguided.
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Neglecting the weak W1 and W2 fields, we may conclude that
in a cold plasma with a high He + concentration (17{%}), an
unducted hydrogen band wave that started with low values of WNA
near the source will be entirely reflected back to the equator. To
further confirm this conclusion, we show the evolution of the wave
packet in three snapshots plotted in Figure 3. Figures 3A–F cover
the initial stage before reflection, where we can clearly see the W1
field escaping away from L = 5.5 and the main field going through
polarization reversal. We skip over the intermediate stage already
discussed in Figure 2 and go to the final stage at t = 45 s, where
the majority of the wave packet has been reflected. The reflected
wave goes through a second polarization reversal and reaches
the source region as a very oblique, left-hand highly elliptically
polarized EMIC emission. Due to the slight deviation of S from
the field-aligned direction, the reflected wave passes above the
center of the wave source when it returns to the equatorial plane.
A space probe flying through the source region can, therefore,
easily miss the reflected wave, depending on the probe’s precise
position and velocity. Our results demonstrate that more data from
multi-spacecraft observations at close separations are needed to
evaluate the occurrence and physical properties of reflected EMIC
waves.

3.2 Constant-frequency helium band wave

In a cold plasma with the three ions H+, He+, and O+, the
dispersive properties of the helium band EMIC wave are generally
similar to those of the hydrogen bandwave, with themost significant
difference being in wavenumber. However, because He-band is
associated with higher densities (Meredith et al., 2014), even the
wavenumbers can be close in value. One clear distinction appears
once waves pass through the L-mode stopband: while the H-band
waves will encounter another stopband at higher latitudes, the
He-band can propagate unimpeded down to ionospheric altitudes.
Moreover, low oxygen concentrations in the plasmatrough can push
the characteristic frequencies close to ΩO.

In the simulation run with input parameter Set 2, we choose
ω0/ΩHe0 = 0.6, which is the same value as ω0/Ωp0 in Set 1. The
plasma frequency is doubled, which still makes the wavelength
larger than in the hydrogen band case. Furthermore, the source
extent is decreased from ±1,500 km to ±1,075 km. The full source
width 2wJ is now only about two equatorial wavelengths, which
leads to enhanced radiation in oblique directions. This change in
the radiation pattern is demonstrated in Figures 4A,B, where the
magnetic field components Bx′ and Bz′ show oblique wave crests
emanating from the source. The power of these weak oblique fields
is about two orders of magnitude below the peak of the main packet
(Figure 4C), making them more significant than in the wide-source
case from Figure 2. The polar angle θS reveals that some of these
weaker waves stay at latitudes below 10°, displaying very oblique
propagation of energy, while some aremore parallel and quickly (i.e.,
at time t = 27.5 s) reach latitudes up to above 20°. The first group
is marked W1 in Figure 4E and has two components. The outward
propagating component is right-hand polarized and quickly reaches
the damping boundary—its properties are similar to the W1 field
from Figure 2, hence the shared label. The second component
propagates inward, experiences polarization reversal, and reflects

at the L-cutoff. The second group, labeled W2, propagates in a
quasiparallel fashion down to the lower box boundary without
experiencing any notable changes in propagation properties,
becoming unguided after passing below fih. We may notice in
Figure 4F that at the boundaries between L-mode-dominated andR-
mode-dominated regions, the wave normal angle appears to be near
90°.

The narrow source not only affects the amplitude of the weak
R-mode, but also changes the propagation properties of the main L-
mode packet. This is easier to observe during later times of the wave
field evolution, as demonstrated by the three snapshots in Figure 5.
At t = 17.5 s (Figures 5A–C), the separation into the main packet
and secondary R-mode packets is already clear. At a later time,
t = 32.4 s (Figures 5D–F), we notice that a part of the main packet
near the bottom edge, labeled W3 in Figure 5E, has a near-circular
left-handpolarization and quasiparallel wave vector. In Figures 5G–I
(snapshot t = 40.0 s), thisW3field is shown to propagate through the
crossover frequency without any significant loss of wave power and
remain mostly left-hand polarized, while the more oblique portion
of the main wave packet undergoes polarization reversal. However,
a small amount of wave energy is transferred into a reflected R-
mode component near f = fcr, labeled W4 in Figure 5H. The above-
discussed weak fields W1 and W2 are also marked for comparison
with Figure 4.

3.3 Ducted hydrogen band wave

After inspecting the propagation of unducted EMIC waves in
Sections 3.1 and Sections 3.2, we turn to ducted propagation on
steep density gradients (input parameter Set 3). In this ducted
H-band simulation, the source width is smaller than in Set 1,
wJ = 1,125 km, but the wavelengths are shorter due to the increased
density in the ducting structure. Because of the large radial density
gradients, the wavelength in the source cannot be well represented
by a single value. Nonetheless, in the chosen setup, the source is
still wide enough to emit only negligible power into the oblique
directions.

The Bx′ component plotted in Figure 6A shows stark differences
from the unducted picture in Figure 1C.When reaching fcr, the wave
crests follow the field line, and the L-value of this field line matches
well with the region of steep density drop off (see Figure 6B for a plot
of 2D ωpe/Ωe0 distribution). As shown in Figures 6C,D, most of the
wave power reaches the hybrid resonance and passes towards higher
latitudes. However, a significant amount of wave power becomes
reflected near the f = fcr and f = flc surfaces. In Figure 6E, we can
see that the quasiparallel ducted EMIC wave turns into a mixture
of L-mode and R-mode after passing through the crossover. The
left-handed part reflects to higher L-shells and goes through a
polarization reversal—we label it S3, as it has a similar propagation
path to W3, except for being stronger due to ducting. S2’ is an R-
mode wave, which has similar properties to the weak field W2 but
originates in the polarization reversal instead of being generated
directly in the source. Additionally, a weak part of the main packet
gets reflected at the crossover and becomes right-hand polarized
(W4 in Figure 6E). Due to themixture of R-mode and L-modewaves
with similar power, the wave normal angles plotted in Figure 6F are
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FIGURE 3
Poynting vector magnitude, B-field ellipticity, and wave normal angle calculated for three different snapshots from Set 1: t = 10 s in panels (A–C),
t = 17.5 s in panels (D–F), and t = 45.0 s in panels (G–I).

difficult to interpret, but the quasiparallel component at the center
of the wave packet can still be traced.

Values of θk below the f = fih surface suggest moderate obliquity,
which means that these waves are decoupled from the R-mode at
ω <ΩO, and most of their energy will be reflected before reaching
low altitudes. However, the simulation would give nearly identical
results for He-band with a similar wavenumber (requiring a high-
density background), up to minor differences related to the ion
composition.The S2’ wave fieldwould then propagate through down
to the ionosphere.

3.4 Rising-tone hydrogen band wave

In the previous sections, the current density source was not
dynamic, except for the slow changes in amplitude that formed
the single-peaked wave packet envelope. We now modulate the
wave field into four subpackets and introduce a constant frequency
chirp from the initial frequency ω0 = 0.45Ωp0 to the final frequency

ω1 = 0.65Ωp0. As listed in Table 1, the concentration of He+ and O+
has been decreased to prevent the f0 = fcr surface from crossing the
source. The source width is very slightly (by ∼7%) smaller than in
Set 1 and the initial wavelength is larger, making the source relatively
more narrow. This can be noticed in the By′ plot in Figure 7A,
where a weak quasiparallel field appears at the inner edge of the
wave field. In Figure 7B, we show the instantaneous frequency at
time t = 15 s, shortly before the reflection of the first subpacket
at the hybrid resonance. At the local minimum between the first
and second subpacket, which is located near 10° of latitude, the
frequency can be seen to have a localized decrease, despite the
linearly rising frequency of the source. These are the effects of group
velocity dispersion consistent with ∂Vg/∂ω < 0, which have been
previously discussed in the context of rising-tone chorus elements
by Hanzelka and Santolík (2022).

To provide another view on the evolution of wave frequency
and the effects of reflected waves, we process data from two
selected simulation probes, P1 and P2, whose position is shown
in Figure 7B (P1 near the source, P2 at the fcr crossing of the first
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FIGURE 4
Snapshots of wave fields and propagation properties from the simulation run with input parameter Set 2 (constant-frequency unducted helium band
wave packet with a single amplitude maximum) taken at t = 27.5 s. (A) Magnetic field component Bx′ perpendicular to the local field line (parallel to the
meridional plane). (B) Magnetic field component Bz′. (C) Magnitude of the Poynting flux. (D) Polar angle of the Poynting vector. (E) Ellipticity of the
magnetic field. Labels W1 and W2 point to weaker fields whose propagation properties differ from the main packet. (F) Wave normal angle. Note that
the colored curves now represent crossings with characteristic frequencies in the helium band, with fci standing for the oxygen gyrofrequency.

subpacket). Unlike in the presentation of the constant-frequency
wave propagation (Section 3.1), we can show the whole time
evolution in one plot, but we are limited to a single point in space.
Figure 7C presents the amplitude envelopes of all three magnetic
field components Bx′ , By′ , and Bz′ , as well as the total magnetic
field |B|. Before t ∼ 30 s, the four northward propagating subpackets
have a negligible parallel component, and the peak amplitude is
near equal to B0/100, as dictated by the source properties. The
two perpendicular components have similarmagnitudes, suggesting
circular polarization, which is further confirmed by the negligible
oscillations in |B|. After t ∼ 30 s, the reflected wave packet passes
over probe P1, but its amplitude is diminished, with the second
subpacket having less than 15{%} of its original amplitude. The By′

component dominates, and |B| exhibits strong oscillations at two
times the wave frequency, which are signs of linear polarization
and high obliquity in the hydrogen band L-mode. The frequencies
near the source (Figure 7D) are linearly growing, except for minor

oscillations in the frequency derived from Bz′ . The chirp rate within
subpackets of the reflected wave is higher than the initial value,
which is again the effect of group velocity dispersion that we already
noted when describing Figure 7B.

Moving to probe P2, we observe the behavior of two linearly
polarized waves propagating in opposite directions. This overlap
creates multiple very short subpackets associated with large
variations in the instantaneous frequency. When such a structure
is observed, we must separate the two modes, either by the
Hilbert-Huang transform (HHT; for an application on EMIC
waves, see (Ojha et al., 2021)) or by inspection of time-frequency
spectrograms. We choose the latter method and plot spectrograms
of power spectral density (PSD) and propagation properties in
Figure 8. The PSD near equator, as shown in Figure 8A, confirms
that the reflected emission has a considerably lower power (down
by almost two orders of magnitude) than the forward propagating
wave. Depending on the signal-to-noise ratio of the original wave
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FIGURE 5
Several snapshots of wave propagation properties of the helium band propagation, presented in the same format as the hydrogen band data in
Figure 3. (A–C) t = 17.5 s, (D–F) t = 32.4 s, (G–I) t = 40.0 s. Labels, W1, W2, W3, and W4 point to weaker components of the wave field with special
propagation and polarization properties.

packet, only parts of the reflected riser may be visible, or none at all.
It is of note that the rising-tone element has a considerable spectral
width, which is the consequence of the Fourier uncertainty principle
for short wave packets. Even with the 93.75{%} overlap of the STFT
time windows, the frequency resolution is too low to determine
whether the individual subpackets are chirping—the line plots
obtained from Hilbert transform are better suited for this purpose
but might require some form of mode decomposition like the one
included within HHT. Figure 8 supports our previous assessment
of the reflected wave’s propagation properties, clearly showing
the near-linear polarization and highly oblique wave normal
angle.

Finally, Figures 8E–H show spectrograms constructed from the
probe P2 data. Due to the close frequencies of the two wave packets,
it is not immediately clear from the power spectrum in Figure 8E
that we are indeed observing two risers propagating in opposite
directions. Fortunately, the polar angle θS in Figure 8H shows
a clear division into two northward and southward propagating

elements. Figures 8F,G further show that one element has θk about
65° and ellipticty of −0.2, while the other has θk ≈ 100° and positive
ellipticity <0.1 (these values slightly differ between subpackets).
However, in practical applications with the presence of noise,
these small differences in WNA and ellipticity could not serve
as reliable criteria, and the Poynting flux data would be needed.
Before we conclude this section, we must note that the probe P2
was shifted to a slightly higher L-shell than P1 to ensure similar
wave powers of the forward-propagating and reflected element—a
property that is not necessarily satisfied within real spacecraft
data.

4 Discussion

The results of constant-frequency wave simulations from
Section 3.1 can be compared to the 2Dfinite-elementmethod (FEM)
simulations of hydrogen band EMIC waves conducted by Kim
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FIGURE 6
Snapshots of wave fields and propagation properties from the simulation run with input parameter Set 3 (constant-frequency ducted hydrogen band
wave packet with a single amplitude maximum) taken at t = 35.0 s. Compared to Figure 4, we replaced the Bz′ plot in panel B with a 2D distribution of
ωpe/Ωe0, which shows the shape of the density structure responsible for guided propagation. The rest of the panels (A−F) show the same type of data
as Figure 4. In panel E, certain weak and strong parts of the wave field with special properties are labeled as S2’, S3, and W4.

and Johnson (2016). The FEM approach is used to solve Maxwell
equations as a boundary value problem, with the result being
the spatial distribution of eigenmodes (Fourier space solutions).
This approach differs from our initial value problem, but the
fixed frequency and slowly changing source amplitude allow for a
meaningful comparison. Kim and Johnson (2016) show that with
a wide source region (about four equatorial wavelengths, similar
to our Set 1), the wave propagation is initially nearly parallel but
becomes significantly oblique before encountering the crossover
frequency. Most of those waves reflect at the hybrid resonance after
going through polarization reversal, with only a negligible amount
passing through to lower altitudes. This weak wave that does not
experience reflection corresponds to ourW2field in Figure 2.TheR-
mode wave W1 emanating from the source was not clearly detected
in the FEM simulations, likely because of a stricter power threshold.
Due to different ion compositions and density models, the reflected
wave in the FEM simulation went to a higher L-shell than in our case

and quickly encountered an absorbing boundary, so its propagation
properties were not analyzed.

Kim and Johnson (2016) further analyzed a propagation
scenario with a very narrow source, which can be compared to our
Set 2. As in the previous case, theW1 field is not very apparent in the
FEM simulation—it is possible that differences in the initialization
(1D current density source in contrast to a 2D electric field source)
are behind this disagreement. What the simulations agree on is the
presence of a quasiparallel L-mode component at the inner edge of
the wave packet (W3 in Figure 5). Some of these left-handed waves
preserve their polarization and continue to flc, while some reflect at
fcr and become right-handed (W4 in Figure 5A in Figure 4 of Kim
and Johnson (2016)). Unlike in the FEM simulation, the dispersion
of R-mode at fih is unclear due to the overlap with the weak field
W2, which originates in the narrow source. We must also point out
that we simulated a helium band wave in Set 2, in contrast to the
hydrogen band wave in the FEM simulation, so the comparison can
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FIGURE 7
Field components and propagation properties of waves from simulation run with input parameter Set 4 (rising-tone unducted hydrogen band wave
packet with four subpackets). (A) Magnetic field component Bx′ perpendicular to the local field line (perpendicular to the meridional plane). Snapshot
taken at t = 15 s. Crossings of characteristic frequencies for wave at frequency ω0 are represented by solid lines as before, and the crossing for the final
frequency ω1 are plotted with dashed lines. (B) Instantaneous wave frequency snapshot, obtained as a power-weighted average of frequencies of the
three magnetic components. Labels P1 and P2 show positions of probes that collected data analyzed in the following panels and in Figure 8C Probe P1
measured amplitude envelopes of the magnetic field components Bx′, By′, and Bz′ plotted in red, green, and blue, respectively. The total magnetic field
|B| is plotted with a black line. (D) Instantaneous frequencies from Probe P1, color coded as in the previous panel. (E, F) Same as panels (C, D), but with
data from probe P2.

be only qualitative. In qualitative terms, the polarization reversal and
mode conversion observed near f = fcr in our simulations also agree
with the theoretical and numerical full-wave analysis conducted by
Johnson and Cheng (1999) and Johnson et al. (1995).

The 2D FDTD full-wave simulations of EMIC propagation
on a steep density gradient (Figure 6) are, to our knowledge,
unique and cannot be directly compared to previous literature.
de Soria-Santacruz et al. (2013) performed hot plasma ray tracing
simulations in field-aligned density irregularities, showing that
density enhancements can guide quasiparallel waves. However,
the widths of those enhancements (minimum to minimum) were
∼2500 km and ∼625 km, with typical wavelengths ranging from
500 km to 800 km. Under such conditions, the changes in density
gradients over a singlewavelength are significant, and the planewave
approximation inherent to ray tracing cannot accurately predict

wave propagation properties. Furthermore, ray simulations cannot
be used to inspect wave energy flow during mode conversion and
tunneling. In the full-wave simulation we presented in Figure 6,
the H-band EMIC waves guided on the outer edge of a density
enhancement are partly reflected on the L-cutoff and partly continue
as the quasiparallel R-mode that propagates to lower altitudes.
This behavior is similar to the case analyzed by Kim and Johnson
(2016) where a moderately oblique wave (θk ≈ 40°) launched from
the equator partly converts to R-mode and avoids reflection
at the hybrid resonance. The ducted mode seems to be more
efficient at carrying wave energy to lower altitudes, but this is
expected to depend on the exact density model and input wave
parameters.

The R-mode waves which penetrated through the f = fih surface
(see the bottom right corner of Figure 6F) are shown to have a

Frontiers in Astronomy and Space Sciences 14 frontiersin.org133

https://doi.org/10.3389/fspas.2023.1251563
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Hanzelka et al. 10.3389/fspas.2023.1251563

FIGURE 8
Time-frequency spectrograms constructed from time series of wave magnetic field captured by probes P1 (A–D) and P2 (E–H) placed inside the
rising-tone EMIC wave field. (A) Magnetic field power spectral density, with the dashed grey line representing the local proton gyrofrequency. (B) Wave
normal angle. (C) Ellipticity of the magnetic field. (D) Polar angle of the Poynting vector. (E–H) Same as panels (A–D), but with data from probe P2.

broad range of propagation directions. Extending the simulation
box down to the ionosphere is beyond our current computational
possibilities, but we may assume that a portion of wave energy
will be further guided along the gradient, and another portion
will propagate towards lower L-shells. The former can be linked to
observations of R-mode waves in the 0.1− 1.0 Hz range made by
the LEO (Low Earth Orbit) satellite DEMETER above and at the
ionospheric trough (Parrot et al., 2014). Ducting along the outer
edge of plasmaspheric plumes could also explain why themajority of
hydrogen band EMIC observed by Polar (Bräysy andMursula, 2001)
and GOES satellites (Noh et al., 2022) are also detected at conjugate
ground stations. Another analysis of DEMETER data by Píša et al.
(2015) revealed the presence of 1− 15 Hz R-mode waves at very
low L-shells and linked them to He-band EMIC waves. Assuming a
strong plasmasphere compression, He-band waves generated at the
plasmapause (Fraser and Nguyen, 2001) will fit into this frequency
range; therefore, the unguided waves from our ducted simulation
can be linked to these observations. We must note that while our
density enhancement model was presented as a plume model, the
waves never reached its inner boundary, and so it can be seen as a
plasmapause model as well.

As far as we know, the 2D full-wave EMIC rising-tone
simulations presented in Figures 7, 8 are also unique. Due to the

time-dependent nature of the source, such simulations must be
performed in the time domain, precluding comparison with FEM
models (Kim and Johnson, 2016; 2023). Unlike in the chorus
rising-tone simulations of Hanzelka and Santolík (2022), small-
scale density irregularities (∼1− 100 km) can be neglected since
waveguide modes of structures with sizes far below a single
wavelength will not be excited (Zudin et al., 2019). Moreover,
Landau damping of oblique EMIC waves is typically very weak
(Thorne and Horne, 1992), and so it is meaningful to use
cold plasma approximation to study unducted wave propagation
and reflections, as long as we neglect the impact of warm
ions on the dispersive properties near characteristic frequencies
(Chen et al., 2011). The spectra of the forward-propagating and
reflected risers in Figure 8 can be compared to the spectral
analysis of reflected EMIC risers found in Cluster spacecraft
data by Grison et al. (2016). The wave normal angles are nearly
perpendicular in both cases and the reflected wave power is
observed to be slightly reduced. However, while the direction
of the Poynting vector in the simulation is nearly parallel
(or anti-parallel), the Cluster observations show angles within
a 70°–110° interval. Such conditions are possible only when
f < fih (unguided waves; compare with Supplementary Figure S1C
in the Supplementary Material), suggesting that the waves are
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reflecting slightly below the f = fih surface. Thus, despite the
similarity in spectra, we are observing a different type of
reflection. The importance of unguided waves for propagation
of EMIC energy down to the ionosphere has been studied
numerically by Pakhotin et al. (2022) using sources at lower L-shells
(L = 3.3).

The simulated propagation properties of ducted and unducted
EMIC waves can be used to draw conclusions about wave-
particle interactions and scattering of resonant electrons and
protons. In all unducted cases, the waves become moderately
oblique (WNA around 40° and higher) before reaching λ = 10°.
Thus the high-order cyclotron resonances (Ma et al., 2019),
fractional resonances (Hanzelka et al., 2023), and the Landau
resonance (Cao et al., 2019) can become efficient before the wave
encounters the crossover frequency. On the other hand, ducted
waves remain quasiparallel up to λ > 20°, keeping the first-order
cyclotron resonance as the dominant cause of scattering. However,
since the L-mode typically cannot pass through the L-cutoff
and ωpe/Ωe decreases with increasing latitude, interactions with
∼1 MeV and sub-MeV electrons will be limited to the near-
equatorial region, where the resonance energy reaches its lowest
values.

Last but not least, we should discuss some of the choices
made when developing our 2D FDTD simulation code and possible
subsequent limitations. The restriction to a cold plasma medium
results in the lack of a feedback loop between waves and resonant
particles. This limitation is especially noticeable in studies of rising-
tone EMIC emissions, which are generated by resonant currents
formed through nonlinear processes. These currents have an impact
onwave properties during propagation in the near-equatorial region
and can be properly captured only by including the hot plasma
component (Shoji and Omura, 2013; Denton et al., 2019). Another
choice affecting the core of the simulation code is the initialization of
the wave field.While some authors prefer to initialize the simulation
with an electric (Streltsov et al., 2006; Kim and Johnson, 2016)
or magnetic field (Xu et al., 2020), others feed current into the
simulation box, which then generates the waves (Hosseini et al.,
2021; Hanzelka and Santolík, 2022; Pakhotin et al., 2022). The
initialization with magnetic field is likely the most straightforward,
but we consider the initialization with current density to be more
natural, as it resembles wave growth due to hot plasma current.
Reduction of the source to one dimension requires the use of an
additional numerical factor (Eq. 18), but it removes the need to
estimate the unknown field-aligned extent of the source, and it
dramatically decreases the size of the input data for time-dependent
sources (instead of two spatial dimensions and one temporal, we
have only one spatial and one temporal). The deviations from the
meridional plane shown in Figure 2E cannot be adequately studied
and addressed in a 2D simulation. Implementing a 3D FDTD
solver would not be difficult, and it would allow us to construct
realisticmodels of density ducts. Unfortunately,memory constraints
would prevent the investigation of wave propagation further away
from the equator, where the mode conversion and polarization
reversals occur. Adopting spherical coordinates as done by Xu et al.
(2020) or Pakhotin et al. (2022) would reduce the box size in cases
of field-aligned propagation, boosting the performance in both
2D and 3D simulations, but would not be very beneficial when
studying duct leakages and unguided waves. 3D Ray tracing codes

thus remain the best method for studies of azimuthal propagation
of EMIC waves (Xiao et al., 2012; Chen et al., 2014; Santolík et al.,
2016; Hanzelka et al., 2022).

5 Conclusion

The results presented in this paper can be summarized into five
points:

1. Two-dimensional finite-difference time-domain simulations
can be efficiently used to simulate the propagation of
EMIC wave fields generated by time-varying sources in the
magnetosphere.

2. Simulated mode conversions and wave reflections corroborate
the previous results of Kim and Johnson (2016). Namely, we
observed polarization reversal and mode conversions near the
crossover frequency, and reflections at the L-cutoff and ion hybrid
resonance.

3. A finite and narrow 1D source of left-hand polarized current
produces not only a quasiparallel L-mode wave, but also
weak R-mode waves propagating into a wide range of
directions.

4. Density gradients at the outer edge of plasmaspheric plumes
(or plasmapause) can guide wave energy to high latitudes and
are a strong candidate for explaining frequent observations of
EMIC waves at low altitudes. On the other hand, unducted
waves quickly become oblique and experience reflection at
the ion hybrid resonance after going through a polarization
reversal.

5. Reflected rising-tone EMIC emissions can be observed when the
probes are fortuitously positioned, but the propagation properties
in our simulation differ from those in Cluster observations of
reflected waves (Grison et al., 2016).

We have shown four different scenarios of EMIC wave
propagation (unducted H-band, unducted He-band, ducted H-
band, unducted rising-tone H-band), but we have not studied the
sensitivity of our results to changes in input parameters. A sampling
of initial wave frequencies and cold plasma densities could be used
to investigate the wave distribution during different geomagnetic
conditions. The numerical code also has capabilities to simulate the
effects of spatial variability in ion concentrations (Min et al., 2015),
branch splitting by minority ions (Miyoshi et al., 2019), falling-tone
triggered emissions (Nakamura et al., 2016), propagation of waves
generated by an oblique source, spreading of short EMIC pulses,
and many other concepts that were before thoroughly investigated
with 2D FDTD numerical models. Furthermore, the resulting
wave fields can be used as an input in test-particle simulations
to study the scattering and precipitation of energetic ions and
relativistic electrons. These topics will be investigated in our future
research.
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In this study, we present simultaneous multi-point observations of
magnetospheric oscillations on a time scale of tens ofminutes (forced-breathing
mode) andmodulatedwhistler-mode chorus waves, associatedwith concurrent
energetic electron precipitation observed through enhanced BARREL X-rays.
Similar fluctuations are observed in X-ray signatures and the compressional
component of magnetic oscillations, spanning from ∼9 to 12 h in MLT and
5 to 11 in L shell. Such magnetospheric oscillations covering an extensive
region in the pre-noon sector have been suggested to play a potential role
in precipitating energetic electrons by either wave scattering or loss cone
modulation, showing a high correlation with the enhancement in X-rays. In
this event, the correlation coefficients between chorus waves (smoothed over
8 min), ambient magnetic field oscillations and X-rays are high. We perform
an in-depth quasi-linear modeling analysis to evaluate the role of magnetic
field oscillations in modulating energetic electron precipitation in the Earth’s
magnetosphere through modulating whistler-mode chorus wave amplitude,
resonance condition between chorus waves and electrons, as well as loss cone
size. Model results further show that the modulation of chorus wave amplitude
plays a dominant role in modulating the electron precipitation. However, the
effect of the modulation in the resonant energy between chorus waves and
energetic electrons due to the background magnetic field oscillations cannot
be neglected. The bounce loss cone modulation, affected by the magnetic
oscillations, has little influence on the electron precipitation modulation. Our
results show that the low frequency magnetospheric oscillations could play a
significant role in modulating the electron precipitation through modulating
chorus wave intensity and the resonant energy between chorus waves and
electron.

KEYWORDS

wave-particle interaction, magnetic field oscillations, ULF waves, whistler waves,
electron precipitation
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1 Introduction

Pitch angle diffusion of energetic electrons into the atmospheric
bounce loss cone has been considered to be an important
loss mechanism of radiation belt electrons. In this process,
energetic electrons are precipitated into the atmosphere through
resonant interactions with various plasma waves (e.g., Millan
and Thorne., 2007), such as electromagnetic ion cyclotron
(EMIC) waves (Summers and Thorne, 2003; Clilverd et al., 2015;
Hendry et al., 2017; Qin et al., 2018; Qin et al., 2019; Qin et al.,
2020; Capannolo et al., 2019a; Capannolo et al., 2019b; Zhang et al.,
2021), whistler-mode chorus waves (e.g., Nishimura et al., 2010;
Thorne, 2010; Ma et al., 2020) and hiss waves in the plasmasphere
and plumes (Summers et al., 2008; Li et al., 2019; Ma et al., 2021).

Fluctuations with frequencies below tens of millihertz (mHz)
have been extensively observed in the signatures of energetic
electron precipitation from riometer pulsations (Heacock and
Hunsucker, 1977; Spanswick et al., 2005), radars (Buchert et al.,
1999), optical auroral emissions (Rae et al., 2007; Jaynes et al.,
2015) and balloon X-ray spectra (Brito et al., 2012; Motoba et al.,
2013; Breneman et al., 2015; Halford et al., 2015; Rae et al., 2018;
Breneman et al., 2020; Qin et al., 2021). These fluctuations have

been shown to be usually associated with ultra-low frequency (ULF)
waves or quasi-static breathing mode of the magnetosphere with
similar periodicities. Pc 3–5 ULF waves (1.7–100 mHz, Jacobs et al.,
1964) can be driven by upstream solar wind dynamic pressure
impulses (e.g., Claudepierre et al., 2009; Claudepierre et al., 2010;
Shen et al., 2015; Shen et al., 2017), solar wind speed changes
(Mathie and Mann, 2000), as well as internal sources like substorms
(e.g., Olson, 1999; Hsu and McPherron, 2007). The magnetosphere
also responds to external solar wind conditions via a quasi-static
forced breathing mode, with periods longer than the Alfven
wave travel time in the dayside magnetosphere (∼4 min, 4 mHz)
(Kepko et al., 2002; Kepko and Spence, 2003; Kepko andViall, 2019).
Because the period of these ambient magnetic field oscillations
is much longer than the gyroperiod and the bounce period of
energetic electrons, they are only supposed to be in drift resonance
with electrons (Elkington et al., 2003), rather than directly
scatter the electrons into loss cone through cyclotron-resonance
interaction.

Many mechanisms have been employed to explain the
commonly observed energetic electron precipitation modulated
by ULF wave or forced-breathing mode oscillations. Theoretically,
ULF waves or forced-breathing mode magnetic field fluctuations

FIGURE 1
(A) Trajectories of BARREL payloads, RBSP, THEMIS and GOES satellites in the L-MLT map (IGRF model) during 18:30–20:30 UT. The circle, cross,
asterisk, and diamond symbols indicate the start point of THEMIS, BARREL, RBSP and GOES. Satellites and payloads that observed the similar features of
fluctuation are highlighted in the black box. The observations from the solar wind, magnetospheric spacecraft and BARREL payloads are shown in
Panels (B–G). (B) Total magnetic field (black), Bx (blue), By (green), and Bz component (red) of the interplanetary magnetic field in GSM coordinates and
(C) solar wind dynamic pressure obtained from OMNI database (a compilation of records made on ACE, WIND, and IMP-8 spacecraft that were
time-shifted to the Earth’s bow shock subsolar point); (D) Sym-H (black) and AL indices (red) showing a substorm onset at ∼18:30 UT; (E) Total
magnetic field measured by RBSP-B; (F) Total magnetic field strength measured by GOES-13 (cyan) and 15 (black); (G) Total magnetic field measured by
THEMIS D (orange) and E (red); (H) 25–180 keV X-ray count rate (smoothed over 0.5 s) measured by BARREL 1A (blue), 1H (black), 1I (magenta), 1Q
(red), 1T (cyan) and 1U (green); (I) Percent variation (over 60 min smoothed background) of the magnetic field observed by THEMIS-D (orange),
THEMIS-E (red), GOES-13 (cyan) and GOES-15 (black) relative to their 60 min smoothed data.
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FIGURE 2
(A) Three components of the magnetic field in field-aligned coordinates (black: radial component, green: azimuthal component, red: compressional
component) detrended over 60 min. (B) Magnetic spectral density observed by the Search Coil Magnetometer (SCM) onboard THEMIS-E. The white
lines in panel (B) represent the electron cyclotron frequency ( fce), 0.5 fce and 0.1 fce from top to bottom. The superimposed magenta line is the total
electron density obtained from the spacecraft potential. (C) Magnetic spectral density calculated from the fluxgate magnetometer (FGM) onboard
THEMIS-E. The white lines in panel (C) indicate proton, helium, and oxygen cyclotron frequencies. (D) Wavelet analysis of the magnetometer
measurements, where the 4 and 30 mHz frequencies are shown as the two black dotted lines. (E) BARREL 1H fast spectrum X-rays at energies of
25–180 (pink), 180–550 (blue), 550–840 (cyan), and 840–1,500 keV (green).

can modulate electron precipitation mainly in three ways. 1)
ULF waves/breathing mode oscillations can modulate the EMIC
wave and whistler-mode wave growth rate. Breneman et al. (2015)
showed that 1–10 min ULF modulations of X-rays generated
by electron precipitation on a Balloon Array for Radiation-belt
Relativistic Electron Losses (BARREL) balloon (Millan et al., 2013;
Woodger et al., 2015) were nearly identical to modulations in
whistler-mode hiss amplitude observed by the Van Allen Probes
(RBSP, Mauk et al., 2013) during a close magnetic conjunction.
Breneman et al. (2020) reported large-scale electron precipitation
observed as X-rays on BARREL. Their analysis suggested that
hiss waves modulated by forced-breathing mode magnetic field
fluctuations are directly responsible for the observed loss. 2) ULF
waves/breathing mode oscillations could modulate the resonance
condition and thus cause an increase/decrease of the resonant

energy with electrons by modulating the ambient magnetic
field or total electron density. Zhang et al. (2019) investigated
the mechanism of electron precipitation through quasi-linear
pitch angle scattering by EMIC waves when simultaneous ULF
waves exist. It was shown that the ULF wave fluctuations could
lead to a significant decrease in the minimum resonant energy
when the magnetic field diminishes. 3) ULF waves can cause
electron precipitation by modulating the size of the bounce
loss cone (BLC) (Rae et al., 2018) and electron pitch angles
(Brito et al., 2012; Brito et al., 2015; Yin et al., 2023). Brito et al.
(2012); Brito et al. (2015) used MHD simulations to show that
when electrons encounter compressional magnetic field oscillations,
their trajectories move closer to the Earth into a stronger magnetic
field with shorter field lines where the loss cone is larger, leading
to enhanced precipitation. However, due to a lack of equatorial
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FIGURE 3
(A) Total electron density (black) obtained from spacecraft potential and chorus wave amplitude (blue) observed by THEMIS-E. (B) Ambient magnetic
field fluctuations (0.5–30 mHz, black) and chorus wave amplitude (blue) observed by THEMIS-E with the time resolution of 4 s and 8 s, respectively. (C)
Fast spectrum X-ray count rate (25–180 keV) from BARREL smoothed over 0.5 s (magenta) and chorus wave amplitude (blue). (D) Fast spectrum X-ray
count rate (25–180 keV) from BARREL smoothed over 0.5 s (magenta) and ambient magnetic field fluctuations (0.5–30 mHz, black). Correlation
coefficient between (E) chorus wave amplitude and X-ray count rate and (F) chorus wave amplitude and electron density. Correlation coefficients in
panels (A–D) are calculated over the entire time window (19:10–20:30), while in panels (E–F), the correlation coefficients are calculated within a
4-min box with a time-shifted window of 2 min.

wave observations and direct comparison between observed and
simulated electron precipitation features, it remains unclear whether
ULF waves were fully responsible for the electron precipitation
or act as a minor role in modulating electron precipitation.
ULF waves/breathing mode oscillations could also modulate
the BLC by modulating the ambient magnetic field (Rae et al.,
2018). Although the direct modulation of the BLC by ULF
waves/quasi-static breathing mode only influences electrons near
the loss cone, it could potentially enhance the modulation of
precipitation during the presence of EMIC/whistler-mode waves
due to pitch angle scattering. However, in Rae et al. (2018), there
are no means to test other precipitation sources, such as pitch
angle scattering by whistler-mode waves, due to the lack of
conjugated high frequency wave measurement near the equatorial
plane.

In this paper, we primarily use observations from BARREL-
1H (Millan et al., 2013) and THEMIS-E (Angelopoulos, 2008),
which were in close conjunction, to separately evaluate the
effect of whistler-mode chorus wave amplitude, loss cone size
and the resonant energy (between plasma waves and electrons)

in modulating energetic electron precipitation in the Earth’s
magnetosphere. We also augment our observations with other
equatorial satellite magnetometer data from THEMIS-D, RBSP-A,
B and GOES-13, 15 (Singer et al., 1996), as well as the observations
of X-rays generated by electron precipitation from other BARREL
payloads (BARREL 1A, 1I, 1Q, 1T and 1U). The BARREL payloads
drift slowly in space, enabling the investigation of temporal
evolution features of electron precipitation. The THEMIS spacecraft
were operating in near-equatorial orbits to measure waves and
plasma parameters.

The content of the paper is outlined as follows. In Section 2, an
overview of the event and detailed correlation between themeasured
chorus emissions, BARREL X-rays and quasi-static breathing mode
fluctuations are presented. In Section 3, through a physics-based
technique based on the quasi-linear theory, we quantify the role
of background magnetic field in modulating the chorus-driven
electron precipitation by turning on and off the background quasi-
static magnetic field fluctuations respectively and compare the
time evolution of the modeled electron precipitation with the
observed modulated X-rays. In Section 4, we discuss the potential
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FIGURE 4
(A) Ambient magnetic field fluctuations (0.5–30 mHz, black) and chorus wave amplitude smoothed over 8 min (blue) observed by THEMIS-E with the
time resolution of 4 s and 8 s, respectively. (B) Fast spectrum X-ray count rate (25–180 keV) from BARREL smoothed over 0.5 s (magenta) and chorus
wave amplitude smoothed over 8 min (blue). (C) Fast spectrum X-ray count rate (25–180 keV) from BARREL smoothed over 0.5 s (magenta) and
ambient magnetic field fluctuations (0.5–30 mHz, black).

roles of loss cone change and the shift of resonant energy in
modulating the energetic electron precipitation.The conclusions are
summarized in Section 5.

2 Observation

2.1 Event overview

Figure 1A shows the trajectories of the available equatorial
satellites (THEMIS-D, E; RBSP-B and GOES-13, 15) and BARREL
payloads (BARREL 1A, 1H, 1I, 1Q, 1T and 1U) in the L-MLT
map (determined using the IGRF magnetic field model) over
18:30 UT—20:30 UT on 28 January 2013. Figures 1B–D show
solar wind and geomagnetic conditions, indicating little change
in the interplanetary magnetic field and the solar wind dynamic
pressure, as well as a modest substorm activity at around 18:30 UT.
Figures 1F, G show the fluxgate magnetometer data from GOES and
THEMIS. During this event, GOES-15 and GOES-13 were located
in the pre-noon and post-noon sectors respectively (Figure 1A),
providing observations of magnetic field at geosynchronous orbit
with 0.512 s time resolution. THEMIS-D and THEMIS-E were
located in the pre-noon sector outside the geosynchronous orbit.
Following the substorm onset (18:30 UT), similar magnetic field
modulations (correlation coefficient >0.5) on a timescale of ∼10 s
of minutes (forced-breathing mode) were observed by GOES-15,
THEMIS-D, and THEMIS-E. Such low frequency magnetospheric
oscillations are often related to solar wind pressure variations
(Kepko et al., 2002; Kepko and Spence, 2003). In this event,

frequency analysis (not shown) suggests that source of the forced-
breathing mode magnetic oscillations lies in the solar wind speed
(OMNI database, propagated from measurements at the Lagrange-
1 point by either ACE or Wind satellite to the Earth’s bow shock
nose). GOES-13, whichwas located near post-noon, however, shows
a differentmodulation in the backgroundmagnetic field (Figure 1F).

Observations from the full BARREL array are shown in the
25–180 keV X-ray fast spectrum smoothed over 0.5 s (Millan et al.,
2013; Woodger et al., 2015) in Figure 1H. Similar modulations were
observed onBARREL1Hand 1Q,whichwere located in the prenoon
sector. The count rate level of X-rays was higher for BARREL 1H
(L ∼ 8) than 1Q (L ∼ 5), which might be either caused by the
different trapped flux levels at different L shells or the location of
the plasmapause. Enhancements were not observed on BARREL-
1A, 1I, 1T and 1U, which were located in the afternoon sector.
Those satellites and payloads with similar fluctuations (correlation
coefficient >0.5) are highlighted in the black boxes in Figure 1A.
The spatial scale with the similar modulation timescale is large, with
MLT spanning from ∼9 to 12 and L shell from 5 to 11. It was also
shown that moderate changes in the ambient magnetic field can
cause a significant change in the BLC (Rae et al., 2018), the plasma
wave growth rate and the resonance condition between waves and
energetic electrons (Zhang et al., 2019). In this case, the relative
change (relative to the 60 min smoothed data) of the magnetic field
on THEMIS-D and E reached up to around 10% (Figure 1I). Our
results indicate a potential link between the low frequency magnetic
field fluctuations and the electron precipitation observed through
BARREL X-rays.
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To explore the large-scale background magnetic field
fluctuations in modulating the electron precipitation, we analyze
the observations from BARREL-1H and THEMIS-E which were in
closer conjunction (Figure 2). Figure 2A shows three components
of the magnetic field in the field-aligned coordinates observed by
THEMIS-E fluxgate magnetometers (FGM) (Auster et al., 2008),
which were detrended over 60 min to show the ULF/quasi-static
forced breathingmode variations. It is shown that the compressional
component (red line) has a similar fluctuation to the BARRELX-rays
shown in Figure 2E. Figure 2B shows the magnetic spectral density
observed by the Search Coil Magnetometer (SCM) (Roux et al.,
2008), which detects low-frequency magnetic field fluctuations
and waves in three directions over a frequency bandwidth up to
∼8 kHz. The superimposed magenta line represents total electron
density inferred from the spacecraft potential (Pedersen et al., 2008)
measured by the Electric Field Instrument (EFI) (Bonnell et al.,
2008). The lower-band chorus wave was also observed by THEMIS-
E and the wave intensity was positively correlated with the total
electron density, with the lower cutoff frequency of waves extending
down to a lower value with a higher density.The density modulation
can lead to modulation of chorus wave growth through modulating
the fraction of resonant electrons (Li et al., 2011a) or through wave
trapping by density crests or troughs (Chen et al., 2012; Liu et al.,
2021). Figure 2C shows the magnetic spectral density calculated
from the low frequency fluctuations (up to 64 Hz) of the background
magnetic field measured by the FGM instrument, using fast Fourier
transform method with a window size of 256 s and a shifted time
window by 32 s. EMIC waves were also detected during this event.
However, the enhancement in X-rays were only observed in the
lowest energy channel (25–180 keV). EMICwaves, which are known
to interact with high-energy electrons (>∼ a few hundred keV;
Capannolo et al., 2019a; Capannolo et al., 2019b; Grach et al., 2022)
and would lead to enhanced X-ray count rates in higher energy
channels (Li et al., 2014), are unlikely to play a major role during
this precipitation event. Figure 2D shows the Morlet mother wavelet
analysis of the FGM measurement. The horizontal lines in panel
(d) indicate frequencies of 4 and 30 mHz. ULF waves between
4 mHz and 30 mHz were relatively weak, while the quasi-static
forced breathing mode, with wave frequency lower than 4 mHz,
was stronger. The forced breathing mode of the magnetosphere
was associated with the enhancement of the 25–180 keV BARREL
X-rays with a similar fluctuation, as shown in Figure 2E.

2.2 Modulation of waves and electron
precipitation

In order to examine the correlation between the observed
electron precipitation and the chorus waves or ambient magnetic
field oscillations, we show the correlation coefficients (C. C.)
between them in Figure 3. During this period, chorus waves were
observed outside the plasmasphere, as shown in Figure 2B. The
blue line in Figure 3A shows chorus wave amplitude (8-s time
resolution, blue line) observed by THEMIS-E, which was calculated
by integrating the wave intensity over the frequency range from 100
to 1,000 Hz. The black line in Figure 3A shows the total electron
density inferred from the spacecraft potential. It shows that the
chorus wave intensity has similar fluctuations with the local electron

density on a timescale of approximately 1 minute. However, when
considering a longer time scale (10 s of minutes), the fluctuations
of chorus waves and electron density are quite different. This is
evident in the correlation coefficient over the entire time window
(19:10–20:30), which is close to 0 (Figure 3A). To analyze the
correlation on a shorter timescale, Figure 3F presents the calculation
of the correlation coefficient within a 4-min box with a time-shifted
window of 2 min. Figure 3F shows that the chorus wave intensity is
highly correlated (>0.5 atmost times) with the local electron density,
further supporting that the chorus waves are modulated by local
density. Figure 3B shows the amplitudes of chorus waves (blue line)
and the compressional component of the ambient magnetic field
oscillations (0.5–30 mHz, 4-s time resolution, black line), with a low
correlation coefficient only about 0.17. Figure 3C shows the X-ray
count rate (black line) and the chorus wave amplitude (blue line),
also with a low correlation of about 0.20. Similarly, we calculate
the short-time scale correlation, which is shown in Figure 3E and
further demonstrates the overall low correlation (C. C. < 0.5 at
most times). Figure 3D shows the compressional component of the
ambient magnetic field oscillations (black line) and the X-ray count
rate (magenta line), with a correlation coefficient∼0.57,muchhigher
than that between X-ray count rate and chorus wave amplitude.
This indicates that the breathing mode fluctuations observed by
THEMIS-E is highly correlated with the enhancement in X-rays.
Combining with the fact that a similar modulation (C. C. > 0.5)
was also observed by BARREL-1Q and GOES-15 (Figure 1A), we
conclude that the quasi-static breathing mode may have played a
significant role in modulating the electron precipitation. Previous
studies show high correlation between chorus waves andASI auroral
intensity when the electron precipitation is driven by chorus waves
(Nishimura et al., 2011; Hosokawa et al., 2020). In those work, the
observations were specifically chosen at latitudes with the highest
correlation (corresponding to highest correlation L shell), within
a narrow window of a few minutes. In this case, however, the
correlation is calculated on a point-to-point basis, rather than the
point-to-plane comparison (Nishimura et al., 2011;Hosokawa et al.,
2020). The low correlation between chorus wave amplitude and X-
ray count rate (Figure 3E) might be due to the spatial difference
of THEMIS-E and BARREL-1H, which were at rough conjugate
locations with a separation in L shell of ∼1.5–2.5. This is much
larger than the coherent scale size of the chorus elements, which
is about hundreds to thousands of kilometers (Agapitov et al., 2017;
Shen et al., 2019), thus the electron precipitation is not expected to
have one-to-one correspondence with the chorus wave elements.

The chorus wave intensity is not only shown to be correlated
(at times) with the local electron density (Figure 3F), but also tends
to increase (decrease) when the ambient background magnetic
field increases (decreases). The ambient magnetic field oscillations
can modulate the whistler mode growth rate by modulating the
magnetic field inhomogeneity (Zhou et al., 2015) and the radial
transport of resonant electron populations (Brenaman et al., 2020).
To smooth out the modulation in association with local plasma
density, whistler-mode chorus wave amplitude is smoothed over
8 min to evaluate the temporal modulation on forced-breathing
time scale. The results are shown in Figure 4, which is similar
to Figure 3 except that chorus wave amplitude is smoothed over
8 min. The analysis reveals that there is a notable increase in the
correlation coefficient between chorus wave intensity (smoothed
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over 8-min) and the amplitude of the ambient magnetic field
fluctuations (Figure 4A), reaching 0.39. This value is higher when
compared to the correlation coefficient of 0.17 for unsmoothed
chorus wave amplitude in Figure 3B. Additionally, the correlation
coefficient between the smoothed chorus wave amplitude and X-
ray count rate (Figure 4B) increased to 0.61. This value is much
higher compared to the unsmoothed case in Figure 3C (C. C. ∼ 0.2)
and comparable to the correlation coefficient between the ambient
magnetic field fluctuations and X-ray count rate (Figure 4C). These
findings suggest that the overall temporal evolution of chorus
wave amplitude is also modulated by quasi-static breathing mode
oscillations of the ambient magnetic field, which can further
modulate the X-ray count rate generated by electron precipitation.
Since the magnetic field oscillations can also modulate electron
precipitation through modulating resonance condition and the loss
cone size, the correlation analysis itself cannot determine the main
driver of the electron precipitation modulation. To further examine
the role of each mechanism, a further physics-based modeling is
performed in Section 3 and Section 4.

3 Comparison between observations
and simulations

Figure 5A shows the modulation in equatorial bounce loss
cone (blue) due to large amplitude magnetic field oscillations
(black). The equatorial bounce loss cone αLC is defined as the
maximum pitch angle of particles at the equatorial plane that
have a mirror point below 100 km altitude in the atmosphere
(sin2αLC = B0/Bm, where B0 is the equatorial magnetic field and
Bm is the magnetic field at 100 km altitude). Since the variation
in Bm is only a small fraction of Bm as compared to B0, we
assume that the variation in αLC is mainly caused by modulation
in B0 with very little loss in accuracy (Rae et al., 2018). Magnetic
field strength of Bm was calculated by mapping the THEMIS-E
position to the foot point at 100 km using the IGRF magnetic
field model. The ratio of the corresponding background magnetic
field and loss cone size under the two circumstances are shown in
Figure 5G, where the black line represents magnetic field and the
blue line is for the equatorial loss cone size. When B0 increases,
the equatorial loss cone size also increases, which allows more
particles to be precipitated. It is shown that there is an up to
8% variation in loss cone size caused by ambient magnetic field
fluctuations.

The pitch angle scattering rates driven by chorus waves
are quantified using a physics-based approach with the Full
Diffusion Code to calculate the quasi-linear diffusion coefficients
(Ni et al., 2008). Landau resonance andmultiple cyclotron harmonic
resonances (−10 to 10) are considered. It is assumed that chorus
wave normal angles are quasi-parallel to the magnetic field line
near the equatorial plane and increase as magnetic latitudes increase
(Ni et al., 2013). Total electron density is derived from the spacecraft
potentialmeasured by THEMIS-E and assumed to be constant along
the field lines. With the diffusion coefficient < Dαα>LC and the
electron flux near the equatorial loss cone αLC, we then determine
the equatorial pitch angle distribution of electrons inside the loss
cone using the solution for the Fokker-Planck equation under the

quasi-equilibrium state (Kennel and Petschek, 1966; Li et al., 2011b;
Ma et al., 2020; Ma et al., 2021), which can be estimated as:

Jin(αeq,in,E) =
S(E)
D∗
{{
{{
{

I0(
αeq,in
αLC

z0)

z0I1(z0)

}}
}}
}

(1)

where I0 andI1 are the modified Bessel functions; S(E) is the
rate that the particles enter the loss cone, which is calculated
based on the electron flux measured by solid state telescope
(SST) onboard THEMIS-E at the lowest pitch angle bin (11.25°);
D∗ ≈ < Daa >LC × cos(αLC) and z0 =

αLC
√D∗τ

, where τ is a quarter of
the electron bounce period. The integral electron flux inside the loss
cone is further calculated as:

Jintegral(E) = ∫
αLC

0
Jin(αeq,in,E) ∙ sinα ∙ dα (2)

In order to evaluate the effects of ambient magnetic field
oscillations in electron precipitation through modulating the
resonance condition and loss cone size, we perform simulations
by turning on (“modulated”) and turning off (“smoothed”) the
background ambientmagnetic field fluctuations in the FullDiffusion
Code and in calculating the resultant integral electron precipitation
inside the loss cone using Eqs 1, 2. In the “modulated” case, the
modulation of chorus wave amplitude and modulation of the
resonant energy are included to calculate the diffusion coefficients
with the Full Diffusion Code (Figure 5B) and the modulation of
the loss cone size is further included to calculate the resultant
electron precipitation using Eqs 1, 2 (Figure 5C). In the “smoothed”
case, only the modulation of the chorus wave amplitude is included
to calculate the diffusion coefficients (Figure 5E) and the electron
precipitation (Figure 5F). The ratios of them are shown in the
right panels (g-i).

The diffusion coefficients at the loss cone < Dαα>LC
corresponding to these two circumstances are shown in Figure 5B
(Modulated) and 5e (Smoothed). The superimposed black lines
are BARREL X-ray counts at 25–180 keV. Figure 5H is the ratio
between them. When background magnetic field increases, chorus
waves tend to interact with higher energy electrons more efficiently,
leading to a higher ratio in <Dαα>LC (modulated/smoothed) at
higher energies and a lower ratio at lower energies. Above 30 keV,
breathing mode can decrease the diffusion coefficient to half at
minimum B0 and increase the diffusion coefficient by 50% at
maximum B0. The modulations of <Dαα>LC caused by chorus wave
amplitude variations are more noticeable than the difference of
<Dαα>LC caused by the modulation of resonant condition (mainly
due to the modulation of background magnetic field), as shown
in Figures 5B, E. This indicates that the temporal modulation of
the chorus wave amplitude dominates the fluctuations in electron
precipitation.

Figures 5C, F show the integral precipitating flux under the
two circumstances and Figure 5I is the ratio between them. It
was shown that the integral precipitating flux is similar for the
two circumstances when the background magnetic field fluctuation
is turned on (Figure 5C) and turned off (Figure 5F). The ratio
in Figure 5I further shows that the precipitating fluxes at higher
energy (>∼100 keV) are significantly modulated. The modeled
precipitation can increase by 1.5–3 times as magnetic field varies
from the minimum to maximum value when we turn on the
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FIGURE 5
Analysis of electron precipitation due to chorus waves when the quasi-static breathing mode magnetic field modulation is considered (A–C) and
excluded (D–F). (A) Measured ambient magnetic field strength and the corresponding bounce loss cone size calculated from the IGRF model; (B)
Bounce-averaged pitch angle diffusion coefficients at the loss cone as a function of time and electron energy; (C) Model calculated electron
precipitation at the equilibrium state from the quasi-linear theory as a function of time and electron energy. (D, E) Same format as panels (A–C) but
with the quasi-static breathing mode turned off (Smoothed). Right panels (G–I) show the ratio between the left panels and the middle panels. The
superimposed black lines in the bottom two rows represent fast spectrum X-ray count rate (25–180 keV) observed by BARREL.

breathing mode fluctuation. This result indicates that although the
temporal modulation of the chorus wave amplitude dominates the
fluctuations in electron precipitation, the effects of themodulation of
resonance condition through modulating the background magnetic
field cannot be neglected.

4 Discussion

In this work, we evaluate the role of large-scale forced-breathing
mode magnetic field oscillations in modulating the electron
precipitation.Although the ambientmagnetic field oscillations alone
only affect the small electron population near the loss cone, they can
play an important role inmodulating the electron precipitation ratio
with the presence of chorus waves, through modulating the chorus
wave amplitude, the resonance condition and the loss cone size.

ULF waves/forced-breathing mode magnetic field fluctuations
can modulate the electron precipitation through modulating
chorus wave growth rate (e.g., Li et al., 2011a; Breneman et al.,
2015; Jaynes et al., 2015; Xia et al., 2016; Qin et al., 2021). In our
study, the whistler-mode chorus wave amplitude is modulated by
both magnetic field fluctuations (Figure 4A) and local electron
density (Figure 3F).The correlation coefficient between chorus wave
amplitude (8 s time resolution without smoothing) and the electron
precipitation is low (0.22). This is because the separation in L
shell between chorus wave and electron precipitation is ∼1.5–2.5,
much larger than the coherent scale size of the chorus elements,
which is about hundreds to thousands of kilometers (Agapitov et al.,
2017; Shen et al., 2019). Therefore, the electron precipitation is
not expected to have one-to-one correspondence with the chorus

wave elements. The smoothed chorus wave amplitude, which shows
the averaged properties of a group of chorus wave elements,
however, exhibits a higher correlation (0.62) with X-ray count
rate (Figure 4B). This suggests that the magnetic field oscillations
could modulate the electron precipitation through modulating the
whistler-mode chorus wave amplitude. The maximum value of the
smoothed chorus wave amplitude is about 4 times larger than the
minimum value, which can lead to a significant modulation (16
times) in the electron precipitation. Unfortunately, chorus wave
intensity measured at the exactly same location as BARREL was not
available, and thus the accurate role of the modulation of chorus
wave intensity in modulating the energetic electron precipitation is
difficult to quantify.

ULF waves/forced-breathing mode magnetic field fluctuations
can also modulate the electron precipitation through modulating
the resonance condition and the loss cone size. On one hand,
the minimum energy of electrons to interact with chorus waves
depends on the backgroundmagnetic field strength (Li et al., 2011a).
It was shown that the minimum resonant energy increases when
the magnetic field increases. On the other hand, chorus waves can
move electrons toward pitch angles near the loss cone through
cyclotron resonance. The quasi-static breathing mode magnetic
field oscillations can then take over and enhance (reduce) the
precipitation by increasing (decreasing) the loss cone size, as
suggested by Rae et al. (2018). In our case, we show that magnetic
field fluctuations could affect the resonant energy and the pitch
angle diffusion rate (Figure 5). When the magnetic field increases
(decreases), the minimum energy for electrons to be in resonance
with chorus waves increases (decreases, approximately ∼10%). For
electrons above 30 keV, the diffusion coefficients at the loss cone
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FIGURE 6
(A) Ratio of the calculated precipitating electron flux inside the loss cone with quasi-static breathing mode modulation of the equatorial loss cone size
(Modulated BLC) to the precipitating flux without quasi-static breathing mode modulation (Smoothed). (B) Ratio of the calculated precipitating electron
flux inside the loss cone with quasi-static breathing mode modulation of <Dαα>LC to the precipitating flux without quasi-static breathing mode
modulation (Smoothed). The superimposed black lines represent the background magnetic field strength observed by THEMIS-E.

increase by up to ∼1.5 times when the magnetic field increases
by 5%. Correspondingly, the diffusion coefficients for electrons
with energy below 30 keV show an anti-correlation with the
magnetic field oscillations. Since BARREL X-rays are only sensitive
to electrons with energy approximately above 30 keV, the X-ray
count rate is expected to increase when the background magnetic
field increases.

In order to separate the effect of bounce loss cone size
modulation and the effect of diffusion coefficient modulation on
the precipitating flux, we further compare the simulation results
corresponding to three cases: 1) in the “smoothed” case, only the
modulation of the chorus wave amplitude is included to calculate
the diffusion coefficient and electron precipitation; 2) in the case
of “modulated loss cone,” the modulation of the chorus wave
amplitude is included to calculate the diffusion coefficient and
the modulation of loss cone is further included to calculate the
electron precipitation (the modulation of resonant energy is not
included to calculate the diffusion coefficient and the resultant
integral electron precipitation inside the loss cone); 3) in the case
of “modulated diffusion coefficient”, both modulation of the chorus
wave amplitude andmodulation of the resonant energy are included
to calculate the diffusion coefficient. Variation of loss cone size is not
included when calculating the resultant electron precipitation using
Eqs 1, 2.We calculate the ratio of themodeled precipitating fluxwith
modulation of the equatorial loss cone size (“Modulated αLC”) to
the precipitating flux without ambient magnetic field modulation
(“Smoothed”) (Figure 6A), as well as the ratio of the precipitating
flux with modulated < Dαα>LC to the precipitating flux without
modulation in <Dαα>LC (“Smoothed”) (Figure 6B). Rae et al. (2018)
showed that the percent change in precipitating flux driven by
the change in the equatorial loss cone depends significantly on

electron pitch angle distribution close to the loss cone. In our case,
it is shown that when there is only bounce loss cone modulation
(Figure 6A), the precipitating flux increases (decreases) about 10%
when magnetic field increases (decreases) by 10% for electrons
with a broad range of energy (10–300 keV). However, for higher
energy electrons, the precipitating flux shows an opposite trend,
i.e., increases when αLC decreases. This is caused by the competing
effects of the loss cone size and averaged flux inside the loss cone.
When loss cone size increases, it is harder for these higher energy
electrons to form a filled loss cone under the equilibrium between
pitch angle scattering and precipitation into the atmosphere, and the
averaged flux inside the loss cone is smaller, leading to a lower value
of total integrated precipitation. When there is only modulation
in <Dαα>LC (Figure 6B), the change in electron precipitation ratio
also depends on their energies, increasing (decreasing) by up to
about 20% for electrons with energy at 30 keV and about 50% for
∼100 keV electrons when B0 increases (decreases).We conclude that
the magnetic field oscillation-driven modulation in <Dαα>LC, i.e.,
the resonance condition in precipitating rates, are larger than the
effects of modulation in loss cone size by the ambient magnetic field
oscillations.

5 Summary

We present simultaneous multi-point observations of whistler-
mode chorus waves and magnetospheric oscillations on a time
scale of ∼10 s min, associated with concurrent energetic electron
precipitation observed through enhanced BARREL X-rays. Similar
fluctuations on a time scale of ∼10 s min are observed in X-ray
signatures and the compressional component of magnetic field
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oscillations. The spatial scale of oscillations spans from ∼9 to 12 h
in MLT and from 5 to 11 in L shell. Such large-scale magnetic
field oscillations, which have been suggested to play a potential
role in precipitating energetic electrons by either wave amplitude,
resonance energy or loss cone modulation, show high correlations
with enhancement in X-rays.

We evaluate the relative role of breathing mode magnetic
field oscillations in modulating the electron precipitation through
modulating the minimum resonant energy, the loss cone size and
the chorus wave amplitude. We show that the modulation in
energetic electron precipitation is dominated by the modulation
of chorus wave amplitude. However, the effects of modulation
in the resonance condition due to breathing mode magnetic
field oscillations cannot be neglected. The ambient magnetic field
oscillation could significantly modulate the electron precipitation
observed through BARREL X-ray (25–180 keV), increasing the
precipitating flux by 50% when magnetic field increases by 5% by
modulating the resonance condition. The modulation in the loss
cone size has a much smaller effect on the electron precipitation
modulation, increasing the precipitating flux by 10% when the
ambient magnetic field increases by 5%.

The study examines the relative role of different mechanisms
that could be responsible for the electron precipitation modulated
on ULF timescales or a longer period, which is important for
understanding the radiation belt electron loss. Nevertheless, multi-
case or statistical studies are needed in the future to systematically
evaluate the relative roles of various mechanisms in different events
and regions.
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Magnetosonic (MS) waves, i.e., ion Bernstein mode waves, are one of the
common plasma waves in the Earth’s magnetosphere, which are important for
regulating charged particle dynamics. How MS waves propagate in the
magnetosphere is critical to understanding the global distribution of the
waves, but it remains unclear. Although previous studies present that MS
waves can be reflected by fine-scale density structures, the dissipation of
waves by background plasma has long been neglected. In this study, we
perform one-dimensional (1-D) particle-in-cell (PIC) simulations to study the
propagation of MS waves through density structures, where both absorption and
reflection have been included. We find that absorption is as important as
reflection when considering the propagation of MS waves through density
structures, and both of them are strongly dependent on the shape of density
structures. Specifically, the reflectivity of MS waves is positively and negatively
correlated with the height and width of density structures, respectively, while the
absorptivity of MS waves has a positive correlation with both the height and width
of density structures. Our study demonstrates the significance of absorption
during the propagation of MS waves, which may help better understand the
distribution of MS waves in the Earth’s magnetosphere.

KEYWORDS

magnetosonic wave, wave propagation, density structure, magnetosphere,
paticlein-cell simulation, wave-particle interaction

1 Introduction

Magnetosonic (MS) waves, also known as ion Bernstein mode waves, are one of the
intense electromagnetic emissions observed in the Earth’s inner magnetosphere [1].
These waves were first detected by the OGO 3 satellite and named “equatorial noise”
due to their occurrence within about ± 2° of the magnetic equator [2–4]. Recent
observations made by Cluster and THEMIS satellites [5,6] have shown that MS
waves can occur both inside and outside the plasmasphere near the magnetic
equator. The waves are excited at harmonics of the proton gyrofrequency [7] and at
large (~90°) wave normal angles [8,9] by ring velocity distributions of ring current
protons [10,11]. MS waves play a significant role in regulating the dynamics of charged
particles in the Earth’s magnetosphere [12–18]. They have been proposed as a candidate
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for accelerating ~100 keV electrons up to relativistic energies in
the outer radiation belt [14]. Additionally, scattering by MS
waves may explain the formation of butterfly distributions of
radiation belt electrons [19,18,21–23]. Furthermore, MS waves
can effectively energize the background cold protons and
electrons [24,25].

Understanding the propagation of MS waves in the Earth’s
magnetosphere is crucial in comprehending the global
distributions of these waves and their impact on energy transfer
among different particle populations. Satellite observations indicate
that the occurrence rate of MS waves strongly depends on the
magnetic local time (MLT) outside the plasmapause, but remains
nearly uniform inside the plasmapause [26]. This coincides with the
scenario that MS waves are initially generated outside the
plasmasphere in the noon and dusk sectors and then propagate
both outward and inward, crossing the plasmapause and migrating
globally over MLT [27,28]. Moreover, the occurrence rate and
intensity of MS waves outside the plasmapause are higher than
inside it [26] and the majority of MS waves inside the plasmapause
have lower frequencies than the local proton cyclotron frequency
[7,22], making radial propagation the most plausible
explanation [5,6,29].

The propagation of MS waves is strongly influenced by the
inhomogeneous background plasma density. By performing one-

dimensional (1-D) full wave simulations with the finite difference
time domain (FDTD) method, Liu et al. [30] have found that MS
waves can propagate deep into the plasmasphere with only a
small fraction of the MS wave power being reflected by the
plasmapause. Instead, the fine-scale density structures near the
outer edge of the plasmapause can effectively reflect MS waves.
Such fine-scale density structures have been widely observed in
the Earth’s magnetosphere [29,30–31]. However, previous
simulations have also revealed that MS waves can be
significantly damped by the background cold plasma
[17,24,34], which was neglected in the study of Liu et al. [30]
due to the limitation of their model. Therefore, we utilize the 1-D
PIC model to simulate the propagation of MS waves through the
fine-scale density structures, where both absorption and
reflection have been considered. We have also quantified the
reflectivity and absorptivity of MS waves passing through the
density structure and investigated their dependences on the
shape of the density structure.

2 Simulation model and method

In this study, we employ a 1-D PIC simulation model to
investigate the effects of density structures on the propagation of

FIGURE 1
The initialization of the spatial distribution of (A) plasma number density, (B) wave fields δBz (blue line), δEx (orange line), δEy (green line) (C) bulk
velocities of electrons vxe (blue line), vye (orange line) and (D) bulk velocities of protons vxp (blue line), vyp (orange line) at tΩcp � 0 in Run 1. The central
vertical red dashed lines denote the position of the density structure.
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MS waves. The background magnetic field B0 is directed along the
z-axis, and the wave vector of MS waves is lying in the x-z plane.
Here, the simulation box is along the wave vector (or the
propagating direction), which is defined as the r direction.
This model includes full three-dimensional electromagnetic
fields and velocities but only allows spatial variations in the r
direction. The periodic boundary conditions are adopted. The
units of time and space are the inverse of the proton
gyrofrequency Ω−1

cp , and the proton inertial length λp,
respectively. The plasma system only consists of background
protons and electrons which are denoted by subscripts “p” and
“e” hereafter. Both protons and electrons satisfy a Maxwellian
velocity distribution and have the same temperature
Tp � Te � 1eV. To reduce computational costs, the mass ratio
of proton to electron mp/me is set to 1600, and the ratio of light
speed to the Alfven speed c/VA is set to 20. The simulation
domain with a length of 41.89λp is divided equally into
30000 grids. The average number of superparticles in each
grid is approximately 100 for each species, and the time step
is set to Δt � 3.125 × 10−5Ω−1

cp .
The angle between the wave vector and the background

magnetic field is defined as θ, i.e., the wave normal angle.
Here we will consider two categories of MS waves:
perpendicular (θ � 90°) and quasi-perpendicular waves
(θ � 85°). For each run, we initially pump the monochromatic
MS wave from the left boundary to r � 10λw (λw is the
wavelength) by assigning fluctuating wave fields on each grid
and fluctuating bulk velocity to each particle in the form of Aieikr

(Ai is the related parameter and k is the wave number,
respectively) along the r direction. Based on the dispersion

relation of MS waves in a cold plasma, we can obtain the
wave fields by the following relations:

Bwx � − 1
tan θ

Bwz (1)

Bwy � −i n2 − S( )P
Dtanθ P − n2sin2θ( )Bwz (2)

Ewy � ω

ksinθ
Bwz (3)

Ewx � n2 − S

iD
Ewy (4)

Ewz � n2sin2θ − P

n2 sin θ cos θ
Ewx (5)

n � ck

ω
� RL

S
(6)

where P, D, R, L, and S are the Stix parameters [35,36] and n is the
refraction index in Eqs 1–6. Besides, the corresponding bulk
velocities of protons and electrons are given by Eqs 7–9:

vxj r, t( ) � −iqj
mjω

1

Ωcj/ω( )2 − 1
Ewx + i

Ωcj/ω
Ωcj/ω( )2 − 1

Ewy
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦⎧⎪⎨⎪⎩

⎫⎪⎬⎪⎭ (7)

vyj r, t( ) � Re
−iqj
mjω

−i Ωcj/ω
Ωcj/ω( )2 − 1

Ewx + 1

Ωcj/ω( )2 − 1
Ewy

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦⎧⎪⎨⎪⎩
⎫⎪⎬⎪⎭
(8)

vzj r, t( ) � Re
iqj
mjω

Ewz( ) (9)

where qj, mj, and Ωcj denote the charge, mass, and cyclotron
frequency of the j-component of plasma (j indicates p or e),

FIGURE 2
The temporal evolution of wave (A)magnetic field and (B) electric field in Run 1, and wave (C)magnetic field and (D) electric field in Run 2.The blue
curves in (A, C) denote the variation of phase velocity along the simulation direction.
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respectively. In each run, the Bwz is set to 0.02B0, and other
parameters can be calculated according to the above relations.

For convenience, the density structure is assumed as the
sinusoidal variation of density, so the plasma density as a
function of r is given by Eq. 10:

np � n0 1 + H − 1( ) sin
r − r0 + ΔL

2
ΔL

π
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, r0 − ΔL

2
≤ r≤ r0 + ΔL

2

n0, otherwise

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(10)

where n0 is the ambient number density (outside the density
structure), and H is the height of the density structure which is
the ratio of the peak density to the ambient density n0. r0 and ΔL
denote the location and width of the density structure, respectively.
The location of the density structure is fixed at r0 � 20.95λp
in each run.

In the following section, we will present the simulation results
of three runs in detail: Run 1 with θ � 90°, H � 5, and ΔL � 1λw,
Run 2 with θ � 90° and no structure, and Run 3 with θ � 85°,

H � 5, and ΔL � 1λw. To show how we initialize the simulation
model, we present the spatial profiles of (a) plasma density, (b)
wave fields, bulk velocities of (c) electrons, and (d) protons at t � 0
for Run 1 in Figure 1. There is a density structure located at r0 �
20.95λp with the width ΔL � 1.2λp � 1λw and the height H � 5
(Figure 1A). The MS waves are launched within the region of
0≤ r≤ 12λp (i.e., 10λw). For the perpendicular MS wave, there are
only one component of fluctuating magnetic fields (δBz) and two
components of fluctuating electric fields (δEx and δEy) (Figure 1B).
The bulk velocities of protons and electrons are shown in Figures
1C, D, respectively. Although the corresponding fluctuating
density is not initialized, the density fluctuation will be self-
consistently coupled to the MS wave very quickly in the PIC model

3 Simulation results

3.1 Perpendicular waves: θ � 90°

Figure 2 displays the propagation of the MS waves in Run 1 with
a density structure and in Run 2 without it. Without the density

FIGURE 3
(A) The time evolution of the energy of the electromagnetic fields (green line), the kinetic energy of the particles (orange line), and their sum (blue
line), respectively. The horizontal black dash-dotted line denotes the initial value of the total energy. The time evolution of kinetic energy of (B) protons
and (C) electrons. Blue lines and orange lines denote the perpendicular direction and parallel direction, respectively. Epj0 denotes the kinetic energy of
species j at tΩcp � 0. The black dashed lines in (B, C) denote the time of wave arrival and departure of the density structure.
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structure, the MS waves propagate along the r direction (x-axis) with
a constant speed of 0.96VA, which is consistent with the linear
dispersion relation (Figures 2C, D). As expected, we can find that the
wave amplitude is gradually decreasing during the propagation due
to the dissipation caused by background plasma. In Run 1, the MS
wave encounters the density structure at about 9Ω−1

cp , and then there
appears the weak backward propagating MS wave emitting from the
left boundary of the density structure. Such a wave is just reflected by
the density structure. Besides, the phase velocity inside the density
structure becomes smaller than that outside the structure due to the
enhanced plasma density (Figure 2A). Meanwhile, the wave fields
δBz and δEx become larger and smaller inside the density structure
(Figures 2A, B), respectively, consistent with the results of
Liu et al. [30].

Figure 3A shows the time evolution of the energy of MS wave
fields (orange line), the kinetic energy of charged particles (green
line), and their sum (blue line) for Run 1. First of all, the total
energy in our model is well conserved within a 0.06% margin of
error. Secondly, it is clearly shown that the wave energy decreases
as the particle kinetic energy increases with time, suggesting the
wave dissipation takes effect during the propagation. We further
display the time evolution of kinetic energies of protons and
electrons inside the density structure in Figures 3B, C,
respectively, where the vertical dashed lines mark the tie when
the wave enters and leaves this structure. For both protons and
electrons, their parallel kinetic energy remains nearly unchanged,
since the perpendicular MS wave does not have the parallel
electric field and cannot energize particles in the parallel
direction. The perpendicular kinetic energy of protons Ep⊥

rapidly increases as the wave enters the density structure
mainly due to the pick-up process. After the wave leaves the
density structure, the Ep⊥ rapidly drops, but there is still the
obvious net increase of kinetic energy (Figure 3B), which is
caused by the perpendicular heating by the MS wave (also see

Supplementary Material). However, the net increase of kinetic
energy for electrons is not significant (Figure 3C).

To quantify the effects of the density structure on the
propagation of MS waves, we need to calculate the reflectivity
RM, absorptivity AM, and transmissivity TM of MS waves. Here,
the RM, TM, AM are estimated based on the following formulas:

RM � Pr

Pi
� �Bwzr

�Bwzi
( )

2

(11)

TM � Pt

Pi
� �Bwzt

�Bwzi
( )

2

(12)

AM � 1 − RM − TM (13)

wherePi, Pr, and Pt are the Poynting flux of the incident, reflected, and
transmitted waves, respectively, and the corresponding amplitudes are
�Bwzi, �Bwzr, and �Bwzt. The waveform of transmitted waves is shown in
Figure 4C, which is directly obtained by recording the time series of δBz

at the right boundary of the density structure. The eight clearest
wavelengths are selected by marking the peaks and troughs with red
dots, and then the amplitude of transmitted wave �Bwzt is given by their
average. However, the reflected and incident MS waves cannot be
directly obtained, since the incident and reflectedwaves aremixed at the
left boundary in Run 1. Instead, we use the recordedwaveform at the left
boundary of the density structure in Run 2 to represent the incident
wave (Figure 4A), and the amplitude �Bwzi is the average of thosemarked
points. Then, the waveform of reflectedwaves is obtained by subtracting
the reflected waveform shown in Figure 4A from the mixed waveform
recorded at the left boundary in Run 1, and the amplitude �Bwzr is
calculated as above. For Run 1, the �Bwzi, �Bwzr, and �Bwzt are estimated as
0.01783, 0.00392, and 0.01683, so the RM, AM, and TM are 4.83%,
6.07%, and 89.1% according to Eqs 11–13. It is clearly found that the
absorption of MS wave by the density structure is even more significant
than the reflection in this case.

FIGURE 4
The time evolution of the fluctuating magnetic field of (A) the incident MS wave (δBzi) and (B) reflected MS wave (δBzr) at the left boundary (x1 =
20.94λp) of the density structure, and of (C) the transmitted MS wave (δBzt) at the right boundary (x2 = 22.15λp) of the density structure for the Run 1. Red
circles denote the wave peaks used to calculate the wave magnetic amplitude.

Frontiers in Physics frontiersin.org05

Shao et al. 10.3389/fphy.2024.1254024

155

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1254024


Furthermore, we have also studied the effects of the shape of
density structure on the reflection and absorption of MS wave by
considering the various widths ΔL and heights H. Figure 5
summarizes the simulation results (32 additional runs). First of
all, there is a clear trend that both the RM and AM are positively
correlated with the height of density structure H (Figures 5A, B). Just
as expected, the corresponding transmissivity TM must be

decreasing with the height H (Figure 5C). However, with the
increasing ΔL, the RM decreases while the AM increases (Figures
5D, E). Their opposite correlation with the width of density structure
ΔL results in the particular dependence of TM on the ΔL. With the
increasing ΔL, the TM first increases and then decreases, leading to a
maximum on a certain value of ΔL (Figure 5F). Moreover,
comparing the AM with TM, we can find that the absorptivity

FIGURE 5
The (A) reflectivity RM , (B) absorptivity AM and (C) transmissivity TM as a function of various heights with a constant width ΔL � 2λw , and the (D)
reflectivity RM, (E) absorptivity AM , and (F) transmissivity TM as a function of various widths with a constant height H � 10. Red dots are the simulation runs
with different parameters when the pump wave propagates exactly perpendicularly.

FIGURE 6
Temporal evolution of wave magnetic field (A) δBz , electric field (B) δEx , (C) δEy in Run 3.

Frontiers in Physics frontiersin.org06

Shao et al. 10.3389/fphy.2024.1254024

156

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2024.1254024


AM is comparable to or even larger than the reflectivity RM in most
cases, suggesting the absorption of waves should not be neglected
when modeling the propagation of MS wave through the
density structure.

3.2 Quasi-perpendicular waves: θ � 85°

Besides the strictly perpendicular waves, we have also studied the
propagation of MS waves with θ � 85° through the density structure
due to the different interactions with charged particles [24]. Figure 6
shows the spatial-temporal evolution of wave fields for Run 3.
Similar to Run1, the reflected wave immediately shows up when
the MS wave encounters the left boundary of the density structure at
t ≈ 7Ω−1

cp , and the transmitted waves become weaker after the MS
wave leaves the density structure.

Figure 7A displays the time history of the wave energy and
particle kinetic energy for Run 3. The total energy (blue line) is well
conserved in this simulation model, and the energy exchange
between MS wave and plasma can be easily found. Figures 7B,

C present the time evolution of the kinetic energies of protons and
electrons inside the density structure, respectively. The
perpendicular kinetic energy of protons and electrons inside the
structure first increases as the wave enters the density structure and
then decreases after the wave leaves, with a weak net increase.
However, the parallel kinetic energy of electrons gradually
increases when the wave passes through the structure and then
remains nearly constant after the wave leaves. This is due to the
efficient parallel heating of electrons by quasi-parallel MS waves
(Supplementary Figure S2).

We further investigate the effects of the shape of density structure
on the reflection and absorption of the MS wave with θ � 85°. The
calculation method of RM, AM, and TM is the same as above. The
simulation results marked by red dots and solid lines are summarized
in Figure 8. Similar to the perpendicular MS wave, the RM and AM

increase with the increasingH, resulting in the decreasing TM. Then,
theAM and the RM have a positive correlation and an anti-correlation
with theΔL, respectively, leading to amaximumofTM at a certainΔL.
Although the trends of AM, RM, and TM with theH and ΔL are very
similar to the perpendicular cases, the reflectivity RM and the

FIGURE 7
(A) The time evolution of the energy of the electromagnetic fields (green line), the kinetic energy of the particles (orange line), and their sum (blue
line), respectively. The horizontal black dash-dotted line denotes the initial value of the total energy. The time evolution of kinetic energy of (B) protons
and (C) electrons. Blue lines and orange lines denote the perpendicular direction and parallel direction, respectively. Epj0 denotes the kinetic energy of
species j at tΩcp � 0. The black dashed lines in (B, C) denote the time of wave arrival and departure of the density structure.
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absorptivity AM of the quasi-perpendicular MS waves are smaller
than those of the MS waves with θ � 90°, which may imply that the
quasi-perpendicular MS waves can propagate further than those
perpendicular waves in the magnetosphere.

4 Conclusion and discussion

The effects of density structures on MS waves are important to
understand the distribution and propagation of MS waves in the
Earth’s magnetosphere, which are attracting more and more
attention. However, previous simulations and theoretical models
[30,36] only include the reflection of MS waves caused by the density
structure. To include both the absorption and reflection of waves, we
utilize a self-consistent model, i.e., PIC model, to study the
propagation of MS waves across density structures. We find that
both perpendicular and quasi-perpendicular propagating MS waves
can be effectively reflected and absorbed by the fine-scale density
structure. Generally, the absorption of MS waves is as important as
the reflection when MS waves propagate through the density
structure, and they are strongly dependent on the shape of the
density structure. The reflection of MS waves is positively correlated
with the height but is inversely related to the width of a density

structure. While the absorption of MS waves is positively correlated
with the height and width of a density structure. Our simulation
results reveal that the absorption also plays an important role in the
propagation of MS waves in the Earth’s magnetosphere, which can
help better understand the properties and distribution of MS waves.

To obtain the reliable reflectivity, absorptivity, and
transmissivity of the MS waves, we must ensure that the total
energy of this system is conserved. As shown in Figures 3A, 7A,
it is clear shown that the total energy is well conserved within a
margin of error below 0.1%, which is much lower than the energy
change (>5%) of charged particles or wave fields. This is true for all
simulation runs in this study. Thus, the dependences of reflectivity
and absorptivity of MS waves on the shape of density structure as
shown in Figures 5, 8 are quite reliable. Since the reflectivity of MS
wave is strongly dependent on the density gradient, so the RM will
increase with the increase of the height or the decrease of width,
i.e., steep density structure. While, the absorptivity should be
positively correlated with the number of particles inside the
density structure, so the AM increases with the increase of the
height or width, i.e., large density structure. However, because the
corresponding transmissivity TM relies on the sum of RM and AM,
the dependence of TM on the shape of density structure is somehow
unpredictable.

FIGURE 8
The (A) reflectivity RM, (B) absorptivity AM, and (C) transmissivity TM as a function of various heights with a constant width ΔL � 2λw , and (D) the
reflectivity RM, (E) absorptivity AM , and (F) transmissivity TM as a function of various widths with a constant height H � 10. Red dots are the simulation runs
with different parameters when the pump wave propagates quasi-perpendicularly. The gray dots and black dashed lines denote the result of Figure 5.
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