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Editorial on the Research Topic

New Trends on Genome and Transcriptome Characterizations

Worldwide, National Health Systems are investing to fit the requirements of “precision medicine.”
This term refers to the prevention and treatment of diseases that take into account the individual
characteristics of patients, from their genetic variability to their different life style. However, the
aims of precision medicine can only be fully realized when the internal mechanisms of diseases
are understood and a deep knowledge of their individual variability is reached. Such a high level
of comprehension can not only allow physicians to maximize the benefit against dangerous side
effects, but can also promote the discovery of new treatments and prevention procedures. The
same attitude, which in medicine can be synthetized as a shift from pathologies to patients, can
be applied in the field of agriculture, when general principles are adapted and regulated according
to the specific environments and local situations where cultures are realized.

These objectives require financial and intellectual resources to collect large amounts of genome
and transcriptome data that are specifically related to the phenomena of interest in the different
fields of applications (diseases in many contexts of related pathologies, or agricultural settings
at the production level). However, a second methodological aspect is the powerful combination
of information theoretical concepts with specific algorithmic and computational tools. This
informational perspective is intended to extract deep biological meaning that often escape from
simple statistical analyses of macroscopic phenomena. In fact, long range correlations or deep
mathematical regularities, surprisingly enough, seem to relate with biological structures and
functions that are encoded in a multilevel organization of genomes and of their expression. The
search for new information-based categories will provide novel interpretation of classical biological
concepts using this new informational approach.

The results of this methodological innovation are going to have a wide range of applications
in the public health and in many economic sectors that contribute positively to human lifestyle
and to progress of countries. In particular, in the agri-food sector, the study of the variability of
genomes and transcriptomes implies the improvement of productivity and quality of products.
In this field the combination of plant biotechnology with bioinformatics, in comparison with the
traditional techniques of phenotypic analysis of plants, will provide a remarkable increase of speed
and efficiency in the selection of progenies with superior characteristics.

This Research Topic collected contributions from computer scientists, bioinformaticians, and
geneticists who designed or applied unconventional methods to understand pathology in medical
and agricultural contexts. The issue comprises 12 articles, with 9 original research articles and 3
reviews.

Mosca et al. present a network smoothing method to predict gene modules involved in
Alzheimer disease. The approach prioritizes the role of genes in the disease by the grade of their
smoothing, which reflect the interaction topology of those genes with known genes in the AD. It
is interesting to notice that, while the paper was under review, 3 of the several genes predicted in

4

https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://www.frontiersin.org/journals/genetics#editorial-board
https://doi.org/10.3389/fgene.2018.00322
http://crossmark.crossref.org/dialog/?doi=10.3389/fgene.2018.00322&domain=pdf&date_stamp=2018-08-20
https://www.frontiersin.org/journals/genetics
https://www.frontiersin.org
https://www.frontiersin.org/journals/genetics#articles
https://creativecommons.org/licenses/by/4.0/
mailto:rosalba.giugno@univr.it
https://doi.org/10.3389/fgene.2018.00322
https://www.frontiersin.org/articles/10.3389/fgene.2018.00322/full
http://loop.frontiersin.org/people/71882/overview
http://loop.frontiersin.org/people/142724/overview
https://www.frontiersin.org/research-topics/4703/new-trends-on-genome-and-transcriptome-characterizations
https://doi.org/10.3389/fgene.2017.00129


Giugno and Manca New Trends on Omics Characterizations

this work were, independently, added to the genes-association
database (SFARI) of The Simons Foundation Autism Research
Initiative.

Pedersen et al. present an integrative approach to
combine information from tissue specific protein interaction
networks with genome-wide gene association in Type 2
diabetes (T2D). They first constructed pancreatic and beta-
cell protein complexes to be used as reference model for
scaffold procedures, and then, by means of them, identified
a set of 24 islet protein complexes probably disregulated
or disfunctioning in T2D. Human specific tissues are
investigated in Mayne et al. to assess the variegation of
diseases depending on sex. By making use of meta-analysis
approach, authors demonstrate that, among other results,
even cortical regions may influence sexually dimorphic traits.
Moreover, a large percentage of genes whose expression
was sex-biased had androgen or estrogen hormone response
elements.

Establishing the exceptional method for calculating
deregulated genes has attracted many research efforts and
we expect to see other attempts, in particular in the emerging
scenario of single-cell RNA sequencing. Dal Molin et al. compare
four different tools dedicated to differential expression of single
cell RNA sequencing and extended two methods, commonly
used for single cell data, for the analysis of bulk RNA sequencing
data. The results on real and synthetic datasets (which imitate
unimodal and bimodal distributions) reveal the limitations
of each tool, by showing that no tool outperforms the others.
Bulk RNA sequencing data related to ovarian follicle are deeply
analyzed by Battaglia et al., a team devoted to this subject, aimed
at characterizing non-coding RNAs to improve medical practice
in infertility disorders, concerning with diagnosis, treatment,
and discovery of biomarkers, for oocyte quality, in Assisted
Reproductive Treatment. Computational methods in agriculture,
combining bulk RNA sequencing and advanced bioinformatics
methods, are presented by Wang et al. to detect new small RNAs
and other interfering RNAs having a role in the tomato ethylene
signaling pathway and fruit ripening.

Chen et al. investigate the genome duplication in rosids,
whereas Cao et al. provide to assess the evolution of WUSCHEL-
related homeobox transcription factors in rosaceae. Alagarasan
et al. characterize the ZIP gene family in Setaria italic. Three
reviews complete the issue. Chiara and Pavesi present the

best practices for read pre-processing in the identification of
human variome, i.e., casual mutations of haplotypes, in order to
overcome the lost quality due to the high variability of data (gene
panels, exomes, or whole genomes).

Vandin presents computational methods, mostly involving
network analysis, for characterizing inter-tumor heterogeneity
coming from pathways commonly mutated across different
patients, and intra-tumor heterogeneity coming from bulk
or single cell sequencing data. Finally, Alaimo et al. review
computational techniques in agriculture area for grapevine meta-
omics analysis. Authors discussed also the current knowledge of
microbiome in plants, its differences varying according to the
parts of plants, and its role to cause or protect from diseases.
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Prioritization of Autism Risk Genes
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Autism spectrum disorder (ASD) is marked by a strong genetic heterogeneity, which

is underlined by the low overlap between ASD risk gene lists proposed in different

studies. In this context, molecular networks can be used to analyze the results of several

genome-wide studies in order to underline those network regions harboring genetic

variations associated with ASD, the so-called “disease modules.” In this work, we used

a recent network diffusion-based approach to jointly analyze multiple ASD risk gene

lists. We defined genome-scale prioritizations of human genes in relation to ASD genes

from multiple studies, found significantly connected gene modules associated with ASD

and predicted genes functionally related to ASD risk genes. Most of them play a role in

synapsis and neuronal development and function; many are related to syndromes that

can be in comorbidity with ASD and the remaining are involved in epigenetics, cell cycle,

cell adhesion and cancer.

Keywords: autism spectrum disorder, biological networks, network diffusion, data integration, gene module

INTRODUCTION

“Autism spectrum disorder” (ASD) includes clinically and etiologically wide range of
neurodevelopmental disorders such as the less severe disorders Asperger’s syndrome and pervasive
developmental disorder, not otherwise specified, as well as the most severe childhood disintegrative
disorder. ASD symptoms are recognized mainly by the complex behavioral phenotype that
manifests within the first 3 years of life: difficult in communication and social interaction, limited
interests and repetitive behaviors (National Institute of Mental Health, 2013).

Genetics play a crucial role in autism pathogenesis (Devlin and Scherer, 2012). Indeed, ASD has
a high-heritability index (0.85–0.92) (Monaco and Bailey, 2001), a significant sib recurrence risks
(8.6%) and 64% concordance amongmonozygotic twins (Smalley, 1998). Thousands of causative or
predisposing genetic variations have been found in∼30% of autistic patients (O’Roak et al., 2012),
thus making autism a complex multifactorial disorder involving many genes and loci contributing
to the phenotype. Genetic variations involved in ASD are chromosomal abnormalities (∼5%), copy
number variations (CNVs) (10–20%) and single-gene mutations (∼5%) (Miles, 2011). Although
the role of genetics in ASD etiology is recognized for ∼70% of cases, the causative factor is still
unknown.

The approaches currently used to disentangle the genetic complexity of ASDs include large
genome-wide association studies (GWAS), CNV testing and genome sequencing. Interestingly, the

6
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application of these different approaches yielded many
non-overlapping genes, which may suggest different molecular
mechanisms within connected pathways (Pinto et al., 2014).
The analysis of molecular interactions and pathways is therefore
crucial for the interpretation of the results emerging from
genome-scale studies on a pathology marked by a significant
genetic heterogeneity. Indeed biological pathways associated
with a specific pathology are likely to be more conserved than
individual genetic variations, because multiple combinations of
variations might perturb each pathway (Barabási et al., 2011).
Network-based and pathway-based analyses can therefore
provide a functional explanation to non-overlapping genes and
narrow the targets for therapeutic intervention (Devlin and
Scherer, 2012).

One of the problems that network-based analyses can solve
is indeed the identification of the so-called disease modules, i.e.,
network regions associated with a disease (Barabási et al., 2011).
Recently, molecular interaction networks have been used in the
analysis of ASD genetic data to define gene networks associated
with ASD. The identification of a subnetwork with desired
properties from a large biological network (like the one formed
by all protein-protein interactions) poses many challenges and
therefore several approaches have been proposed (Mitra et al.,
2013).

Regarding the integration of networks and ASD genetic data,
Cristino et al. (2014) studied the interacting partners of genes
known to be associated with ASDs and other related disorders;
Noh et al. (2013) identified a significantly interconnected
network of genes affected by CNVs; Li et al. (2014) studied
the association between ASDs and genes forming topological
communities (clusters of genes with a high density of connection
between genes of the community and less connections with genes
outside the community); Gilman et al. (2011) found functionally
connected clusters of genes affected by CNVs.

Recently, network smoothing index (NSI) was proposed as a
network-based quantity that allows to define a network region
enriched with a priori information (Bersanelli et al., 2016). The
NSI is based on network diffusion, a method that simulates the
flow of a fluid throughout a network. NSI quantifies the network
relevance of each gene in relation to a set of input genes (e.g.,
ASD genes), considering the whole network and mitigating the
importance of hubs.

In this work, we use network diffusion and the NSI to propose
a possible disease module for ASD, encompassing the network
regions most frequently hit by molecular variations reported
in several studies and collected in curated public databases.
Moreover, our study introduces a network-based genome-wide
prioritization of genes in relation to their known and predicted
relevance for ASDs.

MATERIALS AND METHODS

Molecular Interactions
STRING interactions were collected from STRING (version 10),
a database of direct and indirect PPIs (Szklarczyk et al., 2015).
Native identifiers were mapped to Entrez Gene (Brown et al.,
2015) identifiers. In case multiple proteins mapped to the same

gene identifier, only the pair of gene identifiers with the highest
STRING confidence score was considered. A total of 11,535 genes
and 207,157 links with confidence score ≥700 was retained.

ASD Risk Genes
ASD risk genes were collected from The Simons Foundation
Autism Research Initiative SFARI Gene database (Abrahams
et al., 2013, version available in July 2015) and from Li et al.
(2014).

SFARI Gene provides a publicly available database where
genes are scored according to the strength of the evidence of
gene’s association with autism. In particular, genes are assigned
to 7 categories (Supplementary Table 1): “syndromic” (S), “high
confidence” (1), “strong candidate” (2), “suggestive evidence”
(3), “Minimal evidence” (4), “Hypothesized” (5), and “Not
supported” (6). SFARI genes were divided into to broad classes of
high and low strength of association with ASD. Genes belonging
to categories S, 1, 2, 3, 1S, 2S, 3S, 4S were included in SFARIh
list, while genes of categories 4 and 5 were grouped into SFARIl.
Native gene identifiers were converted to Entrez Gene (Brown
et al., 2015) identifiers.

In addition to SFARIh genes, we considered 5 sources (namely
dnCNVn, dnCNV3s, rCNV, dMUT, mMUT) of genes harboring
CNVs and mutations associated with ASDs, proposed by large
recent studies (Li et al., 2014). dnCNVn contains genes from an
ASD-associated network composed of genes with de novo CNVs
identified in 181 individuals and genes previously implicated
in ASDs (Noh et al., 2013). dnCNV3s contains genes with de
novo CNVs found in all three independent studies on more than
1,000 families (Levy et al., 2011; Sanders et al., 2011; Pinto et al.,
2014). rCNV contains genes with rare CNVs found in a study
involving approximately 1000 ASD individuals of European
ancestry and matched controls (Pinto et al., 2010). dMUT and
mMUT include genes with, respectively, disruptive and missense
mutations (Neale et al., 2012; O’Roak et al., 2012; Sanders et al.,
2012; Li et al., 2014).

Only genes occurring in STRING network were considered
in network-based analyses (Table 1). Therefore, whenever
appropriate, we will specifically refer to the original gene lists
and the corresponding derived lists with only genes occurring in
STRING network using suffixes “i” and “n0” respectively (e.g.,
SFARIhi, SFARIhn0).

Network-Based Analysis
Given an input gene list L and a gene network encoded as the n-
by-n symmetrically normalized adjacency matrix W (Bersanelli
et al., 2016), the n-sized vector X0 was defined in order to have
positive quantities only in its elements representing the genes in
L, and null values for all the other genes. Network diffusion finds
the vector X∗, in which the quantities initially available in X0 are
subject to smoothing according to the pattern of interactions W.
The vector X∗ was calculated using an iterative procedure (Zhou
et al., 2004), as described in Bersanelli et al. (2016):

Xt+1 = αW Xt + (1− α)X0, X∗ = lim
t→∞

Xt ,
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TABLE 1 | Overlap between lists of genes harboring variations associated with

ASDs.

dnCNVn dnCNV3s rCNV dMUT mMUT SFARIh

dnCNVn 154 39 9 2 6 11
203

dnCNV3s 263 11 3 12 12
50 530

rCNV 221 2 9 3
9 14 396

dMUT 45 1 16
2 4 14 67

mMUT 251 19
6 16 4 3 365

SFARIh 154
16 18 16 22 24 206

Gene list size (diagonal) and number of genes co-occurring between pairs of lists (off-

diagonal elements); lower triangle and diagonal (bottom): original gene lists; upper triangle

and diagonal (top): original gene lists with only genes occurring in STRING network.

where α [here set to 0.7 as in previous works (Bersanelli et al.,
2016)] is a parameter that weights to which extent the initial
information is retained or spread throughout the network. In
the independent smoothing of each of the six ASD gene lists
described above, genes belonging to the list were set to 1. In the
joint analysis of all gene lists, genes belonging to SFARIhn0 were
set to 1, while genes belonging to other lists were set to 0.5: this
setting was chosen so that genes strongly associated with ASD
had a higher priority.

For each gene g, the network smoothing index S quantifies the
network proximity of g to genes marked by a positive value in X0,
i.e., associated with ASD, as ratio between gene values after and
before network diffusion:

S
(

g
)

=
X∗

(

g
)

X0

(

g
)

+ ε

where ε is a small positive quantity that weights the importance
of the initial values X0. In order to mitigate the tendency of hub
genes to gather excessive amounts of information only because
of their central position, the permutation-adjusted network
smoothing index Sp was introduced as,

Sp
(

g
)

= −log10
(

pS
(

g
))

· S
(

g
)

where pS(g) is an empirical p-value, computed using K
permutations of X0, each one denoted as Xk

0 , and the

corresponding Sk(g) (calculated using Xk
0):

pS(g) =
1+ #{Sk

(

g
)

≥ S
(

g
)

}

K + 1
.

In the analysis of the six ASD risk gene lists, ε values were defined
in order to predict genes in network proximity to the input
genes. Given a gene set of size N, ε was set in order to obtain,
among the first N top ranking genes by Sp, a ratio of 1:1 between

(i) the number of input genes and (ii) the number of genes in
network proximity to input genes. The resulting values were
0.21 for dnCNVnn0 and 0.19 for dnCNV3sn0, RcnVn0, dMUTn0,
mMUTn0 and SFARIhn0. In the joint analysis of all gene lists
ε was set equal to 1, because the analysis was mainly aimed at
defining a network-based prioritization of the 956 input genes,
rather than at predicting other genes in network proximity. In all
these analyses we used K = 999.

Network resampling (NR) shows to which extent a network
score, resulting from the combination of gene scores, is expected
if links among genes are shuffled. Also in this case permutations
are used to define the null model. Given a number m of genes
at the top of a ranked gene list, NR consists of two steps. First, a
non-decreasing quadratic objective function �(m) is defined:

�(m) = STp (m) · Am · Sp (m) ,

where Sp (m) is the vector referring to the first m-scoring genes
andAm is the adjacencymatrix between such genes. In the second
step, q permutations of Am are defined keeping the same degree
distribution. Lastly, an empirical p-value (pN) is calculated to
quantify the fraction of times the objective function calculated on
a permuted network, �k(m), is greater than or equal to �(m).
The procedure is repeated for differentm, providing an overview
on whether gene links and gene scores determine significant
network scores when moving down in the ranked gene list (see
figures below).

Network resampling (NR) was applied to genes ranked by Sp
in descending order and using a total of 200 permutations, which
was enough to underline the presence of significantly connected
components (gene modules).

Pathway Analysis
Pathway analysis was carried out using over-representation
analysis (ORA). ORA estimates the significance of a pathway
in relation to an input gene list, calculating the hypergeometric
probability of finding the observed number of input genes
that are also members of the considered pathway, in the
context of a background set of genes. As a background we
considered all the genes occurring in original lists and all genes
occurring in the gene network. Gene-pathway associations were
downloaded from NCBI Biosystems (version: February 2017)
(Geer et al., 2010); in particular, only pathways (gene sets)
with a number of genes between 10 and 200 were considered.
Hypergeometric probabilities were calculated using “phyper”
and “dhyper” R functions, and were corrected for multiple
hypotheses testing using the Benjamini-Hochberg method,
implemented in “p.adjust” R routine. The similarity between two
gene sets (A, B) was calculated using the overlap coefficient:
o = |A ∩ B|/min(|A| , |B|).

RESULTS

Network Location of Genes Associated
with ASDs in SFARI Database
With the aim of characterizing the functional relations among
SFARI genes and predict relevant risk genes for ASDs, we
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considered direct and indirect protein-protein interactions (PPI)
and quantified, via the permutation-adjusted NSI (Sp) (Bersanelli
et al., 2016), the network proximity of each human gene in
relation to the network location of 154 genes reported as strongly
associated with ASD (SFARIhn0 list, Table 1).

We found several genes in significant network proximity
to SFARIhn0 genes, with high S and low pS (Figure 1A and
Supplementary Table 2). Interestingly, among these genes, we
found a significant number of genes havingminimal/hypothetical
evidences of association with autism in SFARI (SFARIln0)
(Table 2).

In order to assess whether genes ranked by Sp formed
a significantly connected gene module, we applied the NR
approach (Bersanelli et al., 2016). We observed a significantly
connected gene module (MSFARI) resulting from the top 244
genes (Figures 1B–D). This module includes 142 (out of 154)

SFARIhn0 genes, 9 SFARIln0 genes and 93 genes not in
SFARI.

These 93 genes include regulators of synaptic development
and plasticity, are involved in syndromic conditions in
comorbidity with ASD, regulate epigenetic mechanisms and
a few are associated to cancer (Supplementary Table 2). For
example, among the 93 genes that have a relevant position
within the module (Figure 1C) we found cancer genes that
control cell proliferation, [e.g., Tumor Protein P53 (TP53),
AKT Serine/Threonine Kinase 1 (AKT1), Mechanistic Target Of
Rapamycin (MTOR), C-Terminal Binding Protein 1 (CTBP1)], a
process that was recently proposed as a common denominator of
cancer and ASDs (Crawley et al., 2016), and genes with relevant
role for brain function e.g., histone deacetylase-1 (HDAC1),
histone deacetylase-3 HDAC3 (Volmar and Wahlestedt, 2015)
and contactin-2 (CNTN2) (Anderson et al., 2012). These 93

FIGURE 1 | A significantly connected gene module based on SFARIh genes. The network-diffusion based analysis of SFARIh genes (red) leads to the definition of a

significantly connected gene module of 244 genes (blue border). (A) Network smoothing index and corresponding estimated p-value (ps). (B) For each rank n

(horizontal axis), the estimated p-value (pNR) that quantifies the significance of the gene network defined by the genes ranked up to the n-th rank. (C) Number of

interactions (d) and normalized betweenness (B) of genes in MSFARI. (D) Visualization of MSFARI gene module, in which genes are circles and PPI are links; circle size

is proportional to gene degree. (A–D) G: all genes included in the STRING network.

Frontiers in Genetics | www.frontiersin.org September 2017 | Volume 8 | Article 1299

http://www.frontiersin.org/Genetics
http://www.frontiersin.org
http://www.frontiersin.org/Genetics/archive


Mosca et al. Network-Based Prioritization of ASD Risk Genes

predicted genes act as a bridge between SFARIh genes that were
not directly linked in STRING (Figure 1D).

Interestingly, while this manuscript was under review, 3 out
of the 93 predicted genes were added to the SFARI database
independently from our study. Namely, HADAC3 was added
among “hypothesized” genes, while TANC2 and PPP2R1B
among “minimal evidence” genes.

Genes in Network Proximity to Genes
Harboring Variations Associated with ASD
In addition to the SFARIh gene list, we considered five other lists
of genes found altered in ASD subjects by previous studies. These
lists vary in size from 67 to 530 and from 45 to 263 genes after
integration with STRING gene network. The percent overlap
between lists is low (Table 1) and most of the genes occur only
in one list (Figure 2). In this situation, as introduced earlier, the
information on how gene products interact to regulate biological
functions can be used to explain the heterogeneity of ASD risk

TABLE 2 | Number of SFARIl genes in network proximity to SFARIh genes.

|M ∩ SFARIl| |M| |G-M| |SFARIl| E(|M ∩ SFARIl|) p

2 10 11,371 216 0.190 1.46·10−2

9 100 11,281 216 1.90 1.15·10−4

9* 102* 11,279* 216* 1.94* 1.34·10−4*

20 300 11,081 216 5.69 1.07·10−6

22 400 10,981 216 7.59 7.27·10−6

26 500 10,881 216 9.49 2.87·10−6

M, genes in network proximity to SFARIh genes; G, all genes; |M ∩ SFARIl| size of the

intersection between M and SFARIl; E(|M ∩ SFARIl|) = |M|

|G|
· |SFARIl|, expected |M ∩

SFARIl|; p: probability that |M ∩ SFARIl| is greater than or equal to the observed value

in a hypergeometric experiment; the asterisks underline the overlap obtained using the

top ranking 244 genes ranked by Sp (102 after removing SFARIh genes) composing a

significantly connected gene module (MSFARI ) (Figure 1).

gene lists. Firstly, we analyzed each list separately to underline
the specificities and commonalities of each list. Subsequently, we
used network information to define a prioritization among all
ASD risk genes proposed in the considered studies (union of all
gene lists).

We calculated the Sp of all genes in STRING network
considering as input each of the six ASD gene lists (SFARIhn0,
dnCNVnn0, dnCNV3sn0, rCNVn0, dMUTn0, and mMUTn0) and
selected the top 2n genes ranked by decreasing values of Sp,
where n is list size (Supplementary Table 3). Note that almost
all these genes are in significant network proximity (pS < 0.05)
to the corresponding input genes (Figure 3 and Supplementary
Table 3), which are also ranked among the top 2n genes.
For convenience we will refer to these network-based gene
lists—which contains input and predicted genes—as SFARIhn∗ ,
dnCNVnn∗ , dnCNV3sn∗ , rCNVn∗ , dMUTn∗ , and mMUTn∗ .

Only 14 genes occur in three or more input gene lists
(Figure 2). Among those genes, at least DLGAP2 (Discs Large
Homolog Associated Protein 2) and SYNGAP1 (Synaptic
Ras GTPase Activating Protein 1) are worth mentioning. In
fact, DLGAP2, a post-synaptic density protein with probable
implication in ASD pathogenesis (Chien et al., 2013) scored
as “minimal evidence” in SFARI (SFARIl), is part of all three
CNV lists and was predicted as functionally related to SFARIh
genes and dMUT genes. Furthermore, DLGAP1 (Discs Large
Homolog Associated Protein-1) was predicted as functionally
related to genes of 3 input lists, including SFARIh (Figure 2B).
Similarly, SYNGAP1, which codes an autism related brain-
specific synaptic Ras GTP-activating protein (Berryer et al.,
2013), occur in three input lists (dnCNVhc, dnCNV3s and
SFARIh) and was predicted as functionally related to genes
harboring rCNVs.

Globally, a total of 913 genes were predicted as functionally
related to at least one ASD risk gene list (Table 3 and
Supplementary Table 4). Interestingly, 106 of these genes
were already proposed as ASD risk genes in 1 or more

FIGURE 2 | A small number of ASD risk genes is found in more than one large study. (A) Number of risk genes found in 1 or more of the six gene lists on ASD; i:

original gene lists; n0: original gene lists wit only genes occurring in the STRING network. (B) Permutation-adjusted network smoothing index of the 14 genes

occurring in 3 or more original lists (the number is reported between parenthesis); the asterisk (*) indicates genes of the corresponding original list.
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FIGURE 3 | Genes in network proximity to ASD risk genes. The network smoothing index (S) and the corresponding p value (ps) are the two factors that make up Sp.

Blue: genes belonging to the corresponding original list (sources); red: genes in network proximity to sources; gray: remaining genes.

TABLE 3 | Co-occurrence of genes in network proximity to ASD risk genes from

one or more sources.

Input (ni )

0 1 2 3 #

Predicted (np) 1 691 68 14 2 775

2 89 15 4 1 109

3 18 2 0 0 20

4 6 0 0 0 6

5 3 0 0 0 3

# 807 85 18 3 913

A total of 913 genes were predicted to be in network proximity to ASD risk genes of one

or more studies (rows) where could appear as ASD risk genes (columns). For example,

15 genes were predicted in network proximity to ASD risk genes of 2 studies and were

proposed as ASD risk genes in 1 study (ni = 1, np = 2); #: row or column sum.

studies: for example, CTNNB1 (Catenin-Beta1) encoding a
protein part of the adherens junctions complex, NRXN1
(Neurexin1), NLGN4X (Neuroligin4X), encoding a pre-synaptic
and post-synaptic protein, respectively, and the tumor suppressor
PTEN (Phosphatase And Tensin Homolog), were predicted as
functionally related to 2 gene lists and included as risk genes in
other 2 lists.

We have also found genes that were not included in any
input gene list, but were predicted to be in relevant network
proximity to multiple gene lists. For example, 27 were predicted
as functionally related to three gene lists (Figure 4); among
these, ADGRL2 (adhesion G protein-coupled receptor L2),
LRTOM (leucine rich transmembrane and O-methyltransferase
domain containing) and SRC (Proto-Oncogene Non-Receptor

Tyrosine Kinase SRC) were predicted in functional relation to 5
lists.

Many of the 29 genes predicted as functionally related
to three or more lists—27 genes not included in any input
list and 2 included in one study—take part in many PPIs,
implicating they are central in the PPI network (e.g., TP53,
AKT1). The significance of their Sp suggests that these genes
were not only selected in relation to their centrality, but also
because their network distance to ASD risk genes is lower
than expected by chance (Figure 3 and Supplementary Table 3).
A further observation that supports this hypothesis is that
these genes establish a number of interactions with ASD risk
genes that is higher than expected (p < 0.05, hypergeometric
test) (Table 4). From a network point of view, these 29
genes are “surrounded” by 369 ASD risk genes (first order
neighbors).

It is also worth mentioning that several genes resulting with
the highest network proximity score to each list tend to be list
specific (Figure 5).

A total of 956 unique ASD risk genes occur in the 6
input lists. We calculated the Sp of all genes relative to
these 956 genes (Figure 6A) and, by means of NR, found a
significantly connected component of 561 genes (Figure 6B and
Supplementary Table 5). This gene module (MASD) includes
all SFARIh genes, 70% of genes occurring in dnCNV_n list,
approximately 50% of the other gene lists (Figure 6C), 26 genes
in SFARIl and 8 genes that do not belong to the input list. Among
these 8 genes, we find the already mentioned AKT1, TP53, and
SRC, which occupy a central role in the PPI network and were
also predicted during the independent analysis of each input list
(Figures 4, 6D).
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FIGURE 4 | Genes in network proximity to ASD risk genes from 3 or more studies. Permutation-adjusted network smoothing index (Sp) of the 29 genes predicted as

functionally related to 3 or more ASD risk gene lists (the number is reported between parenthesis); the asterisk (*) indicates genes of the corresponding original list;

faded colors indicate input ASD risk genes or genes with no significant Sp values.

Pathway Analysis of Gene Lists Associated
with ASDs
We carried out an over-representation analysis to characterize
original gene lists and network-based gene lists in terms
of pathways. We observed significant pathways (at adjusted
p < 0.01) in only two of the six original gene lists (SFARIhi and
dnCNVni) and in five network-based lists (SFARIhn∗ , mMUTn∗ ,
rCNVn∗ , dnCNV3sn∗ , and dnCNVnn∗ ) (Supplementary Table 6).
Overall, we obtained a much higher number of pathways in
network-based lists than in original ones, despite the number of
tested genes was similar between the former and the latter ones.
Therefore, the observed enrichment in pathways can be mainly
brought back to the network-based analysis, since, by definition,
it prioritizes genes functionally related to those considered
in input. Further, apart from a single exception in SFARIh,
pathways found only in original lists were similar, in terms of
gene content, to pathways found also in network-based lists

(Figures 7A–F). In other words, network-based analysis resulted
in an enrichment at pathway level with a very limited loss of
information. Interestingly, pathways found in original gene lists,
and lost due to genes for which network-based analysis was not
applicable, were recovered by network-based analysis (compare
rows labeled with suffix “i”, “n0”, and “n∗” in Figure 7F).

We summarized the significant pathways found in each lists

in a unique pathway network, the so-called enrichment map
(Merico et al., 2010). Specifically, we took into account up to
20 of the most significant pathways as representatives of each
pathway cluster found in each list. This selection resulted in
a total of 366 pathways, clustered in 11 groups: transmission
across synapses (clusters 1 and 4), signal transduction (2),
Rho GTPase and apoptosis (3), inositol phosphate metabolism
(5), ER-associated degradation process (6), ion transport (7),
chromatin remodeling (8), oxygen transport (9), proteoglycan
biosynthesis (10) and Wnt signaling (11). While the majority
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TABLE 4 | Hub genes predicted in network proximity to ASD risk genes of three or more studies establish a significant number of interactions with ASD risk genes.

Gene and function Symbol Band # Studies np |I| |A ∩ I| p

SRC Proto-Oncogene, Non-Receptor Tyrosine Kinase

Nonreceptor tyrosine kinase, frequently implicated in cancer

SRC 20q11.23 0 5 532 82 2.00·10−8

Tumor Protein P53

Involved in cell cycle regulation where negatively regulate cell division. Mutations in this gene are

associated with a variety of human cancers

TP53 17p13.1 25 4 719 92 1.36·10−5

AKT Serine/Threonine Kinase 1

Implicated in the regulation of cell growth, proliferation, survival and differentiation (OMIM 164730)

AKT1 14q32.33 25 4 589 73 2.90·10−4

Ras Homolog Family Member A

Regulates remodeling of the actin cytoskeleton during cell morphogenesis and motility.

Overexpression of this gene is associated with tumor cell proliferation and metastasis

RHOA 3p21.31 13 4 406 65 1.53·10−7

Mitogen-Activated Protein Kinase 14

is a member of the MAP kinase family that are involved in cellular processes such as proliferation,

differentiation, transcription regulation and development

MAPK14 6p21.31 11 4 333 44 1.30·10−3

Histone Deacetylase 3

belongs to the histone deacetylase family and represses transcription when tethered to a promoter;

down-regulates p53 function and thus modulate cell growth and apoptosis

HDAC3 5q31.3 8 4 275 43 3.54·10−5

Heat Shock Protein 90 Alpha Family Class A Member 1

is a molecular chaperone involved in signal transduction, protein folding, protein degradation, and

morphologic evolution.

HSP90AA1 14q32.31 10 3 589 65 9.99·10−3

Amyloid Beta Precursor Protein

Is involved in promoting transcriptional activation; can participate in the formation of amyloid

plaques of Alzheimer disease.

APP 21q21.3 15 3 363 42 1.68·10−2

Histone Deacetylase 1

Is a histone deacetylase and represses transcription; interacts with retinoblastoma

tumor-suppressor protein to control cell proliferation and differentiation; modulates p53 effect on cell

growth and apoptosis.

HDAC1 1p35.2 12 3 351 48 3.69·10−4

Cell Division Cycle 42

Acts in cell morphology, migration, endocytosis and cell cycle progression.

CDC42 1p36.12 9 3 336 56 2.97·10−7

Growth Factor Receptor Bound Protein 2

is involved in the signal transduction pathway.

GRB2 17q25.1 21 3 279 42 1.06·10−4

Protein Kinase CAMP-Activated Catalytic Subunit Alpha

phosphorylates proteins and substrates, changing their activity; contributes to the control glucose

metabolism, cell division, and contextual memory; developmental changes in synapse morphology.

PRKACA 19p13.12 14 3 278 41 2.00·10−4

SOS Ras/Rac Guanine Nucleotide Exchange Factor 1

participates in signal transduction pathways.

SOS1 2p22.1 14 3 260 50 1.26·10−8

SMAD Family Member 3

signal transducer and transcriptional modulator that mediates multiple signaling pathways probably

involved in carcinogenesis

SMAD3 15q22.33 1 3 241 33 2.83·10−3

Protein Kinase CAMP-Activated Catalytic Subunit Beta

is a member of the serine/threonine protein kinase family involved in cell proliferaton and

differentiation

PRKACB 1p31.1 22 3 213 28 9.81·10−3

Cbl Proto-Oncogene

targets substrates for degradation by the proteasome; is mutated or translocated in many cancers

CBL 11q23.3 12 3 203 37 3.77·10−6

Protein Kinase CAMP-Activated Catalytic Subunit Gamma

is involved in the regulation of lipid and glucose metabolism and in the memory formation signaling

cascade

PRKACG 9q21.11 7 3 185 27 2.70·10−3

Ras Homolog Family Member B

Involved in intracellular protein trafficking of a number of proteins; plays a negative role in

tumorigenesis

RHOB 2p24.1 8 3 174 38 2.19·10−8

SOS Ras/Rho Guanine Nucleotide Exchange Factor 2

is involved in the positive regulation of ras proteins

SOS2 14q21.3 12 3 109 24 7.36·10−6

Dynamin 2

produces microtubule bundles and binds and hydrolyzes GTP; regulates neuron morphology, axon

growth; vesicular trafficking processes and cytokinesis

DNM2 19p13.2 19 3 84 21 3.27·10−6

Gene and function from GeneCards (Safran et al., 2003) and OMIM (Amberger et al., 2015); Band: cytogenetic band associated with genetic variations in SFARI (Abrahams et al., 2013);

# Studies: number of studies supporting the genetic variations observed in the cytogenetic bands; I: interactors; A: ASD risk genes, |A| = 956; np: number of ASD risk gene sets the

gene is network proximity to; I: interactors; p: probability that |A ∩ I| is greater than or equal to the observed value in a hypergeometric experiment; the total number of genes composing

the network is 11,535.
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FIGURE 5 | Genes in network proximity to ASD risk genes from each study. Top 10 genes with the highest permutation-adjusted network smoothing index (Sp)

calculated in the analysis of each ASD risk gene list; the number of lists to which the gene was predicted as network proximal is reported between parenthesis; the

asterisk (*) indicates genes of the corresponding original list; faded colors indicate input ASD risk genes or genes with no significant Sp values.

of pathways were found in more than 1 list (Figure 7G, yellow
circles), some pathway clusters were composed of pathways
uniquely associated with one list. For instance, proteoglycan
biosynthesis was specifically associated with rCNV, ion transport
with mMUT, oxygen transport with dnCNV3s and dnCNVn.

DISCUSSION

Recently, the knowledge of molecular interactions has been used
for the interpretation of genetic data on ASDs. In comparison
to previous works, we analyzed multiple ASD risk gene lists
proposed in large studies, for a total of approximately 1,000

genes. We observed a low overlap between ASD risk gene
lists. Whether this heterogeneity reflects the biology of ASD
or is the result of confounding factors, the analysis of network
proximity between genes underlines the ASD risk genes that
are also in functional relation and lead to the identification of
modules of functionally related genes hit by genetic variations.
The main limitation of a network-based analysis such as ours is
the availability of a priori annotations required for the definition
of the genome-scale network. In this work we considered both
direct (physical) and indirect (functional) high confidence PPI
from STRING, which allowed us to analyze 11,535 human genes.
Note that the use of direct and indirect STRING interactions
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FIGURE 6 | A significantly connected gene module based on ASD risk genes from 6 sources. The network-diffusion based analysis of 956 ASD risk genes from 6

sources (red) leads to the definition of a significantly connected gene module (MASD ) of 561 genes (blue border). (A) Network smoothing index (S) and corresponding

p-value (ps). (B) For each rank n (horizontal axis), the estimated p-value (pNR) that quantifies the significance of the gene network defined by the genes ranked up to

the n-th rank is reported on the vertical axis. (C) Percent of ASD genes of original lists included in MASD. (D) Number of interactions (d) and betweenness (B) of genes

in MASD. (A–D) G: all genes included in the PPI network.

showed good performances in prioritizing candidate disease
genes (Köhler et al., 2008). Moreover, unlike other network-
based works on ASD genetic data, we used network diffusion to
quantify network proximity between ASD risk genes and other
genes. Network diffusion (a global approach) considers the whole
network topology in its full complexity and, therefore, has better
performances than local approaches (e.g., direct neighborhood or
shortest path length; Wang et al., 2011). Lastly, we underlined
ASD risk gene modules without constraining the search to
topological communities. In fact, there is no guarantee that
topological communities are able to capture disease modules
(Ghiassian et al., 2015). Hence, we quantified the significance of
the observed network proximity scores in comparison to random
networks of the same degree distribution (Bersanelli et al., 2016).

Our work provides a network-based prioritization of human
genes associated with ASD by previous studies. We extracted a
module of 244 genes in network proximity to genes reported
in SFARI as strongly associated with ASD. Interestingly, the
module contains a significant number of genes proposed as
possibly involved in ASD (categorized as “minimal evidence”

and “hypothesized” in SFARI) and another 93 genes not scored
in SFARI (Supplementary Table 2). While this manuscript was
under review, 3 of these 93 genes were included in SFARI
independently from our study.

From the 93 genes, 16 genes are involved in synaptogenesis
and synaptic plasticity or transmission, and alterations in
structure and function of neuronal synapses are well known
causes of ASD. Among these, APLP2 also regulates proper
progression of neuronal differentiation program during cortical
development (Shariati et al., 2013), is involved in Alzheimer
disease and interacts with CNTN in neurodevelopment and
diseases (Osterfield et al., 2008). Then again, the 3 genes,
CACNA2D1, CACNB1, CACNG1 induce the repression of the
downstream regulatory element antagonist modulator (DREAM)
and the expression of the neuropeptide dynorphin (DYN).
DREAM plays a role in synaptic plasticity and behavioral
memory (Wu et al., 2010), while DYN is involved in behavioral
symptoms characteristic of human depressive disorders (Knoll
and Carlezon, 2010). Also CACNG3, a calcium channel
protein, regulates the function of AMPA-selective glutamate
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FIGURE 7 | Significant pathways enriched in genes associated with ASD. (A–E) Pathways found in the analysis of each original list (i) and corresponding predicted

genes (n*). (F) Heatmap of all the pathways found in the analysis of the lists reported on the rows; also pathways found analyzing the original lists without genes not

occurring in the STRING network (n0) are represented; the color bar indicates the −log10 (p) of the hypergeomtric p-value, adjusted for multiple hypothesis testing; the

number 7 indicates p ≤ 10−7. (G) Enrichment map; vertex size is proportional to pathway significance (adjusted p-value); links are reported only for overlap

coefficients >0.5; for each pathway, only the links with the top 5 most similar pathways are drawn. (A–G) See Supplementary Table 6.

receptors and mediates synaptic transmission in CNS while
FLRT3 takes part in a trans-synaptic complex (Lu et al.,
2015). Eight genes are involved in neuronal differentiation,
neurodevelopment and neuronal function. More specifically,
AKT1 is a downstream mediator of the PI3K pathway
that regulates synaptic formation and plasticity and which
imbalance leads to autism and schizophrenia (Enriquez-Barreto
and Morales, 2016); genetic variations in contactins (CNTN)
have been described in association with neurodevelopmental
disorders, including autism. Specifically, CNTN1 and CNTN2
are members of the presynaptic NRXN superfamily and 13
rare non-synonymous variants of CNTN2 have been found
in ASDs patients while mice with Cntn5 mutations show an
abnormal audiogenic response due to defects in the formation
of synapse in auditory neurons (Cottrell et al., 2011; Chen et al.,
2014).

Many of the 93 genes are involved in syndromic
comorbidities, including auditory and visual senses deficit,
epilepsy, mental retardation and psychiatric conditions that
affect nearly three-quarters of children with ASD. For instance,
CAMK2G and PDZD7 are involved in Usher Syndrome the most
common condition leading to deafness and blindness, as well
as DNMT1 has a role in DNMT1-Related Dementia, Deafness,
and Sensory Neuropathy (Vernon and Rhodes, 2009) and
LRTOMT in deafness. Again, MYL7 mutations are associated
with Fechtner Syndrome which features include hearing loss
and eye abnormalities. SP4 is involved in bipolar disorder
and schizophrenia while ANK3, ACSL4, DLG3 are associated
with mental retardation and, interestingly, recalling the high
male prevalence of ASD, the latter two map on X-cromosome;
NHS also maps on X-cromosome and mutations in this gene
cause Nance-Horan Syndrome characterized by congenital
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cataract leading to vision loss; in males mild or moderate
mental retardation may also occur and ASD have also been
described in few patients (Toutain et al., 1997). Mutations in
NAGLU and HGSNAT cause the Sanfilippo Syndrome (also
called mucopolysaccharidosis Type III) often misdiagnosed with
idiopathic developmental delay, attention deficit/hyperactivity
disorder and/or ASD (Wijburg et al., 2013). QDPR mutations
provoke hyperphenylalaninemia (Trujillano et al., 2014), (also
called atypical phenylchetonuria (PKU), a genetic metabolic
disease provoking postnatal cognitive deficit due to the
neurotoxic effect of hyperphenylalaninemia; interestingly, PKU
could be a comorbid condition of ASD, although with low
prevalence (Baieli et al., 2003). MKRN3 is associated with Prader
Willy Syndrome, NPAP1 both with Prader Willy Syndrome and
Angelman Syndrome while DSCAML1 with Down Syndrome.
These syndromes are characterized by mental retardation
and can have co-occurring ASDs (Peters et al., 2004; Capone
et al., 2005; Dykens et al., 2011). KMT2D and WDR5 defects
are involved in Kabuki Syndrome characterized by multiple
congenital abnormalities, from mild to severe developmental
delay and intellectual disability. People suffering from this
syndrome may also manifest seizures, hypotonia, strabism, hear
infections, hearing loss and autism (Parisi et al., 2015). The very
rare mutations in MANBA results in β-mannosidosis with a
severe neurological disorder that can include mental retardation,
cerebellar ataxia along with visual and hearing deficits (Sabourdy
et al., 2009). CACNG3 is involved in Childhood Absence Epilepsy
and is also associated with some cases of ASD (Danielsson et al.,
2005) while mutations of KATNB1 cause complex cerebral
malformations (Mishra-Gorur et al., 2014).

The remaining genes (among the 93) are mostly involved in
epigenetics, cell cycle and cell adhesion and some of them are also
implicated in tumor development as already reported by Crespi
(2011) and Crawley et al. (2016).

The network-based analysis of genes from SFARI and other 5
previous studies resulted in the definition of a gene module that
involves 561 ASD risk genes in significant functional relation.
The module contains all the considered SFARI genes (strongly
associated with ASD) and from 40% to 70% of genes from each of
the other lists of ASD risk genes. Therefore, this module can be
seen as a further screening of the genes proposed by such studies,
which underlined those in significant functional relation from a
network perspective.

More generally, the network-based scores that we calculated
for every gene in the considered STRING network can be used to
quantify the functional relation between any gene and ASD risk
genes found in one or more previous studies.

Biological pathways enriched in genes in network proximity
to ASD risk genes encompass several functions already proposed
to be associated with ASD (see, for example, Pinto et al.,
2010). Network-based analysis, through the prioritization of
functionally related genes, enriched the number of significant

pathways found by ORA in comparison to the analysis of
original gene lists. Despite not all genes occurring in original lists
underwent network-based analysis, the latter was not affected by
a loss of information at pathway level.

The predicted genes in network proximity to ASD risk genes
that have a central role in the PPI networks, but SRC, mapped
in ASD risk loci. SFARI Gene database lists all the studies
reporting CNV at the chromosome bands where predicted genes
are localized (Table 4). In many reports, the CNV of interest
was subsequently confirmed or validated by an independent
method following its discovery. Additionally, from a functional
point of view, most of the predicted genes are involved in
epigenetics, cell cycle, growth-, proliferation- and differentiation-
signaling and are often implicated in cancer development. This
finding indicates pleotropic effects of some autism-associated
genes on cancer risk and is supported by previous discussions
that highlight a wide overlap in risk genes and pathways for
cancer and autism (Crespi, 2011; Crawley et al., 2016). Advances
in pharmacological therapies to ameliorate autism symptoms
could be resulted from cancer drugs that target the same growth-
signaling pathways (Crespi, 2011).
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Type 2 diabetes (T2D) is a complex disease that involves multiple genes. Numerous

risk loci have already been associated with T2D, although many susceptibility genes

remain to be identified given heritability estimates. Systems biology approaches hold

potential for discovering novel T2D genes by considering their biological context,

such as tissue-specific protein interaction partners. Pancreatic islets are a key T2D

tissue and many of the known genetic risk variants lead to impaired islet function,

hence a better understanding of the islet-specific dysregulation in the disease-state is

essential to unveil the full potential of person-specific profiles. Here we identify 3,692

overlapping pancreatic islet protein complexes (containing 10,805 genes) by integrating

islet gene and protein expression data with protein interactions. We found 24 of these

complexes to be significantly enriched for genes associated with diabetic phenotypes

through heterogeneous evidence sources, including genetic variation, methylation, and

gene expression in islets. The analysis specifically revealed ten T2D candidate genes

with probable roles in islets (ANPEP, HADH, FAM105A, PDLIM4, PDLIM5, MAP2K4,

PPP2R5E, SNX13, GNAS, and FRS2), of which the last six are novel in the context of

T2D and the data that went into the analysis. Fifteen of the twenty-four complexes were

further enriched for combined genetic associations with glycemic traits, exemplifying

how perturbation of protein complexes by multiple small effects can give rise to diabetic

phenotypes. The complex nature of T2D ultimately prompts an understanding of the

individual patients at the network biology level. We present the foundation for such

work by exposing a subset of the global interactome that is dysregulated in T2D and

consequently provides a good starting point when evaluating an individual’s alterations

at the genome, transcriptome, or proteome level in relation to T2D in clinical settings.

Keywords: diabetes, data integration, protein complexes, tissue specificity, pancreatic islets, patient network

biology

INTRODUCTION

Diabetes is a multi-tissue metabolic disease caused by defects in insulin action, insulin secretion,
or both, resulting in hyperglycemia. The heritability of type 2 diabetes (T2D) has been estimated
to range from 25 to 80% (Prasad and Groop, 2015). Despite that more than 120 T2D risk loci have
been identified so far (Prasad and Groop, 2015) their combined effect explains only a fraction of the
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heritability. The unexplained heritability of complex traits is
expected to mainly reside in a large number of common and
rare variants across the human genome (Yang et al., 2015).
Identifying the remaining variants involved in T2D through
traditional single-variant association analyses will require greatly
increased sample sizes compared to current studies for improving
statistical power (Morris et al., 2012). Integrative systems biology
approaches hold the promise to facilitate this process by
considering gene products in the context of cellular networks
rather than in isolation, thus improving power through the use
of existing biological knowledge.

Genome-wide analyses, such as genome-wide association
studies (GWAS) and studies of differential expression or
methylation, often rank thousands of genes for phenotype
associations. Integrating such data is a powerful way to identify
genes important in the disease pathogenesis that are not
identifiable in any single dataset but become evident when
considering the different evidence sources collectively (Kodama
et al., 2012; Pers et al., 2013). Combining such integrative
evidence with protein complexes provides additional insight into
the biological context and has the potential to reveal novel
therapeutic targets (Lage et al., 2012).

The subset of protein complexes active in a given tissue is
restricted by the tissue-specific proteome, which is important
to consider because disease-associated genes have a tendency to
exhibit tissue-specific gene expression in affected tissues (Lage
et al., 2008). Previous studies have shown that disease-gene
prioritization is improved when using tissue-specific networks
compared to tissue-naive protein interaction networks (Magger
et al., 2012; Ganegoda et al., 2014). Consequently, considering
disease associated genes in the appropriate context is a promising
avenue for making further inroads into disease understanding
(Gross and Ideker, 2015). Such tissue-specific analyses are now
enabled by the increasing amount of large-scale tissue and
cell type specific data sets (Lonsdale et al., 2013; Kim et al.,
2014; Uhlén et al., 2015), making it possible to disentangle or
deconvolute tissue and cell type-specific processes.

A key diabetes tissue is the islet of Langerhans, which plays an
important role in diabetes pathology. Islets are scattered around
in the pancreas where they only constitute 1–2% of the total organ
mass. They consist of a number of different highly specialized
endocrine cell-types with the insulin-producing beta-cells and
glucagon-producing alpha-cells being of the highest relevance to
diabetes (Danielsson et al., 2014). Utilizing tissue-specific data,
one major aim of this study was to create a pancreatic and
beta-cell specific resource of protein complexes to serve as an
integration scaffold in this and future studies. Previous work
on tissue-specific protein interaction networks did either not
include human pancreatic islets (Guan et al., 2012; Barshir et al.,
2013; Basha et al., 2015) or were restricted to tissue-specific
gene expression data (Bossi and Lehner, 2009; Magger et al.,
2012; Greene et al., 2015). By focusing on the pancreatic islet,
we supplement these resources by integrating high-confidence
physical protein interaction network data with islet-specific gene
expression data from both microarray and RNAseq studies, as
well as protein expression from immunohistochemistry-based
protein profiling.

Another major aim of the study was to identify a set of islet
protein complexes that are likely dysregulated or dysfunctioning
in T2D. To investigate this, we searched for complexes that
were enriched for genes implicated in diabetic phenotypes
through heterogeneous sources of evidence, ranging from genetic
variation to methylation and gene expression in islets. The
resulting complexes thus represent functional units whose
perturbation can give rise to a diabetic phenotype and at the
same time provide insight into the genetic heterogeneity that
contributes to the pathogenesis of T2D in pancreatic islets.

RESULTS

Defining a Catalog of 3,692 Islet Protein
Complexes
We generated an islet-specific protein interaction network
using gene and protein expression data combined with high-
confidence protein interactions (see Section Methods and
Figure 1A). This network was further decomposed into 3,692
overlapping protein complexes (10,805 genes) using the two
complementary methods, ClusterOne (Nepusz et al., 2012)
and spoke-hub, focusing on high internal connectivity and
hub-topology, respectively (see Section Methods for details).
We specifically chose network decomposition algorithms that
allow for overlapping complexes as many proteins participate
in multiple processes, making it difficult to decide on a
single partition that closely reflects biological reality. These
complexes, ranging in size from 6 to 50 proteins, captured
different regions in network topology space, some being
sparsely connected whereas others showed complete internal
connectivity with all nodes having a physical interaction with
all other nodes (Supplementary Table 1). This set of complexes
represents a catalog of islet protein complexes and their
constituents.

Coordinated Expression of Islet Protein
Complexes
Tissue-specific coordination of gene expression among members
of a protein complex may indicate an important function of
the complex in the respective tissue (Han et al., 2004; Taylor
et al., 2009; Börnigen et al., 2013). To investigate the status
of the islet complexes, we calculated the degree of coordinated
expression of each of the 3,692 complexes across a range
of 34 tissues as the normalized average Pearson correlation
coefficient of interacting proteins, using data from the GTEx
consortium (Ardlie et al., 2015) and the study by Nica et al.
(2013) (see Section Methods for details and Figure 1B). To
evaluate the importance of coordinated expression for islet
relevant complexes, we defined a set of 76 benchmarking islet
complexes, each constituted by 10% of genes known to be
of major importance for islet function and identity (Pasquali
et al., 2014; Figure 1C). These benchmarking complexes had
significantly higher coordinated expression in either islets, beta-
cells, or non-beta islet cells compared to the background
distribution of all other complexes (MWU, P = 9.6 × 10−4,
Supplementary Figure 1). These results suggest that coordinated
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FIGURE 1 | Overview of the methodology employed. We first generated an integration scaffold of islet protein complexes in healthy tissue (A) and defined a

subset of complexes with coordinated expression in islets (B) that were further benchmarked (C,D). We then identified the subset of islet complexes with potential

dysregulation in the T2D state by functional convergence of 13 islet diabetic phenotype gene sets (E), followed by functional annotation and validation (F–H). For

comparison, direct convergence of the islet diabetic phenotype gene sets was evaluated (E).

islet gene expression of protein complex members can indicate
an important role in islet biology. We therefore defined a subset
of 1,007 islet-coordinated complexes where at least one of the
islet tissue components (whole islets, beta, or non-beta cells) was
among the three highest ranked across the 34 tissues tested (see
Section Methods). Moreover, the 1,007 complexes were enriched
(MWU, P = 2.8 × 10−4) for genes residing in islet regulatory
regions defined as having islet-selective open chromatin in the

transcription start site or gene-body (Supplementary Table 2;
Figure 1D).

While these 1,007 complexes are of special interest in the
context of islet function, previous work related to the cell
cycle (de Lichtenberg et al., 2005) has illustrated that protein
complexes can be functional even though not fully coordinated
due to sophisticated, temporal regulation. We therefore included
all 3,692 complexes in the further analyses on T2D dysregulation.
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Limited Direct Overlap of Islet Diabetes
Gene Sets
Having a catalog of 3,692 islet relevant protein complexes we
next turned to investigate which of those were most likely to
be implicated in T2D (Figure 1E). The underlying hypothesis
is that complexes exhibiting pronounced convergence of genes
originating from different evidence sources related to diabetes are
likely to play a role in the disease.

We thus compiled 13 sets of genes associated with T2D,
monogenic forms of diabetes and related metabolic phenotypes

(Table 1), hereafter termed islet diabetic phenotype gene sets.
Despite all gene sets being related to diabetes, they generally

showed surprisingly little direct overlap, although many pairwise

overlaps were still larger than expected by chance (Figure 2).
The largest overlaps, ranging from 11 to 55% relative to the size

of the shortest list, were observed between gene sets based on

genetic variation (Monogenic, OMIM, T2D GWAS/rare variant,
Glycemic GWAS/rare variant, and Glycemic gene-based), which
is to some extent expected as many genes causing monogenic
forms of diabetes also harbor variants associated with T2D and

TABLE 1 | Description of the thirteen islet diabetic phenotype gene sets and the four islet biology related gene sets.

Name Description References # Genes

(# genes in network)

ISLET DIABETIC PHENOTYPE GENE SETS

GWAS LOCI AND RARE VARIANT GENES

T2D GWAS/rare

variant

Genes in the vicinity of T2D GWAS SNPs, using a boundary of

110 kb upstream and 40 kb downstream of each gene, as well as

genes harboring rare variants associated with T2D.

Morris et al., 2012; Albrechtsen et al., 2013; Flannick

et al., 2014; Mahajan et al., 2014; Steinthorsdottir

et al., 2014; Wessel et al., 2015

235 (162)

Glycemic GWAS/

rare variant

Genes in the vicinity of GWAS SNPs (FG, BMI-adjusted FG, 2 h Glu,

BMI-adjusted 2 h Glu, insulinogenic index, disposition index,

proinsulin), using a boundary of 110 kb upstream and 40 kb

downstream of each gene, as well as genes harboring rare variants

associated with FG, proinsulin, or insulinogenic index.

Strawbridge et al., 2011; Scott et al., 2012; Huyghe

et al., 2013

135 (107)

GWAS GENES (GENE-BASED TEST)

Glycemic

gene-based

Genes associated with FG, 2 h Glu, or proinsulin using a gene-based

analysis.

Scott et al., 2012; Huyghe et al., 2013 146 (130)

OMIM T2D GENES

OMIM Genes associated with “Diabetes mellitus, noninsulin-dependent;

NIDDM” in the OMIM database (accession #125853)

26 (24)

MONOGENIC DIABETES GENES

Monogenic MODY and other monogenic diabetes genes. McCarthy, 2010; Scott et al., 2012 28 (28)

ISLET eQTL GENES For 47 T2D SNPs (CIS AND TRANS)

T2D eQTL Five cis and 176 trans eQTLs in islets, based on 47 SNPs associated

with T2D.

Taneera et al., 2012 163 (129)

GENES DIFFERENTIALLY METHYLATED IN ISLETS (T2D vs. CTRL)

T2D methylation (A) Genes in differentially methylated regions that are also differentially

expressed.

Dayeh et al., 2014 113 (88)

T2D methylation (B) Genes in differentially methylated regions. Volkmar et al., 2012 221 (169)

GENES CO-EXPRESSED WITH 2+ T2D GENES

Co-expression Genes that are co-expressed in islets with 2 or more of 48 T2D genes. Taneera et al., 2012 231 (197)

GENES DIFFERENTIALLY EXPRESSED IN ISLETS (T2D OR HYPERGLYCEMIC vs. CTRL)

Hyperglycemia

expression

Differentially expressed genes in islets, in hyperglycemic vs.

normoglycemic individuals.

Taneera et al., 2012 121 (109)

T2D expression (A) Differentially expressed genes in islets, in T2D patients vs. controls. Taneera et al., 2012 106 (90)

T2D expression (B) Differentially expressed genes in islets, in T2D patients vs. controls. Dominguez et al., 2011 174 (150)

T2D expression (C) Differentially expressed genes in beta-cells, in T2D patients vs.

controls.

Marselli et al., 2010 281 (237)

ISLET BIOLOGY GENE SETS

Islet specific Top 30 islet specific genes. Morán et al., 2012 33 (28)

Open chromatin Genes with islet-selective (compared to five non-islet cell lines) open

chromatin in the transcription start sites or gene-body.

Gaulton et al., 2010 319 (226)

Open chromatin

clusters

Genes overlapping clusters of islet-selective open chromatin sites. Gaulton et al., 2010 1,512 (1,340)

Islet biology Sixty-seven genes curated as important for islet cell identity and

function, Supplementary Table 2.

Pasquali et al., 2014 67 (57)

2 h Glu, 2 hour glucose; BMI, body mass index; FG, fasting glucose; T2D, type 2 diabetes.
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FIGURE 2 | Direct overlap of the thirteen islet diabetic phenotype gene sets. (A) Overlap in terms of gene counts. (B) Overlap in terms of percent overlap

relative to the size of the shortest gene sets. (C) BH-adjusted P-values for testing significance of overlap (hypergeometric test using all 22,766 genes as background),

stars are as follows: ***P ≤ 0.001, **P ≤ 0.01, *P ≤ 0.05.
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glycemic traits (Bonnefond and Froguel, 2015). Twenty genes
were found to be part of four or more of the 13 gene sets
(Supplementary Table 3), many of which are well-known T2D
susceptibility genes while others are less well-established in the
context of diabetes, some of those examples are highlighted in
Box 1.

Complexes Showing Functional Overlap of
Islet Diabetes Gene Sets
We next investigated if the 13 islet diabetic phenotype gene
sets functionally converged on any of the 3,692 islet protein
complexes, by calculating the combined enrichment for the 13
gene sets for each complex (Figure 1E). We found that the 1,007
complexes with coordinated expression in islets were enriched for
small P-values (MWU, P = 1.66 × 10−5) and we furthermore
observed significant convergence of the islet diabetic phenotype
gene sets in 24 complexes (9 coordinated, 15 un-coordinated)
after adjusting for multiple hypothesis testing (BH adjusted P
< 0.05; Supplementary Table 4, Data Sheet 1). All of these 24
complexes contained one or more gene supported by genetic
evidence (GWAS, rare variants or monogenic forms of diabetes),
suggesting that the majority are likely to play a causal role in the
development of T2D (Supplementary Table 4).

The 24 complexes were additionally enriched for genes in all
four islet biology gene sets (Supplementary Table 2; Figure 1F),
suggesting an important role in pancreatic islets. The complexes
largely showed limited gene-overlap (Supplementary Figure 2),
which indicates that they span different parts of the islet
interactome.

We next investigated the biological functions of the 24
diabetic phenotype associated complexes (Figure 1G), and found
that the complexes segregate into functional distinctive groups
based on their pathway enrichment patterns (Figure 3). A
number of these groups were characterized by molecular
processes well-known to be dysregulated in diabetic islets—
such as potassium channels, glucokinase, incretin signaling,
and Wnt signaling—while others were enriched for processes

less established in the islet pathogenesis of T2D, such as
insulin-, interleukin-, and ephrin-signaling, cell and adherens
junctions and neurotransmitter release. Interestingly, seven of
the 24 complexes contained one or more target of FDA-
approved drugs, many of which are not anti-diabetic agents (Data
Sheet 1).

Leveraging the Complexes to Propose
Novel T2D Genes
The 294 genes constituting the 24 complexes are all interesting
in the context of diabetes (Supplementary Table 5). Obviously,
many of them already have an established role in T2D. By
contrast, the subset of 217 genes that were not part of any of
the 13 islet diabetic phenotype gene sets comprise an interesting
set for further prioritization. In particular, we identified six genes
(MAP2K4, PDLIM5, PPP2R5E, SNX13, GNAS, and FRS2) of high
interest as novel T2D associated genes, as they all have additional
support for being of relevance for islet biology or function from
the islet biology gene sets and furthermore SNPs in the vicinity of
these genes are associated with T2D or glycemic traits with P < 1
× 10−4 (Table 2).

Interestingly, after our analysis was completed, a targeted
study of variants in the PDLIM5 gene reported an association
with T2D (rs11097432, P = 1.07 × 10−3; Owusu et al., 2017).
Additional support for the prioritized genes emerges from the
recent wave of single-cell transcriptomics studies of human islets
that were published after our analysis was finished (Segerstolpe
et al., 2016;Wang et al., 2016; Xin et al., 2016; Lawlor et al., 2017).
Remarkably, GNAS is among the 11 genes showing consistent
differentially expression in diabetic cell types (compared to non-
diabetic) with same direction of effect in beta-cells (higher in
T2D) in the first three studies and, furthermore, one (of 41
genes) found by both Lawlor et al. and Segerstolpe et al. with
same direction of effect in alpha-cells (lower in T2D; Lawlor
et al., 2017). In addition, Xin et al. (2016), reports GNAS to
be abundant in all four major islet endocrine cell types (alpha,
beta, delta, PP) in both non-diabetic and T2D donors (but not

BOX 1 | T2D CANDIDATE GENES PRIORITISED BY DIRECT CONVERGENCE.

The following genes were supported by four or more of the thirteen islet diabetic phenotype evidence sources, many across different levels of molecular regulation,

but have not been strongly established in the context of T2D.

The alanyl (membrane) aminopeptidase (ANPEP) gene resides in a locus on chromosome 15 containing variants associated with T2D in South Asian individuals

(Kooner et al., 2011) and its expression levels are furthermore associated with the T2D associated SNP rs560887 (G6PC2 locus on chromosome 2), thus, representing

a trans-eQTL (Taneera et al., 2012). In addition, the ANPEP gene promoter is located in a region that is hypomethylated in T2D islets (Volkmar et al., 2012), and

finally the gene itself is differentially expressed in T2D beta-cells (Marselli et al., 2010). Collectively, these heterogeneous data types indicate together a plausible role

of ANPEP in the pathogenesis of T2D in pancreatic islets. Supporting our observation, this gene has been proposed as the causal gene in this GWAS locus through

a study of allelic expression profiling (Locke et al., 2015). A variant in this gene is associated with the levels of a peptide derived from the C3 complement protein that

plays a role in the innate immune system (Shin et al., 2014).

Hydroxyacyl-CoA dehydrogenase (HADH) was differentially expressed in islets in three independent data sets comparing T2D patients and controls, as well as

being co-expressed in islets with two or more T2D candidate genes. Mutations in HADH are known to cause familial hyperinsulinism (Glaser, 2013), which motivated

a targeted study of common variants in the gene that however did not find any association with T2D (van Hove et al., 2006). Yet, our observations suggest that the

expression of the gene is affected in pancreatic islets in T2D and that it may play a role in the disease.

The islet expression of Family with sequence similarity 105, member A (FAM105A) and PDZ and LIM domain 4 (PDLIM4) was associated with both T2D

(Marselli et al., 2010; Taneera et al., 2012) and hyperglycemia (Taneera et al., 2012). FAM105A was furthermore coexpressed with the T2D genes SLC30A8, G6PC2

and KCNJ11 (Taneera et al., 2012) while PDLIM4 resides in a region of the genome that was differentially methylated in islets when comparing T2D patients and

controls (Dayeh et al., 2014). A variant upstream of PDLIM4 (rs7727038) shows a nominal association (P= 5.2× 10−5) with fasting glucose in the MAGIC consortium

(Dupuis et al., 2010). Both of these genes encode for proteins with relatively unknown functions.
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FIGURE 3 | The 24 complexes with potential T2D dysregulation are enriched for diverse and relevant functions. Subset of Consensus PathDB-pathways,

for which at least one protein complex is enriched with BH-adjusted P < 0.001. The pathways and complexes are clustered with Ward’s hierarchical clustering using

an asymmetric binary similarity measure.
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TABLE 2 | Plausible novel T2D genes prioritized from the complexes with potential T2D dysregulation.

Gene symbol Gene name # Islet diabetic # Islet biology Minimum P-value Corresponding

phenotype gene sets gene sets for associated SNPs GWAS trait

MAP2K4 Mitogen-activated

protein kinase kinase 4

0 1 7.83 × 10−6 (rs929441) AUCIns/AUCGluc

PDLIM5 PDZ and LIM domain 5 0 1 9.87 × 10−5 (rs17021900) Fasting glucose

PPP2R5E Protein phosphatase 2,

regulatory subunit B,

epsilon isoform

0 1 7.05 × 10−5 (rs10151995) Fasting glucose

SNX13 Sorting nexin 13 0 1 4.02 × 10−6 (rs2723517) HbA1c

GNAS GNAS complex locus 0 1 4.73 × 10−5 (rs6026565) Fasting glucose, Manning

FRS2 Fibroblast growth factor

receptor substrate 2

0 1 9.76 × 10−6 (rs12425398) Fasting glucose, Manning

Genes are prioritized if they, besides being part of a protein complex showing potential T2D dysregulation, are part of at least one of the four islet biology gene sets and harbor at least

one SNP with P < 1× 10−4 in one or more of the 19 GWAS described in Supplementary Table 6. Only the best SNP P-value and corresponding GWAS trait are shown. To focus on

novel T2D genes, genes in any of the 13 islet diabetic phenotype gene sets are excluded.

significantly differentially expressed). SNX13 also exhibits cell
type specific differential expression in T2D, being lower in delta
cells of diabetic donors (fold change = −13.02, FDR = 4.93 ×

10−2; Xin et al., 2016). Whole islet gene expression (profiled
with microarrays and RNA-seq) is further nominally associated
with lower HbA1c levels for both GNAS (P = 2.14 × 10−3,
FDR = 4.30 × 10−2) and SNX13 (P = 1.61 × 10−2, FDR =

1.02 × 10−1; Fadista et al., 2014). In mice, disruption of the G
protein α-subunit (one of theGNAS gene products)maternal (but
not paternal) allele leads to severe obesity, hypertriglyceridemia,
impaired glucose tolerance and insulin resistance (Xie et al.,
2008). Together, these observations add support for the genes
being important for shaping the diabetic phenotype in one or
more islet cell types.

Both MAP2K4 and GNAS are known to be involved in
pancreatic cancer [Cancer Gene Census (Forbes et al., 2017) and
Intogen (Gonzalez-Perez et al., 2013) databases]. The MAP2K4
gene encodes the mitogen-activated kinase kinase (MKK)4,
which constitutes a part of the apoptotic-effect mediating
MEKK1-MKK4-JNK pathway (Xia et al., 1995) and is inhibited
in pancreatic beta-cells by the glucagon-like peptide-1 analog
exending-4, resulting in protection from palmitate-induced
apoptosis (Natalicchio et al., 2013). MAP2K4 is furthermore
a proposed tumor suppressor gene and is significantly under-
expressed inmetastatic compared to benign pancreatic endocrine
tumors (or islet cell tumors; Couvelard et al., 2006). These
results point to an important role of MAP2K4 in the survival of
pancreatic islet cells, which is a process central to the etiology
of both diabetes and pancreatic carcinomas. Further studies
of the potential dual role of MAP2K4 and GNAS might help
elucidating the molecular basis for the complex bidirectional
relationship observed between diabetes and pancreatic cancer (Li,
2012).

Verification of Potential T2D Dysregulation
of Complexes Using GWAS Data
As the 24 complexes were enriched for genes associated with
diabetes and glycemic traits (input genes), it is likely that their

disruption gives rise to these phenotypes. Thus, the remaining
(non-input) genes in the complexes have a high likelihood of
also contributing to the same traits. We tested this hypothesis
by investigating the enrichment of GWAS signals for T2D and
glycemic traits from the DIAGRAM andMAGIC consortiums in
each of the 24 complexes (Figure 1H). Using the Meta-Analysis
Gene-set Enrichment of variaNT Associations (MAGENTA)
tool to test the enrichment, we identified 30 significant (P <

0.05) complex-trait combinations, spanning 15 complexes and
13 traits, of which 25 remained significant after excluding any
genes that were used as input in the corresponding gene sets
used for discovery of the complexes (Supplementary Figure 3).
The last definition was applied to avoid any circularity, as
the different GWAS might be the source of the association
leading to the gene being in the islet diabetic phenotype
gene sets that were used to define the 24 complexes with
potential T2D dysregulation. These results indicate that the
non-input genes in the complexes indeed harbor variants that
are associated with the same phenotypes, although not so
strongly that they could be discovered by the GWAS analysis
alone.

We further investigated if the GWAS enrichment within
the complexes was driven by many genes in loci with modest
associations converging in the same functional context or mainly
by one or a few genes with low P-values (minimum P-value
for the SNPs mapping to the respective genes). We therefore
repeated the analysis after excluding all genes with genome-wide
significant P-values (P < 5 × 10−8) in the respective GWAS
and found that the enrichment for 27 out of 30 complex-trait
combinations remained significant (Figure 4, Group 1). This
suggests that the majority of the complexes represent examples
where many small effects collectively perturb their function,
leading to a molecular phenotype that gives rise to disturbed
glucose homeostasis. All of the three complex-trait combinations
that became non-significant (Figure 4, Group 2) contained one
or more gene with a genome-wide significant signal (P < 5 ×

10−8), indicating that these genes were the main driver of the
enrichment.
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FIGURE 4 | Breakdown of significantly enriched complex-trait combinations. (A) The enrichment of GWAS signals for each of the 30 significant complex-trait

combinations when including all genes, excluding input genes, and excluding genes with genome-wide significant association in the given GWAS (see Section

Methods for details). The genes in each complex-trait combination are colored based on P-value (i.e., minimum P-value for the SNPs mapping to the respective gene)

partitioned into factor-10 groups; (B) actual count and (C) percentage distribution of gene P-values within a complex in the GWAS for the given glycemic trait. (D)

Example of complexes.

The Nature of the Evidence Sources behind
the Enrichment
The 24 diabetic phenotype associated complexes could further be
characterized by the diversity of supporting data driving their
enrichment, such as the proportion of genes in the complex
supported by multiple gene sets and the total number of gene sets
supporting each complex. More specifically, we observed three
notable trends (Figure 5) where the enrichment of a complex
was mainly driven by (a) genes supported by multiple sources
each, (b) genes supported by one or few sources each and

few in total, and (c) genes supported by one or few sources

each but many in total. A representative example from each

of these three groups of complexes is shown in Figure 5. In
group (A), the complex Complex-2 consisted of many genes

that are associated with multiple diabetic phenotypes each and

are well-established in the context of diabetes, including the
transcription factor NEUROD1, which is required for normal

beta-cell development, and SLC2A2, which encodes GLUT2—
the main glucose sensor in rodent beta-cells (but not human;
McCulloch et al., 2011). Furthermore, the complex contained a
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FIGURE 5 | Highlevel grouping of complexes by nature of evidence driving their enrichment. Schematic visualization (top) and representative examples

(bottom) for the three overall groups. The fourth theoretical category with few sources but a high percentage of genes supported by multiple sources is excluded here,

as we did not observe any good examples. Group A, Complex-2; group B, Complex-14; and group C, Complex-16.

number of genes directly involved in insulin transcription and
secretion, such as the insulin regulating transcription factors
PDX1 and MAFA, PCSK1 and PCSK2, which are known to
localize with insulin in islets, IAPP, which is co-secreted with
insulin and SCG5, which is a marker of insulin secreting tumors.
Interestingly, the LARP6 gene in the complex was included in the
islet diabetic phenotype gene sets because of its proximity to the
fasting proinsulin associated SNP rs1549318 (Strawbridge et al.,
2011). Its presence in the complex suggests that LARP6 may play
an important role in beta-cell function and insulin secretion. In
line with the function of the genes in the complex, the overall
complex was enriched for genetic associations with HOMA-B
based on MAGIC data.

Complex-14 is an example from group (B), where the
enrichment was driven by genes mainly supported by the same
gene set (5/7 genes), namely the “Hyperglycemia expression”
data. The additional supporting gene sets were mainly from gene
expression or methylation sources, while it only contained one
gene (MC4R) supported by genetic evidence that was only weakly
connected to the remainder of the complex. Furthermore, no
enrichment was found for low SNP P-values in MAGIC and
DIAGRAM data. This might as such be an example of a complex
that is rather involved in a response to the diabetic state in the
islets than playing a causal role. This is fitting with it beingmainly
composed of interleukins and toll-like receptors and enriched
for inflammatory response and apoptosis pathways that have
a clear relevance to the beta-cell mass deterioration in T2D
pathogenesis.

Finally, Complex-16 is an example of a complex where
the enrichment was supported by multiple sources, but few
consensus support genes. Such complexes are interesting because

they could not have been revealed using any data type alone, but
constitute a functionally related group of genes that are identified
by multiple types of diabetes-associated evidence. Complex-16
was strongly enriched for brain-derived neurotrophin (BDFN)
signaling. BDFN has indeed been shown to affect the histological
organization of beta and non-beta cells in the pancreatic islets
(Yamanaka et al., 2006). This complex was furthermore enriched
for GWAS signals for fasting glucose levels, fasting insulin levels
and T2D.

DISCUSSION

To harvest the power of data integration, we have brought
together results from genetic studies of islet-relevant
phenotypes and human islet studies spanning different levels of
molecular regulation. We identify 24 protein complexes with
strong supporting evidence for being implicated in diabetes
pathogenesis in pancreatic islets and show how they are enriched
for multiple modest effects of genetic variants associated with
glycemic traits. Furthermore, we specifically prioritize ten
candidate genes for T2D, of which six are novel, based on the
investigation of either direct or functional convergence of the
evidence sources. Additionally, we compose a set of 3,692 islet
protein complexes that can serve as an integration scaffold for
future studies.

By comparing the direct overlap between the heterogeneous
islet diabetes-related gene sets we identified genes such asANPEP
and HADH that are currently not well-established as diabetes
susceptibility genes but had consensus support across evidence
sources. These observations highlight that such a straightforward
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data integration approach is able to pinpoint potentially new
disease genes. Apart from these few, but interesting, examples of
genes that were part of multiple gene sets, the generally limited
direct overlap between the gene sets emphasizes the necessity
of integrative systems biology approaches focusing on functional
entities rather than single genes for further understanding of the
dysregulation and dysfunctioning occurring in diabetic islets.

Previous work on congenital heart disease (Lage et al.,
2012) has shown similar results, where a limited overlap was
observed between genes identified in different types of genetic
studies whereas they converged significantly in protein networks
related to heart development. Here we extended this approach
to T2D, where we found the prioritized complexes to mainly
be involved in signaling cascades, immune functions, apoptosis
and cell-cell communication in addition to the expected insulin
secretion pathway. We thus show that these particular molecular
mechanisms are consistently supported by complementary types
of molecular data from human islets to form a major component
of the T2D etiology. These results reduce the many previously
observed pathways related to T2D pathogenesis in human and
animal islets from single omics studies to a set of highly credible
pathways.

A previous systems genetics study of the T2D state in human
islets (Taneera et al., 2012) identified a set of 20 genes that
collectively explained a significant portion of HbA1c variation.
Here we add to those results by combining multiple independent
data sets to identify nine additional T2D candidate genes that
likely play a role in pancreatic islets. Furthermore, we prioritized
specific protein complexes and their associated pathways that
provide biological insight into T2D pathogenesis.

The majority of the 24 protein complexes found in this study
were enriched formodest GWAS signals, suggesting thatmultiple
small effects collectively perturb the complexes and give rise to
variation in glycemic phenotypes. We thus provide insight into
the mechanisms by which common genetic variation translates
into a disease phenotype, which supports that the multifactorial
genetic architecture of complex traits is constituted by a large
number of variants disrupting cellular networks (Schadt, 2009).

An advantage to investigating functional convergence on
protein complexes is that not all genes in the complex
need to have prior diabetes-related evidence for the complex
to be significant. Consequently, this approach concurrently
prioritizes genes without prior diabetes-related evidence, but
whose products interact with other diabetes relevant proteins
in the islet, such as the six T2D candidate genes highlighted
in Table 2. Furthermore, complexes containing both genes from
GWAS loci and genes supported by other evidence sources,
provide support for the GWAS gene mediating the signal in that
locus, such as LARP6 in the complex Complex-2 that resides in a
proinsulin associated GWAS locus. Lastly, the complexes provide
a functional context for the disease genes. Many genes naturally
participate in several functions, reflected by the overlap of many
of the complexes. For such multifunctional genes, the approach
outlined here prioritizes the subset of disease relevant complexes
and thus the disease relevant functions.

A major goal for T2D and other common diseases is
to identify causal pathways and network modules underlying

disease pathogenesis to enable precise risk prediction and
development of new therapeutic strategies (McCarthy, 2015).
Furthermore, such pathways and network modules need to be
identified in a tissue-specific context (Gross and Ideker, 2015).
Here we provide causal network modules for T2D in the form
of tissue-specific protein complexes that provide more biological
insight into the disease pathogenesis than disease genes in
isolation and furthermore form a basis for integrating person-
specific genetic, transcriptomic, or proteomic profiles in a clinical
setting. Dissecting these complexes can moreover reveal new
drug-targets, such as genes interacting with targets of currently
used anti-diabetic medications, genes supported by multiple
evidence sources or their more druggable interaction partners.
Furthermore, complexes that contain targets of FDA-approved
drugs may highlight opportunities for drug repurposing in the
search for new diabetes treatments.

METHODS

Construction of a Pancreatic Islet-Specific
Protein Interaction Network
Previous tissue-specific protein interaction networks mainly
fall into three categories: node-removal, where interactions
between proteins absent in the given tissue are excluded (Bossi
and Lehner, 2009; Barshir et al., 2013; Basha et al., 2015),
edge-reweight, where interactions between absent proteins are
down-weighted (Magger et al., 2012), and data-driven Bayesian
methodologies (Guan et al., 2012; Basha et al., 2015; Greene
et al., 2015). Here we created both an edge-reweighted as well
as a node-removal islet-specific protein interaction network, to
accommodate downstream network analysis approaches that did
or did not consider edge-weights, respectively.

The islet-specific protein interaction networks were
constructed by pruning high confidence protein interaction from
an updated version (2014) of the InWeb database (Lage et al.,
2007; 14,536 proteins with 337,951 high-confidence interactions)
using the data sets described in Supplementary Table 7. More
specifically, for the node-removal protein interaction network,
genes not passing the specified cutoffs in all of the data sets were
considered less likely to be expressed in pancreatic islets and thus
removed from the pruned islet network. For the edge-reweighted
protein interaction network, lowly expressed genes were not
removed but instead the confidence score of their interactions
were down-weighted using the approach proposed by Magger
et al. (2012):

w′
ij = wij

∗ rwn

where wij is the original edge weight between protein i and j, n
is the number of lowly expressed genes in the tissue constituting
the interaction (i.e., {0,1,2}), and rw is the probability that a gene
is expressed in the tissue even though it does not pass the cut-offs
listed below, which was chosen to be 0.1.

If genes were not covered by any of the data sets—or in the
case of the Human Protein Atlas (HPA) data, annotated with
uncertainty—a benefit-of-the-doubt approach was applied where
such genes were considered present.
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Included Data-Sources
Tissue-specific protein expression profiles based on
immunohistochemistry using tissue microarrays were obtained
from the HPA version 13, 11/6-2014, downloaded on 10/3-2015
from www.proteinatlas.org, with Ensembl version 75.37 (Uhlén
et al., 2015). Proteins were categorized as present, absent, or
uncertain based on the reliability and level of their expression
value. Specifically, proteins with supportive expression values
were categorized as absent if they were not detected and
otherwise as present if they had low, medium or high expression
values whereas proteins with uncertain expression values were
categorized as uncertain.

Microarray gene expression data from the GNF Tissue Atlas
(GNF) (GEO: GSE1133) was downloaded from BioGPS (http://
biogps.org/downloads/; Su et al., 2004).

Defining Topology-Based Complexes
within the Network
Many different methods with different objective functions
have been proposed for defining clusters of genes in protein
interaction networks. Here we applied two complementary
approaches; one aiming at identifying tightly connected
genes, and one centered on spoke-hub complexes as often
applied in previous work (Lage et al., 2007; Börnigen et al.,
2013).

Strongly connected components in the edge-weighted islet-
specific network were identified by ClusterONE, a non-
partitioning graph decomposition algorithm (Nepusz et al.,
2012), using a minimum density of 0.2, which is calculated as
the average edge weight within the complex if missing edges are
assumed to have a weight of zero, and a maximum overlap of 0.3
between two complexes before they were merged using themulti-
merge option, and otherwise default parameters. ClusterONE
uses the matching score as default for calculating the overlap
between two complexes, which is defined as the intersection
size squared, divided by the product of the sizes of the two
complexes.

A three-step approach was applied to define spoke-hub-
complexes. First, for each gene in the network a complex was
defined by all its first order interaction partners. Next a topology
filter was applied to prune complexes for interaction partners
that tend to interact with many proteins in an unspecific way,
due to either experimental artifacts or for biological reasons.
In brief, genes were removed from the complex if <5% of
its interaction partners were within the given complex. Lastly,
overlapping clusters were merged using the same approach as
for ClusterONE. Since this approach ignores edge-weights it was
applied to the node-removal version of the islet-specific protein
interaction network.

Finally, overlapping complexes resulting from the two
approaches were merged using the same approach as before.
Complexes with fewer than 6 or more than 50 nodes were
discarded in the downstream analysis, resulting in 3,692
islet complexes. Diameter and average degree, clustering
coefficient and betweenness-centrality were calculated for each
complex using the igraph R-package (Csardi and Nepusz,
2006).

Coordinated Expression of Protein
Complexes
The TissueRanker approach (Börnigen et al., 2013) utilizes the
assumption that a mutation in a hub-spoke complex is likely to
have an affect in tissues where the proteins within the complex
show high degree of coordinated expression and thus, that
the degree of coordinated expression may aid in prioritizing
tissues in which the complex is active and where deregulation
of the complex could be detrimental. Here we extended the
methodology to complexes with more complex topology. In brief
the PCC.meantc for complex c in tissue t is defined as the average
pairwise Pearson correlation coefficient (PCC) of gene expression
(RPKM values) between any two interacting genes within the
complex for the given tissue:

PCCt
xy =

∑Ns
i=1

(

xti − xt
) (

yti − yt
)

√

∑Ns
i=1

(

xti − xt
)2

√

∑Ns
i=1

(

yti − yt
)2

PCC.meantc =

∑Ng

x=1

∑

y∈Ix
PCCt

xy

2 · Ne

where Ns is the number of samples for tissue t, Ng is the number
of genes in protein complex c, Ne is the number of edges in
protein complex c, and Ix is the interaction partners of gene x
excluding any self-loops.

To alleviate any potential bias arising from different numbers
of tissues samples (Börnigen et al., 2013) we further standardized
the PCC.meantc values within a tissue by first converting the
average correlation coefficients to an approximately normal
distribution using Fisher transformation:

ztc =
1

2
ln

1+ PCC.meantc
1− PCC.meantc

CEtc =
ztc − µt

σ t

The resulting z-scores are here referred to as coordinated
expression (CE) and used to compare tissue relevance across
tissues for a given complex.

RPKM values from RNAseq data for 31 tissues from the
Genotype-Tissue Expression (GTEx) project were obtained
through the database of Genotypes and Phenotypes (dbGaP)
(study accession phs000424.v4.p1, version from 17/1-2014;
Mailman et al., 2007). However, since the GTEx data does not
include pancreatic islets, RNAseq data for whole islets, beta cells,
and non-beta cells (from pancreatic islets; Nica et al., 2013) were
combined with the GTEx data.

We defined 1,007 islet complexes with coordinated expression
as the subset of the 3,692 islet complexes where at least one of the
islet tissue components (whole islet, beta, and non-beta cells) was
among the three tissues with highest coordinated expression level
among the 34 included tissues.

Compiling Islet Biology and Islet Diabetic
Phenotype Related Gene Sets
We compiled a set of 13 complementary sets of genes associated
with T2D, monogenic forms of diabetes and related metabolic
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phenotypes (Table 1). These 13 gene sets are collectively referred
to as islet diabetic phenotype gene sets and were chosen because
of their relevance to the islet tissue.

We obtained GWAS SNPs and genes supported by gene-
based tests for T2D (Morris et al., 2012; Mahajan et al., 2014),
fasting glucose (Dupuis et al., 2010; Scott et al., 2012), 2 hour
glucose (2 h glu) during an oral-glucose tolerance test (Dupuis
et al., 2010; Scott et al., 2012), and proinsulin (Strawbridge
et al., 2011). SNPs in GWAS loci were mapped to a gene
if they fell within 110 kb upstream or 40 kb downstream
of its transcription start and stop sites respectively, as these
boundaries have been shown to capture the majority of cis-
eQTLs associations (Veyrieras et al., 2008; Ardlie et al., 2015).
We additionally included all genes that were reported in
eQTL associations for the GWAS SNPs from the respective
publications (Dupuis et al., 2010; Voight et al., 2010; Strawbridge
et al., 2011; Morris et al., 2012; Scott et al., 2012; Mahajan
et al., 2014). We also included genes harboring rare variants
associated with either fasting glucose and T2D (Albrechtsen
et al., 2013; Flannick et al., 2014; Steinthorsdottir et al.,
2014; Wessel et al., 2015) or insulin processing and secretion
(Huyghe et al., 2013). Genes associated with monogenic forms
of diabetes were obtained from a literature review (McCarthy,
2010) and a curated list from a previous study (Morris et al.,
2012).

Genes differentially expressed in islets were obtained
from a study by Taneera et al. (2012). In addition, two other
microarray datasets of beta-cell and islet gene expression,
respectively, were obtained from the Gene Expression Omnibus
database (accession IDs: GSE20966 and GSE25724) and
differential gene expression between T2D patients and non-
diabetic controls evaluated using the “limma” R package as
implemented in the NCBI GEO2R tool. Genes with P <

0.001 were included in the gene sets, except for the dataset
by Dominguez et al. (2011) where a stricter cutoff of P <

0.0001 was applied due to inflated significance values. We
further included additional gene sets defined by the islet
gene expression study from Taneera et al. (2012), namely
genes that showed cis- or trans-eQTL associations with T2D
associated SNPs and genes that were co-expressed with >2
T2D candidate genes. Finally, we included genes that were
differentially methylated in islets in T2D patients compared
to non-diabetic controls (Volkmar et al., 2012) or were both
differentially methylated and differentially expressed (Dayeh
et al., 2014).

We furthermore constructed four gene sets related to islet
function, referred to as islet biology gene sets (Table 1). These
sets included genes with islet-specific expression (Morán et al.,
2012), genes in islet-selective open chromatin regions or genes
overlapping clusters of islet-selective open chromatin sites
(Gaulton et al., 2010) and genes manually curated as islet
important (Pasquali et al., 2014).

Finally, we obtained at list of proteins that are targets of FDA
approved drugs from the druggable human proteome (Uhlén
et al., 2015).

The direct overlap of the gene sets was tested using
a hypergeometric test with all 22,766 human genes as
background.

Functional Convergence Testing
To test the protein complexes for potential dysregulation in T2D,
the degree of functional convergence of diabetes related genes
was assessed. For each complex, the enrichment of each of the
13 islet diabetic phenotype gene sets was first calculated using a
hypergeometric test and the corresponding P-values were next
combined using Fisher’s combined probability test (Pcombined).

The likelihood of observing a similar degree of functional
convergence by chance was estimated for each complex by
randomly sampling 100,000 sets of the same number of genes
from the whole network. An empirical P-value (Pemp) was then
calculated by counting how many of these 100,000 random sets
had a Pcombined ≤ the real case divided by the number of random
sets (n = 100,000). Pemp was adjusted for multiple hypotheses
testing across complexes using a Benjamini–Hochberg correction
and complexes with Pemp.adj < 0.05 were considered significant
and thus showing potential T2D dysregulation. Genes in the gene
sets without any interaction partners were excluded from the test.

Functional Annotation of Protein
Complexes
We downloaded 3,906 biological pathways from
ConsensusPathDB release 30 (Kamburov et al., 2013).
Over-representation analysis of pathways was tested using
a hypergeometric test. In short, all gene sets with at least two
candidate genes were tested. The background was restricted to
the subset of all genes within the protein interaction network
that participate in at least one pathway and similarly, only input
genes that were part of the background were included for testing.

Testing for Enrichment of
Diabetes-Related GWAS Signal
We further investigated whether the complexes with potential
T2D dysregulation were enriched for association with T2D or
glycemic traits in 19 different GWA-studies (Supplementary
Table 6) using the MAGENTA method (Segrè et al., 2010).

The analysis was repeated using three definitions of
complexes: (1) including all genes in the complexes, (2) excluding
genes from the complex that had genome-wide significant P-
values (P < 5 × 10−8) in the respective GWAS, i.e., different
genes are excluded from the complexes when testing enrichment
in the different GWAS studies, and (3) excluding genes that
were used for input in the corresponding gene set. For example,
all fasting glucose associated genes were excluded from the
complexes when testing for enrichment using “Fasting glucose”
and “Fasting glucose, Manning” but not when testing for
enrichment of e.g., “Fasting insulin”.

In the MAGENTA analysis we used the 95th percentile of all
gene P-values as the Pcutoff and SNPs in GWAS loci were mapped
to a gene if they fell within 110 kb upstream or 40 kb downstream
of its transcription start and stop sites, respectively.

Statistical Analysis and Visualization
Statistical analyses were performed in the statistical computing
language R (R Core Team, 2014) and network visualizations were
made in R using the igraph package (Csardi and Nepusz, 2006).
Tissue depictions in figures were adapted from Stumvoll et al.
(2010).
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The severity and prevalence of many diseases are known to differ between the sexes.

Organ specific sex-biased gene expression may underpin these and other sexually

dimorphic traits. To further our understanding of sex differences in transcriptional

regulation, we performedmeta-analyses of sex biased gene expression inmultiple human

tissues. We analyzed 22 publicly available human gene expression microarray data sets

including over 2500 samples from 15 different tissues and 9 different organs. Briefly,

by using an inverse-variance method we determined the effect size difference of gene

expression between males and females. We found the greatest sex differences in gene

expression in the brain, specifically in the anterior cingulate cortex, (1818 genes), followed

by the heart (375 genes), kidney (224 genes), colon (218 genes), and thyroid (163 genes).

More interestingly, we found different parts of the brain with varying numbers and identity

of sex-biased genes, indicating that specific cortical regions may influence sexually

dimorphic traits. The majority of sex-biased genes in other tissues such as the bladder,

liver, lungs, and pancreas were on the sex chromosomes or involved in sex hormone

production. On average in each tissue, 32% of autosomal genes that were expressed

in a sex-biased fashion contained androgen or estrogen hormone response elements.

Interestingly, across all tissues, we found approximately two-thirds of autosomal genes

that were sex-biased were not under direct influence of sex hormones. To our knowledge

this is the largest analysis of sex-biased gene expression in human tissues to date.

We identified many sex-biased genes that were not under the direct influence of sex

chromosome genes or sex hormones. These may provide targets for future development

of sex-specific treatments for diseases.

Keywords: sex-biased gene expression, meta-analysis, microarray, human, organs
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INTRODUCTION

Differences in both disease severity, prevalence, symptoms, and
age of onset vary greatly between males and females (Morrow,
2015). For example, cardiovascular disease is one of the leading
causes of death, affecting up to 55% of females but only 44% of
males in Europe (Möller-Leimkühler, 2007). Sex differences are
also evident in the risk factors for cardiovascular disease, such
as diabetes which increases the risk for cardiovascular disease 2–
3 fold in males but 3–7 fold in females (Eastwood and Doering,
2005). Sex differences have also been identified in the age of onset
of brain diseases such as schizophrenia, where males develop
symptoms between 18 and 25 years of age whereas females
develop symptoms between 25 and 35 years (Ochoa et al., 2012).
Moreover, reported atonic seizures in epilepsy are more frequent
in males compared to females (6.5 vs. 1.7%; Carlson et al., 2014).
These sex differences in diseases may be the result of tissue-
specific differential gene expression between males and females.
In schizophrenia, genes relating to energy metabolism have been
found to have altered expression in the prefrontal cortex of only
males (Qin et al., 2016). Therefore, gene expression may have a
role in orchestrating sex differences in the prevalence of diseases.

Many studies neglect to account for sample sex in the
design and analysis of their experiments (Mogil and Chanda,
2005; Beery and Zucker, 2011). Historically, females have been
excluded from biomedical studies, due to the assumption that
their hormonal cycles are a confounding factor in experimental
manipulations (Zucker and Beery, 2010; Beery and Zucker, 2011).
Despite females and males sharing highly similar genomes, there
are numerous sex-specific traits in phenotype, physiology, and
pathology. Sexually dimorphic traits can be influenced by sex
chromosome genes or sex hormones, but may extend beyond
these influences. Sex differences may arise through alterations
in autosomal gene regulation but the true extent of sex specific
differential gene regulation is not fully known. Understanding
these differences may dictate that future research should consider
sex as a biological confounder (Zucker and Beery, 2010). Sex
differences inmany traits are often small and require large sample
sizes for studies to be sufficiently powered. The substantial
increase in the number of large publicly available genomic data
sets could assist in determining the true extent of sex-biased
gene expression but to date there are no large-scale meta-analyses
investigating this in adult human tissues.

Previous studies have reported sex-biased gene expression in
the human brain (Vawter et al., 2004; Reinius and Jazin, 2009;
Weickert et al., 2009; Kang et al., 2011; Trabzuni et al., 2013),
pancreas (Hall et al., 2014), heart (Fermin et al., 2008), and liver
(Zhang et al., 2011). Most studies identify sex-biased genes as
those located on the sex chromosomes and it is well-known
that these are a source of differentially expressed genes between
the sexes (Carrel and Willard, 2005). In mammalian, female,
somatic cells, one X chromosome is randomly inactivated by a
process referred to as X chromosome inactivation (XCI; Carrel
and Willard, 2005; Yang et al., 2010). In normal human XX
females, up to 15% of genes on the X chromosome escape XCI,
unlike the case inmice where very few escape inactivation (Carrel
and Willard, 2005; Yang et al., 2010). Escape from XCI results

in a number of genes that are expressed more highly in females
compared to males. In addition, autosomal genes have also been
shown to be sex-biased in human tissues including the brain
(Trabzuni et al., 2013), heart (Fermin et al., 2008) and placenta
(Buckberry et al., 2014b). Furthermore, sex differences in the
brain in diseases such as multiple sclerosis (MS) are related to
autosomal genes and are not regulated by sex chromosome genes
(Voskuhl and Palaszynski, 2001; Ebers et al., 2004). These studies
highlight the importance of investigating sex differences outside
the context of reproductive and sex chromosome factors. In order
to characterize the true extent of sex-biased gene expression
in humans, we performed a large meta-analysis of publicly
available microarray data. We limited our analysis to tissue
samples from healthy individuals, reducing the possible effect
that diseases may have on gene expression. Our analysis revealed
consistencies in sex differences that are widespread in a range of
human tissues. Furthermore, we have identified sex-biased genes
that are disease-related, suggesting possible mechanisms for the
associations of sex with an increased risk of certain diseases.

MATERIALS AND METHODS

Data Collection
Data sets were from different microarray platforms and therefore
pre-processing was tailored to each platform. Briefly, data
from Illumina platforms were pre-processed using Beadarray
prior to quantile normalization (Dunning et al., 2007).
Data from Affymetrix platforms were pre-processed and
quantile normalized using the robust multiarray average (RMA)
or GeneChip-RMA (GC-RMA) where appropriate that is
implemented in Simpleaffy (Wilson and Miller, 2005). Batch
effects in data sets were corrected for using the “combat” function
in the SVA package (Leek et al., 2012). Outliers were identified
and removed using ArrayQualityMetrics by analysing MA plots
(Kauffmann et al., 2009).

Sample Sex Identification
To identify sample sex in each data set we used the massiR
Bioconductor package (Buckberry et al., 2014a). This R package
uses unsupervised clustering of probes that target Y chromosome
genes to identify sample sex. In data sets where sample sex was
supplied, we found an agreement in all predicted and supplied
sample sex identification.

Differential Gene Expression Analysis
Probes were re-annotated to Ensembl gene identifiers using
biomaRt (Durinck et al., 2009). In tissues where only one data
set was found to be useable, sex-biased gene expression was
determined using the Empirical Bayes methods within limma
(Ritchie et al., 2015). For tissues that were present in >1 data
set, differential gene expression analysis was performed using the
metaGEM package (https://spiral.imperial.ac.uk/handle/10044/
1/4217) and using the inverse–variance method as previously
described (Ramasamy et al., 2008). For each probe, study specific
effect sizes were calculated, by determining the mean and
standard deviation for each probe which was corrected using
Hedges’ g (accounts for the number of samples in each dataset). Z
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statistics were calculated for each gene identifier which was used
to calculate a nominal p-value to give a corrected p-value (false
discovery rate, FDR).

Androgen and Estrogen Response
Elements
To determine which genes contained androgen response
elements (AREs), we firstly downloaded the coordinates of
AREs from JASPAR (Hu et al., 2010; Mathelier et al., 2014)
and determined the positions within the genome in relation
to genes and genomic locations. This was performed using the
matchGenes function in the bumphunter Bioconductor package
(Jaffe et al., 2012) and UCSC hg19 annotation package (BP)1. For
estrogen response elements (EREs) we used a previous study that
lists genes that are targets of ERα (Jin et al., 2004).

Identifying Enriched Transcription Factors
Transcription factor (TF) binding sites within 10 kb
upstream/downstream of sex-biased genes were analyzed
using oPOSSUM-3 and the JASPAR vertebrate core profiles
(Kwon et al., 2012; Mathelier et al., 2014). We chose 10 kb
upstream/downstream of genes as this was the largest range
the oPOSSUM-3 would allow. Thus, we sought to identify all
possible TF binding sites enriched within sex-biased genes.
For each sex-biased gene in each tissue, the TF binding site
motifs were searched with a conservation cut-off of 0.4, an 85%
threshold for the matrix score and minimum specificity of 8 bits.
The resulting TF analysis was limited to the most enriched TFs
which were defined as those with the highest Fisher’s exact test
and z-score rankings.

Gene Ontology
Gene ontology (GO) analysis was performed using all human
genes in the Database for Annotation, Visualization, and
Integrated Discovery (DAVID) v6.7 (Huang da et al., 2009) and
g:Profiler (Reimand et al., 2016). GO terms were considered
significant if the corrected p-value (FDR) < 0.05.

A more detailed account of the methodology is provided in
File S1.

RESULTS AND DISCUSSION

Overview of Publicly Available Microarray
Data
Using the Gene Expression Omnibus (GEO; Barrett et al.,
2013) and ArrayExpress (Brazma et al., 2003) we identified 22
microarray data sets containing a total of 2502 samples, in 15
different human tissues (Table 1). We excluded pooled samples
and limited our analyses to data sets with >10 samples to allow
better determination of sample sex. To increase the number of
useable data sets we used massiR (Buckberry et al., 2014a) to
identify and to verify the sample sex in all data sets. From the
22 chosen studies, 10 had sample sex metadata and within these
we found concordance with all the predicted and supplied sample

1BP., C. M. a. M., TxDb.Hsapiens.UCSC.hg19.knownGene: Annotation package

for TxDb object(s). R package version 3.2.2.

sex information. Female samples (N = 803) made up 32% of all
samples across all data sets (Table 1).

Sex differences in autosomal gene expression are typically
small so in order to increase statistical robustness, we performed
multiple testing corrections in three different analyses for each
tissue. We determined the adjusted p-value implemented by
Benjamini and Hochberg (1995) for each autosomal gene, where
(1) all the chromosomes were included, (2) the Y chromosome
was excluded, and (3) both the X and Y chromosomes were
excluded in the analysis (Table 2). In general, we observed
a reduction in the number of autosomal genes that were
significantly sex-biased when we removed sex chromosomes
from the analysis. Since most genes located on the sex
chromosomes had the smallest adjusted p-value, their removal
from the analysis slightly increased the adjusted p-value for
all other genes. Here we supply the adjusted p-values for all
three analyses (Tables S1– S3) but discuss only autosomal genes
that were significantly different in all three cases. Furthermore,
the sample size in each tissue was not reflective of the total
number of genes differentially expressed between males and
females (Figure 1). For example, despite the frontal lobe of the
cerebral cortex or frontal cortex (FC) and cerebellum (CB) data
sets containing the greatest number of samples, with 455 and
553 samples, respectively, we detected only a small number of
sex-biased genes compared to other tissues such as the anterior
cingulate cortex (AnCg) and the heart which contained the
greatest number of sex-biased genes with average sample sizes
(Figure 1, Table 2).

Sex-Biased Gene Expression in the Human
Brain
Previous studies have found sex-biased gene expression in the
human brain (Vawter et al., 2004; Reinius and Jazin, 2009;
Weickert et al., 2009; Kang et al., 2011). We identified five data
sets for seven brain regions and our analyses showed that each
region had different numbers of differentially expressed genes
(Tables 1, 2). Our findings were consistent with previous studies
(Reinius and Jazin, 2009; Weickert et al., 2009; Kang et al., 2011),
whereby the most striking differences in gene expression between
the sexes were sex chromosome genes. These comprised most
of the sex-biased genes in the amygdala (65%; AMY) and FC
(78%). However, a large proportion of sex-biased genes were
autosomal in the nucleus accumbens (91%; NC), AnCg (95%),
dorsolateral prefrontal cortex (91%; DLPFC), CB (60%) and the
hippocampus (89%;HC). Of the 1690 autosomal sex-biased genes
in AnCg, 65% were expressed more highly in males (Figure 2A,
Tables S1–S3). Conversely, we observed a greater proportion of
autosomal genes expressed more highly in females in the NC
(75%), DLPFC (68%), and the HC (62%).We also found that each
brain region was unique in its proportion of sex-biased genes,
with as many sex-biased genes in one brain region that were not
sex-biased in another (Figure 2B).

An increase in the expression of heat shock proteins (HSPs)
has been shown to have protective roles in pro-inflammatory
responses (Grundtman et al., 2011). Consistent with a previous
study (Lin et al., 2011), we found genes that encode for HSPs
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TABLE 1 | Gene expression data involving 15 healthy tissues.

Organ/tissue GEO accession Microarray manufacturer Samples in data set Control samples Sample after pre-processing Males Females

Bladder GSE13507 Affymetrix 256 68 68 48 20

Brain GSE45642 Affymetrix 670 670 659 493 166

Brain GSE11512 Affymetrix 80 44 44 29 15

Brain GSE54572 Affymetrix 24 12 12 5 7

Brain GSE36192 Illumina 911 911 911 622 289

Brain GSE44456 Affymetrix 39 39 39 28 11

Colon GSE8671 Affymetrix 62 25 23 15 8

Colon GSE41328 Affymetrix 20 10 10 8 2

Heart GSE55231 Illumina 129 129 118 69 49

Heart GSE26887 Affymetrix 24 24 23 19 4

Heart GSE57338 Affymetrix 313 136 136 97 39

Kidney GSE43974 Illumina 554 118 118 73 45

Kidney GSE50892 Affymetrix 17 17 15 9 6

Liver GSE61276 Illumina 106 50 48 22 26

Liver GSE23649 Illumina 69 69 68 42 26

Liver GSE38941 Affymetrix 27 10 10 4 6

Lung GSE10072 Affymetrix 107 49 46 32 14

Lung GSE18995 Affymetrix 35 35 34 15 19

Lung GSE51024 Affymetrix 96 41 39 34 5

Pancreas GSE15471 Affymetrix 78 36 35 19 16

Thyroid GSE33630 Affymetrix 105 45 35 10 25

Thyroid GSE65144 Affymetrix 25 13 12 7 5

Total 3747 2551 2502 1699 803

Each row corresponds to a data set where only healthy tissue was used within this analysis. The columns report the Microarray manufacturer, total number of samples, and which data

sets supplied sample sex.

TABLE 2 | Total number of sex-biased genes in each tissue.

Organ/tissue No. of sex-biased genes

(All chromosomes)

No. of autosomal sex-biased

genes (Sex chromosomes

included in analysis)

No. of autosomal sex-biased

genes (Sex chromosomes

removed)

No. of autosomal

sex-biased genes (Y

chromosome removed)

Bladder 16 0 0 0

Brain (Nucleus Accumbens) 264 239 216 244

Brain (Amygdala) 17 6 0 0

Brain (Cerebellum) 98 59 45 52

Brain (Anterior Cingulate Cortex) 1818 1726 1690 1728

Brain (Dorsolateral Prefrontal Cortex) 198 180 165 169

Brain (Frontal Cortex) 45 10 27 7

Brain (Hippocampus) 205 183 174 180

Colon 218 199 162 190

Heart 375 348 334 346

Kidney 224 196 194 194

Liver 32 21 16 28

Lung 36 14 2 12

Pancreas 22 0 0 0

Thyroid 163 151 133 135

Each column corresponds to the total number of genes that were differentially expressed between males and females in each analysis.

to have sex-biased expression in the human brain. Our analyses
also identified genes that are involved in pro-inflammatory
responses, such as those encoding interleukins, that are more

highly expressed in females in NC, AnCg, DLPFC, and HC
tissues (Tables S1–S3). By contrast, genes expressed more highly
in males within the brain were related to energy production
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FIGURE 1 | Total number of detectable sex-biased genes relative to the sample size in each tissue. A bubble plot of each tissue where the size of the

bubble is proportional to the sample size of the tissue. Bubbles that are higher on the y-axis are tissues that demonstrate a higher number of detectable sex-biased

genes. Nucleus accumbens (NC); amygdala (AMY); cerebellum (CB); anterior cingulate cortex (AnCg); dorsolateral frontal cortex (DLPFC); frontal cortex (FC);

hippocampus (HC).

and growth, including ATPase’s and insulin-like growth factors
in the HC and NC, respectively, and GAPDH in the AnCg.
We found sex-biased genes in the NC, AnCg, and HC to
be enriched for GO as defined by DAVID v6.7 for terms
relating to cellular functions, the immune response and energy
production (Figures 2C–E, Table S4). We also used g:Profiler
(Reimand et al., 2016) for a comparison of GO terms and
found similar results to what was found by DAVID v6.7. For
example, in the NC, AnCg, and HC we found that the gene
upregulated in females were enriched for those involved in the
immune response (GO:0006955). Whereas, genes upregulated
in males were found to be enriched for GO terms such as
generation of precursor metabolites and energy (GO:0006091).
Overall, varying proportions and types of sex-biased genes were
identified within different locations of the brain, suggesting
that specific cortical regions may influence sexually dimorphic
traits. As mentioned above, the AnCg contained the largest
number of genes differentially expressed between males and
females. The AnCg is one of the most recently evolved parts
of the mammalian brain (Allman et al., 2001) and also has
been shown to regulate behavior and act in a sex-specific
manner (Liu et al., 2012). Furthermore, previous studies have
identified sex differences in mood disorders and the AnCg is
known to have a role in regulating mood (Seney and Sibille,
2014; Yang et al., 2015). In mice, the AnCg has also been
shown to have a critical role in sexual interest of males for
females (Wu et al., 2009) and hence the large number of
genes that were differentially expressed between sexes in the
AnCg may assist in the explanation for sexual dimorphism in
behavior.

Sex biased gene expression in the brain may potentially
contribute to differences in certain neurological diseases between
sexes, such as the previously mentioned epilepsy. Sex differences
in gene expression maymediate these differences in susceptibility
or comprise part of the mechanistic pathways involved in
their pathology. Previously, sex biased gene expression in the
brain has been proposed to underlie the sex differences in
schizophrenia (Trabzuni et al., 2013) which has an incidence of
1.4:1 between males and females (Abel et al., 2010). We found
several genes that have been associated with brain disorders to
be sex-biased within specific locations of the brain. For example
in the AnCg, NOTCH3, a gene associated with hereditary
stroke disorder (Joutel et al., 1996), and ALDH3B1, a gene
associated with schizophrenia (Wang et al., 2009), were more
highly expressed in females than males. On the other hand,
KCNH3, a gene associated with epilepsy (Zhang et al., 2010),
GABRB3, a gene associated with schizophrenia (Huang et al.,
2014), epilepsy (Gurba et al., 2012), and autism (Buxbaum et al.,
2002), SNCA, a gene associated with Parkinson’s disease (Wang
et al., 2015), and RGS4, a gene associated with schizophrenia
(Jönsson et al., 2012), were all expressed more highly in males.
Recently, sex-biased gene expression has also been identified
during developmental stages of the human brain (Shi et al., 2016).
Furthermore, genes associated with schizophrenia have been
found to be upregulated in male brains as opposed to females
across different developmental stages (Shi et al., 2016). This
demonstrates consistency in sex-biased genes within the human
brain across different studies. Taken together, these findings
suggest possible mechanisms by which sex-specific prevalence of
brain disorders may occur.
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FIGURE 2 | Sex differences in autosomal gene expression in the human brain. (A) A volcano plot representing the autosomal genes that were sex-biased in

the AnCg. Pink colored dots represent genes that were significantly expressed more highly in females and blue colored dots represent genes that were expressed

more highly in males. (B) A four-way venn diagram showing the overlap of sex-biased autosomal gene expression in different regions of the human brain. Most genes

that were found to be sex-biased in one region were not sex-biased in another region. The top GO terms that were enriched for sex-biased genes in (C) Nucleus

accumbens (NC), (D) anterior cingulate cortex (AnCg) and (E) hippocampus (HC).

The Heart and Kidney Show Opposite
Trends in Sex Differences in Gene
Expression
Most of the heart gene expression data used in this study are
from individuals with an average age of 47 years and we observed
many sex differences in expression of genes associated with heart
disease. It has been reported in elderly individuals (>75 years),
isolated systolic hypertension can be up to 14% more prevalent
in females than males (Maas and Appelman, 2010). We found
SCN10A, a gene associated with hypertrophic cardiomyopathy
(Iio et al., 2015), and KCNE1, a gene associated with long-QT
syndrome (Splawski et al., 2000), to be expressed more highly in
hearts from females. Interestingly, 62% of the 334 autosomal sex-
biased genes in the heart were expressed more highly in females.
The distribution of sex-biased genes across all chromosomes in
the heart was similar to that in a previous study (Fermin et al.,
2008). However, we report a much smaller number of sex-biased
genes in the heart [375 genes in 277 samples (Table 2, Table S1)
compared to 1800 genes in 102 samples in that study (Fermin
et al., 2008)].

Conversely, compared to the heart, we found an opposite
trend in the kidneys, with 72% of a total of 194 autosomal genes

being expressed more highly in males. We also identified six
genes located on chromosome 1 that were expressed more highly
in females in the heart that were more abundantly expressed
in males in the kidney (Figure 3). These genes are from the
RNA U1 family (RNU1-1, RNU1-2, RNU1-3, RNU1-4, RNVU1-
7, and RNU1-18) that includes genes that regulate transcription,
elongation and pre-mRNA splicing events (O’Reilly et al., 2013;
Guiro and O’Reilly, 2015). It has been suggested that the
expression of these genes is different between tissues to regulate
organ specific alternative splicing events (Guiro and O’Reilly,
2015). Sex differences in alternative splicing have also previously
been detected in the brain, where it has been found to affect 2.5%
of expressed genes (Trabzuni et al., 2013). Apart from RNA U1
family all other sex-biased genes were only found to be expressed
more highly in one sex.

Sex Hormones and Gene Expression
Many of the sex-biased genes we identified encode enzymes that
are known to regulate the production of sex hormones. In the
AnCg, three genes from the sulfotransferase family that regulates
sulfate conjugation in estrogen precursors (Adjei et al., 2003;
SULT2A1, SULT1B1, and SULT1C1) were expressed more highly
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FIGURE 3 | Sex-biased gene expression differences on chromosome 1 in the heart and kidney. Each dot represents a gene, blue dots are genes that were

expressed more highly in males and pink dots are those expressed more highly in females. The ideogram of chromosome 1 was obtained from the (National Centre for

Biotechnology Information, 2016) (NCBI).

in females. In addition, we also found STS [a gene involved
in the production of estrogen precursors (Miki et al., 2002)]
to be expressed more highly in females in the FC and CB, as
well as in the heart and lung. We did not find any major sex
differences in gene expression in the bladder, liver, lung, or
pancreas, apart from genes located on the sex chromosomes and
those that are involved in sex hormone production. This can be
contradictory to that which has been found in mouse studies
where thousands of genes have been found to be sex-biased (Yang
et al., 2006; van Nas et al., 2009). This may reflect an evolutionary
difference between the species. Apart from the brain, we found
the largest number of sex-biased gene expression differences
in the heart, kidney, colon, and thyroid (Table 2). Thyroid
hormones are known to regulate sex hormone-binding globulin
(SHBG) production, which transports androgens and estrogens
through the bloodstream (Selva and Hammond, 2009). In the
thyroid, 133 autosomal genes were sex-biased, 75% of which were
expressed more highly in males. Genes that encode for growth
factors and signaling molecules were highly expressed in the
thyroid ofmales, such asCCL28, a growth factor in hematopoietic
stem cells (Karlsson et al., 2013), CMTM4, a chemokine that
regulates the cell cycle (Plate et al., 2010), and GH1, a gene that
encodes for growth hormone (Vakili et al., 2014). These findings
suggest a functional role for the thyroid in influencing sexually
dimorphic traits such as metabolism, as well as sex differences in

thyroid hormone secretion (Ehrenkranz et al., 2015). There is also
evidence to suggest that thyroid hormones significantly influence
testosterone levels (Meikle, 2004).

To determine if the differentially expressed genes between
sexes were regulated by sex hormones, we quantified the number
of genes that contained either AREs or EREs. For AREs we
downloaded the coordinates of AR binding sites from the
JASPAR database (Hu et al., 2010; Mathelier et al., 2014) and
for EREs we used a list of previously reported ERα targets (Jin
et al., 2004). In total, we identified 3014 different genes that
were expressed more highly in either sex in at least one tissue.
Of the 3014 genes, 875 contained AREs, 239 contained EREs
and 86 contained both. On average 32% of autosomal genes that
were sex biased in tissues contained AREs or EREs. Therefore,
across all tissues analyzed approximately two-thirds of autosomal
genes did not contain either AREs or EREs. Four hundred and
eighty-nine genes contained AREs within gene bodies such as
introns and exons, 216 genes contained AREs upstream and
within the promoters, and 170 genes contained AREs located
downstream of the gene. The precise locations of EREs were
unknown as we were using a list of previously defined ERα

targets. GO enrichment for genes that contained both AREs and
EREs in each individual tissue did not produce any significant
enrichment, most likely due to the lists of genes being too small.
We therefore found it advantageous to combine the list of genes
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across different tissues since the list of genes in each tissue
were too small to produce any significant results. The genes that
contained either or both AREs or EREs and were expressed more
highly in females were enriched for GO terms relating to response
to wounding and inflammatory response. For example, we found
genes related to interleukin signaling and inflammatory processes
to be expressedmore highly in females such as TNFAIP6, IL10RB,
and IFNA2 in the DLPFC, HC, and AnCg, respectively. On the
other hand genes containing either or both AREs or EREs that
were expressed more highly in males were enriched for GO
terms relating to mitochondrion and generation of precursor
metabolites and energy. As alreadymentioned, we found a variety
of ATPase’s to be expressed more highly in males in the AnCg,
NC, DLPFC, CB, thyroid, colon, and kidney such as ATP5G1,
ATP6V1B2, ATP6V0B, ATP6V1C1, and ATP6V1A. These results
indicate that sex chromosome genes and sex hormones are key
regulators of sex-biased gene expression across a range of tissues.
However, our data also suggest a significant number of genes
that have sex-biased expression may potentially be independent
of direct influence by sex chromosomes or sex hormones.

Sex-Biased Epigenetic Modifications
Genes that are involved in the regulation of transcription
and histone modifications also showed sex differences. In
the colon, genes expressed more highly in males included
those that encode for histones (H3F3A, H3F3AP4, H3F3AP6,
and H3F3BP1) and ribosomal proteins (RPS3A, RPS3AP26,
RPS3AP6, RPL13A, RPL4, RPL4P4, RPL13AP5, RPS3AP5,
RPS3AP47, RPL7A, RPL7AP6, RPL23AP74, RPL4P5, RPL3P4,
RPL13AP20, and RPL13AP25). These genes were also expressed
more highly in males in other tissues such as the brain, heart,
and kidney. It is worth mentioning that we also found other
members of the RPL gene family to be more highly expressed
in females in other tissues (Tables S1–S3). We also found sex
bias in some genes that encode for enzymes that regulate histone
modifications. For example, SET, a gene that inhibits nucleosome
and histone H4 acetylation (Krajewski and Vassiliev, 2011) was
expressed more highly in males in the DLPFC, SMYD3, a histone
methyltransferase (Hamamoto et al., 2004), PRMT2, PRMT5,
and PRMT8 [histone arginine methyltransferases (Di Lorenzo
and Bedford, 2011)] were more highly expressed in males in
the AnCg and DLPFC (Tables S1–S3). Together these findings
suggest that sex differences in tissue-specific gene expression
extend from sex hormones and into genes that regulate gene
expression and translation. Furthermore, our findings of sex bias
in genes that encode for histones and histone modifying enzymes
in most tissues suggest the possibility that sex-specific epigenetic
modifications act on transcription that may result in phenotypic
sex differences.

X-Linked Sex-Biased Gene Expression
As expected, a majority of X-linked, sex-biased genes were
expressed more highly in females (Figure 4), with the exception
of those in the AnCg in which 75% were more abundantly
expressed in males. The mechanism by which genes on the
single copy X chromosome in males could be expressed more
highly than in females with two copies is obviously likely to

be associated with XCI but another mechanism is likely to
be active and requires investigation. Although we do report Y
chromosome genes in our analysis (Table 2, Table S1), we do not
consider these genes as differentially expressed between sexes,
since females do not have a Y chromosome. We do, however,
consider the reported Y chromosome genes as detectable in the
analyzed tissues and act as a positive control and these genes
may have potential roles in the male phenotype in these tissues.
Many X-linked genes that were expressed more highly in females
have been previously reported to escape XCI (Cotton et al.,
2015). Not surprisingly, we consistently found XIST and JPX
[genes that orchestrate XCI (Augui et al., 2011; Lee, 2011)] to
be expressed more highly in females and interestingly, many sex-
biased X-linked genes that are known to regulate gene expression
have been defined previously (Bellott et al., 2014). For example,
we found KDM6A (Figure 5), a gene that regulates chromatin
modifications, to be expressed more highly in females in the liver,
lung, DLPFC, NC, AMY, FC, bladder, and CB. In addition, forest
plots (Figure 5) demonstrate consistency between individual
data sets of KDM6A expression showing higher expression in
females across different tissues. Furthermore, we also found
KDM5C to be expressed more highly in females in the lung, FC,
bladder, and CB. Genes that are involved in post-transcriptional
processes and more highly expressed in females in the liver,
thyroid, FC, and CB, include ZRSR2, DDX3X which are involved
in alternative splicing. In addition, we also found translation
regulators EIF1AX and RPS4X, to be expressed more highly in
females in the lung, pancreas, HC, and colon.

Across all tissues, we found a total of 86 different genes on
the X chromosome to be more highly expressed in males in
at least one tissue. Twenty-two of the 86 X chromosome genes
more highly expressed in males have homologous counterparts
on the Y chromosome and are located within pseudoautosomal
region 1 (PAR1; Ross et al., 2005), which may explain the
differences in expression. However, not all X chromosome
genes that were expressed more highly in males were within
PAR1 or had homologous Y chromosome counterparts, such as
SMARCA2, an ATPase and chromatin re-modeler (Takeshima
et al., 2015). These findings suggest that X-linked sex-biased
genes may potentially regulate autosomal gene expression such as
the possible case of SMARCA2, through epigenetic modifications
and post-transcriptional processes.

Enriched Transcription Factors
We next investigated which TFs were enriched in the sex-biased
genes by running a TF binding site (TFBS) enrichment analysis
using oPOSSUM-3 and the JASPAR core motifs (Kwon et al.,
2012; Mathelier et al., 2014). Both the Sry-related HMG box
(SOX) and the Forkhead-box (FOX) family of TFs were enriched
within 10 kb of the transcription start site (TSS) of sex-biased
genes across all tissues (Table S5). The SOX TFs are vital for sex
determination (Huang et al., 2015) and the FOX TFs are essential
for embryonic development and also have roles in regulating the
immune system (Coffer and Burgering, 2004; Jackson et al., 2010;
Lam et al., 2013). Sex chromosome derived TFs such as ZFX and
SRY were also enriched within 10 kb of the TSS. We also found
the androgen receptor (AR) as an enriched TF within the AMY,
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FIGURE 4 | X-linked sex-biased gene expression. The total number of genes located on the X chromosome that were expressed more highly in females (pink)

and males (blue) compared to the opposite sex, respectively.

FIGURE 5 | Forest plots of the standardized mean difference of KDM6A expression showing higher expression in females in the liver (A), lung (B), CB

(C), and DLPFC (D). Each blue box is representative of the study size in each data set and horizontal lines are standard error. The yellow diamond represents the

overall gene summary for KDM6A in each tissue.

CB, FC, bladder, and lung. In addition,HNF1A andHNF1B were
enriched in genes upregulated in both males and females within
all tissues apart from theNC andDLPFC.HNF1A andHNF1B are
homeobox TFs that are required for expression of specific liver

genes (Shih et al., 2001). These findings reveal TFs that may have
important roles in regulating sexually dimorphic gene expression
such as HNF1A and HNF1B, which as mentioned earlier have
only previously been shown to be required for expression of
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specific liver genes (Shih et al., 2001). However, the genes that
encode for the majority of the TFs that were enriched within
sex-biased genes were not themselves differentially expressed
between the sexes. Although in this study, we focus on gene
expression, TFs undergo more processing post-transcription and
therefore their protein abundance within tissues may differ
between sexes.

Sex Differences in Other Tissues
In this study, we have analyzed sex-biased gene expression in
15 human tissues. However, we must acknowledge other studies
that have also analyzed sex-biased gene expression. One of the
largest studies that has analyzed sex-biased gene expression is the
Genotype-Tissue Expression (GTEx) project (Melé et al., 2015).
The GTEx project has used RNA-seq to analyse gene expression
in a variety of different human tissues which would give a broader
comparison of gene expression differences between tissues. In
comparison to GTEx (Melé et al., 2015) we have analyzed sex-
biased gene expression in five of the same human tissues which is
represented as a Venn diagram (Figure S1). We found an overlap
of sex chromosome genes as being sex-biased between this study
and GTEx. However, there were many genes that we found to be
sex-biased that were not in GTEx (Melé et al., 2015). A possible
explanation for the difference between studies is that in GTEx
only samples from175 individuals were used (Melé et al., 2015)
as opposed to over 2500 in this study which provides much
greater statistical power compared to GTEx (Melé et al., 2015).
In addition, GTEx also used RNA-seq and were therefore able
to quantify the expression of genes for which no probes were
available in the microarrays used in this study.

Bias of Male Samples
To prevent any biases in our analyses we have performed
differential gene expression in tissues from all publicly available
data to our knowledge. However, since most studies neglect to
account for samples sex (Mogil and Chanda, 2005; Beery and
Zucker, 2011), we unfortunately had a ratio of 2.1:1 males to
females on average across all tissues analyzed. Therefore, this in
itself may create some biases in our analyses. Across all data sets
(Table 1) the ratio of males to females was skewed toward males
apart from one data set containing thyroid samples (GSE33630),
where the ratio was 2.5 females for every male.

To determine if the ratio of males to females affects the
differential expression analyses we conducted a 10-fold cross
validation of the differential gene expression analyses in the
tissue where the ratio of males to females was the greatest. The
AMY gene expression data had a ratio of 4.5 males to every
female. In this analysis we randomly removed male samples
from the analysis to make the number of each sex the same and
then assessed which genes were differentially expressed between
males and females. We performed this analysis 10 times and
then compared which genes were consistently identified as sex-
biased to our original analysis where we did not sub-set any
male samples. In the analysis with the sex chromosomes included
we found the sex chromosome genes (XIST, RPS4Y1, DDX3Y,
KDM5D, USP9Y, EIF1AY, and TTTY15) consistently classified
as sex-biased in the 10-fold cross validation. However, in the

original analysis we identified four autosomal genes to be sex-
biased and upregulated in females (Table S1). However, these
four autosomal genes were not found to be sex-biased in the 10-
fold cross validation. By performing the 10-fold cross validation,
we removed samples which would have decreased our statistical
power and therefore increased the magnitude of the adjusted p-
value which is what occurred. Therefore, caution should be taken
when interpreting the results of genes that were found to be sex-
biased with an adjusted p-value close to 0.05 and in tissues where
there is a large ratio of males to females. However, this analysis
does provide reassurance that the sex chromosome genes that
were found to be sex-biased in the original analysis were not
greatly affected by the bias in male samples.

STRENGTHS AND LIMITATIONS

While our analyses revealmany sex differences in gene expression
within a variety of tissues, there are several limitations to this
study. Firstly, most tissues (where age was provided) were from
individuals who were post-reproductive age (average age = 47
years) which may not have captured the true extent of sex-biased
gene expression that would otherwise be evident during early
adulthood when sex hormones are at their peak production.
Thus, using data from older individuals limited our ability to
assess sex-biased gene expression in individuals of reproductive
age. We also report a number of genes previously associated
with diseases and disorders that were differentially expressed
between sexes. RNA expression differences do not necessarily
cause phenotypic variation, as there are multiple levels of gene
and protein regulation that can occur post-transcription. Next-
generation sequencing, as opposed to microarrays used in this
study, would allow amore complete assessment of sex-dependent
gene expression differences but there is currently more samples
that have been analyzed using microarrays and therefore more
statistical power can be achieved. Furthermore, on average, 64%
of genes differentially expressed between sexes in each tissue had
a magnitude log2FC < 1. Most genes that were found to be sex-
biased do not have large log2FC apart from genes located on the
sex chromosomes. In addition, most genes that were found to
be sex-biased across all tissues had a magnitude log2FC < 1.5
(Table S7). Therefore, future studies would need to be adequately
powered to replicate our findings. Despite these limitations, to
our knowledge this is the largest analysis of sex differences in gene
expression across a range of human tissues.

Despite the large amount of genomic data that was available
for this study it was unfortunate not to consider clinical and
lifestyle factors such as age, smoking status, sample heterogeneity
and body mass index (BMI) which may potentially have an
effect on gene expression. We were unable to correct for these
potential confounding factors because, as detailed in Table S6,
most studies provide little or no clinical information about the
samples. Furthermore, only 32% of all the samples analyzed in
this study were from females which may potentially create a
bias for genes to be more highly expressed in males. However,
by acknowledging this limitation we draw attention to the bias
toward using only males in biomedical research. We therefore
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urge future research in all fields of biomedical science to use an
equal sex ratio in study design.

CONCLUSIONS

Our analyses have revealed substantial differences in the
transcriptional landscape between sexes across a range of
human organs and tissues and highlight possible mechanisms
by which gene expression may contribute to sexually dimorphic
traits. Improved understanding of these is fundamental to
understanding diseases with different prevalence between the
sexes. Our data show that sex differences in gene expression
vary widely across different tissues. We identified a consistent
trend for genes known to regulate the immune system to
be more highly expressed in females and those involved in
energy production and growth were more highly expressed
in males. These may be the result of different evolutionary
pressures between the sexes. The brain demonstrates the largest
differences in sex-biased gene expression with several sex-biased
genes associated with specific brain disorders, providing insight
into possible mechanisms for the association of sex-specific
prevalence of certain brain disorders.

Our findings also indicate that many sex biased genes
within tissues are independent of sex chromosome genes or
sex hormones. Approximately 32% of autosomal genes in each
tissue contained an ARE or ERE, which suggests there are other
mechanisms that underpin sex differences in gene expression.
One potential mechanism is through epigenetic factors, such
as chromatin modeling which has been suggested to have sex
specific functional roles (Silkaitis and Lemos, 2014).

Finally, our data demonstrate why it is important to consider
sex as a biological confounder in biomedical studies. Future
studies should incorporate sex differences in their analyses
which will help to provide new insights in health and disease.
The sex-biased genes identified in this study provide a basis
for determining the mechanism by which sexual dimorphism
occurs and potential causal pathways for sexually biased disease
susceptibility. More importantly however, they provide potential
targets for novel sex specific treatments.
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Table S1 | Differential gene expression analysis between males and

females in each tissue, including the sex chromosomes. A list of differentially

expressed genes between sexes in each tissue with all the chromosomes

included in the analysis. A fold change > 0 indicates the gene is expressed more

highly in males and a fold change < 0 indicates the gene is expressed more highly

in females.

Table S2 | Differential gene expression analysis results with genes on the

Y chromosome removed from the analysis. A list of sex-biased genes with the

Y chromosome genes removed from the analysis. A fold change > 0 indicates the

gene is expressed more highly in males and a fold change < 0 indicates the gene

is expressed more highly in females.

Table S3 | Differential gene expression analysis results with genes on the

X and Y chromosomes removed from the analysis. A list of sex-biased genes

with the sex chromosome genes removed from the analysis. A fold change > 0

indicates the gene is expressed more highly in males and a fold change < 0

indicates the gene is expressed more highly in females.

Table S4 | Gene ontology results. This table lists all the GO terms that were

found to be enriched within each tissue. Only significant GO terms were found for

the NC, AnCg, and HC.

Table S5 | Transcription factors that were found to contain enriched motifs

with 10 kb of the transcription start site of sex-biased genes in each

tissue. A list of enriched transcription factors of the sex-biased genes in each

tissue.

Table S6 | Clinical and lifestyle factors supplied by each data set. A table

representing which data set supplied sample information such as age, ethnicity,

sex, smoking status, and disease status.

Table S7 | Total number of sex-biased genes at different log2FC cut-offs. A

table listing the total number of genes that were found to be sex-biased in each

tissue at different log2FC cut-offs. This analysis was performed with the sex

chromosomes included.

Figure S1 | Venn diagrams representing the overlap of defined sex-biased

genes between this study and a previous study (Melé et al., 2015). Each

Venn diagram represents an individual tissue and the overlap of genes that were

found to be sex-biased between studies.

File S1 | Detailed methodology. A description of the precise methods used

involved in data collection, data processing, normalization, batch correction, and

differential expression.
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The sequencing of the transcriptomes of single-cells, or single-cell RNA-sequencing,

has now become the dominant technology for the identification of novel cell types

and for the study of stochastic gene expression. In recent years, various tools for

analyzing single-cell RNA-sequencing data have been proposed, many of them with

the purpose of performing differentially expression analysis. In this work, we compare

four different tools for single-cell RNA-sequencing differential expression, together with

two popular methods originally developed for the analysis of bulk RNA-sequencing data,

but largely applied to single-cell data. We discuss results obtained on two real and

one synthetic dataset, along with considerations about the perspectives of single-cell

differential expression analysis. In particular, we explore the methods performance in four

different scenarios, mimicking different unimodal or bimodal distributions of the data, as

characteristic of single-cell transcriptomics. We observed marked differences between

the selectedmethods in terms of precision and recall, the number of detected differentially

expressed genes and the overall performance. Globally, the results obtained in our study

suggest that is difficult to identify a best performing tool and that efforts are needed to

improve the methodologies for single-cell RNA-sequencing data analysis and gain better

accuracy of results.

Keywords: single-cell RNA-seq, differential expression, differential distributions, benchmark, assessment

INTRODUCTION

Single-cell RNA-sequencing (scRNA-seq) has emerged a decade ago as a powerful technology
for identifying and monitoring cells with distinct expression signatures in a population, and for
studying the stochastic nature of gene expression; a task, this latter, possible only at single-cell
level. Compared to bulk RNA-seq, scRNA-seq data are affected by higher noise deriving from both
technical and biological factors. Technical variability mostly originates from the low amount of
available mRNAs that need to be amplified in order to get the quantity suitable for sequencing. This
process may lead to amplification biases or “dropout events,” when the amplification or the capture
are not successful (Kolodziejczyk et al., 2015; Stegle et al., 2015; Bacher and Kendziorski, 2016).
Biological variability, instead, rises mainly from the stochastic nature of transcription (Chubb
et al., 2006; Raj et al., 2006). Moreover, scRNA-seq has revealed multimodality in gene expression
(Shalek et al., 2013) originating from the presence of multiple possible cell states within a cell
population. The high variability of scRNA-seq data, the presence of dropout events that leads to
zero expression measurements, and the multimodality of expression of a number of transcripts,
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create some challenges for the detection of differentially
expressed genes (DEGs), which is one of the main applications
of scRNA-seq and the focus of the present work.

Many single-cell studies make use of methods for differential
expression analysis originally developed for handling bulk RNA-
seq data, e.g., (Brennecke et al., 2015; Tasic et al., 2016;
Wang et al., 2016), which do not explicitly address the above
challenges. A variety of methods has been recently proposed to
analyze differential expression in scRNA-seq data (Bacher and
Kendziorski, 2016). Most of them explicitly model the probability
of dropout events, consider the multimodal nature of scRNA-seq
data, or include a model of transcriptional burst.

Among the most popular scRNA-seq methods, Model-
based Analysis of Single-cell Transcriptomics, MAST (Finak
et al., 2015), explicitly considers the dropouts using a bimodal
distribution with expression strongly different from zero or “non-
detectable,” and proposes a generalized linear model (GLM) to fit
the data. Single-Cell Differential Expression, (SCDE; Kharchenko
et al., 2014), models the counts of each cell as a mixture of
a zero-inflated Negative Binomial distribution and a dropout
component. Last, it uses a Bayesian model to estimate the
posterior probability that a gene is differentially expressed in one
group with respect to another. Monocle (Trapnell et al., 2014) is a
tool originally designed for scRNA-seq data analysis for ordering
cells based on their differentiation stage and extended to identify
genes that are differentially expressed across different conditions.
Data are fitted with a generalized additive model (GAM) and
a Tobit model is used to account for dropout events. Another
recently developed tool, Discrete Distributional Differential
Expression, D3E (Delmans and Hemberg, 2016), fits the bursting
model of transcriptional regulation (Chubb et al., 2006; Raj et al.,
2006) to the data and compares the gene expression distribution
in one group with respect to another giving estimates of burst
size, duty cycle, frequency, and mean of transcription. Single-
cell Differential Distributions, scDD (Korthauer et al., 2016),
is based on a multimodal Bayesian modeling framework for
explicitly modeling the multimodal distributions of single cells
and testing for differentially distributed genes associated with
this multimodality. Bayesian Analysis of Single-Cell Sequencing
Data, BASiCS (Vallejos et al., 2016), estimates the normalization
parameters jointly across all genes by modeling spike-ins and
endogenous genes as two Poisson-Gamma hierarchical models
with shared parameters, and determines gene-specific posterior
probabilities to identify highly variable genes.

Although a number of methods for the detection of DEGs in
scRNA-seq have been developed, their performance on common
benchmarks remains largely unclear. One recent study (Jaakkola
et al., 2016), compared two scRNA-seq tools, MAST (Finak
et al., 2015) and SCDE (Kharchenko et al., 2014), together with
three tools traditionally used for the analysis of bulk RNA-seq
data, Differential Expression analysis for Sequence count data,
DESeq (Anders and Huber, 2010), Linear models for microarray
and RNA-Seq data (Limma; Smyth, 2004), and Reproducibility-
Optimized Test Statistic ROTS (Seyednasrollah et al., 2015),
using three real datasets to assess their performance. In this study,
we extended this comparison to four tools specifically developed
for scRNA-seq data analysis (Table 1), MAST (Finak et al., 2015),

SCDE (Kharchenko et al., 2014), Monocle (Trapnell et al., 2014),
and D3E (Delmans and Hemberg, 2016). Together with these
tools, we also evaluated two of the most popular tools originally
developed for DE analysis of bulk RNA-seq data (Table 1), DESeq
(Anders and Huber, 2010) and edgeR (Robinson et al., 2010).

In addition to real scRNA-seq datasets (Islam et al., 2011;
Grün et al., 2014), we used simulated datasets for our assessment.
Using simulated data gives some advantages over the use
of real data. Namely: (i) it provides a complete knowledge
of positive, i.e., truly differentially expressed, and negative,
i.e., truly not differentially expressed, genes; (ii) it gives the
possibility to run replicated experiments, thus statistically
testing the difference of the assessment scores; (iii) it allows
testing different data scenarios. In this work, we specifically
addressed the multimodality of scRNA-seq data, assessing
methods performance on four different scenarios, as defined in
Korthauer et al. (2016), related to different data distributions of
the two conditions to be compared (Figure 1):

1. Unimodal distributions with different means (DE);
2. Bimodal distribution with different proportions of cells in

the two components and equal component means across
conditions (DP);

3. Unimodal distribution for one condition and bimodal
distribution for the other, with one overlapping component
and with equal component means across conditions (DM);

4. Unimodal distribution for one condition and bimodal
distribution for the other, with different component means
across conditions (DB).

Among the above listed scRNA-seq tools, BASiCS (Vallejos et al.,
2016) and scDD (Korthauer et al., 2016) were not included
in our comparison. BASiCS requires as input a set of spike-
ins expression values, therefore it was not applicable to all the
datasets used in our study. On the other side, scDD requires R
version 3.4, which is a version of R under development and not
stable.

MATERIALS AND METHODS

Real Datasets
To assess the performance of the selected methods we used
the dataset published by Islam et al. (2011) consisting of
48 mouse Embryonic Stem Cells and 44 mouse Embryonic
Fibroblasts analyzed using scRNA-seq, in parallel with a study
by Moliner et al. (2008), conducted using the same cell types
and culturing conditions, and followed by the validation of
microarray expression measurements with qRT-PCR. Similarly
to what was previously done by others (Kharchenko et al.,
2014; Jaakkola et al., 2016), we used the top 1,000 DEGs from
Moliner et al. as “positive control” to test the ability of the
benchmarked tools to detect true positive genes. ScRNA-seq
data, containing raw counts for 22,928 genes (excluded 8 spike-
ins), were retrieved from GEO database with accession number
GSE29087.

We used a second scRNA-seq dataset, published by Grün et al.
(2014), as negative control. This dataset consists of 80 single cells
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TABLE 1 | Tools compared in this study.

Tool Model Programming

language

Operating system Parallel

execution

MAST; Finak et al., 2015 Generalized linear hurdle model R ≥ 3.3 Unix/Linux, Mac OS, Windows Yes

SCDE; Kharchenko et al., 2014 Mixture of a negative binomial distribution

and low-level Poisson distribution

R ≥ 3.0.0 Unix/Linux, Mac OS, Windows Yes

Monocle; Trapnell et al., 2014 Generalized additive model R ≥ 2.10.0 Unix/Linux, Mac OS, Windows Yes

D3E; Delmans and Hemberg, 2016 Transcriptional bursting model Python* Unix/Linux, Mac OS, Windows No

DESeq; Anders and Huber, 2010 Negative binomial distribution R* Unix/Linux, Mac OS, Windows No

edgeR; Robinson et al., 2010 Negative binomial distribution R ≥ 2.15.0 Unix/Linux, Mac OS, Windows No

MAST, SCDE, Monocle, and D3E have been specifically developed for the analysis of scRNA-seq data. DESeq and edgeR have been originally designed for bulk RNA-seq data analysis.

(*) No information available about the version.

FIGURE 1 | Examples of the four classes of differential distributions, as defined in Korthauer et al. (2016), including on top-left the traditional

differential expression (DE), the differential proportions of cells in multimodal distributions (DP) on top-right, the differential modality (DM) on

bottom-left and both differential modality and proportions (DB) on bottom-right.

and 80 pool-and-split (P&S) samples cultured both in serum and

two-inhibitor (2i) media. Briefly, P&S samples were generated

by pooling ∼1 million single cells, splitting them into single-

cell equivalents (∼20 pg) of RNA and then sequencing in the
same way as single cells. Starting from the 80 P&S samples, we

randomly sampled 10 times the 40 samples as control condition

and the other 40 samples as testing condition, thus generating

10 independent datasets. These datasets were used as “negative

control” for differential expression analysis, as no DEGs are

expected in any of these comparisons. The raw counts of scRNA-

seq data, for a total of 12,476 genes (excluded 59 spike-ins), were

retrieved from GEO database with accession number GSE54695.
Data were converted to UMI counts as described in the original

publication (Islam et al., 2011): the total number of sequenced

transcripts was calculated as −K ln
(

1− ko,i�K

)

, where K

denotes the total number of UMIs and ko,i denotes the number
of observed UMIs for gene i.

Simulated Datasets
The simulated datasets were generated using the scripts provided
with scDD package in the recently published study by Korthauer
et al. (2016). More in details, 10,000 genes were simulated
for two conditions with sample size of 100 cells each. 8,000
genes were simulated as not differentially expressed using
the same distribution (unimodal for half of the genes and
bimodal for the remaining) in the two conditions. Specifically,
the unimodal genes were generated from the same Negative
Binomial (NB) distribution, while the bimodal genes were
generated from a two-component NB mixture. The remaining
2,000 genes were simulated as differentially expressed accordingly
to the four types of differential expression, DE, DP, DM,
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and DB, defined in section Introduction consistently with
Korthauer et al. (2016). Five-Hundred DEGs for each group
were generated. The datasets were obtained by running the
script simulateSet.R and using as starting data the synthetic
dataset scDatEx provided by the authors together with the
package. All parameters for simulation were set as defaults and
data were rounded to the nearest integer. The procedure was
repeated 10 times in order to produce 10 independent synthetic
replicates.

Methods for Differential Gene Expression
Analysis
We tested four methods developed for differential expression
analysis of genes between single-cell populations: MAST (version
1.0.5) (Finak et al., 2015), SCDE (version 1.99.1) (Kharchenko
et al., 2014), Monocle (version 2.2.0) (Trapnell et al., 2014), and
D3E (version 1.0) (Delmans and Hemberg, 2016). In addition,
we tested two widely used DE methods originally developed
for bulk RNA-seq data, DESeq (version 1.26.0) (Anders and
Huber, 2010) and edgeR (version 3.12.1) (Robinson et al.,
2010). For all methods, raw data were provided as input and,
except for what specified below, all the tools were run using
the default parameters. Differential expression measures were
retained significant when adjusted p-values were below a False
Discovery Rate (FDR) cut-off of 0.05. Precision and Recall
metrics were calculated as, respectively, the number of true
positives among all positive calls and the number of true positives
among the true number of DEGs.

MAST
MAST employs a generalized linear hurdle model to account
simultaneously for stochastic dropouts and characteristic
bimodal expression distributions in which expression is either
strongly non-zero or non-detectable. The rate of expression
Z, and the level of expression Y, are modeled for each gene g,
indicating whether gene g is expressed in cell i (i.e., zig = 0
if yig = 0 and zig = 1 if yig > 0). A logistic regression model
for the discrete variable Z and a Gaussian linear model for the
continuous variable (Y | Z = 1) are considered:

logit
(

Pr
(

Zig = 1
))

= Xiβ
D
g

Pr
(

Yig = y|Zig = 1
)

= N(Xiβ
C
g , σ

2
g )

where Xi is the design matrix. The fraction of genes that are
expressed and detectable in each cell, called cellular detection
rate (CDR), can be explicitly modeled as a covariate (a column
in the design matrix Xi), allowing a joint estimate of nuisance
and treatment effects. In order to improve the inference for genes
with sparse expression, the model parameters are fitted using an
empirical Bayesian framework. Finally, differential expression is
determined using the likelihood ratio test.

In our assessment, MAST with both the adjustment for
CDR and the omission of this covariate (MASTNotCDR) were
included.

SCDE
SCDE models the read counts computed for each gene using
a mixture of a NB distribution and a Poisson distribution.

The NB distribution models the transcripts that are amplified
and detected, whereas the low-magnitude Poisson distribution
models the unobserved or background-level signal of transcripts
that are not amplified (i.e., dropout events). Although, the
dropout component could be modeled as a constant zero (i.e.,
zero-inflated negative binomial process) the use of a low-
magnitude Poisson process allows accounting for both the
dropouts and some background signals that are typical of
transcriptionally silent genes. A subset of robust genes (i.e., genes
that are detected in multiple cross-cell comparisons) is used
to fit, using an EM algorithm, the parameters of the mixture
models. For the differential expression analysis, the posterior
probability that the gene shows a fold expression difference
between two conditions is computed using a Bayesian approach.
An empirical p-value to test for significance of expression
difference is determined by normalizing to unity the posterior
distributions.

Monocle
Monocle is a tool originally designed for single-cell RNA-seq data
analysis for ordering cells by progress through differentiation
stages (pseudo-time). The tool is able to identify genes that
change significantly over the time and that are differentially
expressed across different cell types or conditions. The mean
expression level of each gene is modeled with a GAM which
relates one or more predictor variables to a response variable as

g (E (Y)) = β0 + f1 (x1) + f2 (x2) + . . . + fm (xm)

where Y is a specific gene expression level, and the xi’s are
predictor variables. The function g is a link function, typically
the log function, while the fi’s are non-parametric functions,
such as cubic splines or some other smoothing functions. The
observable (log-transformed) expression level Y is modeled using
a Tobit model censored below a user defined expression detection
threshold. Monocle’s GAM is thus

E (Y) = s
(

ϕt

(

bx, si
))

+ ε

where ϕt

(

bx, si
)

is the assigned pseudo-time of a cell and s is
a cubic smoothing function with (by default) three degrees of
freedom. The error term ε is normally distributed with a mean
of zero. The tool also supports testing for differential expression
between groups. In these tests, the GAM employs the class labels
as predictor variables, with no smoothing. Finally, the test for
differential expression is performed using an approximate χ2

likelihood ratio test.
Since we are interested only in the comparison of genes

among different conditions, the temporal ordering feature
was not used in our study. When creating newCellDataSet
at the beginning of the analysis we used the parameter
expressionFamily = negbinomial() for each dataset. We were not
able to estimate the data dispersion since the function performing
the parametric fit failed both on simulated and real data and
it was not possible to modify it for a local fit and/or a pooled
estimation of dispersion.
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D3E
D3E consists of two separate modules: a module for comparing
expression profiles using the Cramér-von Mises, the likelihood
ratio test, the Kolmogorov-Smirnov test or the Anderson-Darling
test and a module for fitting the transcriptional bursting model
(Peccoud and Ycart, 1995; Chubb et al., 2006; Raj et al., 2006).
This latter provides biological insight into the mechanisms
underlying the change in expression. Initially, the input read
counts are normalized using the DESeq algorithm procedure
and genes that are not expressed in any of the cells are
removed. Second, the Cramér-von Mises (CvM) test (default),
the Kolmogorov-Smirnov (KS) or the Anderson-Darling test
can be used to detect differential expression. Alternatively, the
transcriptional bursting model is fitted for each gene to the
expression data in both conditions and the change in parameters
between the two conditions is tested using the likelihood ratio
test.

In our study, D3E analyses were performed using both the
Cramér-von Mises test (default option) and the Kolmogorov-
Smirnov test.

DESeq
DESeq assumes that the number of reads in a bulk RNA-seq
sample j that are assigned to gene i can be modeled by a negative
binomial distribution withmean and variance estimated from the
data. For each gene, the expectation value of the observed counts
for gene i in sample j, i.e., the mean µij of the NB distribution,
is modeled as the product of the (unknown) expectation value of
the true concentration of reads and a size factor sj accounting for
the sequencing depth. The variance of the NB distribution σ 2

ij is

modeled as the sum of a shot noise terms (µij) and a raw variance
term:

σ 2
ij = µij + s2j vi,ρ(j)

The raw variance term is proportional to the square of the scaling
factor sj and to the expected true concentration of reads vi,ρ(j).
For each gene, the statistical test is performed defining, for each
gene i, the total read counts for each of the two conditions (e.g.,
KiA and KiB, for conditions A and B) and computing, under the
null hypothesis, the p-value as the probability of the events KiA =

a and KiB = b for any pair of numbers a and b, given that a + b
equals the observed sum of counts.

Since DESeq is able to manage only non-zero data, in the
specific cases of Grün and Islam datasets a pseudo-count of
+1 was added to zero counts. Estimation of dispersion was
performed using the “local” option.

edgeR
Similar to DESeq, edgeR models the computed read counts
using a NB distribution. For each gene, the mean µ of the
NB distribution is the product of the total number of reads
and the (unknown) relative abundance of that gene in the
current experimental condition. The variance σ2 is related to
the mean by σ2 = µ + αµ2, requiring the estimation of
the over-dispersion parameter α. The method estimates the
gene-wise dispersions using a conditional maximum likelihood
procedure, conditioning on the total read count of each gene

(Smyth and Verbyla, 1996) and an empirical Bayes procedure
to shrink the dispersions toward a consensus value. For each
gene, the differential expression test is performed using the GLM
likelihood ratio test (Robinson and Smyth, 2008).

In our tests, edgeR was run estimating the Tagwise dispersion,
using the glmFit function to fit the data and glmLRT to compare
the two conditions.

RESULTS

Results on Simulated Datasets
The number of selected DEGs resulting from the analysis of
simulated data ranged, on average, from 1,021 to 1,741 with
a number of true positives from 1,018 to 1,534 (Table 2). In
general, all the tools underestimated the number of DEGs with an
average of ∼1,378 called DEGs. D3E_CvM detected, on average,
the highest number of DEGs with the highest variability among
the ten different tests.

For each tool, we calculated the precision and recall values as
described in Section Materials andMethods. The precision-recall
(PR) curves of the different methods are shown in Figure 2A.
The values of Area under the Recall Precision Curve (AURPC)
obtained by the tools specifically designed for scRNA-seq data
analysis tends to be high (Figure 2B), with median value equal
to 0.914, 0.903, 0.902, and 0.885 for MAST, SCDE, D3E_KS, and
Monocle, respectively. Bulk methods showed median AURPC
equal to 0.895 and 0.899, for DESeq and edgeR, respectively.

All methods performed similarly in ranking DEGs, with
the exception of Monocle (dark green line), which showed
very low precision values for the first genes selected at
differentially expressed and high variability between the ten
different performed tests. When looking separately at precision
and recall values (Figures 2C,D), MAST, SCDE, and DESeq
reported the highest values for precision (median of, respectively
0.995, 0.998, and 0.994), which were even higher than the chosen
cut-off of 0.95, but the lowest for recall (median of, respectively
0.574, 0.508, and 0.555). Contrarily, bothD3E_CvM andD3E_KS
together with Monocle showed lower values for precision with
median, respectively of 0.866, 0.909, and 0.935, and higher recall
with respect to the other tools (median between 0.70 and 0.80).

TABLE 2 | Mean number of DEGs (± standard deviation) detected by each

of the assessed tools below the FDR cut-off of 0.05.

Tool No. DEGs No. true DEGs

(mean ± sd) (mean ± sd)

MAST 1,153.00 ± 15.19 1,148.10 ± 15.72

MASTNotCDR 1,149.00 ± 15.55 1,144.10 ± 15.72

SCDE 1,021.30 ± 25.64 1,018.10 ± 24.92

Monocle 1,576.70 ± 8.47 1,471.30 ± 17.17

D3E CvM 1,741.00 ± 34.28 1,507.30 ± 7.78

D3E KS 1,700.70 ± 23.22 1,534.40 ± 16.70

DESeq 1,122.60 ± 16.95 1,116.20 ± 17.75

edgeR 1,564.50 ± 15.50 1,471.10 ± 16.75

The third column reports the average number of true DEGs (± standard deviation) among

the total number of detected DEGs.
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FIGURE 2 | Results of the analysis of simulated data. (A) Global PR curve for all tested tools. (B) Boxplots of global AURPC. (C) Boxplots of global Precision.

(D) Boxplots of global Recall.

edgeR resulted in intermediate values of precision (median equal
to 0.941) and recall (median equal to 0.735) with respect to all
other tools.

The significant difference among tools’ performance scores
were assessed by a Kruskal-Wallis test (Kruskal and Wallis,
1952) followed by a paired Wilcoxon rank test (Wilcoxon, 1946).
For AURPCs we obtained a Kruskal-Wallis p-value equal to
1.46e-12, with Wilcoxon p-value always lower than 3.7e-02 for

the comparison of MAST and MASTNotCDR with any other
method. For precision, we obtained a Kruskal-Wallis p-value
equal to 1.22e-12, with Wilcoxon p-value always lower than
3.90e-03 for the comparison of MAST, MASTNotCDR, SCDE,
and DESeq with any other method. For recall, we obtained a
Kruskal-Wallis p-value equal to 1.75e-13 with Wilcoxon p-value
always lower than 0.58e-03 for the comparison of Monocle, D3E
and edgeR with any other method.
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FIGURE 3 | Boxplots of Precision and Recall of simulated data for all tools, reported for the four Differential Distributions classes.

In order to understand the ability to detect DEGs in the
four different scenarios DE, DP, DM, and DB, we evaluated
precision and recall separately on the four classes of DEGs
defined in Section Materials and Methods. In general, all tools
performed better for the DE and the DM classes, which had the
highest precision and recall values with respect to the other two
classes (Figure 3). For the DE class, MAST showed the highest
precision together with SCDE and DESeq; whereas the highest
recall values were observed for Monocle and edgeR. For the DP
class, precision resembled the results obtained for the DE and the
DM classes, but MAST had a drop in recall, which was instead
the highest for D3E. Also in the case of DB class, the trend
for precision was essentially the same of the other classes, but
recall significantly dropped for all methods. Globally, in terms
of precision, MAST and SCDE and DESeq outperformed the
other tools (Kruskal-Wallis p-value always lower than 1e-08 for
the four classes and paired Wilcoxon test p-value always lower

than 2.70e-02 when comparing MAST, SCDE, or DESeq with any
other method). edgeR and Monocle had the highest recall values
for DE, DM, and DB classes (Kruskal-Wallis p-value equal to
7.89e-09, 8.01e-11, and 4.93e-16 followed by a paired Wilcoxon
test p-value always lower than 5.85e-03, 5.82e-03, and 5.88e-
03, for DE, DM, and DB, respectively, when comparing edgeR
and Monocle with any other method), whereas D3E performed
better than other in recall for the DP class (Kruskal-Wallis p-
value equal to 1.32e-13 followed by a pairedWilcoxon test p-value
always lower than 5.88e-03 when comparing D3E with any other
method).

Results on Real Datasets
The analysis of Islam dataset resulted in a number of detected
DEGs ranging from 271 to 8,401, depending on the tool
(Figure 4). D3E with CvM test (hereafter D3E_CvM) and MAST
without CDR covariate (MASTNotCDR) detected the highest
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number of DEGs compared to other tools. The intersection of
DEGs with Moliner’s reference list of the top 1,000 ranking genes
accordingly to qRT-PCR (Figures 4, 5), was higher for D3E_CvM
(707 common genes) and MASTNotCDR (691 common genes),
followed by edgeR (561), and DESeq (459). On the contrary,
MAST, SCDE, and Monocle showed lower intersection. Figure 4
also shows on the top of each red bar, the fraction of genes, within
the reference list, called as significant, and, on the top of each blue
bar, the ratio between the intersection with Moliner’s reference
list and the total number of called DEGs for each tool. This ratio
can be roughly considered a true positive ratio score, although
keeping in mind that, besides the validation by qRT-PCR, the
number and the identity of true DEGs is not known. Notably,
even having the highest intersection with Moliner reference list,
tools as MASTNotCDR and D3E have the lowest values of ratio
due to the high numbers of called DEGs. The number of DEGs
present in the Moliner’s gene list and consistently called by
all the compared tools was only 23 (Figure 5), due to the low
intersection of MAST DEGs with Moliner’s gene list. Indeed,
when considering common genes among all tools but MAST, 214
commonDEGs were obtained. The highest pair-wise intersection
(135 common DEGs) was shown by D3E and MASTNotCDR,
which were the tools with the highest numbers of called DEGs
(Figure 4). It is interesting to report that a small number of DEGs
were called specifically by each tool with null intersection with
other tools (Figure 5).

FIGURE 4 | Results of the analysis of Islam dataset using as benchmark

dataset the list of top 1,000 DEGs of Moliner et al. (2008). Stacked

barplots of detected DEGs are shown for all tools. The coral bar indicates the

intersection with Moliner reference list. On the top of each coral bar is reported

the ratio of detected Moliner genes among the total 1,000 assumed to be true

positives. On the top of each blue bar is reported the ratio between the

intersection with Moliner’s reference list and the total number of called DEGs.

The 10 datasets derived from Grün et al. (2014) sampling the
P&S samples were then used as negative control to additionally
evaluate the performance of the tools, with an expectation of zero
DEGs. In general, all the tools showed good performance, as they
did not detect DEGs in any of the ten P&S datasets, with the
exception of D3E_KS and D3E_CvM that consistently detected,
in each of the 10 tests, 271 and 422 DEGs, respectively.

Running Time
We performed all the analyses on a HPC cluster consisting
of 6 octa-core IBM Power7 processors, 640 Gb of RAM and
running SUSE Linux Enterprise 11. All the analyses were carried
out using R version 3.3.2 and, for D3E, python version 2.7.6.
The LoadLeveler job scheduling system version 4.1 was used
designing a job for each test and assigning 8 cores to the job, when
the tool supported parallel execution, as in case of MAST, SCDE
and Monocle. We also used LoadLeveler to calculate the Run
Time, which is defined as the difference between exiting time and
starting time. Summary statistics are shown in Table 3, in case
of both parallel (8 cores) and serial (1 core) execution. Among
the tested scRNA-seq tools, MAST was the fastest to run (on
average ∼4 min with 8 cores and ∼17 min with 1 core), whereas
Monocle andD3Ewere themost computationally intensive (∼7 h
and ∼4 days with 1 core, respectively). Tools supporting parallel
execution in general achieved a considerable speed up, especially
Monocle. The remaining bulk methods were generally fast, as
they did not include any heavily time-consuming steps.

DISCUSSION

Design of the Study
In this work, we evaluated the performance of six differential
expression analysis methods on two published scRNA-seq
datasets (Islam et al., 2011; Grün et al., 2014) and 10 simulated
scRNA-seq datasets (Korthauer et al., 2016).

The scRNA-seq dataset published by Islam et al. (2011) was
employed for the assessment, using a list of 1,000 top ranking
DEGs obtained from a quantitative experimental validation
through qRT-PCR as positive controls (Grün et al., 2014;
Kharchenko et al., 2014), as previously done by others (Jaakkola
et al., 2016).

Grün et al. scRNA-seq dataset (Grün et al., 2014) was instead
used as “negative control” for differential expression, as it makes
available P&S samples, consisting of pooled RNA from thousands
of mouse Embryonic Stem Cells split into equivalent volumes.
Indeed, no overall changes in gene expression are expected
between any of these samples since the P&S procedure generates
replicates that in principle are not expected to show any biological
variability.

Since real datasets can provide only partial information in
terms of positive and negative controls, we decided to use also
simulated data to assess the different methods’ performance.

Synthetic datasets were generated using the R scripts provided
by Korthauer et al. along with their package scDD (Korthauer
et al., 2016). The simulation was undertaken to allow an unbiased
evaluation of precision and recall of each tool in detecting
differential expression, focusing on both global results and
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FIGURE 5 | Intersection plot of the tools under comparison. The coral-colored histogram located next to the tools’ names, corresponds to the coral bar of

Figure 4, as it reports for each tool the intersection size (i.e., number of DEGs in common) with Moliner’s reference list. The green-colored histogram shows the

intersection of Moliner’s reference list with different combinations of tools. The “dot matrix” below the figure shows these different combinations by indicating with

black dots the tools considered in the intersection and with gray dots the tools that do not contribute to the intersection.

specific gene categories, namely DE for traditional differential
expression, DP for differential proportions of cells in two-
components distributions, DM for differential modality with one
overlapping component and DB for both differential proportions
and differential modality.

Among the six assessed tools, MAST, SCDE, Monocle and
D3E, were recently developed for the analysis of scRNA-seq data;
while the remaining two, DESeq and edgeR, are among the most
popular tools used for the analysis of bulk RNA-seq data, and are
currently applied also for scRNA-seq. Originally, we tested also
DESeq2 (Love et al., 2014); however, since it achieved consistently
lower performance than its previous version both in term of
precision and recall, we decided to use DESeq.

Number of Detected DEGs
Looking globally at our results, the six analyzed tools had very
different behavior in terms of the number of detected DEGs. All
tools were conservative in calling DEGs on simulated datasets, as
the average number of called DEGs was around 70% of the true
number of simulated DEGs and the proportion was consistent
across different methods.

TABLE 3 | Summary statistics of run time for all tools on simulated data.

Tool Run time (parallel) (avg ± sd) Run time (serial) (avg ± sd)

(dd:hh:mm:ss) (dd:hh:mm:ss)

MAST 00:00:03:52 ± 00:00:00:65 00:00:16:57 ± 00:00:03:47

SCDE 00:00:19:25 ± 00:00:02:02 00:01:26:75 ± 00:00:10:08

Monocle 00:01:05:04 ± 00:00:07:08 00:07:04:44 ± 00:00:11:05

D3E_CvM – 04:19:39:46 ± 00:01:39:35

D3E_KS – 04:18:41:22 ± 00:01:13:33

DESeq – 00:00:26:14 ± 00:00:02:12

edgeR – 00:00:03:23 ± 00:00:01:10

We reported mean and standard deviations of ten tests performed.

The results were consistent across tools even when
considering the number of detected DEGs in Grün datasets,
with the exception of D3E. Indeed, all the tools selected 0
genes as differentially expressed, whereas D3E was the only one
consistently detecting, across the 10 P&S datasets, of the same
DEGs and in particular, 271 genes with KS test and 422 with
CvM test.
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On the other hand, when analyzing Islam dataset, the number
of called DEGs was very different (from 271 to 8,401) across the
different tools used, with MASTNotCDR and D3E calling the
highest number of DEGs.

Control of Precision and Recall
We tested the ability of each tool in detecting true DEGs or
experimentally validated DEGs, in terms of precision, both on
simulated and Islam real dataset (Islam et al., 2011). In case of
the real dataset, the results were difficult to interpret given the
fact that we cannot be sure if the 1,000 genes in the Moliner’s
reference list are actually true positives and if there are not any
other DEGs in the dataset (Moliner et al., 2008).

Globally, the estimated percentage of true positive on
simulated data ranged between 0.84 and 0.99, whereas on real
data it ranged between 0.08 (for MASTNotCDR and D3E_CvM)
and 0.22 (for MAST).

Among the assessed tools, SCDE outperformed the other
methods in terms of precision but, consistently, had a drop
in performance in terms of recall, both on real and simulated
datasets. In particular, on simulated data, the average observed
precision was above the 95% required as input, based on
a FDR threshold of 5%, highlighting a good but slightly
conservative control of false positive, with a consequent loss in
recall.

MAST had a contradictory behavior on simulated with respect
to real dataset. As SCDE, on simulated data the precision for
MAST was above the required cut-off while the recall dropped
to lower values with respect to SCDE. In case of the real dataset,
the inclusion of the CDR covariate highly affected the results,
with a lower number of called DEGs with respect to all the other
tools when including it, and a higher number of detections when
excluding this covariate. In both cases, however, the intersection
size with Moliner’s reference gene list (Moliner et al., 2008) was
small.

Monocle showed a good trade-off between precision and recall
on simulated datasets, with average precision, however, slightly
lower than 95% and a number of false positive genes ranked at top
differentially expressed gene positions, which contributed to the
decrease of its average area under the precision-recall curve. On
real datasets, however, the tool was among the best performing
ones in terms of intersection size with Moliner’s reference gene
list (Moliner et al., 2008).

D3Ewas the tool with the poorest control of false positive rates
on simulated datasets, while performing best in terms of recall.
This trend was consistent also when analyzing the real dataset,
as it had the highest recall but the lowest precision, considering
both Moliner’s reference list (Moliner et al., 2008) as benchmark
for true positive calls and P&S negative control datasets D3E
resulted to be the worst performing tool probably because it’s
not designed to account for data multimodality. Anyway, this
tool includes in the computation the fit of the model of the
transcriptional burst, feature that is very interesting but not tested
in this study as the synthetic data did not simulate this feature of
transcription.

Surprisingly, bulk methods worked well with simulated
scRNA-seq data and showed good performance in handling the

multimodal nature of such kind of data. Indeed, both DESeq and
edgeR, reported a good trade-off between precision and recall
both on real and simulated datasets.

It is worth noting that the relative performance of themethods
used both in our study and in Jaakkola et al. (2016) are consistent,
with SCDE outperforming DESeq and MAST, even if Islam
dataset has been processed in a different way in the two studies.

Performance on Data with Different
Modalities
As regards the comparison of methods performance on different
type of data distributions, in general all the tools performed better
on DE and DM than on DB and DP classes. DB class was the
most difficult class for differentially expressed gene identification;
however, it is probably a rare case scenario in real data. MAST,
SCDE, and DESeq were the best tools in terms of precision in
all the four classes, with recall higher than 75% for DE and DM
classes, but lower than 30% for DP and DB classes.

Computational Performance
In terms of computational performance, all tools performed
reasonably well but D3E. Bulk tools had some of the shortest
execution time, as they did not include any heavily time-
consuming single-cell modeling step. Among the assessed
scRNA-seq tools MAST, SCDE and Monocle support parallel
execution, which significantly shorten the computational time
needed to perform the analysis. In particular, Monocle becomes
∼7 times faster using eight cores.

Limitations of the Study and Concluding
Remarks
Globally, considering our test design, none tool emerged as
the best one. Some of the scRNA-seq tools (MAST and SCDE)
performed best in terms of precision but had a drop in
performance in terms of recall. Others (Monocle and D3E)
had an average trade-off between precision and recall but did
not reach the desired cut-offs for any of these measures. All
tools performed well with Grün datasets, regarding the ability
in detecting true negatives, with the exception of D3E, which
reported a number of DEGs. Finally, bulk methods showed
comparable performance with respect to single-cell tools, also in
handling the multimodality of simulated data.

Even if our results are encouraging, they are still preliminary
and there are some limitations of our approach. The analysis
on synthetic datasets is limited to the two-class comparison,
with differential expressed genes belonging to four differential
distributions, but, for example, the dropout component was not
considered in the data simulation. This could partially explain
why the performance of bulk methods does not differ much from
those of single-cell tools, and could be an interesting aspect to
investigate more in depth. Anyway, in the tested real dataset,
where the dropout phenomenon could be somehow present, the
performance of the bulk methods is still comparable to that
of single-cell tools. This could suggest that the modeling of
the dropout component has a minor role in the accuracy of
differential expression analysis.
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Together with the dropout phenomenon, in future works
it would be interesting to consider aspects such as different
preprocessing strategies and normalization techniques, studying
the effects of these steps on the accuracy of single-cell differential
expression analysis.
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The mammalian ovarian follicle is the complex reproductive unit comprising germ
cell, somatic cells (Cumulus and Granulosa cells), and follicular fluid (FF): paracrine
communication among the different cell types through FF ensures the development of
a mature oocyte ready for fertilization. This paper is focused on non-coding RNAs in
ovarian follicles and their predicted role in the pathways involved in oocyte growth and
maturation. We determined the expression profiles of microRNAs in human oocytes and
FF by high-throughput analysis and identified 267 microRNAs in FF and 176 in oocytes.
Most of these were FF microRNAs, while 9 were oocyte specific. By bioinformatic
analysis, independently performed on FF and oocyte microRNAs, we identified the most
significant Biological Processes and the pathways regulated by their validated targets.
We found many pathways shared between the two compartments and some specific
for oocyte microRNAs. Moreover, we found 41 long non-coding RNAs able to interact
with oocyte microRNAs and potentially involved in the regulation of folliculogenesis.
These data are important in basic reproductive research and could also be useful for
clinical applications. In fact, the characterization of non-coding RNAs in ovarian follicles
could improve reproductive disease diagnosis, provide biomarkers of oocyte quality in
Assisted Reproductive Treatment, and allow the development of therapies for infertility
disorders.

Keywords: human oocyte, ovarian follicle, follicular fluid, microRNAs, lncRNAs

INTRODUCTION

Infertility, the inability to conceive and have children, is estimated to affect as many as 186
million people worldwide, and, consequently, represents an important social and medical problem
(Inhorn and Patrizio, 2015). It can be considered a complex disease: first of all it is related to two
different genomes (oocyte and sperm quality represent major determining factors in reproductive
success), depends on endometrium receptivity and is influenced by several environmental
factors (Koot and Macklon, 2013; Hart, 2016). In the same way as cancer, cardiovascular and
neurodegenerative diseases, discovering a contributing factor and characterizing its involvement,
is a difficult undertaking because the effect of any single factor may be obscured or confounded
by other contributing factors (Manolio et al., 2009). To add to this complexity, male or female
gametogenesis, fertilization and implantation, are regulated by different complex biological
pathways and involve many molecules as mRNAs, non-coding RNAs, and proteins. In
female gametogenesis, oocyte competence develops through protracted and complex processes
beginning during embryonic life and ending at the moment that the MII oocyte is ovulated
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(Hutt and Albertini, 2007). During embryonic life, primordial
germ cells (PGCs) migrate to the genital ridge, proliferate by
mitosis transforming into primary oocytes. Primary oocytes enter
in meiosis and become arrested in prophase I at the diplotene
stage (dyctiate). At this time the oocyte is enclosed in a specialized
lineage of ovarian somatic cells, pre-granulosa cells, to form
a primordial follicle (Zuccotti et al., 2011). The primordial
follicle pool, produced during embryonic life, represents the
woman’s ovarian reserve (Reddy et al., 2010). After puberty, some
primary follicles are cyclically recruited and develop through
primary, secondary and antral stages. Inside antral follicles, in
response to hormonal signaling, the oocytes are stimulated to
resume meiosis. Most of the antral follicles undergo apoptosis,
whereas only one, the dominant Graafian follicle, ovulates to
release the mature egg, ready for fertilization (Sun et al., 2009;
Zuccotti et al., 2011). At this stage, the follicles consist of the
germ cell in the metaphase of the second meiotic division (MII
oocytes), in a fluid-filled cavity called the antrum and different
layers of somatic cells, the cumulus cells (CC) surrounding the
oocytes and the granulosa cells (GC) as walls of follicle (Russell
and Robker, 2007; Rodgers and Irving-Rodgers, 2010). Follicle
development and oocyte maturation are strictly associated, in
fact, the proliferation and the differentiation of somatic follicular
cells occur in synchrony with the maturing oocyte, mediated by
a constant exchange of signals between somatic cells and the
germ cell (Russell and Robker, 2007). The cross-talk between
the oocyte and somatic follicular cells occurs by gap-junctions
established between the oocyte and CCs and through the
Follicular Fluid (FF) accumulated inside the antrum (Rodgers
and Irving-Rodgers, 2010). FF consists of a complex mixture of
nucleic acids, proteins, metabolites, and ions, which are secreted
by the oocytes and somatic cells (Revelli et al., 2009). Recently, it
has been demonstrated that in human FF, microRNAs (miRNAs),
carried by extracellular vesicles (EVs) such as microvesicles and
exosomes are present (Santonocito et al., 2014). The discovery
of mechanisms of autocrine and paracrine communication
mediated by miRNAs, inside the ovarian follicle, has revealed that
these non-coding RNAs represent important regulators inside
the pathways involved in folliculogenesis and oocyte maturation
(Santonocito et al., 2014; Di Pietro, 2016). Consequently, their
characterization could improve our knowledge about female
gametogenesis, and could pinpoint new molecules involved
in reproductive disorders allowing the formulation of new
therapeutic approaches.

The aim of this paper was to identify the miRNAs in
the follicular microenvironment and position them within
the different compartments of the ovarian follicle identifying
the pathways regulated by their targets and the long non-
coding RNAs (lncRNAs) possibly involved in oocyte growth and
maturation.

MATERIALS AND METHODS

Ethics Statement
The patients, included in IVF programs, signed an informed
consent (in accordance with the Declaration of Helsinki) to

participate in the research project, which comprised the use of
collected FF and surplus MII oocytes. The study on human MII
oocytes was approved by the Institutional Ethical Committee
Catania 1.

Sample Collection
Human oocytes and FF samples were collected from
healthy women (without any ovarian pathology), ≤38 years
old, undergoing intracytoplasmic sperm injections (ICSI)
(Santonocito et al., 2014). FF of individual follicles was kept
separated until decumulation of the oocytes to collect only the
FF in which nuclear mature oocytes (metaphase II) had been
identified. A total of 12 mature MII oocytes, two oocytes per
woman, showing normal morphology, and 6 pools of FF were
collected from individual follicles of 6 and 15 healthy women
respectively, and used for miRNA expression profile analysis.
The six couples of MII oocytes retrieved were separately placed
in six independent Eppendorf tubes and rinsed in RNase-free
water several times to remove any trace of cell culture medium.
The oocytes were transferred to PCR tubes in 2 µl water and
stored at−80◦C before RNA extraction. Human FF samples were
centrifuged for 20′ at 2,800 rpm at 4◦C to remove follicular cell
residue and any traces of blood; the supernatant was immediately
transferred into a new Eppendorf tube and stored at −80◦C for
further analysis.

RNA Isolation, Reverse Transcription and
miRNA Profiling by Taqman Low Density
Array
For fluids, miRNA isolation was performed by using Qiagen
miRNeasy Mini Kit (Qiagen GmbH), according to the Qiagen
Supplementary Protocol for the purification of small RNAs from
serum and plasma and finally eluted in a 30 µl volume of RNAse-
free water. Oocytes were incubated, after adding water (2 µl),
for 1′ at 100◦C according to previously published protocols with
minor modifications (El Mouatassim et al., 1999; Di Pietro et al.,
2008; Battaglia et al., 2016) in order to release nucleic acids.
Samples (3 µl of total RNA from hFF and human MII oocytes),
were retrotranscribed and preamplified. Amplified products
were loaded onto microfluidic cards of the TaqMan Human
MicroRNA Array A v2.0 (Applied Biosystems). To prepare the
real time PCR reaction mix, 9 µl of undiluted pre-amplification
product was added to 450 µl of 2X TaqMan Universal PCR
Master mix, no AmpErase UNG (Applied Biosystems) and
nuclease free water was added to a final volume of 900 µl.
100 µl of PCR reaction mix was loaded onto 384-well TaqMan
Low Density Human MicroRNA array cards (TLDA). The qRT-
PCR reaction was carried out according to the manufacturer’s
instructions in a 7900HT Fast Real Time PCR System (Applied
Biosystems).

Analysis of miRNA Expression Data
miRNA expression profiles were analyzed using real-time
RQ Manager software v1.2 (Applied Biosystems). For relative
quantification of miRNAs we filtered miRNAs having Ct values
below 37 and detected in all biological replicates. Statistically

Frontiers in Genetics | www.frontiersin.org May 2017 | Volume 8 | Article 5762

http://www.frontiersin.org/Genetics/
http://www.frontiersin.org/
http://www.frontiersin.org/Genetics/archive


fgene-08-00057 May 10, 2017 Time: 15:0 # 3

Battaglia et al. Non-coding RNAs and Reproduction

significant miRNA differences were identified by Significance of
Microarrays Analysis (SAM)1, applying a two-class paired test
among 1Ct of FF and oocytes samples by using a p-value based
on 100 permutations; imputation engine: K-nearest neighbors,
10 neighbors; false discovery rate < 0.15 (Ragusa et al., 2014;
Battaglia et al., 2016; Fendler et al., 2017). miRNA expression
changes were calculated by applying the 2−11CT method and
using the average Ct of each plate as endogenous controls. We
accepted only DE miRNAs common to least two SAM tests
as reliable. Expression data in the Result section are shown as
natural logarithms of relative quantity (RQ) values and the error
was estimated by evaluating the 2−11Ct equation using 11Ct
plus SD and 11Ct minus SD (Livak and Schmittgen, 2001). The
expression data have been deposited in NCBI’s Gene Expression
Omnibus (Edgar et al., 2002) and are accessible through GEO
Series accession number GSE98103.2

miRNA Target Prediction, Go and
Pathway Analysis
In order to gain insights into biological processes (BP) regulated
by FF and oocyte miRNAs we retrieved validated targets by
using miRTarBase v6.03 to select targets experimentally verified
in humans with strong validation methods (Reporter assay,
Western blot and RT-qPCR). Afterward, we explored miRNA
target expression through the comparison with protein coding
genes expressed in ovarian follicles in humans, available from
OKdb4, and then we analyzed their Gene Ontologies (GO)
and Pathways by the Panther classification system v10.0.5

The statistical overrepresentation test was executed and the
Bonferroni correction for multiple testing was used to correct
the P-value. GOs and molecular pathways with a P-value < 0.05
were chosen. Target genes of miRNAs commonly expressed
in hFF and oocytes were subsequently used in a signaling
pathway enrichment analysis in Diana-miRPath v3.0.6 The
list of genes expressed in the human ovarian follicle was
imported into Diana-miRPath to carry out pathway analysis of
experimentally validated miRNA gene targets, according to the
Kyoto Encyclopedia of Genes and Genomes (KEGG). The FDR
method was implemented to select the biological pathways with
a threshold of significance defined by P < 0.05 and a microT
threshold of 0.8.

Prediction of lncRNAs Implicated in
miRNA Regulation
In order to explore whether lncRNAs might have a regulatory
function in oocyte maturation and early embryo development,
we searched for experimentally verified miRNA-lncRNA
interactions on LncBase v.27 (Paraskevopoulou et al., 2016). The
identification of miRNAs that are interacting with lncRNAs was

1http://www.tm4.org
2https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE98103
3http://mirtarbase.mbc.nctu.edu.tw/
4http://okdb.appliedbioinfo.net/
5http://pantherdb.org
6http://snf-515788.vm.okeanos.grnet.gr/
7http://www.microrna.gr/LncBase

performed by selecting those experimentally verified in homo
sapiens (by Northern Blot, luciferase reporter assay and qPCR),
and found expressed in the ovary, embryo and ESCs, with a
prediction score above the 75th percentile. To have a better
understanding of lncRNA functions in human oocytes we drew
interactions among candidate molecules using information from
literature data and NPInter v3.08.

RESULTS

Profiling of microRNAs in Ovarian
Follicle Compartments
Using TaqMan Low Density Array (TLDA) technology, we
determined the expression profile of 384 miRNAs on 6
pools of FF and 6 pools of MII oocytes from healthy
women. We identified 267 miRNAs in FF and 176 in
oocytes. In order to characterize the miRNA content in
the respective follicle components, we compared the sets
of identified miRNAs and found 118 miRNAs (Common-
miRNAs), including small nuclear RNA U6, in both components
(Figure 1A). Moreover, by qualitative analysis, we detected
a subsets of miRNAs specifically expressed in FF that were
undetected in oocytes, and vice versa. In particular, we identified
158 miRNAs only in the FF compartment (FF-miRNAs),
whereas we found 9 miRNAs exclusively expressed in human
MII oocytes (O-miRNAs) (Figure 1A). In order to explore
their role in ovarian follicle maturation, we compared the
validated targets of the identified miRNAs with protein coding
genes expressed in the human ovary. Of the 2,067 target
genes ∼39% were known to be expressed within different
follicle cell types and involved in different aspects of follicle
development: oocyte maturation (29.71%), ovulation (8.52%)
and antral follicle growth (9.74%) (Figure 1B). Moreover, we
identified 277 miRNAs (FF-miRNAs and Common-miRNAs)
with an overlap of 82% with miRNAs annotated on web-based
resource ExoCarta. On the other hand, miR-515-5p, miR-519c-
3p, miR-520d-5p miR-548a-3p, and miR-548c-3p, specifically
expressed in oocyte, are not found incorporated in exosome
vesicles.

Gene Ontology and Pathway Analysis of
FF-miRNAs and O-miRNAs
Gene ontologies and Pathway analysis were independently
performed on FF-miRNA and O-miRNA validated target
genes. According to the number of miRNAs identified, the
number of mRNA targets is quite different in the two
compartments (1,099 FF-miRNA targets and 19 O-miRNA
targets): for this reason the data cannot be considered all
together. The most significant BP involving the targets of
both FF-miRNAs and O-miRNAs are related to cellular
response to stimulus, development and the regulation of cellular
processes (Figures 2A,C). FF-miRNAs were statistically more
represented in developmental processes, cell differentiation,

8http://www.bioinfo.org/NPInter/
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FIGURE 1 | miRNA distribution in the ovarian follicle and functional analysis of the target genes. (A) Venn diagram shows the overlap between miRNA sets
in hFF and the mature MII oocyte. (B) A second diagram shows miRNA target expression and function inside the ovarian follicle.

FIGURE 2 | Significant overrepresentation of GOs, in terms of Biological Processes, and signaling pathways for miRNAs identified in hFF
(FF-miRNAs) and the MII oocytes (O-miRNAs) are shown in (A,B) and (C,D), respectively. The significance values are reported as -log10 (P-value).
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intracellular signal transduction, cell death, apoptotic processes
and the response to endogenous stimuli than O-miRNAs
(Figures 2A,C). Conversely, O-miRNAs showed a significant
enrichment of target genes in GO terms related to the
response to organic substances, drugs, chemicals, lipids, external
stimuli, oxygen containing compounds and other processes such
as organ morphogenesis, developmental processes, regulation
of biological quality and negative regulation of cell death
(Figures 2A,C). The most significant pathways are regulated
by both FF-miRNAs and O-miRNAs and are associated with
the cellular response to stress signals, such as p53 feedback

loops 2, p53, Hypoxia response via HIF activation, inflammation
mediated by chemokines and cytokines, and interleukin signaling
pathway (Figures 2B,D).

Quantification and Pathway Analysis of
Common-miRNAs
Finally, because it is not possible to establish the specific
cell type from which the Common-miRNAs originate, we
compared the expression profiles of 118 miRNAs, co-expressed
in FF and oocytes. The heat map diagram in Figure 3A

FIGURE 3 | miRNA expression in hFF and human oocytes. (A) Heat map of normalized miRNA expression data (–DCT values) of 118 Common-miRNAs for hFF
and oocyte samples. The red and green colors represent up and down regulated miRNA expression levels, respectively. Equally expressed miRNAs are indicated in
black. (B) Relative expression levels of 27 and 11 miRNAs that were differentially expressed between FF and oocytes. (C) Signaling pathway enrichment analysis for
common miRNAs with KEGG against listed target genes. The probability values are reported as –log10 (P-value).
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shows miRNA normalized expression levels across the
different sample types (Figure 3A). SAM analysis revealed
38 miRNAs displaying statistical significant differences between
human FF and MII oocytes (Figure 3B and Supplementary
Table S1). Approximately 16% of the Common-miRNAs
showed no significant variation between the two ovarian
follicle components. On the contrary, we found 27 miRNAs
significantly up-regulated in human FF (with respect to oocytes).
Interestingly, let-7b-5p, miR-15b-5p, miR-24-3p, miR-130b-3p,
miR-146b-5p, miR-212-3p, miR-222-3p, miR-223-3p, miR-339-
3p and miR-483-5p showed expression fold changes higher than
100-fold (ln RQ > 4.7) compared to oocytes (Figure 3B and
Supplementary Table S1). In contrast, 11 miRNAs (miR-9-5p,
miR-184, miR-328-3p, miR-363-3p, miR-372-3p, miR-518d-3p,
miR-518f-3p miR-523-3p, miR-618, miR-625-5p, and miR-628-
5p) were significantly up-regulated in human oocytes (with
respect to FF) (Figure 3B and Supplementary Table S1). Finally,
Common-miRNAs, analyzed by KEGG analysis, showed their
involvement in regulating 48.9% of genes expressed in the human
ovarian follicle. Most of the significant pathways are shared with
FF-miRNAs but we also found many pathways involved in oocyte
maturation, regulation of pluripotency in stem cells and miRNAs
in cancer. Moreover, protein processing in the endoplasmic
reticulum, endocytosis, gap junction and protein export are also
well represented (Figure 3C).

Long Non-coding RNAs in Oocytes
Prediction of experimentally verified interactions of lncRNAs
with the 16 O-miRNAs was implemented by DIANA-LncBase
database. A total of 41 lncRNAs were significantly associated
with 9 O-miRNAs (Table 1). Each of them is expressed in
embryonic cells, in the ovary or in the placenta and are
involved in several human pathologies. We found that 17
lncRNAs were annotated as long intergenic RNAs (lincRNAs),
9 as antisense transcripts of genes, 6 as transcript isomorphs,
5 as retained introns, 4 as sense transcripts and 11 as
circular RNAs (circRNAs) in the database circBase9 (Table 1).
Network analysis showed the interactions among lncRNAs and
miRNAs involved in stemness, RNA maturation and epigenetics
(Figure 4).

DISCUSSION

Regulatory non-coding RNAs (ncRNAs) control different
points of gene expression including chromatin architecture,
epigenetics, transcription, RNA splicing, editing, translation
and turnover. They are involved in every physiological process
and consequently their sequences or expression alterations
cause or contribute to different human diseases (Bartel, 2004;
Croce, 2009; Fu, 2014). RNA regulatory networks include
miRNAs, other classes of small regulatory RNAs and thousands
of longer transcripts, named long non-coding RNAs that can
be categorized in sense, antisense, bidirectional, intronic, and
intergenic transcripts. Surely, the miRNA world is becoming

9http://www.circbase.org

increasingly well known to researchers, but for lncRNAs
most of their functions are unknown, even if different papers
have demonstrated their role in cell physiology and human
pathologies. Their presence in biological fluids, as well as their
expression profiles associated with specific human phenotypes,
open up the possibility of using them, especially miRNAs,
as molecular markers of human diseases (Weber et al., 2010;
Cortez et al., 2011). Moreover, their presence in EVs, identifying
miRNAs as molecular tools of communication among different
cells, gives the possibility to plan specific and individualized
therapies (Cortez et al., 2011; Kosaka et al., 2013; Matsui and
Corey, 2016).

In reproductive biology, throughout the last decade, the role
of miRNAs emerged in an important way and different studies
attempted to associate specific miRNA expression profiles to
oocyte quality, in granulose and cumulus cells and in FF (Li et al.,
2015; McGinnis et al., 2015). Hence, great efforts were made to
find promising molecular markers, in order to select the best
oocytes to use in In Vitro Fertilization protocols and provide
possible therapies to improve oocytes quality (Li et al., 2015;
McGinnis et al., 2015).

Unfortunately, the ovarian follicle constitutes, to date, a
difficult model to study for different reasons. It is made up
of different cell types and represents the functional unit that
ensures proper oocyte maturation by processes that begin
during the embryonic stage and continue during a woman’s
life until ovulation (Hutt and Albertini, 2007). The mature
ovarian follicle and ovulation represent the results of different
molecular processes prolonged in time and influenced by genetic
background, environment and a woman’s life style. To analyze
the single components of this complex unit, at the final stage,
(MII oocyte, granulosa or cumulus cells, FF) does not provide all
the information we need to fully understand the oogenesis and
associate specific markers to specific phenotypes. Moreover, in
humans, it is not possible to perform functional studies because
of ethical limits.

The aim of this paper was to investigate the role of miRNAs
and lncRNAs in human ovarian follicles, trying to establish, as far
as possible, their potential role within the different components
of the follicle.

Firstly, we identified 285 miRNAs inside human ovarian
follicles (Figure 1). Interestingly, about 39% of their validated
targets are expressed in different cellular components of
the ovarian follicle; they are abundant in oocytes (54.2%)
and predominantly involved in oocyte maturation (29.71%).
118 miRNAs (more than 40%) were shared by FF and the
mature MII oocyte, while FF-miRNAs fraction was larger than
the miRNAs exclusively found in oocytes. We propose that the
158 miRNAs absent in MII oocytes and exclusively present in
FF have been transcribed by somatic follicular cells. Subsequently
secreted in FF, these miRNAs could act as paracrine factors for the
different somatic cells and regulate follicular growth. As expected,
82% of FF-miRNAs have been described in exosomes, in fact,
according to previous studies, specific miRNAs are preferentially
sorted into vesicles (Batagov et al., 2011). On the other hand the
9 miRNAs, absent in FF and exclusively present in the oocyte
(O-miRNAs), could represent maternal RNAs, that the germ cells

Frontiers in Genetics | www.frontiersin.org May 2017 | Volume 8 | Article 5766

http://www.circbase.org
http://www.frontiersin.org/Genetics/
http://www.frontiersin.org/
http://www.frontiersin.org/Genetics/archive


fgene-08-00057 May 10, 2017 Time: 15:0 # 7

Battaglia et al. Non-coding RNAs and Reproduction

TABLE 1 | LncRNAs in human oocytes.

miRNA lncRNA Prediction score Biotype Chromosome

miR-9-5p CTB-89H12.4 0.994 Retained_intron∗ 5

TUG1 0.985 Antisense∗ 22

RP11-793H13.8 0.962 Retained_intron 12

SNHG14 0.934 Antisense∗ 15

RP11-314B1.2 0.930 lincRNA 2

RP11-383J24.6 0.868 lincRNA 8

RP11-436K8.1 0.858 lincRNA 1

TMEM256-PLSCR3 0.857 Sense 17

CTD-2368P22.1 0.808 Retained_intron 19

AC007246.3 0.791 Antisense 2

XLOC_000918 0.789 Transcript isomorph 1

RNF144A-AS1 0.780 Antisense 2

RP4-717I23.3 0.779 lincRNA∗ 1

IPO11-LRRC70 0.777 Sense 5

XLOC_008152 0.771 Transcript isomorph X

AC093323.3 0.759 lincRNA 4

DPP10-AS1 0.755 Antisense 2

miR-136-5p MALAT-1 0.937 lincRNA∗ 11

GAS5 0.903 Retained_intron∗ 1

RP11-383J24.6 0.802 lincRNA 8

RP3-468B3.2 0.781 lincRNA 6

miR-363-3p XIST 0.919 lincRNA∗ X

XLOC_008152 0.914 Transcript isomorph X

RP11-67L2.2 0.797 lincRNA 3

OIP5-AS1 0.773 Antisense∗ 15

CASC7 0.769 lincRNA 8

CTD-3099C6.9 0.751 Sense_intronic 19

miR-519c-3p CTB-89H12.4 0.990 Retained_intron∗ 5

LOC388692 0.871 lincRNA 1

GABPB1-AS1 0.792 Antisense 15

miR-520d-5p CTB-89H12.4 0.974 Retained_intron∗ 5

CASC7 0.935 lincRNA 8

NORAD 0.891 lincRNA 20

miR-548a-3p CASC7 0.960 lincRNA 8

CTB-89H12.4 0.890 Retained_intron∗ 5

LINC01355 0.944 lincRNA 1

MALAT-1 0.865 lincRNA∗ 11

NEAT1 0.950 lincRNA 11

RP6-24A23.7 0.761 Sense-overlapping X

XIST 0.933 lincRNA∗ X

XLOC_006828 0.776 Transcript isomorph 8

XLOC_011568 0.770 Transcript isomorph 15

ZFAS1 0.761 Antisense∗ 20

miR-618 NORAD 0.857 lincRNA 20

OIP5-AS1 0.884 Antisense∗ 15

SNHG1 0.753 Retained_intron ∗ 11

SNHG14 0.770 Antisense∗ 15

SNORD116-20 0.894 lincRNA ∗ 15

miR-625-5p CASC7 0.900 lincRNA 8

KMT2E-AS1 0.834 lincRNA 7

SRRM2-AS1 0.794 Antisense 16

CTD-2619J13.14 0.769 lincRNA 19

XLOC_012097 0.752 Transcript isomorph 17

miR-628-5p OIP5-AS1 0.769 Antisense∗ 15

Diana-LncBase prediction of miRNA-lncRNA interactions. ∗ Indicates lncRNAs annotated as circRNA in the database circBase (www.circbase.org).
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FIGURE 4 | ncRNA network in human MII oocytes. The Network, drawn by NPInter v3.0, shows the interaction among lncRNAs and miRNAs involved in
stemness, RNA maturation and epigenetics.

accumulate during their differentiation. In fact, during its growth
the oocyte transcribes and stores mRNAs, miRNAs and probably
long non-coding RNAs to use them during the first phase
of development, before the activation of the embryo genome
(Schier, 2007). Interestingly, we found miR-515-5p, miR-519c-
3p, miR-520d-5p, miR-548a-3p, and miR-548c-3p specifically
expressed in oocytes, and according to ExoCarta, these have not
been found incorporated in exosome vesicles. Moreover, miR-
515-5p, miR-519c-3p and miR-520d-5p, members of C19MC,
which is a primate-specific cluster, seem to have a role in early
embryo development during maternal-zygotic transition, when
zygotic transcription starts and maternal mRNAs are degraded
(Donker et al., 2012; Battaglia et al., 2016). Go analysis showed
that development processes, regulation of cell cycle, signal
transduction, and cell death represent BPs shared by oocytes
and somatic follicular cells. In the same way, the p53 pathway
is significant in both cell types. This confirmed our knowledge
about the processes involved in oocyte maturation and carried
out by both compartments (Hutt and Albertini, 2007). Apoptosis

has been amply described in the mammalian ovary (Tilly, 2001).
Cell death by apoptosis affects about 99% of primordial follicles
present at birth in mammalian ovaries (Tiwari et al., 2015).
The production of the mature oocyte ready for fertilization is a
highly selective process: only a few follicles in the human ovary
survive to complete their growth, only fully competent oocytes
will be ovulated and only an embryo without major genetic
alterations will be capable of uterine implantation. Apoptosis
of granulosa cells reduces the number of recruited follicles and
apoptotic machinery in MII oocytes selects viable embryos (Tilly,
2001; Santonocito et al., 2014). Interestingly, we found different
BPs involved in the response to exogenous stimuli, significant
only for O-miRNAs (Figure 2C). Among the different cells of
the ovarian follicle the germ cell is unique: it must be able
to respond and react to external stimuli more efficiently than
somatic cells. It has been described that the maturing oocyte and
early embryo are quite sensitive to exogenous stresses. Oocytes
and early embryos can undergo physiological adaptations to
environmental perturbations; these adaptations could influence

Frontiers in Genetics | www.frontiersin.org May 2017 | Volume 8 | Article 5768

http://www.frontiersin.org/Genetics/
http://www.frontiersin.org/
http://www.frontiersin.org/Genetics/archive


fgene-08-00057 May 10, 2017 Time: 15:0 # 9

Battaglia et al. Non-coding RNAs and Reproduction

the embryo genome signature involving epigenetic modification
(Latham, 2015).

As concerns the 118 shared miRNAs, not being able to
pinpoint the cells producing them, we can assert that these
miRNAs could mediate the communication between the oocyte
and somatic cells. Eleven of them, more abundant in oocytes,
could have been transcribed by germ cells and used as signaling
for cumulus and granulose cells. This hypothesis is supported
by the finding that miR-518d-3p, miR-518f-3p, and miR-523-
3p, up-regulated in oocytes, are members of the C19MC cluster,
in the same way of some O-miRNAs. These miRNAs could be
transcribed together, some of them stored in oocytes, others
packaged in vesicles and secreted in FF. A similar consideration
can be made for miR-372 (up-regulated in oocytes) and miR-371
(O-miRNA). On the contrary, the miRNAs up-regulated in FF,
especially let-7b-5p, miR-15b-5p, miR-24-3p, miR-130b-3p, miR-
146b-5p, miR-212-3p, miR-222-3p, miR-223-3p, miR-339-3p and
miR-483-5p, with fold change values higher than 100-fold, could
be transcribed in somatic follicular cells and move to oocytes
by means of exosomes. Enrichment analysis of validated target
genes of Common-miRNAs showed a strong correlation with
the maintenance of the primordial follicle quiescent stage, oocyte
maturation, oocyte meiosis, development, cancer and stem cell
related pathways. Moreover, a high representation of apoptosis
signaling pathway, hypoxia response via HIF activation and
oxidative stress response have been detected (Figure 3C).

To understand miRNA-mediated gene regulation, we
investigated if other classes of non-coding RNAs play a role
inside the ovarian follicle. LncRNAs can act as miRNA sponges,
reducing their regulatory effect on mRNAs introducing an extra
layer of complexity in the miRNA-target interaction network
(Paraskevopoulou and Hatzigeorgiou, 2016). Moreover, the
important role of lncRNAs in chromatin remodeling is well
known, as well as the importance of this process in oocyte
maturation, when, before meiosis resumption, transcriptional
silencing is mediated, over all, by mechanisms involved in
large-scale chromatin structure changes. The cellular and
molecular pathways involved in these processes are today poorly
understood and lncRNAs could play a major role (De La Fuente
et al., 2004). Recently, lncRNAs were identified in granulosa
and cumulus cells, oocytes and early embryos, and their role in
oocyte and early embryo development has been suggested (Yan
et al., 2013; Yerushalmi et al., 2014; Hamazaki et al., 2015; Xu
et al., 2015). A comprehensive review on lncRNA functions in
mammalian and in different species has been recently published
(Taylor et al., 2015).

By using bioinformatic prediction we found 41 lncRNAs
significantly correlated with 9 oocyte miRNAs (Table 1). Most
of them are expressed in embryonic cells, in the ovary or in
the placenta and are involved in several human pathologies.
NEAT1 was found exclusively localized in paraspeckles and is
a core component of these nuclear bodies involved in nuclear
retention of mRNAs (Bond and Fox, 2009). Moreover, NEAT1
seems to be essential for the formation of the corpus luteum
and the establishment of pregnancy in mice, although its precise
molecular mechanism remains to be investigated (Nakagawa
et al., 2014). Recently, increased levels of NEAT1 was found

associated with placental dysfunction in Idiopathic Intrauterine
Growth Restriction (IUGR) fetuses (Gremlich et al., 2014).
Another lincRNA that was found to reside predominantly in
the nucleus is the Metastasis associated lung adenocarcinoma
transcript-1 (MALAT-1) that localizes to nuclear bodies known
as nuclear speckles involved in pre-mRNA splicing (Lennox
and Behlke, 2016). MALAT-1 down-regulation was described
to impair proliferation, cell cycle, apoptosis, and migration of
trophoblast cells involved in the preeclampsia (Chen et al., 2015).
Another human lincRNA, the non-coding RNA activated by
DNA damage (NORAD) is induced after DNA damage in a
p53-dependent manner and plays a crucial role in maintaining
genomic stability by sequestering PUMILIO proteins, which
repress the stability and translation of mRNAs to which they
bind (Lee et al., 2016). In view of the location and the function
of these 3 lncRNAs in regulation of mRNA stability and
translation, we suppose that in oocytes these could stabilize
maternal RNAs, allowing their storage and use during early
development, before the activation of embryo genome, as it
has been described for cytoplasmic polyadenylation (Reyes
and Ross, 2016). Not surprisingly, we found the X-inactive
specific transcript (XIST) and the growth arrest specific 5
(GAS5), two lncRNAs involved in embryogenesis. It has been
demonstrated that many aspects of embryogenesis seem to be
controlled by ncRNAs, including the maternal–zygotic transition,
the maintenance of pluripotency, the patterning of the body
axes, the specification and differentiation of cell types and the
morphogenesis of organs (Pauli et al., 2011). XIST, responsible for
the mammalian X chromosome inactivation, is the first lncRNA
expressed starting at the 4-cell stage of human preimplantation
embryos, consistent with embryonic genome activation, and iPSC
reprogramming (Briggs et al., 2015).

Encoded within introns GAS5 increases OCT4, NANOG and
SOX2 by Nodal regulation and is directly regulated by these
stemness factors in hESCs forming a circuit that promotes
pluripotency (Xu et al., 2016). OIP5-AS1 is an antisense transcript
of the Opa interacting protein 5 (OIP5) gene. The protein
encoded by this gene localizes to centromeres, where it is
essential for recruitment of CENP-A and it is required for
centromeric heterochromatin organization. Expression of this
gene is upregulated in several cancers, making it a putative
therapeutic target.

Recently, a new regulatory circuitry in which RNAs can
crosstalk with each other and modulate the biological function of
miRNAs has been proposed (Cesana et al., 2011). LncRNAs that
localize primarily in the nucleus (e.g., XIST, NEAT1, MALAT-1)
have been described to physically interact with mature miRNAs
(Leucci et al., 2013; Gernapudi et al., 2015; Yu et al., 2017). Several
observations have shown the presence of mature miRNAs in the
nucleus (Hwang et al., 2007; Rasko and Wong, 2017). In facts,
miRNAs can be transported from the cytoplasm to the nucleus
and act in an unconventional manner to regulate the biogenesis
and functions of ncRNAs (Liang et al., 2013).

Among the identified lncRNAs in oocytes, NEAT1, MALAT-1,
GAS5, XIST and OIP5-AS1 have been predicted as components
of the same network (Figure 4). Even if the mechanisms of most
of these lncRNAs remain unknown, and it remains to be seen
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whether they can function within human ovarian follicle, these
putative interactions lead us to hypothesize a possible role inside
the female human germ cell.

CONCLUSION

Understanding the regulation of gene expression inside the
ovarian follicle is important in basic reproductive research
and could also be useful for clinical applications. In fact, the
characterization of non-coding RNAs in ovarian follicles could
improve reproductive disease diagnosis, provide biomarkers of
oocyte quality in Assisted Reproductive Treatment, and develop
therapies for infertility disorders.
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Small RNAs are a class of short non-coding endogenous RNAs that play essential roles

in many biological processes. Recent studies have reported that microRNAs (miRNAs)

are also involved in ethylene signaling in plants. LeERF1 is one of the ethylene response

factors (ERFs) in tomato that locates in the downstream of ethylene signal transduction

pathway. To elucidate the intricate regulatory roles of small RNAs in ethylene signaling

pathway in tomato, the deep sequencing and bioinformatics methods were combined

to decipher the small RNAs landscape in wild and sense-/antisense-LeERF1 transgenic

tomato fruits. Except for the known miRNAs, 36 putative novel miRNAs, 6 trans-acting

short interfering RNAs (ta-siRNAs), and 958 natural antisense small interfering RNAs

(nat-siRNAs) were also found in our results, which enriched the tomato small RNAs

repository. Among these small RNAs, 9 miRNAs, and 12 nat-siRNAs were differentially

expressed between the wild and transgenic tomato fruits significantly. A large amount

of target genes of the small RNAs were identified and some of them were involved in

ethylene pathway, including AP2 TFs, auxin response factors, F-box proteins, ERF TFs,

APETALA2-like protein, and MADS-box TFs. Degradome sequencing further confirmed

the targets of miRNAs and six novel targets were also discovered. Furthermore, a

regulatory model which reveals the regulation relationships between the small RNAs

and their targets involved in ethylene signaling was set up. This work provides basic

information for further investigation of the function of small RNAs in ethylene pathway

and fruit ripening.

Keywords: ethylene, microRNAs, target, high-throughput sequencing, regulatory network

INTRODUCTION

Small RNAs are a class of non-coding endogenous RNAs ranged from 20 to 24 nucleotides (nt)
that play essential roles in plant growth and development, signal transduction, response to biotic
and abiotic stresses and other biological processes (Rhoades et al., 2002; Jones-Rhoades et al., 2006;
Tomato Genome Consortium, 2012). MicroRNAs (miRNAs) and small-interfering RNAs (siRNAs)
are two mainly classes of small RNAs divided on the difference of their precursor structures
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and biosynthetic pathways (Carthew and Sontheimer, 2009).
Mature miRNAs are evolved from miRNA genes with the action
of Dicer-like 1 (DCL1), Hua Enhancer 1 (HEN1), and HASTY
proteins (Jones-Rhoades et al., 2006; Xie et al., 2015). SiRNAs
are derived from long double-stranded RNAs (dsRNAs) and
could be classed to heterochromatic siRNAs (hc-siRNAs), trans-
acting short interfering RNAs (ta-siRNAs) and natural antisense
siRNAs (nat-siRNAs; Chen, 2009). Recent studies showed that
small RNAs can negatively regulate gene expression at the
post-transcriptional level based on two possible mechanisms:
transcript cleavage and translational repression (Sunkar et al.,
2007; Couzigou and Combier, 2016).

As a climacteric fruit model, tomato has been widely used to
study the molecular mechanisms of fruit ripening and senescence
as well as ethylene biosynthesis and signal transduction. Recently,
increasing studies showed that small RNAs are also involved
in regulating ethylene signal transduction (Pilcher et al., 2007;
Moxon et al., 2008; Zhang et al., 2011; Zuo et al., 2012). For
example, Moxon et al. (2008) found that one of the target genes of
miR156 was CNR, which belongs to SBP-box family transcription
factors (TFs), and the target gene of miR172 was AP2. It has
been reported that the expression of genes that encode miRNAs
is regulated at the transcriptional level by various transcriptional
factors (Yant et al., 2010; Baek et al., 2013). For example, EIN3,
a key transcription factor in ethylene signaling, directly binds to
the promoter region of miR164 and represses its transcription (Li
et al., 2013).

ERFs were a class of TFs located in the downstream of
ethylene signal transduction pathways that function in diverse
plant growth and metabolism processes as well as in the
biotic and abiotic stress response, such as ethylene (Wu et al.,
2002; Pirrello et al., 2006), high salt (Park et al., 2001; Wang
et al., 2004), drought and low temperature, and so on (Qin
et al., 2004; Zhang et al., 2007). Given that the miRNAs
were also involved in the ethylene signaling pathways, there
may be some relationships between miRNAs and ERFs. The
high-throughput sequencing technology has been widely used
to explore the functions of miRNA and siRNAs due to its
high throughputs and accuracy (An et al., 2011; Cao et al.,
2014; Thiebaut et al., 2014). In this study, High-throughput
sequencing of small RNAs and degradome sequencing were
used to gain a better understanding of the relationship
between ethylene and small RNAs using wild type and LeERF1
transgenic tomato fruits. MiRNAs expression patterns were
profiled and their targets were conferred; the regulatory network
model between the small RNAs and ethylene was set up.
This research provides more evidences for understanding
the regulatory pathways of miRNAs in the network of fruit
ripening.

MATERIALS AND METHODS

Sample Collection and Preparation
Wild type (Solanum lycopersicum cv. zhongshu4) and sense-
/antisense-LeERF1 transgenic tomato plants (Li et al., 2007)
were grown in the greenhouse at standard conditions.
The Fruits at breaker stage were used in the experiment

(Supplementary Figure S1). Pooled mesocarp tissues from three
groups were flash frozen in liquid nitrogen and stored at −80◦C
until further analysis.

Small RNA (sRNA) Quantification and
Qualification
The RNA samples were extracted using Trizol. Nanodrop, Qubit
2.0, and Agilent 2100 bioanalyzer were used to detect the purity,
concentration and integrity of RNA samples, respectively, to
ensure the use of qualified samples for sequencing. RNA purity
was checked using the NanoPhotometer R© spectrophotometer
(IMPLEN, CA, USA). RNA concentration was measured
using Qubit R© RNA Assay Kit in Qubit R©2.0 Flurometer (Life
Technologies, CA, USA). RNA integrity was assessed using the
RNANano 6000 Assay Kit of the Agilent Bioanalyzer 2100 system
(Agilent Technologies, CA, USA).

Library Preparation for Small RNA
Sequencing
A total amount of 1.5 µg RNA per sample was used as
input material for the RNA sample preparations. Sequencing
libraries were generated using NEBNext R©UltraTM small RNA
Sample Library Prep Kit for Illumina R©(NEB, USA) following
manufacturer’s recommendations and index codes were added
to attribute sequences to each sample. Briefly, first of all, ligated
the 3′ SR Adaptor, mixed 3′ SR Adaptor for Illumina, RNA
and Nuclease-Free Water, mixture system after incubationa
for 2 min at 70 degrees in a preheated thermal cycler,
Tube was transferred to ice. Then, add 3′ Ligation Reaction
Buffer (2X) and 3′ Ligation Enzyme Mix ligate the 3′ SR
Adaptor, incubated for 1 h at 25◦C in a thermal cycler. To
prevent adaptor-dimer formation, the SR RT Primer hybridizes
to the excess of 3′ SR Adaptor (that remains free after
the 3′ ligation reaction) and transforms the single stranded
DNA adaptor into a double-stranded DNA molecule. sRNAs
(18–30 nucleotides in length) were separated from the total
RNAs by polyacrylamide gel electrophoresis (PAGE). The small
RNA molecules were then ligated with 5′ and 3′ adaptor
and used for reverse transcription and subsequent PCR. The
final PCR product was purified and sequenced by Illumina
Cluster Station and Illumina Genome Analyzer (SanDiego,
CA, USA).

Clustering and Sequencing
The clustering of the index-coded samples was performed on a
cBot Cluster Generation System using TruSeq PE Cluster Kit v4-
cBot-HS (Illumina) according to the manufacturer’s instructions.
After cluster generation, the library preparations were sequenced
on an Illumina Hiseq 2500 platform and pair-end reads were
generated. The sequencing results were deposited in the Sequence
Read Archive (SRA) at the NCBI database (accession number:
SRP094091).

Quality Control
The quality control of raw data (raw reads) in fastq format has
been performed by using in-house scripts written in Perl. Reads
containing adapter and poly-N sequences and reads with low
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quality from raw data were removed. Then reads were cleaned
by removing the sequences smaller than 18 nt or longer than
30 nt. At the same time, Q20, Q30, GC-content, and sequence
duplication level of the clean data were calculated. All the
downstream analyses were based on clean data with high quality.

Bioinformatic Analysis of Sequencing Data
The Clean Reads were aligned with Silva database, GtRNAdb
database, Rfam database, and Repbase database respectively
to filter ribosomal RNA (rRNA), transfer RNA (tRNA), small
nuclear RNA (snRNA), small nucleolar RNA (snoRNA), repeat
sequences, and other ncRNA using Bowtie tools. The remaining
reads were used to detect known miRNAs and new miRNAs
predicted by comparing with known miRNAs from miRBase.
RNAFold tools were used to predict the secondary structure of
all new miRNAs.

Identification of siRNA and Putative Novel
miRNA
The adapter reads of the Solexa sequencing results were removed
(Supplementary Figure S2). And reads larger than 30 nt and
smaller than 18 nt were discarded. All high quality reads were
considered as significant and further analyzed. Small RNA reads
were mapped to tomato genome with mapping tool bowtie, all
tomato genome annotation information is downloaded from
ITAG2.3 include repeats and protein-coding regions (http://
solgenomics.net/organism/Solanum_lycopersicum/genome). Six
libraries are pooled together for miRNA prediction. The potential
miRNA loci were analyzed using MIREAP software (version 0.2)
with default parameters followed by additional manual check
criteria that included: the miRNA sequence length should be
between 18 and 26 nt; the maximal free energy allowed for
a miRNA precursor (−18 kcal/mol); flank sequence length of
miRNA precursor (100 nt); the predicted mature miRNA reads
count should be large than 10 and reading counts ratio for
miRNA∗/miRNA should be small than 0.1. The unique reads
left were aligned with known miRNAs from miRBase 21.0
(http://www.mirbase.org/). Phased small RNAs and nat-siRNAs
were predicted as described in the previous studies (Chen et al.,
2007; Zhou et al., 2009). All the reading counts were normalized
to per million of total mapped reads (TPM).

Target Gene Functional Annotation
Gene function was annotated based on the following databases:
Nr (NCBI non-redundant protein sequences); Nt (NCBI
non-redundant nucleotide sequences); Pfam (Protein family);
KOG/COG (Clusters of Orthologous Groups of proteins); Swiss-
Prot (A manually annotated and reviewed protein sequence
database); KO (KEGG Ortholog database); GO (GeneOntology).

Quantification of Small RNAs Expression
Levels and Differential Expression Analysis
Small RNA expression levels were estimated by TPM for each
sample: sRNA were mapped back onto the reference genome,
and read count for each small RNA was obtained from the
mapping results. For the samples with biological replicates,
differential expression analysis of two conditions/groups was

performed using the DESeq R package (1.10.1). DESeq provide
statistical routines for determining differential expression
in digital miRNA expression data using a model based
on the negative binomial distribution. The resulting P-
values were adjusted using the Benjamini and Hochberg’s
approach for controlling the false discovery rate. MiRNA
with an adjusted p < 0.05 and |log2(fold change)| ≥ 1
were assigned as differentially expressed (Anders and Huber,
2010).

GO Enrichment Analysis
Gene Ontology (GO) enrichment analysis of the differentially
expressed genes (DEGs) was implemented by the GOseq
R packages based on Wallenius non-central hyper-geometric
distribution (Young et al., 2010), which can adjust to gene length
bias in DEGs.

KEGG Pathway Enrichment Analysis
KEGG (Kanehisa et al., 2008) is a database resource for
understanding high-level functions and utilities of the
biological system, such as the cell, the organism, and the
ecosystem, from molecular-level information, especially large-
scale molecular datasets generated by genome sequencing
and other high-throughput experimental technologies
(http://www.genome.jp/kegg/). We used KOBAS (Mao et al.,
2005) software to test the statistical enrichment of differential
expression genes in KEGG pathways.

RESULTS

Overview of the Small RNA Libraries from
Tomato Fruit
To identify small RNAs and analyze their functions in
ethylene pathway, the deep sequencing technology with Illumina
Hiseq 2500 platform (Biomarker Technologies, China) was
performed in wild and sense-/antisense-LeERF1 transgenic
tomato fruits at breaker stage. A total of 19.31, 19.80, 17.28,
15.24, 14.61, 14.60 million raw reads in CK1 (wild 1), CK2
(wild 2), F1 (sense-LeERF1 transgenic tomato 1), F2 (sense-
LeERF1 transgenic tomato 2), R1 (antisense-LeERF1 transgenic
tomato 1), and R2 (antisense-LeERF1 transgenic tomato 2)
were generated, respectively. After removing low quality and
contaminated reads, poly A-containing sequences, sequences
outside of 18–30 nt, 3′ and 5′ adaptors sequences, 15.75
(CK1), 16.88 (CK2), 13.79 (F1), 13.05 (F2), 12.63 (R1),
12.94 (R2) million clean reads were remained for further
analysis. Then the small RNAs were categorized into miRNAs,
ribosomal (r) RNAs, transfer (t) RNAs, small nuclear (sn)
RNAs, small nucleolar (sno) RNAs, repeat regions, exon and
intron RNA based on genomic location and function analysis
(Table 1).

The size distribution is one of the distinct features of the
small RNAs libraries from different plants. In our experiments,
the length of small RNAs ranges from 18 to 30 nt and the most
abundant group of small RNAs have length 21–24 nt in all the
six libraries (Figure 1). There is no obvious difference of the
length distribution between wild and LeERF1 transgenic tomato.

Frontiers in Plant Science | www.frontiersin.org April 2017 | Volume 8 | Article 52774

http://solgenomics.net/organism/Solanum_lycopersicum/genome
http://solgenomics.net/organism/Solanum_lycopersicum/genome
http://www.mirbase.org/
http://www.genome.jp/kegg/
http://www.frontiersin.org/Plant_Science
http://www.frontiersin.org
http://www.frontiersin.org/Plant_Science/archive


Wang et al. Small RNAs in Ethylenen Pathway

TABLE 1 | Small RNAs profiling and classification in six tomato fruit groups.

Types CK1 CK2 F1 F2 R1 R2

Total 15,753,031 16,876,616 13,793,259 13,050,621 12,633,453 12,938,234

miRNA 606,491 678,439 529,661 514,194 506,601 500,709

rRNA 363,895 334,157 348,969 268,843 294,359 318,280

tRNA 73,283 69,194 68,966 58,727 42,953 60,809

snRNA 4,726 5,906 5,517 5,220 4,802 5,752

snoRNA 7,876 8,100 8,275 7,264 5,938 6,951

Repeat 2,451,172 2,683,382 2,008,299 1,958,898 1,867,224 1,935,560

NAT 1,228,736 1,400,759 1,213,807 1,070,151 1,174,911 1,125,626

TAS 40,958 37,129 37,242 40,457 41,690 37,521

exon:+ 677,380 573,805 537,937 587,278 517,972 491,653

exon:− 247,323 275,089 219,313 216,640 228,665 238,064

intron:+ 849,088 916,400 760,009 726,920 720,107 720,660

intron:− 521,425 567,054 464,833 445,026 423,221 437,312

Other 8,680,677 9,327,202 7,590,433 7,151,003 6,805,010 7,059,338

FIGURE 1 | Length distribution of small RNAs in wild (CK1, CK2), sense-LeERF1 (F1, F2), and antisense-LeERF1 (R1, R2) tomato fruit.

Among the 21–24 nt size small RNAs, 24-nt size class has the
highest abundance, accompanied with the 23-nt sRNAs as the
second largest groups, which is in accordance with that of rice
(Morin et al., 2008), Arabidopsis (Rajagopalan et al., 2006), and
our previous results (Zuo et al., 2012, 2013).

Identification of miRNAs and siRNAs in
Tomato
To identify miRNAs and siRNAs in tomato, the clean
sequences were aligned with the tomato small RNAs database
(http://ted.bti.cornell.edu/cgi-bin/TFGD/sRNA/home.cgi) and
the latest miRNA database (http://www.mirbase.org/, Release
21). In total, 178 known miRNAs belonging to 108 families
were obtained in our libraries. Among the 108 families, 46
miRNA families (Supplementary Table S1) were registered
in miRBase as belonging to S. lycopersicum and other 62
families (Supplementary Table S2) were less conserved and first
identified in tomato (Supplementary Figure S3). Most of the
miRNA families belonging to S. lycopersicum in miRBase are

composed of more than one member. For instance, miR156 and
miR482 were the largest ones with seven members in the families
in this study. MiR171 and miR319 were the second largest family
with six members. On the other hand, except for the miR548
family, other less conserved miRNA families had only one
member detected in this study. Sequence length statistical results
showed that the 21-nt miRNAs were the main type of the 178
known miRNAs.

In addition, 36 putative novel miRNAs with hairpin
structures renamed as miRZ101 to miRZ136 were predicted
and all of them were found to have star sequences (Table 2
and Supplementary Table S3). The length of the putative
novel miRNAs were 18–24 and 24 nt miRNAs accounted
for the predominance. Most of the first nucleotide of the
putative novel miRNAs were A, which was in accordance
with previous study that 24 nt miRNAs used to had an
A as the first nucleotide (Jain et al., 2014). The minimum
folding free energies varied from −149.8 to −28.3 kcal/mol
(Supplementary Table S3).
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TABLE 2 | Putative novel miRNAs found in tomato.

MiRNA Length Sequence Chromosome Star MEF (kcal/mol)

miRZ101 22 uaacuucgucuagcucgccuuc 10 + −70

miRZ102 24 guagagaacucuagaaccuucuag 10 + −84.1

miRZ103 24 aaaggacuccuagauuucucuagu 11 + −93.9

miRZ104 24 aaagacuguucaauuacugcuuga 11 + −28.3

miRZ105 24 uauguccuuuaacuuugagugugc 12 + −110.4

miRZ106 24 uuaguauaguauaagugugucucu 12 + −57.1

miRZ107 24 acacacucugcauucaauuaaauu 12 + −63.4

miRZ108 24 acguugcucagacucuucaaaaau 12 + −60.3

miRZ109 22 auuuauggcuaugaauuugagu 12 + −62.9

miRZ110 24 uuaguauaguauaagugugucucu 1 + −41.7

miRZ111 24 uuaguuuaauuaagaugugucucu 1 + −105.2

miRZ112 21 gcacggcagauaguuauuggc 1 + −114.6

miRZ113 24 guagagaacucuagaaccuucuag 1 + −71.4

miRZ114 24 aagcgaugacuuuagugaccuagu 1 + −39.9

miRZ115 22 cacggucguaccuugacaaggc 2 + −77.8

miRZ116 22 uuguuucuguuuuuguuugagu 2 + −149.8

miRZ117 23 guugcucggacucuucaaaaaug 2 + −69.1

miRZ118 20 auaacacaaaucugagccuc 2 + −56.5

miRZ119 22 agugacucgcucgaucuuucuu 3 + −64

miRZ120 24 uuucgucuugaaaguuugcccaug 4 + −58.3

miRZ121 24 auuuccgaucaaacuuaaacuguu 4 + −40.8

miRZ122 23 guugcucgaacucuucaaaaaug 5 + −62.7

miRZ123 24 augugaucgcuguaaugaccuuac 5 + −132.9

miRZ124 24 ucgagggucuaucagaaacaacau 6 + −50.8

miRZ125 18 accugguugauccugcga 6 + −73.3

miRZ126 24 guugcucgaacucuucaaaaaugu 6 + −78.9

miRZ127 24 uuuucuaucggaacuaucaugugu 6 + −69.3

miRZ128 21 ucaacgcugcacucaaucaug 7 + −75.2

miRZ129 24 aagacguuugaaucugaaaaagau 8 + −57.7

miRZ130 23 uuauacuauacuaagguccuauu 8 + −117

miRZ131 24 cgagugcucauuccacagauaagu 8 + −64.2

miRZ132 24 auacaucgguuacuugauagacgu 8 + −109.4

miRZ133 24 uuaguauaguauaagugugucucu 8 + −103.1

miRZ134 24 ugaaaucgagaugugauguagagg 9 + −59.9

miRZ135 23 uucuucugacucauuuacuuuag 9 + −54.2

miRZ136 24 augcucuagucuuugaacgacagg 9 + −58.7

Moreover, several conserved and species-specific endogenous

siRNAs were also characterized in our libraries. Ta-siRNAs

are a special class of siRNAs that generated from TAS
gene transcripts and mediated by miRNA (Xie et al., 2005;

Yoshikawa et al., 2005; Li et al., 2012). On the basis of
the conservation of the TAS genes in plants, three TAS5

gene family members: TAS5, TAS5b, and TAS5d (TAS5b and
TAS5d were found in our previous study; Zuo et al., 2016),

all miR482 targets, were identified (Table 3). Surprisingly, one

more TAS5 family member (TAS5e) and two more TAS genes

(TAS11a and TAS11b), triggered by sly-miR6024, are reported

in our results (Table 4). In addition, 19 potential phased small

RNAs and 958 nat-siRNAs were also found in this study

(Supplementary Tables S4,S5).

The Effect of Overexpression
Sense-/Antisense-LeERF1 on Small RNA
Profiles
To evaluate the regulatory roles of LeERF1on miRNA expression,
differential expression of miRNAs among the wild and sense-
/antisense-LeERF1 transgenic tomato were analyzed. After
normalization using a RPM method, the miR399a was found
to have significant different accumulation between wild type
and sense-LeERF1 transgenic tomato fruits. The expression of
the miR399a was down-regulated in sense-LeERF1 transgenic
fruit (Figure 4A). MiR8990 and the novel miRZ118 were the
two miRNAs significant differently expressed between wild
type and antisense-LeERF1 transgenic tomato fruits, and their
accumulations decreased in the transgenic fruit. Totally, there
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TABLE 3 | The conserved TAS5 family in tomato fruit.

Name Chromosome Length Start End Phased abundance related miRNA

sly-TAS5 6 539 423,570 424,108 3,954 sly-miR482d-3p

sly-TAS5b 2 644 21,186,658 21,187,301 530 sly-miR482d-3p

sly-TAS5d 8 917 58,262,775 58,263,691 4,729 sly-miR482e-3p

Three TAS5 family members were found and were located in Chromosome 6, 2, and 8 separately. “Phased abundance” means the abundance of phased sequence and the “related

miRNA” related the miRNAs that mediated TAS.

TABLE 4 | The novel TAS families in tomato fruit.

Name Chromosome Start End Length Phased abundance related miRNA

sly-TAS5e 11 48,467,984 48,468,816 833 22,190 sly-miR482b

sly-TAS11a 5 2,500,975 2,501,555 581 389 sly-miR6024

sly-TAS11b 11 51,986,458 51,986,681 224 137 sly-miR6024

Three members belong to two TAS families (TAS5, TAS11) were found and located in Chromosome 11, 5, and 11 separately. “Phased abundance” means the abundance of phased

sequence and the “related miRNA” related the miRNAs that mediated TAS.

were nine miRNAs having significant differential expression
between sense-LeERF1 and antisense-LeERF1 transgenic fruit.
Among them, miR399a and miR8263-5p were up-regulated
in antisense-LeERF1 transgenic fruits. Meanwhile, other seven
miRNAs including miR7484, miR319a, miR95-5p, miR8990,
miR2569-5p, and two putative novel miRNAs (miRZ118 and
miRZ131) were down-regulated.

Besides, 12 nat-siRNAs were found to show differential
expression patterns. Compared with wild type fruits, most of the
nat-siRNAs showed lower expression in sense-LeERF1 tomato
fruits, only two of them increased (Figure 4B). However, among
the differentially expressed nat-siRNAs, more than half of them
had higher expression levels in antisense-LeERF1 transgenic
fruits.

Target Gene Identification of the miRNAs
MiRNAs regulate gene expression mainly through cleaving
mRNA or inhibiting the translation process of the targets
gene, so identification and analysis of the target genes were
the basis to study the function of miRNAs. Bioinformatics
prediction and high-throughput degradome sequencing were
the two main methods to find the targets gene. Using
bioinformatic prediction method, a total of 103 target genes
that involved in biological process, cellular component, and
molecular function were found and most of them were identified
to participate in biological process (Figure 2). Previous studies
indicated that the targets of conserved miRNAs were also
conservative and most of the miRNA families had not only
one target site (Jin et al., 2008; Lu et al., 2008), which was
also found in our study. For example, the targets of miR166a
are homeobox-leucine zipper protein Revoluta, homeobox-
leucine zipper protein ATHB-14 and pentatricopeptide repeat-
containing protein At5g25630. Meanwhile, one target gene was
often cleaved by two or more miRNAs. For instance, AP2
is the target of miR172 and miR8737, miR319 and miR159
share the same target GAMYB. Among the identified target
genes, 16 targets were found to be involved in ethylene

FIGURE 2 | Targets of miRNAs in tomato fruit. Most targets of the miRNAs

were involved biological process.

(Supplementary Table S6) and most of them were AP2 TFs.
Another class of targets was auxin response factors including
ARF10, ARF16, ARF17 and ARF18. Two F-box proteins (F-
box protein 6, F-box protein At3g07870-like), two ethylene-
responsive factors (RAP2-7-like) and an APETALA2-like protein
were also predicted.

High-throughput degradome sequencing is a new technology
to identify miRNAs targets and is successfully applied in
Arabidopsis, rice (Addo-Quaye et al., 2008; Li et al., 2010). In
this study, a total of 55 cleavage sites associated with 41 miRNAs
were detected and seven target genes cleaved by five miRNAs
were identified to be related to ethylene synthesis and signal
transduction, including five auxin response factors (ARFs), one
AP2 TF, and one ERF TF (Supplementary Table S7). Except
for the known targets, six new targets were identified. The
representative target plots of new targets were shown in Figure 3.

In addition, 389 genes were predicted to be the targets of nat-
siRNAs, and 22 of them were found to participate in ethylene
pathway (Supplementary Table S8). Ethylene-responsive TFs,
MADS-box TFs, F-box proteins were the main targets involved
in fruit ripening. Moreover, 55 targets of the ta-siRNAs
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FIGURE 3 | Target plots of miRNA targets confirmed by degradome sequencing. Six new genes were found to be targets of five miRNAs.

were also predicted and two of them (Solyc02g092020.1 and
Solyc02g082320.1) were related to ethylene pathway.

Target Parsing and Small RNA Regulatory
Network Analysis in Tomato
To investigate the network between the miRNAs and their
targets, cytoscape platform was employed. In the network, it
could be clearly seen that miR6024 had 11 targets and among the

targets two of them were also the targets of miR482 (Figure 5). In
addition, miR6024 and miR6027-3p shared one common targets.
Moreover, miR6022 and miR528 shared most of their targets and
they also had common targets with miR6023 and miR8527.

To comprehensively understand the functions of the miRNAs,
ta-siRNAs, and nat-siRNAs involved in ethylene synthesis and
signal transduction, all the predicted target genes of small
RNAs were screened carefully and a regulatory model including
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small RNAs, the targets and their main functions was set up
(Figure 6). As shown in Figure 6, it could clearly been seen
that the AP2 TFs that involved in ethylene signaling were the
targets of miR172a, miR172b, and miR8737. Ethylene-responsive
transcription factors were the target of miR172a, miR172b
and the nat-siRNAs renamed as nat-siRNA-G2009, nat-siRNA-
G2010, nat-siRNA-G2011, nat-siRNA-G2012, nat-siRNA-G2013,
and nat-siRNA-G2014. Meanwhile, the F-Box proteins and
MADS-Box TFs that participated in ethylene signaling were the
targets of miR394, miRZ131, nat-siRNA-G2015 to nat-siRNA-
G2017, sly-TAS5d, phased small RNA001 and nat-siRNA-G2001
to nat-siRNA-G2005, respectively. Moreover, the auxin response
factors that indirectly control ethylene signaling were the targets
of miR160a and the nat-siRNA-G2006 and nat-siRNA-G2007.

DISCUSSION

Small RNAs are a class of non-coding RNAs that play vital
roles in growth and development, signal transduction, biotic
and abiotic stresses (Jones-Rhoades et al., 2006; Dalmay, 2010;
Mohorianu et al., 2011; Zuo et al., 2012; Pashkovskiy and
Ryazansky, 2013). Numerous studies have demonstrated that
miRNAs were involved in the regulation of diverse physiological
processes by repressing the expression of their target genes.
Ethylene is an important endogenous hormone and plays
important roles in fruit development and ripening. As a model
plant, tomato has been widely used to study the molecular
mechanisms of ethylene biosynthesis and signal transduction
(Giovannoni, 2004; Osorio et al., 2011), and through the study
on ripening-related mutants or transgenic plant, many advances
have been achieved. ERFs were a class of TFs located in the
downstream of ethylene signal transduction pathways, and as
one of the members of ERF class, LeERF1 had been showed to
mediate fruit maturation and softening, enhance resistance to
osmotic stress and improve plant tolerance to fungal invasion
(Li et al., 2007; Lu et al., 2011; Pan et al., 2013). To better
understand the relationship between LeERF1 and small RNAs in
ethylene pathway, high-throughput sequencing was employed in
the sense-/antisense-LeERF1 transgenic tomato fruits and many

ethylene-related small RNAs as well as their target genes were
found.

High-Throughput Sequencing of Tomato
Fruit
In the past decades, miRNAs identification and their biological
roles analysis were the mainly focused research fields. In
tomato, 46 miRNA families were identified and registered in
the miRBase database (http://www.mirbase.org/). It is well-
known that many small RNAs have temporal expression patterns
(Chen, 2009; Rubio-Somoza et al., 2009) and many studies
had not detected all the 46 miRNA families (Candar-Cakir
et al., 2016; Wu et al., 2016). In this study, the 46 families
were all identified though some miRNAs did not found in all
libraries, such as miR169 that only detected in wild tomatoes.
This result indicated that the high-throughput sequencing had
superiority in the identification of small RNA. Meanwhile, we
identified 62 less conservative miRNAs that had not previous
been found in tomato but documented in the miRBase for
other species. For instance, miR861 was found in Arabidopsis
(Fahlgren et al., 2007) and miR8010 were registered for
potato (Zhang et al., 2013). MiR440, miR528, miR2922 and
miR1049, miR1222, miR1063 were detected in rice and moss,
respectively (Liu et al., 2005; Sunkar et al., 2005; Talmor-
Neiman et al., 2006; Axtell et al., 2007; Sanan-Mishra et al.,
2009).

In addition, 41 putative novel miRNAs not identified in
other reports were also predicted in this study. The hairpin
structures were found and the minimal folding free energies
(MFEs) were −149.8 to −28.3 kcal/mol, indicated that the
hairpin structures were stable. MiRNAs with detected stars
were more likely to predict to be bona fide novel miRNAs
(Wu et al., 2016). The renamed putative novel miRNAs in
our libraries all had stars, suggested the accuracy of the
novel miRNAs. Most of the putative novel miRNAs were
24 nt in length. The 24 nt small RNAs were reported
to mainly match to the promoter regions of ripening-
associated genes (Tomato Genome Consortium, 2012) and
its high percentage in the putative novel miRNAs may

FIGURE 4 | Expression profiles of the significantly differentially expressed miRNAs (A) and nat-siRNAs (B) in wild (CK1, CK2), overexpression sense-LeERF1

(F1, F2), and antisense-LeERF1 (R1, R2) tomato fruit.
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imply regulatory roles of the novel miRNAs in ethylene
pathway.

Overall, the discovery of less conserved and putative novel
miRNAs in tomato provided enriched insight into the plant
miRNA dataset. In addition, one previously reported TAS5 gene
(Li et al., 2012) and two other TAS5 genes (TAS5b, TAS5d, found
in our other study) were detected in our libraries (Table 3).
Moreover, another TAS5 (TAS5e) with the target sly-miR482b
and twomore TAS genes (Named TAS11a and TAS11b) triggered
by sly-miR6024 were also found in our libraries (Table 4).

Differential Expression Profiles of the
Small RNAs
It is well-known that many small RNAs have temporal expression
patterns (Chen, 2009; Rubio-Somoza et al., 2009). Differential
expression patterns of small RNAs can be regarded as an index for
estimating the regulation contributions.We analyzed small RNAs
expression in the wild and sense-/antisense-LeERF1 transgenic
tomato. It is worth to noting that 14 miRNAs had significant
difference expression between the wild and transgenic tomato.
Among them, four miRNA families had a significant different

FIGURE 5 | Relationships between miRNAs and their targets.
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accumulation between wild and sense-LeERF1 transgenic tomato
fruits and 10 miRNAs differentially expressed in the response to
antisense-LeERF1, indicating their specific roles in fruit ripening
(Figure 4A).

It has been reported that miR399 was involved in plant

response to phosphate starvation (Fujii et al., 2005; Chiou et al.,
2006) and its accumulation increased during fruit development

in tomato (Gao et al., 2015). In this study, the miR399a is down-

regulated in sense-LeERF1 transgenic fruit, which indicated

that miR399 may play an important role in ethylene signal
transduction pathway. Totally, there were nine miRNAs having
significant different expression between sense-LeERF1 and
antisense-LeERF1 transgenic fruit. Among them, miR399a and
miR8263-5p were up-regulated in antisense-LeERF1 transgenic
fruits, meanwhile, other nine miRNAs, including miR7484,
miR319a, miR95-5p, miR8990, miR2569-5p, and two putative
novel miRNAs (miRZ118 and miRZ131) were down-regulated.
miR319 has been reported to control leaf development and
morphogenesis through regulating transmission control protocol
(TCP) transcription factors (Palatnik et al., 2003). In this study,
the target of miR319 was predicted to be GAMYB, which was also
related to ethylene pathway. According to our results, miR319
may also participate in ethylene signaling pathway.

Besides, 12 nat-siRNAs were found to show differential
expression patterns. Compared with wild fruits, most of the
nat-siRNAs showed lower expression levels in sense-LeERF1
tomatoes, and only two of them increased. However, among the

nat-siRNAs, more than half of them had higher expression levels
in antisense-LeERF1 transgenic fruits (Figure 4B).

Small RNAs Participated in Ethylene
Pathway
To study the function of small RNAs in ethylene pathway,
bioinformatic prediction, and degradome sequencing were also
used in wild and sense-/antisense-LeERF1 transgenic tomato.
Results showed that most of the targets were identified to
participate in various biological processes (Figure 2). AP2
transcription factors, AP2-like ethylene-responsive transcription
factors, ethylene-responsive transcription factor were TFs belong
to AP2/EREBP transcription factors family involved in ethylene
signaling pathway and they were the main targets of miR172
family, which was also reported in Arabidopsis and tomato (Wu
et al., 2009; Cheng et al., 2016). The AP2/EREBP transcription
factors were also the target of miR5658 (Cheng et al., 2016).
However, in this study, the miR5658 was not detected and
miR8737 were predicted to target AP2/ERF TFs. F-Box proteins
were reported to regulate ethylene signaling in Arabidopsis
(Wang et al., 2009). It was also been reported that the F-Box
proteins were the targets of miR393 in Arabidopsis (Liu et al.,
2008). However, in this study, miR393 was not found and F-Box
proteins were predicted to be the target of miR394. In addition,
auxin response factors genes cleaved by miR160 were also found
in our results. In Arabidopsis, ARF6 and ARF8, ARF16, and
ARF17 were reported to be the targets of miR167 and miR160,

FIGURE 6 | Network model of the small RNAs and their target genes involved in ethylene.
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respectively. In this study, ARF8 cleaved by miR167 was found
via degradome sequencing. However, ARF6 was not identified
for miR167, perhaps because the abundance of cleaved products
was too low to be detected. Unexpectedly, ARF10 and ARF18
were identified to be the targets of miR160. Surprisingly, six new
targets were found (Figure 3).

Compared with the miRNAs, most targets of the ta-siRNAs
and nat-siRNAs in tomato were not verified yet. The distribution
of the targets of ta-siRNAs and nat-siRNAs was different from
that of the miRNAs, and a great part of the targets were
predicted to be involve in all kinds of metabolic processes
which were consistent with the previous studies (Zhai et al.,
2011; Li et al., 2012; Shivaprasad et al., 2012; Zuo et al., 2013).
In this study, several important target genes participating in
fruit ripening and senescence were found including Ethylene-
responsive transcription factors, F-box proteins, MADS-box TFs,
and MADS-box proteins.

Network Construction Revealed the
Relationship of Small RNAs and Ethylene
in Tomato
To illuminating the network between small RNAs and their
target genes involved in ethylene, all the predicted target genes
of miRNAs, ta-siRNAs, and nat-siRNAs were screened carefully
and a regulatory model was set up (Figure 6). From the network
model, it could clearly been seen that miR394, miRZ131, miR172,
miR8737, miR319, miR159, miR160, and nat-siRNA-G2001 to
nat-siRNA-G2017 as well as their target genes such as auxin
response factors, ethylene-responsive transcription factors and
GAMYB were involved in ethylene signal pathway. These results
indicate that the network of miRNAs are quite complicated,
and elucidation of the molecular mechanisms underlying the
interplay between miRNA and their target genes involved in
ethylene pathway requires further study.

CONCLUSION

In summary, ethylene biosynthesis and signal transduction
related miRNAs and siRNAs were identified in tomato fruit.
These informations broaden the knowledge of the relationship
between small RNAs and ethylene regulation. Additionally,
many target genes of miRNAs were identified by bioinformatic
prediction and degradome sequencing. The result showed that
the target genes were involved in various functions and ethylene
related targets were also discovered. In addition, a large amount
of the target genes of nat-siRNAs were found and some of them
were found to participate in ethylene regulation. A regulatory
model which reveals the regulation relationship between the
small RNAs and their targets was set up. Moreover, 41 putative

novel miRNAs were identified and many of them were also
involved in ethylene pathway. These findings lay the foundation
for exploring the role of small RNAs in ethylene signaling
pathway in the plant.
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Whole-genome duplication events have occurred more than once in the genomes of

some rosids and played a significant role over evolutionary time. Lipoxygenases (LOXs)

are involved in many developmental and resistance processes in plants. Our study

concerns the subject of the LOX gene family; we tracked the evolutionary process of

ancestral LOX genes in four modern rosids. Here we show that some members of the

LOX gene family in the Arabidopsis genome are likely to be lost during evolution, leading

to a smaller size than that in Populus, Vitis, andCarica. Strong purifying selection acted as

a critical role in almost all of the paralogous and orthologous genes. The structure of LOX

genes in Carica and Populus are relatively stable, whereas Vitis and Arabidopsis have a

difference. By searching conserved motifs of LOX genes, we found that each sub-family

shared similar components. Research on intraspecies gene collinearity show that recent

duplication holds an important position in Populus and Arabidopsis. Gene collinearity

analysis within and between these four rosid plants revealed that all LOX genes in each

modern rosid were the offspring from different ancestral genes. This study traces the

evolution of LOX genes which have been differentially retained and expanded in rosid

plants. Our results presented here may aid in the selection of special genes retained in

the rosid plants for further analysis of biological function.

Keywords: lipoxygenase, purifying selection, gene duplication, syntenic chromosomal block, evolutionary history

INTRODUCTION

Whole-genome duplications (WGDs) bring a huge impact on genome sizes of many angiosperms
and may have provided the genetic material for evolutionary novelties (Sémon and Wolfe,
2007; Jaillon et al., 2009). Duplication events are usually followed by gene loss (Bowers
et al., 2003), nucleotide divergence (Bowers et al., 2003) and structural rearrangements
(Hufton and Panopoulou, 2009). It has long been hypothesized that the ancient genome
triplication event happened to a single common ancestor of Arabidopsis-Populus-Vitis-
Carica and finally caused a paleohexaploid (Tang et al., 2008a).Other than that, the two
recent paleopolyploidies that have affected Arabidopsis are β- and α- duplications. At-α
was a recent event, and the At-β was an intermediate event (Barker et al., 2009). In
Populus, there was a single genome-wide event. This duplication event was called the
“salicoid” duplication event (P-duplication; Tuskan et al., 2006). Vitis vinifera and Carica
papaya each have only γ-triplication event and no other polyploidies (Tang et al., 2008a).
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Polyploidy has been and continues to have an extensive effect
on the number or type of genes in plant evolution (Adams
and Wendel, 2005). Analysis of the differential retention and
expansion of ancestral genes in modern plants provide an
informative and robust way to resolve relationships among many
lineages (Rokas and Holland, 2000). In this study, we will take
the Lipoxygenase gene family as an example and discuss the
differential retention and expansion of ancestral genes in four
rosids.

Lipoxygenases (LOXs) exist extensively within plants and
animals (Brash, 1999). The best known function of these
enzymes are to synthesize lipid mediators (Brash, 2015): as we
know, leukotrienes and resolvins are in animals, jasmonates and
short-chain aldehydes are in plants. LOXs catalyze polyenoic
fatty acids PUFAs (Feussner and Kühn, 2000) like linoleic
acid (LA), α-linolenic acid (α-LeA), or arachidonic acid,
which have a (1Z, 4Z)-pentadiene moiety. According to their
positional specificity of linoleic acid oxygenation, lipoxygenases
have been divided into group 9-LOX and group 13-LOX
(Hildebrand, 1989). LOXs contain a region rich in histidine
residues, which was previously observed to be highly conserved
in the primary structure of isozymes. This region contains
a cluster of 5 His residues in the form of His-(X)4-His-
(X)4-His-(X)17-His-(X)8-His (Shibata et al., 1987; Steczko
et al., 1992; Boyington et al., 1993; Feussner and Wasternack,
2002).

Lipoxygenases involved in food-related applications during
bread-making and production of the aroma are controlled
by enzymes, which were found related to the formation of
volatile compounds (Leenhardt et al., 2006). Studies have shown
that extractable activities of enzymes are major factors that
can affect the degrading efficiency of carotenoid pigments
during the kneading step of bread-making in each of the
three cultivated wheat species. Lipoxygenases also have a
negative relationship with the color, off-flavor and antioxidant
status of plant-based foods. Studies on soy-based foods have
demonstrated that lipoxygenases are responsible for the off-
flavor associated with biological components present in soybean
(Leenhardt et al., 2006). So far, there is sufficient evidence to
prove that lipoxygenase is the most crucial element in plant
defense responses (Baysal and Demirdöven, 2007; Bannenberg
et al., 2009). In recent years, one LOX gene in Arabidopsis
(AtLOX2) was thought to function exclusively in jasmonates
(JA) biosynthesis upon wounding (Van Loon et al., 2006). The
study is backed up by recent findings in apple which showed
that MdLOX5 gene was more likely to be responsible for aphid
tolerance or resistance (Vogt et al., 2013).

Lipoxygenase genes are chosen for their biological
significance. In our research, taking lipoxygenases as an example,
we studied the expansion of these genes in four species. Previous
analysis showed that one or more paleopolyploidy events
which had an impact on these four modern rosid genomes,
fluctuate remarkably in size and arrangement. Our results
trace the differential retention and expansion of the ancestral
Lipoxygenases in Arabidopsis thaliana, Populus trichocarpa, V.
vinifera and C. papaya and help facilitate the extrapolation of the
evolutionary process.

MATERIALS AND METHODS

Ethics Statement
No specific permits were required for the described field studies.
No specific permissions were required for these locations and
activities. The location is not privately-owned or protected in any
way and the field studies did not involve endangered or protected
species.

Database Search and Sequence Retrieval
LOX genes were identified following the method described
by (Podolyan et al., 2010; Umate, 2014; Chen et al., 2015).
Protein and cDNA sequences of LOX genes in Arabidopsis
were obtained from the Arabidopsis Information Resource
(TAIR, http://www.arabidopsis.org/, release 10.0). Protein
and cDNA sequences of P. trichocarpa, V. vinifera, and C.
papaya were downloaded from Phytozomev.11.0 database. The
respective genome sequence sites are as follows: P. trichocarpa,
V. vinifera, and C. papaya (http://genome.jgi.doe.gov/pages/
dynamicOrganismDownload.jsf?organism=PhytozomeV11).
Local Blast searching was performed using Arabidopsis LOX
proteins as queries for the identification of LOX genes from
Carica and Vitis, and then using the resulting poplar and
grapevine sequences as secondary queries. To obtain good
gene models of CpLOX genes, all-against-all nucleotide
sequence similarity searches were performed between the
gene models and EST sequences using BLASTN software
(Supplementary Table 1). Besides, we also worked on the
multiple sequence alignment with CpLOX proteins and 70
experimantally verified gene models (Supplementary Tables 2, 3).
All of the obtained genes were further manually analyzed
to confirm the presence of the LOX domain (PF00305) and
PLAT/LH2 (polycystin-1, lipoxygenase, α-toxin domain,
or the lipoxygenase homology) domain (PF01477) in the
Pfam HMM database (http://pfam.sanger.ac.uk/) (Finn et al.,
2006) and InterPro (European Bioinformatics Institute)
(http://www.ebi.ac.uk/interpro/scan.html) (Supplementary
Table 4; Mulder et al., 2007). Redundant sequences with different
identification numbers and the same chromosome locus were
removed.

Phylogenetic Trees Construction
Complete protein sequences of LOX in the four plant species
were aligned with the aid of ClustalW (Larkin et al., 2007).
The phylogenetic tree was constructed by MEGA version 6.0
software with the minimum evolution (ME) method (Tamura
et al., 2013). Bootstrap analysis with 1000 replicates was
performed to calculate the reliability of the ME tree. To
confirm the robustness of the ME tree, we also constructed
other phylogenetic trees by using the Neighbor-Joining (NJ)
method.

Exon–Intron Structural Analysis and
Identification of Conserved Motifs
The exon–intron structure positions of LOX genes were
generated online using the online program Gene Structure
Display Server (GSDS; http://gsds.cbi.pku.edu.cn/; Guo et al.,
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2007) by alignment of the cDNAs with their corresponding
genomic DNA sequences. To identify the conserved motifs
of the LOX genes in four rosid plants, the structural motif
annotation was employed using the MEME (Multiple Em for
Motif Elicitation, Version 4.11.1) program (Bailey et al., 2006)
with the following parameters: the maximum number of motifs
was set at 20, and the optimum motif widths were set between
six and 200 residues. Structural motif annotation was provided
by using the Batch search tool in Pfam program.

Identification of Paralogs and Orthologs
Paralogs and orthologs were identified by using the same
procedure described in Blanc and Wolfe (2004). This method
was performed by running a BLASTN (Altschul et al., 1997) for
all nucleotide sequences for each species. A pair of matching
sequences were defined as pairs of paralogs when the identity
was more than 40% and the alignment covered over 300 bp.
To identify putative orthologs between two species, for example
A and B, each sequence from species A was searched against
all sequences from species B using BLASTN. At the same time,
each sequence from species B was searched against all sequences
from species A. The two sequences were defined as orthologs
whose reciprocal best hits were each within >=300 bp of the two
sequences aligned.

ω and Ks Analysis
First, pairwise protein sequence alignment was performed using
MUSCLE (Edgar, 2004).Then, used in conjunction with protein
alignments, CDS sequence, and an in-house PERL script, the
input file format of KaKs_Calculator2.0 could be got. Finally, the
input file were converted into computation of Ks (synonymous
substitution rate) and Ka (non-synonymous substitution rate)
values using KaKs_Calculator2.0 (Wang et al., 2010). To further
assess whether positive selection acts upon specific sites, the gene
pairs for all the paralogs and orthologs were used to calculate the
ω, where ω = Ka/Ks.

Intraspecies and Interspecies
Microsynteny Analysis
Microsynteny analysis within four species was detected by
MicroSyn software (Cai et al., 2011). At the beginning of the
generated MSY file step, three property files are needed: the
gene list file, the CDS file and the gene identifier file. The
microsynteny graphic file was provided by loading the three files.
Then MicroSyn creates a homologous relationship among all
genes. Finally, the microsynteny graphic file was provided by
the software. In order to analyze duplication of LOX genes of
the four rosid plants we researched the expansion of LOX genes
through segmental or whole-genome duplications (S/WGD) for
LOX genes in each species by using the plant genome duplication
database (PGDD; http://chibba.agtec.uga.edu/duplication/; Lee
et al., 2013). In order to determine whether the LOX genes of
the four rosid plants arose from a large-scale duplication event
(duplicated blocks derived from whole-genome or segmental
duplication) or tandem duplication, genome-wide analysis was
undertaken to examine whether LOX genes occurred within
duplicated blocks. We researched the expansion of LOX genes

through segmental or whole-genome duplications (S/WGD) for
LOX genes in each species by using the plant genome duplication
database (PGDD; http://chibba.agtec.uga.edu/duplication/). The
LOX genes duplicated through S/WGDs were inferred on
the basis of gene collinearity on syntenic blocks. First, from
the PGDD, we download the file containing collinear block
information within and between the four rosids. Then, all
download blocks information were imported into MySQL, and
the LOX gene ID were used as the query to perform a search
in these species. The LOX genes duplicated through S/WGDs
were identified in this way. In this analysis, the counterparts of a
particular LOX gene on an SCB may have been retained as LOXs,
subfunctionalized into non LOXs (indicated by an “N” before
the first letter in the code name). LOX genes expanded through
tandem duplication (TD) were inferred following the method
that (1) belong to LOX gene family, (2) are located within 60 kb
each other (data comes from Phytozome), and (3) are separated
by five or fewer gene loci (non LOXs). Syntenic blocks between
species were identified using the MCscanX (Wang et al., 2012)
software with default parameters. To categorize the expansion
of the LOX gene families, the positions of the LOX genes in
the blocks were A. thaliana, P. trichocarpa, V. vinifera, and C.
papaya. Circos software was used to draw the syntenic diagram
(Krzywinski et al., 2009).

RESULTS

LOX Genes in Four Modern Rosids
Based on the previous studies, we obtained 6 and 20 putative
LOX genes from the Arabidopsis, and poplar, respectively. In
a recently published report, a total of 18 LOX genes were
identified in Vitis. By removing pseudogenes, 13 LOX genes
were identified in the Vitis genome. In this study, by removing
psedogenes we further filtered five additional LOX genes in Vitis
and changed the total member into 13. To identify LOX inCarica,
we performed a search against the genome database with BlastP
using AtLOX protein sequences as queries. Finally, 11 LOX genes
were identified in Carica. The detail information of each LOX
genes are listed in Table 1.

To date, four studied rosids have been suggested to possess
paleohexaploidy in a common ancestor (Jaillon et al., 2007).
Based on previous results, the multiplicity ratio for an ancestral
gene comparison in the genomes of four species should be
4:2:1:1. But in our research results, the number of LOX genes
in Arabidopsis is far fewer than that estimated for other plant
species. Previous studies suggest that the V. vinifera genome
is by far the closest to the ancestral arrangement such that
the ancestral gene order can be deduced from this species
with no difficulty. The ratio of LOX genes for the four species
is 0.5: 1.5: 0.85: 1 when the number of LOX genes in V.
vinifera is used as a benchmark. In addition to A. thaliana, this
result is basically in line with the expected current ratios of
LOXs.

LOX Paralogs and Orthologs
We detected 33.3% (2/6, Arabidopsis), 72.7% (8/11, Carica),
95% (19/20, Populus), and 76.9% (10/13, Vitis) LOX genes in
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TABLE 1 | Detailed information about the LOX gene family in rosid plants.

Species Gene name Gene ID Chr. Location coordinates(5′–3′) Protein length(a.a.) ORF length(bp)

Carica papaya CpLOX1 evm.TU.supercontig_8.58 supercontig_8 393,002–397,307 797 2394

CpLOX2 evm.TU.supercontig_17.119 supercontig_17 1,496,985–1,501,648 816 2451

CpLOX3 evm.TU.supercontig_25.128 supercontig_25 1,317,447–1,322,293 925 2778

CpLOX4 evm.TU.supercontig_32.35 supercontig_32 482,778–486,631 854 2565

CpLOX5 evm.TU.supercontig_32.64 supercontig_32 770,894–774,557 855 2568

CpLOX6 evm.TU.supercontig_43.30 supercontig_43 308,246–311,725 922 2769

CpLOX7 evm.TU.supercontig_48.63 supercontig_48 351,329–356,020 867 2604

CpLOX8 evm.TU.supercontig_58.126 supercontig_58 1,216,903–1,220,688 849 2550

CpLOX9 evm.TU.supercontig_58.127 supercontig_58 1,233,011–1,236,967 849 2550

CpLOX10 evm.TU.supercontig_458.2 supercontig_458 18,363–22,072 788 2367

CpLOX11 evm.TU.supercontig_458.4 supercontig_458 24,745–28,879 917 3754

Arabidopsis thaliana AtLOX1 AT1G55020 1 20,525,708–20,530,273 859 2580

AtLOX2 AT3G45140 3 16,525,410–16,529,352 896 2691

AtLOX3 AT1G17420 1 5,977,411–5,981,480 919 2760

AtLOX4 AT1G67560 1 25,319,899–25,324,264 917 2754

AtLOX5 AT3G22400 3 7,926,879–7,931,351 886 2661

AtLOX6 AT1G72520 1 27,308,515–27,312,754 926 2781

Vitis vinifera VvLOX1 GSVIVT01010359001 1 19,772,666–19,777,638 920 2763

VvLOX2 GSVIVT01017943001 5 4,934,967–4,939,395 751 2256

VvLOX3 GSVIVT01025342001 6 1,774,659–1,781,744 817 2454

VvLOX4 GSVIVT01025340001 6 1,853,936–1,868,694 872 2619

VvLOX5 GSVIVT01025339001 6 1,875,239–1,882,842 901 2706

VvLOX6 GSVIVT01025328001 6 1,988,366–1,989,826 335 1008

VvLOX7 GSVIVT01005730001 7 13,887,191–13,893,238 641 1926

VvLOX8 GSVIVT01016738001 9 811,736–816,741 927 2784

VvLOX9 GSVIVT01032029001 13 23,366,475–23,371,929 866 2601

VvLOX10 GSVIVT01000083001 14 3,311,501–3,315,829 738 2217

VvLOX11 GSVIVT01000084001 14 3,315,947–3,324,623 900 2703

VvLOX12 GSVIVT01003798001 chr7_random 201,678–209,816 619 1860

VvLOX13 GSVIVT01005215001 Un 19,276,130–19,281,690 533 1602

Populus trichocarpa PtLOX1 Potri.001G015300 1 1,076,313–1,081,197 898 2697

PtLOX2 Potri.001G015400 1 1,090,420–1,098,069 902 2709

PtLOX3 Potri.001G015500 1 1,105,670–1,110,895 898 2697

PtLOX4 Potri.001G015600 1 1,118,168–1,123,930 898 2697

PtLOX5 Potri.001G167700 1 14,106,872–14,112,847 923 2772

PtLOX6 Potri.003G067600 3 9,576,888–9,583,048 925 2778

PtLOX7 Potri.005G032400 5 2,425,802–2,431,106 866 2601

PtLOX8 Potri.005G032600 5 2,435,033–2,439,658 796 2391

PtLOX9 Potri.005G032700 5 2,451,619–2,456,194 866 2601

PtLOX10 Potri.005G032800 5 2,462,946–2,469,256 863 2592

PtLOX11 Potri.008G151500 8 10,276,751–10,281,394 880 2643

PtLOX12 Potri.008G178000 8 12,146,645–12,151,320 927 2784

PtLOX13 Potri.009G022400 9 3,421,114–3,425,183 901 2706

PtLOX14 Potri.010G057100 10 8,651,258–8,655,916 926 2781

PtLOX15 Potri.010G089500 10 11,305,668–11,310,367 881 2646

PtLOX16 Potri.013G022000 13 1,454,479–1,459,136 871 2616

PtLOX17 Potri.013G022100 13 1,461,474–1,466,287 862 2589

PtLOX18 Potri.014G018200 14 1,725,218–1,731,715 860 2583

PtLOX19 Potri.014G177200 14 14,542,431–14,547,953 860 2583

PtLOX20 Potri.017G046200 17 3,854,572–3,860,007 898 2697
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each species involved in paralogous duplication (Supplementary
Table 5). Thus, over half of the LOXs were closely bound up
with intra-specific duplication in Carica, Vitis, and Populus. By
contrast, there was just one pair of LOX paralogs in Arabidopsis,
although this species has been expanded by three rounds of
whole-genome duplication. The higher ratio in Populus reflects
the preferential gene retention after multiple rounds of WGD.
Our results show that Populus and Vitis shared the most
orthologous pairs, of up to 26 pairs of orthologous LOXs. We
only got one pair of orthologous LOXs between Arabidopsis and
Vitis. Two pairs of orthologous LOXs were detected between
Arabidopsis and Populus. After comparing Carica and other three
species we found no orthologous LOXs between them.

In order to better understand the evolutionary constraints
acting among the four rosid species, we measured the Ka/Ks
ratios for these pairs of LOX paralogs and orthologs. The ratio
of non-synonymous substitutions per non-synonymous site (Ka)
vs. the synonymous substitutions per synonymous site (Ks) is an
indicator of the history of selection (Yang and Bielawski, 2000).
If Ka/Ks < 1, it suggests that the gene is undergoing purifying
selection. When Ka/Ks > 1, it means there is accelerated
devolution with positive selection, and Ka/Ks = 1 suggests
neutral selection. A summary of Ka/Ks for LOX paralogous
and orthologous pairs is shown in Supplementary Table 5. The
resulting pairwise comparison data showed the Ka/Ks values
of only one Vv paralogous pair larger than 1. The relatively
higher Ka/Ks ratio of VvLOX6/11 suggests that they may have
experienced relatively rapid evolution following duplication.
There were two Vitis pairs (VvLOX6/10 and VvLOX7/12) and
one Populus pair (PtLOX18/19) that were larger than 0.5 but less
than 1, while all of the remaining Ka/Ks ratios were less than
0.5, suggesting that the LOX family has mainly undergone strong
purifying selection and these LOX genes are slowly evolving at the
protein level. Our calculations shows that all orthologous LOXs
between species were less than 1.

Expansion and Structural Characteristics
of the LOX Genes in Four Rosid Plants
To investigate the extent of the expansion of the LOX genes
in rosid plants, we performed a joint phylogenetic analysis
with MEGA using the ME method (Figure 1) and the NJ
method (Supplementary Figure 1). The ME and NJ trees show
identical topologies. Asmentioned above, plant lipoxygenases are
clustered into two groups (9-LOX and 13-LOX). In our study, a
total of 50 genes formed two distinct clades and are in agreement
with the previously studied results (Brash, 1999; Figure 1). As
shown in Figure 1, 9-LOX consisted of 20 LOX genes from four
modern rosids; two from Arabidopsis, eight from Populus, six
from Carica, and four from Vitis. This clade is composed of four
sub-clades, one of which includes purely six Populus LOX genes.
Yet there is another sub-clade simply containing four Carica
LOX genes. The rest includes LOX genes from two or more
species. Paralogous groups in this clade are CpLOX2/4/5/7 and
CpLOX8/9 from Carica; PtLOX7/8/9/10/16/17 and PtLOX11/15
from Populus; VvLOX6/10/11 from Vitis. Beyond that there are
three orthologous pairs shared by the four modern rosids. The
remaining LOXs are placed in the 13-LOXs group. Paralogous
groups in this clade were A3-A6, from Arabidopsis; PtLOX1/2,

PtLOX3/4/20, PtLOX17/26, and PtLOX10/12 from Populus;
VvLOX3/4/5, VvLOX4/9 and VvLOX7/12 from Vitis. In addition,
this clade contained only one paralogous pair from Carica,
CpLOX10/11. In this group, there are seven orthologous pairs
shared by the four modern rosids. Besides, the genetic distances
among the two LOX sub-families were studied and the result
showed that the genetic distance of 9-LOX genes was smaller
than 13-LOX genes, indicating that 9-LOX genes are more closely
related to each other.

For a better understanding of the structural diversity of LOX
genes, using the structures of LOX genes we generated the
exon-intron architecture of each LOX gene in four rosid plants
(Figure 2). Overall, the structures of LOX genes in Carica and
Populus were conserved. But some changes take place in the
AtLOX and VvLOX genes. The detailed structural analysis of
the exon/intron are presented in Figure 3. Of the four species
surveyed, Carica and Populus LOX genes are in a similar position
with eight or nine exons, and the number of exons in Arabidopsis
range from six to nine. VvLOX genes are much more dramatic,
VvLOX9/10/11 have the highest number of exons at 11, but in
the same species VvLOX6 also has the least number of exons at
five. We further analyzed the exon/intron structure of the LOX
orthologous and paralogous gene pairs discussed previously. The
results showed that majority of these gene pairs have different
exon numbers. Among paralogous gene pairs, the structure
rationality changes obviously in VvLOX6/10. Simultaneously, by
comparing the orthologous pairs, we found that all the differences
come from Populus and Vitis.

We also studied the conserved motifs of LOX genes because
of its particularity and the importance to the diversified functions
of LOX genes. Therefore, we used the MEME web server to find
the relatively conserved motifs which are shared with the 50
LOX proteins. In total, 20 distinct conserved motifs were found
(Figure 3, Supplementary Table 6), and the relevant information
is shown in Supplementary Table 6. Each of the putative motifs
is well commented by searching in Pfam database. In detail,
motifs 1, 2, 3, 5, 6, 7, 8, 10, 11, 12, 14, 15, and 19 are associated
with the Lipoxygenase domain; motif 9 is found to encode the
PLAT domain; motif 4 is thought to be involved in foring the
PLAT and Lipoxygenase domain. However, the other motifs
have no functional annotation. As illustrated in Figure 3, most
LOX members belong to the same sub-family and are alike in
motif compositions, suggesting that a lot of similarity may have
many overlapping parts from a functional perspective. Motif 5
is widely presented in all fifty LOX proteins. Motif 15 and motif
20 are unique to the proteins in the 9-LOX clade. The former
is considered for all of the components of the Lipoxygenase
domain. Even though the function of motif 20 is still unknown,
we still think that these motifs might be important to the
functions of unique LOX proteins due to their specificity. To
some extent, these specific motifs may help us to understand the
functional divergence of LOX genes during evolutionary history.

Expansion Manners of LOX Genes within
Four Rosid Plants
In order to probe the relationship between the genetic
divergences within the LOX gene family and the corresponding
expansion patterns, we further analyzed the gene duplication
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FIGURE 1 | Phylogenetic relationships among LOX genes in four rosid plants (A) and the genetic distance among different sub-families of LOX genes

(B). Gene sub-families are indicated with different colors. Taxon labels are depicted in red for the 9-LOX clade and in green for 13-LOX clade. In (A), the phylogenetic

tree was constructed using Minimum-evolution (ME) using MEGA6. The LOXs of Arabidopsis are indicated by red circles, Carica are indicated by orange triangles,

Populus are indicated by green squares and Vitis are indicated by purple rhombus symbols.

events within each species. As previously mentioned, rosid plants
have experienced at least one polyploidy event. These events may
have lasting implications for the evolution of LOX gene families.
We used the MicroSyn software to investigate this possibility. If
two members of the same gene family are homologous pairs, and
three or more of the 50 upstream and downstream neighboring
genes are also considered to be homologous pairs, we defined
these two regions as those resulting from a duplication event.
The number of LOX genes that arose from duplication events
varied among the four rosids. Our survey results showed that 10
collinear gene pairs occurred in the Populus genome and a total of
four collinear gene pairs occurred in the Vitis genome; however,
there was only one collinear gene pair in both Arabidopsis and
Carica genomes (Figure 4).

In Arabidopsis, one gene pair (AtLOX3/AtLOX6) was found
to have conserved neighboring regions and no syntenic
relationships were detected within the other four AtLOX
genes. In Carica, the microsynteny between the CpLOX8 and
CpLOX9 genes is extensive and this gene pair is located
next to each other on the same supercontig 58, believed to
have derived from tandem duplication events. In Vitis, one
pair, VvLOX2/VvLOX8, shares a substantial collinear region.
In addition, one gene cluster VvLOX3/VvLOX4/VvLOX5 and
one gene pair, VvLOX10/VvLOX11 are located near each
other on the same chromosomes and these gene pairs
might be evolved from tandem duplication. In Populus,
three gene pairs, PtLOX7/PtLOX16, PtLOX11/PtLOX15, and
PtLOX12/PtLOX14 share extraordinary conserved synteny, with
less conserved collinear genes surrounding PtLOX5/PtLOX6,

PtLOX8/PtLOX16, and PtLOX15/PtLOX16. Besides, one gene
cluster, PtLOX7/PtLOX8/PtLOX9/PtLOX10, and one gene pair,
PtLOX18/PtLOX19, appear to have evolved from tandem
duplication events. Using this approach, we made a preliminary
judgment on the duplication events within each species.
To better examine the gene duplication events of LOX
genes, we retrieved the syntenic chromosomal blocks (SCBs)
associated with the expansion of LOX genes through S/WGDs
from the plant genome duplication database. The results are
consistent with the findings of most studies done in the
MicroSyn software. The biggest difference occurs in Vitis and
Populus. From the PGDD database, we found that the other
two gene pairs VvLOX2/VvLOX10 and VvLOX3/VvLOX9 are
associated with S/WGDs in Vitis. In Populus, two counterparts
(PtLOX1/PtLOXN1 and PtLOX13/PtLOXN1) of LOXs on SCBs
are found to have sub-functionalized into other gene family
members (indicated by the code name preceded by the letter
“N”; Guo et al., 2014). Beyond that, the two gene pairs
PtLOX8/PtLOX16 and PtLOX15/PtLOX16 achieved through
MicroSyn software were not found in the PGDD database.
Generally to consider the results from both ways, in current
findings the number of LOX genes that arose from S/WGD are
10, five and two in Populus, Vitis, and Arabidopsis, respectively.
Because the duplicated gene located on a SCB is simultaneous
with another one, the median Ks value of duplicated genes in
SCBs can be used to infer the dates of the large-scale duplication
events. In this analysis, the duplicated gene pairs as well as
the homologous genes in neighbor regions are used to date
duplication events. The mean Ks values for each duplication
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FIGURE 2 | Phylogenetic relationship of LOX proteins and the exon-intron structure of LOX genes from four rosid plants. Left: an unrooted phylogenetic

tree constructed using MEGA 6.0 by the ME method. Different sub-families of LOX genes are highlighted with different colored backgrounds. Right: exon-intron

structure. The exons and introns are indicated by yellow rectangles and thin lines, respectively. The untranslated regions (UTRs) are indicated by thick purple lines.

pair in the LOX genes are shown in Figure 5 and Table 2. In
Populus, the median Ks value of the γ triplication event is 1.54,
and that related to the P-WGD is 0.27 (Tang et al., 2008b). We
detected eight conserved gene pairs, which most likely resulted
from SCB events. The median Ks of five in eight shows one
range: 0.27–0.5. The median Ks values of the rest of the gene
pairs is 2.1 and this pair is considered to associate with the
most ancient γ-triplication event. In Arabidopsis, the median
Ks values that have a relationship with β- and γ-WGDs are
almost indistinguishable, and the Ks value is 2.00 (Tang et al.,
2008b). To our knowledge the overall median Ks value for
α-duplication in Arabidopsis is nearly 0.86. Therefore, the only
one duplicated gene pair in Arabidopsis should be related with
the α-duplication event. We also examined the expansion of
LOX genes within the genomes of Vitis. According to previous
reports, the overall median Ks value of SCBs in Vitis associated

with the γ triplication is 1.22. In our research results, the
synonymous silent substitutions per site are calculated over these
three possible gene pairs. The Ks values for VvLOX2/VvLOX10,
VvLOX2/VvLOX8, and VvLOX3/VvLOX9 are 1.2, 0.83, and 1.3,
respectively. Based on the predicted Ks value, VvLOX2/VvLOX10
and VvLOX3/VvLOX9 appear to evolve from the γ triplication,
while VvLOX2/VvLOX8 evolve from a duplication event that
occurred more recently.

Based on the gene-collinearity analysis within each species,
we established an idealized gene tree of the duplication groups
of LOX genes in four rosid plants. As shown in Figure 6, in
the Arabidopsis LOX genes duplicated network, one ancestor
in the ancient genome duplication should have produced at
least 12 AtLOX genes, but actually there is only one gene
pair that is considered from α-duplication in our study. So
we think that a possible ancient gene loss event occurred. In
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FIGURE 3 | Distribution of conserved motifs in the LOX family members. All motifs were identified by MEME using the complete amino acid sequences of 50

LOX proteins of four rosid plants. Sub-families of LOX genes are highlighted with different colored backgrounds, red for 9-LOX sub-family and green for 13-LOX

sub-family. The different colored boxes represent different motifs and their position in each LOX sequence. For details of the motifs see Supplementary Table 6.

Populus, after two rounds of duplications, one ancestor in ancient
genome duplication should have produced at least six LOX genes.
However, two of these lines lacked the copies, which would have
been obtained from p genome duplication. Moreover, PtLOX7,
PtLOX8, PtLOX11, PtLOX15 and PtLOX16 originate from the
same ancestral gene. PtLOX1 and PtLOXN1 evolve from a prior
duplication event, while PtLOXN1 and PtLOX13 result from a
duplication event that occurred more recently. In addition, two
LOX gene pairs could be matched to the γ triplication in Vitis.
In contrast, there is no LOX-containing segments in Carica being
matched in any duplicated pairs. Such a huge difference existed in
the expansion manners of LOX gene within the four rosid plants,
so where did the remaining LOX genes in these species originate
from?

Evolutionary History of LOX Gene Families
in Four Rosid Plants
We used the LOX gene family members as anchor genes to
further examine the orthologous relationships and evolutionary
history of LOX genes among four rosid plants. After this
interspecies microsynteny analysis, the relationships between
syntenic orthologs of LOX genes in four rosid plants are displayed

in Figure 7, indicating that the strongly conserved microsynteny
among these regions across four species is observed significantly.

We obtained the collinear correlations of LOX genes in the
four plant genomes by using MicroSyn. In total, 33 conserved
syntenic segments were found (Supplementary Figure 2), and
these syntenic segments are divided into six groups. Four of
the groups contains all the four species with the LOX gene.
AtLOX1 in Arabidopsis, PtLOX7/8/16/17 in Populus, VvLOX11 in
Vitis, and CpLOX7 in Carica have conserved collinearity, and are
identified as group “A”. AtLOX3/6 in Arabidopsis, PtLOX5/6 in
Populus, VvLOX8 in Vitis, and CpLOX3 in Carica are classified
into the group “B.” AtLOX4 in Arabidopsis, PtLOX12/14 in
Populus, VvLOX1 in Vitis and CpLOX6 in Carica are grouped
as group “C.” AtLOX5 in Arabidopsis, PtLOX11/15 in Populus,
VvLOX2 in Vitis and CpLOX8/9 in Carica are grouped as group
“D.” Group “E” consists of LOX genes from three species, which
are PtLOX9 in Populus,VvLOX12 inVitis, andCpLOX1 inCarica.
The LOX genes from two species comprise the group “F,” as they
are PtLOX1 in Populus and VvLOX3/4/5 in Vitis. The results are
consistent with the findings of the phylogenetic analysis.

Subsequently, the synteny quality was calculated in four
rosid plants. The quality was calculated as twice the number of
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FIGURE 4 | Microsynteny related to LOX families in (A) Populus (B) Vitis (C) Arabidopsis (D) Carica. The genomic fragment is represented by a series of

triangles that represent a gene in a family and its flanking genes. The genes in the same fragment show the same color except the gene in a family which is shaded by

black triangle. The triangle also indicates the gene’s orientation on strands. The homologous genes on two fragments are connected by a gray line.

FIGURE 5 | Median Ks values of syntenic chromosomal blocks pairs

associated with the expansion of LOX within the genomes of each

species. The histogram shows synonymous distances (Ks) between

paralogous genes (y-axis) vs. the duplicate gene pairs through segmental or

whole-genome duplications (x-axis).

matches divided by the total number of genes in both segments
(Cannon et al., 2006). These four species have a synteny quality of
67.77% for orthologous regions. The minimum value of synteny
quality observed between Arabidopsis and Vitis was 48.97%, and
the maximum value was 97.70%. The average synteny quality
in the Carica/Populus syntenic regions reached over 89.24%,
followed by Carica/Vitis, for which the average synteny quality
was 76%. The average synteny quality in the Arabidopsis/Populus
and Arabidopsis/Carica syntenic regions was 53.34 and 45.35%,

TABLE 2 | Median Ks values of SCB pairs associated with the expansion

of LOXs within the genomes of each species.

Species Locus_1 Locus_2 Ka Ks Block

gene code gene code median Ks

Arabidopsis thaliana AtLOX3 AtLOX6 0.10 0.98 0.91

Populus trichocarpa PtLOX1 PtN1 0.21 2.14 2.28

PtLOX5 PtLOX6 0.07 0.32 0.27

PtLOX7 PtLOX16 0.05 0.26 0.41

PtLOX11 PtLOX15 0.04 0.21 0.36

PtLOX12 PtLOX14 0.06 0.25 0.36

PtLOX13 PtN1 0.13 0.48 0.33

Vitis vinifera VvLOX10 VvLOX2 0.29 1.21 1.00

VvLOX3 VvLOX9 0.30 1.30 0.99

respectively. Details of this comparative analysis are shown in
Table 3.

It is thought that LOX families evolved from a process
of different duplication events. However, within those LOX
homologs, what kind of role is the genome-wide duplication
playing? Since previous studies, the expansion of LOX genes
within the genome of each species have been researched by
using the PGDD database. Similarly, from the database, we
also examined the SCBs associated with the expansion of LOXs
between species. To better understand the gene-collinearity
between species, a panoramic picture about the differential
retention and evolution of the ancestral LOXs related to
paleopolyploidy in the four rosid plants was built (Figure 8,
Table 2). The study, building on previous research, has identified
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FIGURE 6 | Idealized gene trees of the duplication groups of LOX genes in Populus, Vitis, and Arabidopsis. Each tree represents a duplication group from

large-scale gene duplication. As shown in the trees, the question marks indicate possible gene loss events. As shown in the trees, three paleopolyploidies affecting

Arabidopsis (α, β, and γ duplication event). Populus trichocarpa has two duplication events (p and γ duplication event) and γ, which is shared by Vitis. The question

marks indicate possible gene loss events.

differences in the duplicates of these ancestral genes through
S/WGDs in each species. Five, one, eight and four LOX genes
have been linked to paleopolyploidy inVitis, Carica, Populus, and
Arabidopsis, respectively.

In theory, it should always be possible to find out if the
microsynteny were maintained among the members of four rosid
plants. But this was not what we found. As shown in Figure 8,
in the process of analyzing the gene-collinearity in individual
species, we found out that one gene pair AtLOX3/AtLOX6
in Arabidopsis originated from α-WGD. When we expanded
to analyze the gene-collinearity between species, we found
that AtLOX3 and AtLOX6 were all orthologous SCBs of the
chromosomal block containing PtLOX5 and PtLOX6 in Populus.
In addition, in Carica, one gene, CpN1 on SCBs, was also found
to have collinearity with AtLOX3/AtLOX6 and PtLOX5/PtLOX6.
This may be because LOX gene sub-functionalized into other
gene family members over evolutionary time. A similar dynamic
can be seen in the gene-collinearity analysis between PtLOX12
and PtLOX14.The SCB analysis revealed that this gene pair is
related to AtLOX4 and CpN2. In addition, based on the results of
the present study, VvLOX2, VvLOX10, PtLOX11, PtLOX15, and

AtLOX5 genes might have originated from the same ancestral
gene. The orthologous CpLOX6 genes that might have arose
through S/WGDs were sub-functionalized into VvN1 and PtN2
in Vitis and Populus, respectively. Beyond that, the orthologous
pair CpN3 and VvLOX12 were found to have originated from
the same ancestral gene. Besides, the orthologous relationship
of VvLOX3/9 and PtLOX1/13/N1 are no longer traceable to the
LOX genes in the other three species. Furthermore, our opinion is
that LOX genes which are unique to their species might represent
the oldest relics of ancient LOXs differentially retained in each
species.

DISCUSSION

In terms of evolution, A. thaliana, P. trichocarpa, C. papaya,
and V. vinifera are believed to originate from a common
paleohexaploid ancestor demonstrated by numerous studies
(Ohno, 2013). Single and more recent multiple WGD events
have been found in the genomes of Populus and Arabidopsis.
Paleopolyploidy events provided opportunities for gene
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FIGURE 7 | Extensive microsynteny of LOX regions across Populus, Vitis, Arabidopsis and Carica chromosomes. The Populus, Vitis, Arabidopsis, and

Carica chromosomes, shown in different colors, are labeled Pt, Vv, At, and Cp, respectively. Numbers along each chromosome box indicate sequence lengths in

megabases. The whole chromosomes of these four rosid plants, harboring LOX regions, are shown in a circle. Green lines represent the syntenic relationships

between LOX regions within species. Orange lines represent the syntenic relationships between LOX regions between species.

duplication, and those duplicated genes have been shown to act
as an important role in evolutionary innovation (Hittinger and
Carroll, 2007). Functional diversification with duplicated genes
results in more complex organisms. Typically, ancient genome
duplications have always been thought to be a powerful source
of functional innovation and genome complexity, and is also
followed by substantial gene loss. Lipoxygenase and its products
are involved in the regulation of a variety of processes. In this
paper, we used the model rosid plant Arabidopsis, as well as

Carica, Populus, and Vitis to study the evolutionary history of
this gene family.

In this study, we identified 6, 20, 13, and 11 LOXs in
Arabidopsis, Populus, Vitis, and Carica, respectively. Except
Arabidopsis, previous surveys indicated that a very high
proportion of most LOX members in other three species are
paralogs. In order to improve our understanding on what affects
the evolutionary constraints, we measured the Ka/Ks ratios of
paralogous pairs of the four species. Amidst all of the pairwise
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TABLE 3 | The synteny quality of regions orthologous across four modern

rosids.

Arabidopsis Carica Populus Vitis

ARABIDOPSIS

Carica 45.35%

Populus 53.34% 89.24%

Vitis 45% 76% 97.70%

comparison data, only one gene pair,VvLOX6/11 exhibits a Ka/Ks
ratio larger than 1, suggesting that accelerated devolution with
positive selection occurred in this gene pair. Other than that,
Ka/Ks ratios of all the other paralog pairs are lower than 1,
indicating that the LOX genes at the protein level are very slow-
changing and the majority of sites are often controlled by strong
purifying selection.

Phylogenetic trees are quite informative for obtaining the LOX
gene relationships with each other. In this study, the LOX genes
are divided into two groups, 13-LOX and 9-LOX, consistent
with many previous studies. The calculated genetic distances
among the two LOX subfamilies were computed and the results
show that the LOX genes of 9-LOX sub-families appear to be
more closely related to each other than those LOX genes in 13-
LOX sub-families. The number of exons in Carica and Populus
LOX genes is relatively stable, whereas the exon numbers has
changed dramatically inVitis andArabidopsis.Vitis have the most
number of exons with 11 and the least number of exons with
five. Exon-intron structural diversification has been confirmed in
the evolution of many gene families, and the reason why exon-
intron gain or loss occurs is because of the genetic assortment
of different chromosome fragments. The MEME server identifies
that each sub-family shares a similar motif, and the results could
have implications for functional similarities about these LOX
proteins (Paterson et al., 2006). The differential motifs in each
sub-family may endow the LOX proteins with new functions or
to raise their performance. Our study shows that the results meet
the similarities in gene structure and motif composition of most
LOX proteins from phylogenetic analysis of the LOX gene family.
LOX genes differentiate into various characteristics among the
different sub-families for a variety of possible reasons, and the
most probable cause is that the LOX members were functionally
diversified (Blanc and Wolfe, 2004).

The current tools related to investigate the relationship
among genes in modern plants include sequence similarity,
microsynteny analysis, and retrieve the syntenic chromosomal
blocks from PGDD. As might be expected each of these
approaches has advantages and shortcoming in certain situations.
For example, some ancient duplicates could not be retrieved
preferences from the Blast method because sequence similarity
may have severely eroded in long evolutionary process. As
a result, we could no longer track the paralog-ship for such
duplicates based on this method. For instance, our results
showed that VvLOX3 and VvLOX9 are duplicates resulting
from γ-WGD in Vitis (Figure 8), but this gene pairs in the
paralog analysis based on sequence similarity that remained
undetected (Supplementary Table 5). Thanks to the plant genome

duplication database, more duplicates which had arisen from
segmental or whole-genome duplications could be discovered
easily. But this approach had a number of drawbacks, such
as we could not detect the homology pairs that proliferate via
other duplication strategies. The large paralogous group unique
to only one rosid plant were found abundant in our results
(Supplementary Table 5). It is unscientific to infer evolutionary
relationships for homologous genes among different lineages
reducing only based on Microsynteny analysis. Microsynteny
between two members of a gene family is calculated from
their flanking genes. And we have already known that the
quality of gene prediction in different genome sequencing
programs is drastically different. If the flanking regions contain
assembly errors, gaps or annotation errors, would cause the
microsynteny that be artificial. In conclusion, to approach the
evolutionary relationships for members of LOX gene family
across four modern rosids, the above methods should be utilized
compositely.

Based on the gene collinearity on syntenic chromosomal
blocks within and between these four rosid plants, we set up
a panoramic picture to trace the evolutionary history of LOX
gene families (Figure 8). Our analysis shows that five (line 1–
5 in Figure 8) of these ancestral LOXs are retained in more
than two species. By contrast, two of the ancestral LOX genes
were retained in only one of the four rosids. These observations
suggests that, no matter which rosid plant is used as the model
plant, the functions of a gene family inevitably get the limited
amount. We could speculate genes uniquely retained in only
one species may have a specific and indispensable function.
As it turns out, this finding will help us dig deeper into the
unique genes retained in the rosid plants and further research
the function of these genes. A surprising finding of this study
is that we have not found any line containing the LOX genes
in all four modern rosids. Thus, we determined that all of the
LOXs in each modern rosid are offspring coming from different
ancestral genes.

To date, top-down analysis shows a high degree of collinearity
between the four studied rosids. Arabidopsis (Lamesch et al.,
2012), Carica (Ming et al., 2008), Vitis (Jaillon et al., 2007),
and Populus (Tuskan et al., 2006) have been suggested to
possess paleohexaploidy in a common ancestor (Jaillon et al.,
2007). Previous results indicate that genome triplication (γ)
occurred in a common ancestor of Vitis, Arabidopsis, Carica,
and Populus. Meanwhile, the previous results show the two
most recent paleopolyploidies affecting Arabidopsis that are
often described as α and β duplication. Populus trichocarpa
has had a unique duplication event in recent times, which is
called salicoid lineage (p, following the usage in Tang et al.,
2008a). Considering the paleopolyploidy events that occurred
in each species, there should be 3 ancestral loci in Carica
and Vitis, 6 ancestral loci in Populus, and 12 in Arabidopsis.
Based on these results, the multiplicity ratio for an ancestral
gene comparison in the genomes of four species should be
4:2:1:1. And in fact none of the ancestral LOXs included the
extremes of each condition. However, collinear correlations of
LOX genes in the four plant genomes have been obtained by
using MicroSyn provides an interesting point. In our work, 33
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FIGURE 8 | Panoramic picture to visualize the differential retention and expansion of the ancestral LOXs associated with paleopolyploidy events that

have occurred in four modern rosids. Square represents a SCB duplicated through paleopolyploidy events within and between species. Codes in the square

correspond to associated LOX genes. Genes in the same line are thought to have originated from the same ancestral gene. Genes coded with an “N” between the

letter and the number (e.g., CN1) represent those that have sub-functionalized into non-LOX; blank positions correspond to situations where the whole SCBs has

been completely lost.

conserved syntenic segments are divided into six groups, and
in almost every group, LOX genes from Populus are present
in at least an extra copy compared with Vitis and Carica,
and the two copies are paralogs. The result accords with the
well-documented fact and also provides powerful evidence that
Populus has undergone an additional whole genome duplication,
which is not shared with Vitis and Carica. However, our survey
results show that there are not twice as many LOX genes in
Populus vs. Vitis, suggesting them could have suffered differential
gene loss events could have happened to these two species.
The LOX gene family has shrunk in the herbaceous plants and
retained a large number of LOX genes in the woody plants,
leading to the hypothesized that some Arabidopsis LOX genes
might have been lost during the evolutionary process due to
functional redundancy. Previous studies showed that after the
paleopolyploidy events, the exponential growth in gene numbers
is often tempered by massive and progressive gene death in
the subsequent diploidization process (Tang et al., 2008a).
Another possibility is that LOXs may have expanded faster in
the other three species than in Arabidopsis. This expansion
to more abundant LOX genes in Populus, Vitis, and Carica
genomes suggests a great need of LOX genes to participate
in more complicated physiological and biological processes
in these three woody species. These results probably suggest

the complex evolutionary history of the LOX family in rosid
plants.

In this study, there are eight pairs of genes associated with
S/WGDs, including six pairs from the PtLOX gene family, along
with two pairs that have sub-functionalized into other gene
family members. In contrast, there is only one collinear gene
pair in both Arabidopsis, which is mainly caused by the rapid
substitutions in Arabidopsis. The γ-triplication event has ever
happened in the common ancestor of these four species. But
all of them have different values median Ks about γ-paleologs
from four modern rosids. In Arabidopsis the median Ks is
close to 2.0, which was higher than that in Populus (1.54),
Carica (1.76), and Vitis (1.22) (Tang et al., 2008a). Some studies
have shown rapid substitutions at a rate proportional to the
amount of synonymous sites (Guo et al., 2014). Over millions
of years of evolution in Arabidopsis extensive chromosome
have been actively rearranged. That might contribute to the
high median Ks between γ- paleologs in Arabidopsis and this
would destroy collinearity. The result accords with the fact that
Arabidopsis which contains more paleopolyploidies has a smaller
genome than that of Populus, though both originated from a
common ancestor. Besides, our analyses showed that almost all
Vitis contains many more paralog-ship LOX genes than Carica,
although both of them were affected by the γ-WGD event. The
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observations suggesting that the gene duplication impacts turn
out to be small in CpLOX gene family. The dates of the large-scale
duplication events have been obtained through calculating the
median Ks value of duplicated genes in SCBs. In Populus, the
number of LOX genes produced by the recent duplication event
is much more than those produced from ancient duplication
events. In Arabidopsis, the only unique gene pair is generated by
α duplication event, which is also a recent duplication event. This
illustrates that recent duplication host to those species which have
undergone at least whole-genome duplication.

The current study provides an overview of LOX genes in
four rosid plants, including their phylogenetic relationship, gene
structure, conserved motifs, microsynteny and gene collinearity.
Based on these findings, we tracked the evolutionary history of
ancestral LOX genes among four modern rosids. The results
suggest that all of the LOX genes in each species could have
resulted from different ancestral genes. This study presented here
may provide clues for exploring the unique genes retained in the
rosid plants and aid in the research of the biological functions
about these special genes.
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WUSCHEL-related homeobox (WOX) family is one of the largest group of transcription
factors (TFs) specifically found in plant kingdom. WOX TFs play an important role in
plant development processes and evolutionary novelties. Although the roles of WOXs
in Arabidopsis and rice have been well-studied, however, little are known about the
relationships among the main clades in the molecular evolution of these genes in
Rosaceae. Here, we carried out a genome-wide analysis and identified 14, 10, 10, and
9 of WOX genes from four Rosaceae species (Fragaria vesca, Prunus persica, Prunus
mume, and Pyrus bretschneideri, respectively). According to evolutionary analysis,
as well as amino acid sequences of their homodomains, these genes were divided
into three clades with nine subgroups. Furthermore, due to the conserved structural
patterns among these WOX genes, it was proposed that there should exist some
highly conserved regions of microsynteny in the four Rosaceae species. Moreover, most
of WOX gene pairs were presented with the conserved orientation among syntenic
genome regions. In addition, according to substitution models analysis using PMAL
software, no significant positive selection was detected, but type I functional divergence
was identified among certain amino acids in WOX protein. These results revealed that
the relaxed purifying selection might be the main driving force during the evolution of
WOX genes in the tested Rosaceae species. Our result will be useful for further precise
research on evolution of the WOX genes in family Rosaceae.

Keywords: WOX genes, phylogenetic analysis, microsynteny, selection, functional divergence

INTRODUCTION

The WUSCHEL-related homeobox (WOX) gene family encodes a group of plant-specific
transcription factors (TFs), which belongs to the homeodomain (HD) TF superfamily (Deveaux
et al., 2008; Zhang et al., 2015). There are 15 and 13 members of the WOX family in Arabidopsis
thaliana and rice (Oryza sativa) genomes, respectively (Haecker et al., 1991; Graaff et al., 2009;
Xin et al., 2010). WOX TFs have been reported to play important role in plant development,
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such as regulating dynamic balance of stem cell division
and differentiation, embryo development, and post-embryonic
development (Palovaara et al., 2010; Yadav et al., 2010; Ueda
et al., 2011). Bioinformatics analysis showed thatWOX homology
sequences were found in the genomes of Selaginella, Bryophyta
and Chlorophyta, but not in the Rhodophyta genome, indicating
that WOX family might originate from green algae (Mukherjee
et al., 2009; Lian et al., 2014). According to the phylogenetic
analysis among A. thaliana and Petunia hybrida, tomato
(Solanum lycopersicum) and rice (O. sativa), the WOX family
was divided into three separate clades: WUS/modern clade, the
intermediate clade, and the ancient clade (Haecker et al., 1991).
Research on the structural characteristics of WOX members
showed that the evolutionary branch members contained a
specific WUS box (T-L-X-L-F-P-X-X, where X represents an
amino acid) (Haecker et al., 1991). WUS box is an essential
component for WUS regulation of stem tip meristem stem
cell homeostasis and floral meristem morphogenesis (Ikeda
and Ohme-Takagi, 2009). Moreover, AtWUS and AtWOX5
within modern/WUS clade, can redundantly maintain the apical
stem cells under undifferentiated status (Sarkar et al., 2007);
AtWOX4 can influent the process of secondary growth by
modulating the activity of vascular cambium (Hirakawa et al.,
2010); AtWOX1/3 can coordinate the development of paraxial
and distal ends during the leaf development; the primordial
initiation and development within meristem were terminated
by overexpression of AtWOX6. Within the intermediate clade,
AtWOX9 can maintain the growth and division of meristematic
cells (Wu et al., 2005); AtWOX11 was specifically expressed in
the cambium, and can promote the formation of adventitious
roots (Zhao et al., 2009). Within the ancient clade, AtWOX13
can promote the formation of embryonic placenta during
fruit development (Romera-Branchat et al., 2013); AtWOX14
and AtWOX4 can redundantly regulate the differentiation
of vascular meristem (Etchells et al., 2013). These studies
suggest that the WOX gene family is widely involved in the
regulation of plant meristem. The members of WOX gene
family appear to be functionally diverse. Although this gene
family in some model plants, such as Arabidopsis and rice,
has been studied on a phylogenetic scale, a comprehensive
molecular evolutionary study remains elusive in Rosaceae
species. Recently, a number of researches on application of
comparative genome in analysis of evolution and function
of the gene family have been reported (Cao et al., 2016a).
Similar to other highly conserved genes, the WOX gene and its
flanking sequences are likely to be conserved with microsynteny,
which can promote the transfer of genetic knowledge among
the related species of Rosaceae. The genomes of pear (Pyrus
bretschneideri), peach (Prunus persica), mei (Prunus mume),
and strawberry (Fragaria vesca) were published in Shulaev
et al. (2011), Zhang et al. (2012), Verde et al. (2013), and
Wu et al. (2013), respectively. Therefore, the availability of
whole-genome sequences for four members of three Rosaceae
subfamilies (Fragaria, Prunus, and Pyrus) have enabled us
to explore the selection regimes under which WOX genes
have diversified during the radiation of the Rosaceae. The
present research could lead to a better understanding of WOX

gene family on evolutionary history and diversification in
Rosaceae.

MATERIALS AND METHODS

Database Search
WOX genes were identified from the genome data representing
the four Rosaceae species (P. bretschneideri, P. persica, F. vesca,
and P. mume, respectively). Two different methods were used to
identify WOX genes in the P. bretschneideri, P. persica, F. vesca,
and P. mume genome: (1) BLASTP search using Arabidopsis
and rice WOX protein sequences according to previous research
methods (Cao et al., 2016a,d), and (2) the screening of Hidden
Markov Model profile (PF00046) in four Rosaceae genome using
DNAtools software with an e-value cut off of 0.001 (Gehring,
1992). All candidate WOX proteins were confirmed to have a
complete WOX domain using both Pfam (Punta et al., 2011),
SMART dadabases (Letunic et al., 2012) and InterProScan
database (Zdobnov and Apweiler, 2001).

Phylogenetic Trees Construction
The multiple alignment of WOX proteins in five plant species
(P. bretschneideri, P. persica, F. vesca, P. mume, and A. thaliana)
was performed using CLUSTAL_X software (Thompson et al.,
1997). Subsequently, we constructed NJ (neighbor-joining) tree
using MEGA version 5.1 software (Tamura et al., 2011) with
the following parameters: bootstrap (1000 replicate), pairwise
deletion and Poisson correction. At the same time, we used ML
(maximum-likelihood) and ME (Minimum-evolution) methods
to generate the phylogenetic trees to validate the topologies.

Exon–Intron Structural Analysis and
Identification of Conserved Motifs
The online program Gene Structure Display Server (Hu et al.,
2014) was used to detect the exon–intron structure of cDNAs and
genomic DNA sequences. Subsequently, the MEME (Multiple
Em for Motif Elicitation, Version 4.11.1) program (Bailey et al.,
2015) was used to obtain the motifs in all candidate WOX
proteins, with the parameters: the maximum number of motifs at
20, and the optimum motif width between six and 200 residues.
Furthermore, the Pfam database (Punta et al., 2011), SMART
software (Letunic et al., 2012), and InterProScan database
(Zdobnov and Apweiler, 2001) were used to annotate these
structure motifs.

Microsynteny Analysis
According to the comparisons of the specific regions containing
WOX genes, we carried out microsynteny analysis across the four
Rosaceae species. Similarly, the WOX genes of P. bretschneideri,
P. persica, P. mume, and F. vesca were categorized based on their
classification in the evolutionary tree. Subsequently, all WOX
genes in P. bretschneideri, P. persica, F. vesca, and P. mume were
set as anchor sites, according to their physical location. Then the
flanking protein-coding genes of the WOX gene in one species
were compared with those in other species. The criterion for
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dividing an interspecific synteny block is to locate three or more
conserved homologous genes within 100 KB between genomes
(BLASTP E-value < 10−10) (Wang et al., 2012).

Selective Pressure and Functional
Divergence Analysis
To future understand whether the WOX genes have undergone
positive selection during evolution, maximum likelihood codon
models (site models and branch-site models) in PAML software
(Yang, 2007) were performed. Three pairs of models (M0 vs. M3,
M1a vs. M2a, and M7 vs. M8) were utilized to detect positive
selection sites. In the free site models, M0 (one ratio), M1a
(neutral), M2a (selection), M3 (discrete), M7 (beta), and M8 (beta
and ω) were evaluated by the likelihood ratio test (LRT). The
LRT was used to judge which model was more suitable in the
two models, and the amino acids sites with positive selection were
obtained by the Bayesian method of PAML software (Yang, 2007).

Functional divergence analysis of amino acid sequence data
was performed using Diverge 2.0 combined with constructed
phylogenetic tree (Gu, 1999, 2006; Gu et al., 2013). The type I
functional divergence led to a change of functional limitation,
which was highly correlated with the evolution rate after gene
duplication (Gu, 1999, 2006; Gu et al., 2013). Type II functional
divergence did not result in a change in the functional limitation
of the members after gene duplication, but the change of physical
and chemical properties of amino acid residues (Gu, 1999, 2006;
Gu et al., 2013).

cis-Acting Elements Analysis
To identify putative cis-elements in promoter regions of WOX
genes, the PlantCARE database (Lescot et al., 2002) was used.
2000 bp genomic sequence upstream of the start codon (ATG)
was used for cis-acting elements analysis.

Expression Profiles of FvWOX Genes
The normalized data (Fragments Per Kilobase Exon model per
Million mapped fragments, FPKM) during F. vesca development
was reported by Darwish et al. (2013), and available from SGR
GBrowse. A gene was thought to be expressed if the FPKM value
was greater than or equal to 0 FPKM in at least one of the 14
tissues. Subsequently, the transcriptome data of FvWOXs was
visualized using the R software1.

RESULTS

Identification and Chromosomal
Distribution of WOX Genes in Rosaceae
For identification of WOXs gene families, the genome data of
tested Rosaceae species was subjected to HMM and BLASTP
searches. As a result it is revealed, presence of 9, 10, 10, and
14 WOX genes in P. mume, P. bretschneideri, P. persica, and
F. vesca, respectively (Supplementary Table S1). These WOX
genes were named according to method of Haecker et al.

1http://www.bioconductor.org

(1991). For this purpose, the phylogenetic tree was carried out
based on multiple sequence alignments for the full-length WOX
protein sequences of tested Rosaceae species and A. thaliana.
The identified WOX genes of these tested four Rosaceae species
were renamed according to the evolutionary relationship as
shown in Supplementary Table S1. Subsequently, the distribution
of these WOX genes on chromosomes was identified, based
on genomic annotation information. As shown in Figure 1, it
is discovered that the WOX genes were unevenly distributed
among the chromosomes in each of tested four species. In the
P. bretschneideri genome, four of WOX genes were distributed on
chromosome 15, while remaining distributed on chromosomes 3,
5, 6, 12, and 17. In F. vesca, five and four of 14 WOX genes were
distributed among chromosomes 3 and 5, respectively. In both
P. persica and P. mume, three WOX genes distributed were found
on one chromosome (no. 7 and no. 8, respectively), with others
scattered across different chromosomes (Figure 1).

Evolution of WOX Genes in Rosaceae
To investigate the possible evolutionary history of the WOX
genes in the tested Rosaceae species, we carried out a joint
phylogenetic analysis using three methods; ME, ML, and NJ.
Based on previous report that WOX13 subfamily was an
ancient member in the WOX gene family (Deveaux et al.,
2008), the WOX13 subfamily was selected as an outgroup to
root phylogenetic tree. All the tree topologies generated by
the three methods (ME, ML, and NJ) were largely consistent
with each other, with only minor changes in internal branches
(Figure 2 and Supplementary Figures S1, S2). Therefore, only
NJ phylogenetic tree was used in the following analysis. Previous
studies on WOX genes have confirmed that motifs FYWFQNH,
FYWFQNR, and YNWFQNR were representative markers for
the WUS/modern clade, intermediate clade and ancient clade,
respectively (Graaff et al., 2009; Ge et al., 2016). Confining the
previous results (Deveaux et al., 2008; Xin et al., 2010), our
evolutionary analysis exposed a total of 58 members of the
WOX genes in P. bretschneideri, P. persica, F. vesca, P. mume
along with A. thaliana. These 58 members of WOX genes were
divided into three clades and nine subfamilies. The Modern
clade contained a total of six subfamilies (WUS, WOX1, WOX2,
WOX3, WOX4, and WOX5), and Intermediate clade included
two subfamilies (WOX9 and WOX11), while Ancient clade
just had a WOX13 subfamily, which were consistent with the
evolutionary relationships of WOXs in other species (Xin et al.,
2010; Hedman et al., 2013; Nardmann and Werr, 2013; Lian
et al., 2014). Remarkably, we found that all subfamilies contained
at least one WOX member from each of the four Rosaceae
species (Figure 2). These results imply that rapid duplication of
WOX genes occurred before these dicotyledonous species were
diverged.

Phylogenetic analysis revealed that three pairs of paralogous
genes were found among the WOX genes, which were consistent
with the previous notion that most members of the WOX gene
family are represented by pairs of orthologous genes. As shown
in Figure 3, up to eight pairs of orthologous WOX genes were
shared by P. persica and P. mume, whereas only two pairs of
orthologous WOX genes found between P. bretschneideri and
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FIGURE 1 | Chromosomal location of WOX genes from Pyrus bretschneideri, Prunus persica, Fragaria vesca and Prunus mume. The chromosome number was
represented by the top of each chromosome.

P. persica. However, no orthologous WOX genes were found
between F. vesca and other species. These results were consistent
with the evolutionary relationships among these four Rosaceae
species (Dickinson et al., 2007; Cao et al., 2016b).

Analysis of Exon–Intron Structure and
the Conserved Motifs
Previous studies have shown that gene structural diversity is
an important resource for the evolution of multigene families
(Liu et al., 2009; Cao et al., 2016c). To understand the structural
diversity of the WOX genes in Rosaceae, gene structures of
PbWOXs, PpWOXs, PmWOXs, and FvWOXs were deduced. It
is revealed that these WOX genes contained different numbers
of exons as shown in Figure 4A. For example, FvWOX11
only contained one exon, while FvWOX9A contained the
largest number of exons (5). Moreover, 16, 15, and 3 of WOX
genes contained two, three and four exons, respectively.
These results suggested that the functional diversity of WOX
genes may be in consequence due to exon loss or gain during
the evolution of the WOX gene family. Subsequently, gene
structures of the WOX paralogous and orthologous gene
pairs were further analyzed. Among these genes, we found
that the exon number of seven gene pairs had changed,
including FvWOX9A/FvWOX9B, FvWOX13B/FvWOX13C,

PmWOX3/PpWOX3, PbWOX4/PpWOX4, PmWUS/PpWUS,
PmWOX11/PpWOX11, and PmWOX13B/PpWOX13B. By
comparing among these seven gene pairs, it was found that
one exon was lost in FvWOX9B, PmWOX3, PpWOX4, PpWUS,
PmWOX11 and PmWOX13B, while one exon was obtained in
FvWOX9A, PpWOX3, PbWOX4, PmWOXWUS, PpWOX11, and
PpWOX13B. It may happen during the long evolutionary period.
Previous studies have proposed that introns could be specifically
inserted and remained in the plant genome during evolution
(Rogozin et al., 2003; Carmel et al., 2007; Cao et al., 2016d).
In our study, these phenomenon were observed, which might
explain the functional differences and diversity of closely related
WOX genes, such as PbWOX3 and FvWOX3, PbWOX13B, and
FvWOX13A (Figure 4A).

Furthermore, it was observed that 20 of the conserved motifs
were found in the 43 WOX proteins using MEME website
(Supplementary Table S2). These motifs were annotated by using
Pfam and SMART. Motif 1, present in all subfamilies, was
identified to encode for a conserved homodomain. In addition
to the homodomain, most of the WOX members within the
same clade shared the similar motif compositions as shown in
Figure 4B. These results reinforced the classification of WOX
subfamilies. However, several motifs were unique to the proteins
in some clades. For example, Motif 4 was unique to Ancient clade
(clade I: WOX13 subfamily), Motif 5 to WUS clade (clades A–F)
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FIGURE 2 | Neighbor-Joining tree of WOX family members in four Rosaceae species, F. vesca (Fv, green), P. mume (Pm, orange), P. persica (Pp, blue), and
P. bretschneideri (Pb, red). Numbers indicate bootstrap support for branches. The clade I WOX genes (and only this group) are found both in some green algae and
in all land plants, and so provide a root for this tree.
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FIGURE 3 | Extensive microsynteny of WOX regions across P. bretschneideri (Pb), P. persica (Pp), F. vesca (Fv), and P. mume (Fm) chromosomes. The gene’s
orientation on strands was indicated by the triangle. Remarkably, the relative positions of all flanking protein-coding genes were defined by anchored WOX genes,
highlighted in red. Subsequently, we used black lines to connect the homologous genes on two fragments. All genes are numbered from left to right, in order, for
each segment. The (A–I) subfamilies in figure were consistent with those in Figure 2.

and Motif 15 to clade C (Supplementary Table S2 and Figure 4B).
To some extent, these specific motifs may play an important role
in the clade or subfamily, as well as contribution to the functional
divergence of WOX genes.

Sequence Analysis of WOX Domains
Based on their amino acid sequences, the newly identified WOX
gene family members were found to contain the conserved
homeodomain by multiple sequence alignment of Cluxa2.0 with
default parameters. The conserved homeodomain was selected
for the visualized results by ESPript 3 (Gouet et al., 2005).
The homeodomain structures of these four species were highly
similar with each other. They contained a helix-loop-helix-
turn-helix structure with either 65 or 66 amino acid residues.
A total of 11 conserved sites (Q, L and Y in helix1; I, V, W,
F, N, K, and R in helix3) of homeodomain reported previously
(Gehring, 1992; Xin et al., 2010), were also conservative in
the WOX proteins of the Rosaceae species (Figure 5). These
findings suggested that these amino acid residues could play an
important role in their functions. In addition to the previously
reported conserved amino acid sites, other conserved amino acid
sites have been identified in this study, such as P, L, and I in

helix 2, Q and F in helix 3, as well as G in the turn region.
Interestingly, an extra Y residue was found in the homeodomain
of PbWUS, PmWUS, PpWUS, FvWUS and AtWUS, compared
with other members of WOX gene family in P. bretschneideri,
P. persica, P. mume and F. vesca and A. thaliana. Similar
finding have been reported by Mayer et al. (1998) and Xin et al.
(2010), that the homeodomains of A. thaliana WUS, O. sativa
WUS, Z. mays WUS1, Z. mays WUS2, S. bicolor WUS and
P. trichocarpa WUS were composed of 66 amino acid residues
containing an extra Y residue by multiple sequence alignment,
which indicates that this residue might play an important
role on the function of WUS TF. Remarkably, in Arabidopsis,
AtWOX5 (without Y residue between Helix1 and Loop) could
replace AtWUS (containing Y residue) to maintain the dynamic
balance of stem cells in the shoot apical meristem (Sarkar et al.,
2007)

It was reported previously that the WUS protein contains
three functional domains, including WUS-box, acidic region and
EAR-like motif (Xin et al., 2010; Xiaoxu et al., 2016). These
functional domains significantly contribute to its function as
a TF (Xin et al., 2010; Xiaoxu et al., 2016). In present study,
Motif 5 (WUS box: amino acids, TLLFP) was observed to be in
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FIGURE 4 | Exon/intron structure (A) and motif compositions (B) of the Rosaceae WOX genes. Relative protein or gene lengths can be estimated by gray bars.
Untranslated regions (UTRs), exons and introns are represented by blue lines, green boxes and gray lines, respectively. Motif sequences were shown in
Supplementary Table S2. The A-I subfamilies in figure were consistent with those in Figure 2.

the presence of all WOX proteins in WUX clade (clades A–F)
(Supplementary Table S2 and Figure 4B). In clade C, the Motif
15 (EAR-like motif: amino acids, SLELSL) was found in all WOX
proteins. However, no acidic region was identified in all WOX
proteins (Supplementary Table S2 and Figure 4B). These results
were consistent with previous findings that acidic region may be
an important function domain only in Arabidopsis WUS gene
(Xin et al., 2010; Xiaoxu et al., 2016).

Microsynteny Analysis of WOX Genes
Microsynteny has been surveyed in different species to
understand the position of the homologous genes (orthology
or paralogy) (Cannon et al., 2003; Yan et al., 2004; Cao et al.,
2016a). In this study, microsynteny analysis was carried out
for identification of homologous relationships within the WOX
genes in P. bretschneideri, P. persica, F. vesca, and P. mume
(Figure 3). Additionally, to measure the linkages and molecular
history among WOX genes, a stepwise gene-by-gene reciprocal
comparison was performed. In general, if the flanking genes in
the chromosome region of the target gene contained three or

more pairs of genes that are collinear, they could be considered
as the conserved microsynteny (Lin et al., 2014; Cao et al.,
2016a).

Primarily, the intraspecies microsynteny was investigated
among four Rosaceae species. However, it was revealed that no
collinear WOX genes were observed (Figure 3). These results
suggested that independent duplication events were the main
expansion pattern of WOX gene family members. Consequently,
we analyzed the relationship of the WOX genes within each
interspecies. The results exposed that the nine clades containing
38 WOX genes were found, among which 10 were from
P. persica and F. vesca, 9 from P. bretschneideri and P. mume,
respectively. Then several higher levels of microsynteny found
in subfamilies A–G. Among these microsynteny some were
remarkably inverted, duplicated such as PpWOX3/PmWOX3,
PbWOX1/PpWOX1, and FvWOX13C/PpWOX13B (Figure 3).
Usually, genome segments in the same group may evolve from
a single sequence, which led to species differentiation (Tripoli
et al., 2005; Jing et al., 2016). However, sequence fragments from
the same group are considered to be homologous genes, and
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FIGURE 5 | Alignment of the WOX homodomain sequences in five plant species. Highly conserved residues of homodomains were represented by the red shaded
blocks in the five tested species. The secondary structure was indicated according to Mayer et al. (1998).

their genetic evolution resulted in species segregation (Tripoli
et al., 2005; Jing et al., 2016). Remarkably, with the construction
of the phylogenetic tree, the conservation of microsynteny
in different families gradually emerged. Furthermore, some
flanking genes were not conserved in each microsyntenic group.

Therefore, it was speculated that these new genes were later
than this duplication event. Interestingly, several lower levels of
microsynteny were also found, such as PpWOX13B/FvWOX13A
and PbWOX13A/PmWOX13B in clade I, PbWOX11/PpWOX11
and PpWOX11/PmWOX11 in clade H (Figure 3). These results
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strongly suggested that the ancient large-scale duplications could
follow by gene rearrangement and loss.

Analysis of Selection Pressures and
Functional Divergence
To investigate whether WOX genes have undergone strong
selection pressures in the evolution of WOX gene family, we
used site and branch-site models in the CODEML program of
PAML software to detect positive selection sites (Yang, 2007).
However, no positive selection was detected among these genes
(Supplementary Table S3). These finding imply that relaxed
purifying selection might play a major role in the evolution
of WOX genes. Nardmann and Werr (2013) have shown that
the WOX gene expansion was resulted from the increased
complexity of plant morphology (Nardmann and Werr, 2013).
These results proposed that the novel members after gene
expansion were retained with partly overlapping expression
domains and functions. These results are similar with findings
of Nardmann and Werr (2013) who reported that with the
relaxed purifying, dosage effects will lead to a selective advantage
(Nardmann and Werr, 2013).

For further investigation to comprehend significant
differences in selection pressures among WUS clade,
intermediate clade and ancient clade, the branch-site models
were performed using PAML software. It was exposed that no
significant positive selection observed in the different branches
of WOX gene family (Supplementary Table S4). This result was
in contrast to the previous report that some significant positive
selection sites were fixed in WOX genes of peanut (Wang et al.,
2015). Because significant positive selection usually exerts its
effects only in few sites and in a short period of evolutionary
processes, it is difficult to detect positive selection. Thus, the
selected signal could be diluted by the purifying selection (Zhang,
2005). However, as the WOX coding regions are highly conserved
among members of orthologous families, the absence of strong
positive selection was expected in Rosaceae species.

Due to the fact that significant positive selection could
only detect a limited number of adaptive selection events, we
performed a functional divergence analysis according to method
used by Cao et al. (2016a). The DIVERGE software was used
to calculate functional divergence of type I or II between gene
clades in WOX genes with posterior analysis. In general, type I
functional divergence usually resulted in a specific amino acid
selectivity change, i.e., evolutionary rate change. The type II
functional divergence only led to the change of physical and
chemical properties of amino acids, which were occurred after
gene duplication. In present study, to avoid the emergence of

false positives, the sites with a posterior probability Q K > 0.9
were set as the key amino acid sites arising the functional
differences according to previous experimentation reported (Yin
et al., 2013; Cao et al., 2016a). Our results showed that five key
amino acid sites (144, 154, 161, 165, and 166) were identified
as type I functional divergence between Ancient and Modern
(Table 1), while just one key site (152) between Intermediate
and Modern (Table 1). The chi-square test (x 2) found that the
P-values of Ancient/Modern and Intermediate/Modern were less
than 0.05, reaching a significant level. Interestingly, among these
three clades, no specific type II functional divergence site (Q
K > 0.9) was detected (Supplementary Table S5), suggesting that
the physicochemical properties of amino acid sequences between
these Rosaceae WOX genes were highly identical.

cis-Acting Element Analysis of WOX
Genes
Two thousand bp sequences of upstream from start codon (ATG)
among the putative WOX genes, were used for analysis of
WOX promoters by searching, against the PlantCARE website.
Consequently, we detected various types of cis-acting elements
in the promoter region of 43 WOX genes (Supplementary Table
S6). These results indicated that the same type of WOX might
carry out different functions. MBS and ABRE elements were
found to be distributed in promoter region of most WOX
genes, implying that WOX genes were transcriptionally regulated
upon salt stress and dehydration. Remarkably, we found that
the cis-elements exhibit significant differences in the promoter
regions of duplicatedWOX genes. These results indicated that the
duplicated WOX genes may exhibit different regulation features.

Expression Profiles of F. vesca WOX
Genes
To explore the role of the WOX gene family in F. vesca
development process, the expression of the FvWOX genes
was explored. The results showed that their expression levels
were divergent from each other, indicating that they may
be functionally active among all tissues except FvWOX5B
(Supplementary Figure S3), which was located in Pollen
with no expression. At the same time, most of FvWOX
genes exhibited developmental stage-specificity, such as higher
expression of FvWOX13A, FvWOX3, FvWOX13B, and FvWOX1
in flowering, and FvWOX4, FvWOX5, and FvWOX5A in
embryo (Supplementary Figure S3). Surprisingly, we found that
FvWOX13A, FvWOX9A, and FvWOX1 were highly expressed
among all tissues, indicating that these genes were persistent and
very important during development process of F. vesca.

TABLE 1 | Analysis of type I functional divergence.

Group 1 Group 2 2 ± SE LRT Q K > 0.9 P

Ancient Intermediate 0.277 ± 0.286 0.938 Not allowed P < 0.05

Ancient Modern 0.754 ± 0.153 24.289 144,154,161,165,166 P < 0.05

Intermediate Modern 0.368 ± 0.114 10.454 152 P < 0.05

SE, standard error; LRT, value of likelihood ratio test.
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DISCUSSION

In present study, 43 WOX genes from four Rosaceae species
were identified. It is observed that no direct relevance between
genome sizes and the number of WOX gene family members.
For example, there was no significant variety in the genome size
of P. bretschneideri (271.9 Mb) (Wu et al., 2013) and F. vesca
(240 Mb) (Shulaev et al., 2011), the number of WOX genes
have been obviously changed. On the contrary, the number of
WOX genes of the P. persica (224.6 Mb) (Verde et al., 2013)
and P. mume (201 Mb) (Zhang et al., 2012) had a corresponding
relationship with their genome sizes. In addition, we also noted
that P. bretschneideri undergoes two genome-wide duplication
events compared with those from P. persica, P. mume, and
F. vesca (Wu et al., 2013). Nevertheless, the members of the WOX
gene family among these four species did not change significantly.
These findings indicate that the recent genome-wide duplication
event did not contribute to the expansion of P. bretschneideri
WOX gene family numbers. These results were supported by
microsynteny analysis (Figure 3).

Previous studies suggested that the WOX gene family was
divided into three major clades; the ancient clade were mainly
present in land plants and green algae, while the intermediate
and modern clades were only present in ferns and seed plants
(Deveaux et al., 2008; Graaff et al., 2009; Nardmann and Werr,
2012, 2013). In present study, we found that all WOX genes
from four Rosaceae species were distributed in the three clades,
and was supported by the result of exon–intron and conserved
domains analysis. At the same time, we also found that each
clade contained its specific conserved motifs, implying these
specific conserved motifs were likely required for subfamily-
specific functions, such as Motif 5 to WUS clade (clades A–F). In
the WOX gene family, the modern/WUS clade and intermediate
clade were evolved from the ancient clade. It is well-known that
gene sequence divergence, recombination, and duplications were
considered to be the main driving forces for the evolution of gene
families (Lin et al., 2014). In our study, the selection pressure was
analyzed by using PAML program (Yang, 2007). In general, values
of dn/ds (ω) >1,=1, and <1 represents positive selection, neutral
evolution and purifying selection on the target gene, respectively.
In this study, we found that the ω value of WOX genes was
0.07304 in M0 model (Supplementary Table S3). These results
implied that WOX genes from four Rosaceae mainly underwent
purifying selection during evolution, which was consistent with
the hypothesis that highly conserved genes remain in the genome
due to purifying selection. For example, the conserved WOX
clade genes were all retained from green alga to seed plants (Nei,
2007).

Hedman et al. (2013) found that most conifer Picea abiesWOX
genes expressed at high levels in all developmental stages, while
a few PaWOXs expression were low in specific tissues (Hedman
et al., 2013). Zhang et al. (2015) reported that 10 Citrullus lanatus
WOX genes were expressed in almost all tissues (Na et al., 2015).
In our study, we found that the most of the FvWOX genes were
expressed in different tissues. Among them, FvWOX4, FvWOX5,
FvWOX5A, and FvWOX9B were mainly expressed in embryo
stage with a very low expression for these genes in other tissues,

which implied that these genes might have the same function as
the key regulation factor AtWOX9A and AtWOX9B which was
involved in the maintenance of the SAM (Wu et al., 2005; Skylar
et al., 2010). The high expression of FvWOX13A, FvWOX13B,
and FvWOX13C (Ancient clade) in flower tissue implied it had
an important role similar to AtWOX13A and AtWOX13B in floral
transition (Deveaux et al., 2008).

In this work, we identified 43 WOX genes in four
Rosaceae species. These genes were divided into three well-
supported clades (ancient, modern/WUS, intermediate) with
nine subgroups. We also found that WOX genes phylogenetic
relationship was supported by the presence of gene structure
and conserved motif distribution. Our study demonstrated
the existence of extensive microsynteny between WOX genes
by comparing the WOX genes across four Rosaceae genomic
sequences. The results showed that the maintenance of gene copy
number after a whole genome duplication event was the main
force to shape the WOX family evolution, with the purifying
selection and a period of possibly relaxed constraint. Functional
divergence was detected among the ancient, intermediate, and
modern clades, which leaded to functional constraints, especially
different evolutionary rates, after gene duplication. Furthermore,
the expression profile of FvWOX gene identified that these genes
play crucial roles in the floral transition during strawberry growth
and development. The comprehensive analysis of the WOX
family genes and the preliminary results presented here will be
useful in the selection of appropriate candidate genes for further
research on biological functions of WOX genes in strawberry.
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Genes in the ZIP family encode transcripts to store and transport bivalent metal
micronutrient, particularly iron (Fe) and or zinc (Zn). These transcripts are important
for a variety of functions involved in the developmental and physiological processes
in many plant species, including most, if not all, Poaceae plant species and the model
species Arabidopsis. Here, we present the report of a genome wide investigation of
orthologous ZIP genes in Setaria italica and the identification of 7 single copy genes.
RT-PCR shows 4 of them could be used to increase the bio-availability of zinc and iron
content in grains. Of 36 ZIP members, 25 genes have traces of signal peptide based
sub-cellular localization, as compared to those of plant species studied previously, yet
translocation of ions remains unclear. In silico analysis of gene structure and protein
nature suggests that these two were preeminent in shaping the functional diversity of
the ZIP gene family in S. italica. NAC, bZIP and bHLH are the predominant Fe and Zn
responsive transcription factors present in SiZIP genes. Together, our results provide
new insights into the signal peptide based/independent iron and zinc translocation in
the plant system and allowed identification of ZIP genes that may be involved in the zinc
and iron absorption from the soil, and thus transporting it to the cereal grain underlying
high micronutrient accumulation.

Keywords: zinc and iron regulated transporters, signal peptide, Setaria italica, expression profiling, gene
characterization

INTRODUCTION

Bio-fortification of food crops with Fe and Zn remains a priority area of research. Iron (Fe) and
Zinc (Zn) are basic nutrient elements for plants, which assist metabolism and development in plant
parts (Haydon and Cobbett, 2007; Samira et al., 2013; Kabir et al., 2014). Plants face challenges
in maintaining homeostasis of these two metals, as they may generate highly reactive hydroxyl
radicals. The hydroxyl radicals can harm most cell parts, for example, DNA, proteins, lipids and
sugars. Zinc serves as an essential basic element in many proteins, including DNA-binding Zn-
finger protein (Vallee and Auld, 1990; Rhodes and Klug, 1993), RING finger proteins and LIM
domain- containing proteins (Vallee and Falchuk, 1993), whereas iron plays a significant part in
electron transfer in photosynthesis and respiration. Thus, plants have developed a firmly controlled
framework to balance the uptake and storage of these metal ions (Grotz and Guerinot, 2006;
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Palmgren et al., 2008; Chandel et al., 2010). Accordingly, Fe
and Zn homeostasis in plants have clearly evolved. Since a
deficiency of nutrients like Zinc and Iron diminishes the growth
of plants, for example influencing rice grain production, both
in terms of quantity and quality, whereas over-abundance of
Zn and Fe might cause significant toxicity to some biological
systems (Pahlsson, 1989; Price and Hendry, 1991). Various
metal transporters are available in plants, which pass the metal
ions over the layer in the cytoplasm that maintains metal
homeostasis (Kambe et al., 2004; Taylor et al., 2004; Colangelo
and Guerinot, 2006; Barberon et al., 2014). These include the
P-type ATPase (P1B) family, Zinc & Iron-regulated transporter –
like Protein (ZIP) (Milner et al., 2012; Thakur et al., 2016),
Normal Resistance-Related Macrophage Protein (NRAMP), and
the Cation Dissemination Facilitator (CDF) family (Colangelo
and Guerinot, 2006; Palmer et al., 2014). It has been reported that
OsZIP4, OsZIP5 and OsZIP8 are functional zinc transporters and
are localized to the plasma membrane (PM) (Ishimaru et al., 2005;
Lee et al., 2010a,b). AtIRT2 is an iron transporter and is localized
to the intracellular vesicles, suggesting a crucial role in preventing
metal toxicity through compartmentalization and remobilizing
iron stores from inner storage vesicles (Vert et al., 2009).

ZRT and the IRT-like protein (ZIP) family has been described
far and wide in living beings, including archaea, bacteria,
parasites, plants and has been seen with high micronutrient
contributor in the endosperm of minor millets. The ZIP family
gene proteins comprise 300–500 amino acid residues with six to
nine transmembrane domains and besides, a similar membrane
topology can transport various divalent cations, including Fe2+,
Zn2+. AtIRT1 was the first individual from the ZIP protein family
to be recognized in a yeast mutant defective in iron uptake
through functional complementation, and it encodes a major Fe
transporter at the root surface in Arabidopsis (Eide et al., 1996;
Varotto et al., 2002; Vert et al., 2002).

Minor millets, being nutritiously rich, serve as vital focuses
for discovering potential qualities. Foxtail millet is a food security
crop in low rain-fed regions. The distinguishing proof of ZIP gene
orthologs from micronutrient-rich foxtail millet will unravel their
gene reservoir and in the meanwhile will furnish valuable and
effective genes for the enhancement of micronutrients in other
crops.

A better understanding of the roles and functions of each of
the members of the Setaria italica ZIP family should lead to new
insights into micronutrient homeostasis. Identifying and testing
its potentiality in metal transport had been a primary goal of
such an effort. Other important features of metal transporters
that were focused on in this study are the gene structures of
ZIP transporters, whether they have introns or intronless, and
the regulation of tissue specific ZIP gene expression. Gaining
a better understanding of the S. italica ZIP family should also
help us better understand micronutrient nutrition in other cereal
crop, as the ZIP family of transport proteins is found in all
branches of life, including animals, plants, fungi, and protists
(Guerinot, 2000). Palmer et al. (2014) reported a genome wide
characterization of various ZIP transporters, including spatio-
temporal gene expression analysis in one of the closely related C4
plant species. To date, no or only a few members of the ZIP family

have been characterized in S. italica regarding their transport
capabilities. We try to put this work into context by stating that
such findings will help in reducing malnutrition. Our study will
serve as preliminary findings to characterize and functionally
validate the single copy orthologs and the functions of signal
peptide in plant system.

MATERIALS AND METHODS

Plant Materials and Growth Conditions
The experiment was conducted under protected polyhouse
conditions (16 h of photoperiod per day at 30◦C) at a
geographical location of N 21◦ 14′ 6.298′′E 81◦42′ 50.424′′. Since
the impact of geographical location of plants remain as potential
aspect to consider in nutrient accumulation and biological
activities, we mentioned the precise location of crop grown area.
From the panel of millet genotypes, foxtail millet Co (Te)7 variety
which has greenish purple foliage and yellow grains and little
millet cultivar (BL-4, RLM-37 and OLM-203) which has greenish
foliage and dark gray grains having high Fe and Zn content was
selected. Seeds were treated with 0.1% Bavistin to reduce fungal
contamination before sowing. Watering was done once in a week
and no nutrient supplementation was given for 3 months of the
entire growth period. Completely developed grains were collected
from the plants and subjected to micronutrient investigation.

Elemental Analysis-Atomic Absorption
Spectrophotometry
Entire grains of foxtail millet variety and little millet cultivar
seeds were physically dehusked using sand paper, followed by
the estimation of micronutrients (Stangoulis and Sison, 2008). Fe
and Zn concentrations were assessed according to HarvestPlus
guidelines1 using an atomic absorption spectrophotometer
(AAS200) considering tomato leaf powder as standard with
minor modifications.

Database Searches for ZIP Family Genes
All members of the ZIP gene family were exhaustively retrieved
from the Gramene database2 (Tello-Ruiz et al., 2016) for the
two reference plant species Arabidopsis thaliana3 and Oryza
sativa.4 The retrieved sequences were cross checked with RGAP
(Kawahara et al., 2013) and TAIR (Berardini et al., 2015)
database for data reliability. The result was confirmed by
doing a BLAST analysis against Arabidopsis and Rice genome
databases. The accession numbers of published ZIP genes from
Arabidopsis and rice along with chromosome coordinates and
other information are listed in Supplementary Table S2. ZIP
genetic information, including the number of amino acids,
cds length and chromosome locations were obtained from the
Gramene database. Physical parameters of the ZIP proteins,

1http://www.harvestplus.org/content/crop-sampling-protocols-micronutrient-
analysis
2http://www.gramene.org
3https://www.arabidopsis.org/Blast/index.jsp
4http://rice.plantbiology.msu.edu/analyses_search_blast.shtml

Frontiers in Plant Science | www.frontiersin.org May 2017 | Volume 8 | Article 775113

http://www.harvestplus.org/content/crop-sampling-protocols-micronutrient-analysis
http://www.harvestplus.org/content/crop-sampling-protocols-micronutrient-analysis
http://www.gramene.org
https://www.arabidopsis.org/Blast/index.jsp
http://rice.plantbiology.msu.edu/analyses_search_blast.shtml
http://www.frontiersin.org/Plant_Science/
http://www.frontiersin.org/
http://www.frontiersin.org/Plant_Science/archive


fpls-08-00775 May 11, 2017 Time: 15:30 # 3

Alagarasan et al. Orthologous ZIP Genes in Foxtail Millet

including isoelectric point (pI), and molecular mass (kDa) were
calculated using the compute pI/Mw tool in the ExPASy5, with
parameters set to ‘average’ (Gasteiger et al., 2005). The gene
sequences viz CDS, intron, exon and UTR regions were used to
mine SSRs in the SSR identification tool6.

Genome Wide Investigation of ZIP
Orthologs and Membrane Topology
Here we performed a genome wide survey using OrthoVenn,
aimed at identifying orthologs of ZIP genes across three plant
species; O. sativa, A. thaliana and S. italica7 (Wang et al.,
2015). Thirteen ZIP protein sequences from Rice and 16 from
Arabidopsis were used to identify orthologs within a whole
genome sequence of foxtail millet. The analysis parameters
of OrthoVenn were as follows: cutoff for all-too-all protein
similarity comparisons (E-value 1e−5); and Inflation value (1.5)
to generate ortholog clusters using the Markov Cluster Algorithm
(Enright et al., 2002). The putative transmembrane topology for
each of the ZIP proteins was predicted using PROTTER (version
1.0)8.

Mapping of ZIP Genes on Chromosomes
and Gene Structure Prediction
The chromosome positioning of the Arabidopsis, rice and foxtail
millet ZIP genes were generated using TAIR9, Oryzabase10 and
Mapchart 2.3 (Voorrips, 2002) respectively. GSDS11 was used to
predict the exon and intron structures of the individual ZIP genes
through alignment of the CDS with their corresponding genomic
DNA sequences.

Molecular Modeling and Phylogenetic
Analysis of ZIPs
Multiple sequence alignment of the full length amino-acid
sequences of the ZIP proteins were performed by Clustal X2.0.10
(Thompson et al., 1997). An effective phylogenetic tree was
developed using the W-IQ-TREE online server (Trifinopoulos
et al., 2016) with default options. The SWISSMODEL workspace
was used to build homology models of the ZIPs by automated
protein structure modeling and the ExPASy web server.

Motif Analysis of ZIP Protein Sequences
and Signal Peptide Prediction
The MEME program software, version 4.9.0 (Bailey and Elkan,
1994) was used to analyze the full length protein sequences of the
ZIP genes for motif variation. The motif selection was set to 10
as the maximum number, with a minimum and maximum width
of 6 and 50 amino acids, in order to locate the conserved motif.
The Distribution of any number of repetitions was considered,

5http://www.expasy.org/tools/
6http://www.gramene.org/db/markers/ssrtool
7http://probes.pw.usda.gov/OrthoVenn
8http://wlab.ethz.ch/protter/start/
9https://www.arabidopsis.org
10http://viewer.shigen.info/oryzavw/maptool/MapTool.do
11http://gsds.cbi.pku.edu.cn/

while the other factors were of default settings. An upstream
sequence of 1KB was subjected to promoter analysis through
PlantPAN http://PlantPAN2.itps.ncku.edu.tw (Chow et al., 2015).
Protein localization was predicted by TragetP http://www.cbs.
dtu.dk/services/TargetP/ (sub-cellular localization) and SignalP
http://www.cbs.dtu.dk/services/SignalP/ web servers.

Tissue Specific In Silico Expression
Profiling of ZIP Genes in Foxtail Millet
The European Nucleotide Archive12 was used to retrieve Illumina
RNA-HiSeq reads from four tissues of foxtail millet- namely
Root (SRX128223), Stem (SRX128225), Leaf (SRX128224) and
Spica (SRX128226), a drought stress library (SRR629694) and its
control (SRR629695) (Zhang et al., 2012; Qi et al., 2013). The
NGS Toolkit13 was employed to filter the reads, and the CLC
Genomics Workbench 814 was used to map the reads onto the
gene sequences of -S. italica. The normalization of the mapped
reads was done using the RPKM (reads per kilobase per million)
method. Based on the RPKM values, the heat map for tissue-
specific expression profile was generated for each gene in all tissue
samples using the TIGR MultiExperiment Viewer (MeV v 4.9)
software package (Saeed et al., 2003).

Validation of Functional Orthologs
To validate our in silico findings, we have measured the
abundance of transcript present in SiZIP orthologous genes. For
validation of functional ortholog, foxtail millet seeds were surface
sterilized and sown in a pot containing soil and allowed to grow
for 15 days at above mentioned growth conditions. Collected
tissues were frozen in liquid nitrogen and quickly stored at −80.
Total RNA was isolated from the shoots of by using TRIzol
reagent, according to the manufacturer’s protocol (Invitrogen,
USA). A one step Reverse-transcription reactions involved 1 µl
of total RNA by use of the SuperScript III platinum RT-PCR
system. The gene-specific primers were designed from the foxtail
millet ZIP1, ZIP3, ZIP3, ZIP4, ZIP5, ZIP6, and ZIP7 genes. An
RT-PCR program initially started with 55◦C for 30 min; 94◦C
denaturation for 2 min, followed by 40 cycles of 94◦C for 15 s,
60–62◦C for 30 s and 68◦C for 30 s, 68◦C annealing for 5 min.
Actin gene was used for internal control gene amplification.

Comparative Expression Analysis of
SiZIP Gene Homolog in Other Millet Crop
Two foxtail millet genes were selected based on their expression
level. Comparative expression analysis of two foxtail millet ZIP
gene homologs (ortholog/paralog) was carried out in other millet
crop, i.e., little millet (Panicum sumatrense) to find out the
existence of SiZIP homologs and its expression level at different
tissues. Experimental condition (plant growth condition and
expression analysis) in little millet is same as mentioned above
for foxtail millet. RNA was isolated from stem, leaf and spica at
the panicle emergence stage. All tests were repeated two times,

12http://www.ebi.ac.uk/ena
13http://www.nipgr.res.in/ngsqctoolkit.html
14https://www.qiagenbioinformatics.com/
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and one of the repeats is shown in the figures. PCR products
were resolved by 2.5% agarose gel electrophoresis and stained
with EtBr. The gel images were captured using Bio-Rad gel
documentation system.

RESULTS

Grain Nutrients and ZIP Ortholog
Analysis in Foxtail Millet
Fe and Zn estimation revealed that the distribution of zinc and
iron contents in foxtail millet varies with the rice. Estimated
amounts of 27.19 ± 1.05 µg/g of iron and 40.40 ± 0.23 µg/g of
zinc (mean and SE value of the replicated data) were present in
S. italica.

Genome-wide analysis of orthologous clusters is an important
part of comparative genomics study. Identification of overlap
among orthologous clusters can enable us to elucidate the role
and evolution of proteins across Arabidopsis, rice and foxtail
millet species. Orthologs or orthologous genes are clusters of
genes in distinct species that originated by vertical descent
from a single gene in the last common ancestor. Based on
the results of syntenic analysis, precise findings concerning ZIP
gene family orthologs were obtained. Well-annotated and well-
characterized ZIP family genes from Arabidopsis and rice were
used to find orthologs from a whole genome sequence of foxtail
millet. Out of 35,471 proteins in foxtail millet, 7 were found to
be ZIP ortholog for rice and Arabidopsis (Figure 1). Among
these three genomes, seven orthologous clusters were obtained.
Cluster 1 had a maximum of six proteins, in which Arabidopsis
shared four genes (AtIRT1, AtZIP8, AtIRT2 and AtZIP10).
Three overlapping orthologous gene clusters were found in the
Arabidopsis genome, whereas one was found in the rice genome
and none in foxtail millet. Overlapping orthologous genes were
distributed on different chromosomes from a single genome
in rice and Arabidopsis. Further, there was no multi copy of
orthologs found in the foxtail millet genome. The gene IDs for
identified orthologs in foxtail millet are given in Supplementary
Table S2. Single copy gene clusters are represented in Figure 1,
and the predicted gene structure of these genes are shown in
Supplementary Figure S1.

Chromosomal Distribution of the ZIP
Family in Three Species Genomes
Thirty-six genes were identified as members of the ZIP gene
family, including 16 genes in Arabidopsis, 13 in rice and 7 from
foxtail millet. Multiple sequence alignment of predicted proteins
was shown in Supplementary Datasheet S1. Based on these
findings, the chromosomal location of ZIP genes was determined
for the three species. The results showed an uneven distribution
of the 36 ZIP genes on all chromosomes of the three species as
shown in Figure 2. The genome maps of the ZIP genes showed
that AtZIPs were found across all chromosomes of Arabidopsis
(Chr. 1,2,3,4, and 5), while OsZIPs were distributed on 7 out of 12
chromosomes (Chr. 1, 3, 4, 5, 6, 7, and 8). In rice, chromosome
5 had the most ZIP genes (4), followed by OsChr3 (3), OsChr8

(2), and OsChr1, 6, and 7 (1-each). AtChr1 (5); AtChr2, 4, and5
(3); and AtChr4 (1) had the ZIP gene distributed discretely in
each chromosome. Among the 29 genes, OsIAR1 encoded the
longest protein (498 amino acids [aa]), while the shortest (326
aa) was encoded by AtZIP11. The average length of the proteins
encoded by the ZIP proteins was 374 aa. The theoretical pi
values of the seven proteins (AtZIP3, AtZIP10, OsZIP1, OsZIP3,
OZIP4, OsIRT1, OsIRT2) were above 7, showing that they were
alkaline, whereas the proteins encoded by the other genes were
acidic (<7). The molecular weights of these proteins ranged from
36,021.5 to 53,578.9 Da, with an average of 39,488.42 Da. In the
case of foxtail millet seven predicted ZIP genes were located in the
chromosome (3, 6, 7, and 9). The detailed parameters are shown
in Supplementary Table S2. Although the distributions of these
ZIP genes were diverse, their genetic features and biochemical
properties tended to be similar.

Phylogenetic Classification of ZIP
Proteins
The functional similarity among 36 annotated ZIP genes was
explored via phylogenetic analyses of the ZIP protein sequences
using the W-IQ-TREE- a maximum likelihood based algorithm.
A high bootstrap value suggested a common origin for the
ZIP genes of each subgroup. Inspection of the phylogenetic
tree topology showed several pairs of ZIP proteins with high
homology in the terminal nodes of each subgroup, suggesting
that they are putative paralogous pairs (Figure 3). The homology
modeling structure of SiZIPs is shown in Supplementary
Figure S2. This outcome upheld the hypothesis that these many
sets of paralogous genes may have evolved from a genome
duplication event.

Motif Analysis for Single Copy Gene
Orthologs
Ten conserved motifs were analyzed using MEME software, and
the schematic distribution of these 10 motifs among the ZIP
proteins is shown in Supplementary Figure S3. A common motif
distribution was exhibited by the closely related ZIP members
as represented by different clusters in the phylogenetic tree; this
suggested functional similarities among the ZIP proteins within
the same sub-clusters. The distribution of motifs also highlights
that the ZIP genes are supposed to be conserved during evolution.
The same motif pattern was seen in (OsZIP3, OsZIP9, Si024505g,
AtZIP6, OsZIP6 and Si010244). Si013901g had an identical
motif compared to OsIAR1 and AtZIP1 but showed positional
difference. The AtZIP1 and AtZIP5 motifs distributions were
the same, with minor differences, while AtZIP1 had one extra
motif. Promoter analyses revealed that the SiZIP family gene has
a maximum of b ZIP, b HLH and NAC Fe and Zn responsive
transcription factors (Figure 4).

Validation of Functional Orthologs
To further confirming our hypothesis and investigate the role
of the ZIP family genes in influencing grain Fe and Zn
contents, the expression levels of genes were quantified by RNA-
seq analysis. Expression of these genes was analyzed among
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FIGURE 1 | Ortholgous genes for the ZIP family have been identified among three species viz. Arabidopsis, rice and foxtail millet. Seven orthologous
clusters along with its Phylogenetic tree have been presented.

FIGURE 2 | The distribution of ZIPs across the length of the chromosome, along with its name is mentioned on the right side of every chromosomal
segment. There were a total of 36 genes, 16 from Arabidopsis, 13 from rice and 7 from foxtail millet. Gray color chromosomes indicates rice, whereas pink and
green for Arabidopsis and foxtail millet, respectively.
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FIGURE 3 | Molecular Phylogenetic analysis by Maximum Likelihood method. The evolutionary history was inferred by using the Maximum Likelihood method
based on W-IQ-TREE. The bootstrap consensus tree inferred from 1000 replicates is taken to represent the evolutionary history of the taxa analyzed (Felsenstein,
1985). The analysis involved 36 amino acid sequences.
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FIGURE 4 | The distribution of zinc and iron responsive (TF) transcription factors across ZIP in S. italica.

FIGURE 5 | Heatmap showing the expression pattern of SiZIP genes in four tissues, namely root, leaf, spica and stem along with control and drought
stress library of Setaria italica. The colored bar at top left represents relative expression value, where 0.0, 2.0, and 4.0 denotes low, medium, and high
expression, respectively.

different tissue types and developmental stages to reveal their
precise involvement in the transport, remobilization and grain
loading of micronutrients. The expression levels of zinc and iron
transporter genes were detected by comparing the RPKM value
of different genes expressed in the transcriptome of different
tissues. In Figure 5, RPKM values are represented as a heat
map for each identified ZIP transporter gene. The expression
of four genes- Si022298m.g, Si035517m.g, Si010244m.g, and
Si013901m.g- in four different tissues remains unique and
this was found to be maximum with minor variance. In
contrast, in Si010411m.g the expression was upregulated in root,
leaf, stem and spica tissues. A negligible level of expression
was seen in Si024505m.g in all tissues, and exceptionally
moderate expression was observed in the root. Meanwhile,
the expression of the Si036196m.g gene in leaf tissue was
negligible, while a gradual increase was maintained in stem,
spica and root tissues’ expression. Interestingly, under stress
conditions, the Si036196m.g gene was moderately expressed

with maximum expression in control; the opposite was true in
Si010411m.g.

For wet lab validation, as well as to confirm the SiZIPs’ protein
synthesis in SiZIP genes shoot tissues were examined for their
transcript abundance. Of seven ZIP genes, four (Si022298m.g,
Si035517m.g, Si010244m.g, and Si013901m.g) had relatively good
expression levels (Figure 6), and they could be used for the bio-
fortification process. The list of primers used in this study is given
in Supplementary Table S1.

Comparative Expression Analysis of
SiZIP Family Gene Homolog in Other
Millet Crop (Panicum sumatrense)
Of seven SiZIP genes, we observed four different levels of
expression pattern in foxtail millet. Hence, to compare the SiZIP
homologs expression data with those of another millet crop,
we selected little millet (P. sumatrense). Three genotypes BL-4,
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FIGURE 6 | (A) RT-PCR expression analysis of seven ZIP genes from S. italica in shoot tissues. (B) Differential expression analysis of ZIP family gene in little millet.
Le, leaf; St, stem and Sp, spica. (C) Standing crop view of little millet genotypes.

RLM-37 and OLM-203 (Figure 6) were chosen for differential
expression analysis using the two SiZIP family gene primers
(Si036196 and Si022298). Although Si036196 expression was up
regulated in foxtail millet, its expression level was same and
maximal in stem, leaf and spica tissues of all three genotypes
in little millet. Gene Si02298 exhibited maximum expression
in foxtail millet of all tissue types, but in the case of little
millet, medium to low levels of expression were observed
(Figure 6). Homologs of Si036196 and Si022298 had contrasting
types of expression level in little millet. Our comparative
analysis and results provides a preliminary data for the cloning
of potential ZIP genes from non-sequenced crop like little
millet.

Analysis of a Signal Peptide on the
Multi-Species (ZIP) Proteins’ N-Terminus
Signal peptides are typically cleaved from the mature proteins
during transport and/or processing through the endoplasmic
reticulum. When comparatively analyzed with cleavable
signal peptides in other organisms, the N-termini of ZIP
proteins from rice, Arabidopsis, and foxtail millet showed
the presence of signal peptide regions in plant iron/zinc
transport proteins. The predicted sub- cellular localization
and signal peptide cleavage site of ZIP proteins are presented
in Supplementary Table S2 and the signal peptide is shown
in Supplementary Figure S4. From the plant species studied
here, it was posited that most transport proteins have signal

peptides, and this suggests a role in the active transport
of ion molecules, as supported by the creation of mutant
lines of signal peptide in Malus xiaojinensis (Zhang et al.,
2014).

DISCUSSION

The ZIP family genes have been identified in many plants
like Arabidopsis and rice. These genes are responsible for the
transport of Zn and Fe and are known to play a role in Mn
transport. The complete genome sequence of foxtail millet has
allowed researchers to identify and characterize various gene
families in foxtail millet (Lata et al., 2014; Mishra et al., 2014;
Yadav et al., 2014; Muthamilarasan et al., 2015a,b). Although
ZIPs have been characterized in many plants, to the best of
our insight, there were few or no reports on the functional
characterization of the ZIPs in foxtail millet, though it has high
micronutrients. The nutritional profile (Muthamilarasan et al.,
2016) and genetic improvement of cereal crops using foxtail
millet genome has been extensively reviewed (Muthamilarasan
and Prasad, 2015).

In our study, we identified and characterized seven SiZIP
from S. italica. Comparative analysis of SiZIPs with other species
showed that foxtail millet has fewer orthologous genes (7) then
rice (8) or Arabidopsis (12). The protein properties of SiZIP,
AtZIP and OsZIP revealed many differences in amino acid
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length, isoelectric point, molecular weight and trans-membrane
domains. In addition, the proteins had different signaling
peptides, which could result from the presence of novel splice
varients.

To analyze the evolutionary relationship of SiZIPs, a fair
phylogenetic tree comprising ZIPs from Arabidopsis and rice
was constructed. It was found that predicted amino acids were
closely related to other plant species and existed as an ortholog in
Arabidopsis and rice.

Meanwhile, we investigated the expression of genes in S. italica
in response to stress and normal growth conditions. We
hypothesized that genes that show differential expression under
various stress exposures are more likely to be involved in metal
homeostasis. Most of these genes are differentially expressed due
to downstream changes in the physiological status of plants as
a result of changes in metal homeostasis, although a couple
of genes are directly involved in regulating metal homeostasis.
The expression patterns of SiZIP genes reflect their diverse
functions during Zn and or Fe translocation. It has been reported
that the ZIP genes display various expression profiles due to
tissue specificity and in response to fluctuating environmental
Zn and Fe conditions. For instance, OsZIP7a was induced in
Fe-deficient root, while OsZIP8 was stimulated in Zn-deficient
shoots and roots (Yang et al., 2007). Histochemical confinement
analysis showed that the mRNA of OsZIP4 was more in the
vascular bundles of leaves and roots and phloem cells of the stem
and the meristems (Ishimaru et al., 2005). Hence, these results
demonstrated that SiZIP genes encode Zn or Fe transporters and
have various functions associated with uptake and translocation,
detoxification and storage of Zn and or Fe in plant cells.

Homology modeling of SiZIP revealed that proteins with
similar patterns are not equally expressed (Si036196m.g,
Si024505m.g and Si010411m.g), whereas proteins with different
patterns were found to be equally expressed, irrespective
of tissue type (Si022298m.g, Si035517m.g, Si010244m.g and
Si013901m.g), which could be due to effects of gene homologs
present in the same species. Comparative expression analysis
of SiZIP with little millet showed that Si036196 gene homolog
can be further cloned for functional characterization. Sequencing
nutritionally rich crops like little millet will provide a better
platform to enhance the micronutrient content in other cereal
crops.

SSR identification in SiZIPs revealed that SiZIP2-Intronic
(TC)6, SiZIP3-CDS (CCA)5, SiZIP5-Intronic (TC)5 and SiZIP7-
Cds (GC)5 have repeat motifs in their CDS and intronic regions
Supplementary Table S3. These SSR repeats could be used for
allele mining of the respective genes in Marker Assisted Selection
(MAS) crop breeding programs.

Trafficking of the multi-pass PM proteins such as ZIP typically
requires an N-terminal signal peptide (Blobel and Dobberstein,
1975; Martoglio and Dobberstein, 1998). A multi pass integral
PM protein, S. italica ZIP family is predicted to comprise 5 to 9
TMs, with a putative N-terminal signal peptide of 1–30 amino
acids with cleavage site ranging from 25 to 30 amino acids.
Here we hypothesize that a maximum of ZIP genes in plants
might transport and maintain homeostasis with the help of signal
peptide present in their N-terminal end. Altogether, our study

provides a computational framework for in silico characterization
of any particular gene family, which can be utilized in MAS
breeding and genetic engineering of field crops. Care must be
taken before selecting a gene of interest in downstream analysis.
Further the effect of homologs in the transgenic plants can be
minimized by transfer of single copy orthologs.

CONCLUSION

Our results propose that SiZIP genes encode functional Zn and
or Fe transporters that may regulate the uptake, translocation and
storage of divalent metal ion in plant cells and mainly endosperm.
Transcriptome analysis hints the sustained expression level of
identified gene orthologs among spica, leaf, stem and root
tissues. The present study provides new insights into the
evolutionary relationship and putative functional divergence
of the ZIP gene family during the growth and development
of rice, Arabidopsis and foxtail millet. In silico functional
characterization viz., expression analysis, transcription factor
mining, homology modeling, phylogenetic analysis and wet lab
validation of SiZIP family showed that Si02298m.g, Si03557m.g,
Si010244m.g and Si013901m.g genes could serve as potential
genes in Fe and Zn biofortification. Comparative expression
analysis of SiZIP homolog in little millet showed the existence of
potential ZIP genes for biofortification. Further characterization
of identified orthologs in S. italica and their functional validation
in a panel of genotypes under varying nutrient supplement will
help in divulging new sources of nutritionally important genes
for improvement of staple food crops.
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FIGURE S1 | Intron-exon structure of SiZIPs as predicted by GSDS.
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FIGURE S2 | Homology modeling of 7 SiZIPs as predicted by
SWISS-MODEL given in 3-D structure.

FIGURE S3 | Motif analysis has been done among the 12 single copy
ortholog ZIP gene family members of Arabidopsis, rice and foxtail millet.
The different color bars in one gene indicate different motifs.

FIGURE S4 | Membrane topology of ZIP proteins across rice, Arabidopsis
and foxtail millet. Red color amino acids represent signal peptides of respective
protein.

DATASHEET S1 | Multiple sequence alignment of predicted amino acid
sequences of SiZIP, AtZIP and OsZIP proteins.
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Large-scale initiatives aiming to recover the complete sequence of thousands of human
genomes are currently being undertaken worldwide, concurring to the generation
of a comprehensive catalog of human genetic variation. The ultimate and most
ambitious goal of human population scale genomics is the characterization of the
so-called human “variome,” through the identification of causal mutations or haplotypes.
Several research institutions worldwide currently use genotyping assays based on
Next-Generation Sequencing (NGS) for diagnostics and clinical screenings, and the
widespread application of such technologies promises major revolutions in medical
science. Bioinformatic analysis of human resequencing data is one of the main factors
limiting the effectiveness and general applicability of NGS for clinical studies. The
requirement for multiple tools, to be combined in dedicated protocols in order to
accommodate different types of data (gene panels, exomes, or whole genomes) and
the high variability of the data makes difficult the establishment of a ultimate strategy
of general use. While there already exist several studies comparing sensitivity and
accuracy of bioinformatic pipelines for the identification of single nucleotide variants from
resequencing data, little is known about the impact of quality assessment and reads
pre-processing strategies. In this work we discuss major strengths and limitations of the
various genome resequencing protocols are currently used in molecular diagnostics and
for the discovery of novel disease-causing mutations. By taking advantage of publicly
available data we devise and suggest a series of best practices for the pre-processing
of the data that consistently improve the outcome of genotyping with minimal impacts
on computational costs.

Keywords: precision medicine, next-generation sequencing read quality, genome resequencing, whole exome
sequencing, molecular diagnostics

INTRODUCTION

The steady reduction in sequencing costs associated with the advent of the new generation of ultra-
high throughput sequencing platforms, collectively known as Next-Generation Sequencing (NGS)
technologies, is one of the major drivers of the so called “genomic revolution.” Consequent to the
development of these novel ultra efficient sequencing technologies [see (Goodwin et al., 2016) for
a comprehensive review] the number of publicly available human genome and exome sequences is
now in the hundreds of thousands, steadily increasing on a daily basis (Stephens et al., 2015). The
characterization and fine scale annotation of the human variome, that is, the ensemble of genetic
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variants in the human population, is one of the most ambitious
goals of massive human genome sequencing projects. The
possibility to link genetic variants and haplotypes with the
corresponding phenotypes and discover causal relationships or
calculate risk factors is instrumental for the development of
more informed approaches to medical science, such as precision
medicine (Lu et al., 2014) where patients can be treated based
on their genetic background, or predictive medicine (Kotze
et al., 2015) where risks factors for various diseases can be
calculated beforehand and suitable measures can be instituted in
order to prevent the disease or decrease its severity. Numerous
countries worldwide are currently undertaking or are planning
to launch large-scale projects aiming to sequence an increasing
proportion of their population: by example England (UK10K
Consortium et al., 2015) and Saudi Arabia (Alkuraya, 2014) have
both announced 100.000 individuals sequencing projects and
researchers from the United States1 and China (Cyranoski, 2016)
aim to sequence 1 million genomes in the next few years. In
the meanwhile, various “pilot” (Gurdasani et al., 2015; Nagasaki
et al., 2015; Sidore et al., 2015; The 1000 Genomes Project
Consortium et al., 2015; Lek et al., 2016) projects, sequencing
thousands of human genomes and exomes have been successfully
undertaken which demonstrate the power of big data genomics
for the identification of deleterious mutations and providing a
substantial contribution to the understanding of the evolutionary
processes that shape the genomes of modern human populations.

While the possibility to sequence an unprecedented number of
individual genomes could serve as the basis for a new revolution
in medical science and genetics, the need to handle, analyze
and store huge amounts of data is posing major challenges
to genomics and bioinformatics which at present remain
largely unresolved. A possibly incomplete catalog of all known
NGS sequencing platforms2 provide evidence for the presence
of almost 2200 instruments worldwide, distributed in 1027
sequencing facilities across 62 countries. A conservative estimate
of sequencing capacity based on the manufacturer specifications
of the various instruments suggests that, if used at full scale,
NGS platforms could generate in the excess of 35 petabases of
sequencing data per year. In a recent paper Stephens et al. (2015)
suggest that, at the current rate, worldwide sequencing capacity
could possibly reach zettabases of sequencing in the next 10 years,
corresponding a number of complete human genomic sequences
ranging from 100 million to 2 billion.

Bioinformatic analysis is currently one of the major
bottlenecks in the processing of human resequencing data
(Alyass et al., 2015). The need to integrate multiple tools into
dedicated and sometimes complex analysis procedures requires
a substantial amount of manual work and represents a major
hindrance that limits the speed and general applicability of
genotyping strategies. While best practices, procedures, and
guidelines, defining the basic principles for the analysis and
the annotation of the data have been introduced (Richards
et al., 2015) and a large collection of bioinformatic tools for
the identification of simple nucleotide variants (SNV) and/or

1http://www.whitehouse.gov/precision-medicine
2http://omicsmaps.com/

small indels from NGS resequencing data is currently available
(Pabinger et al., 2014), there exists no golden standard approach,
and comparative studies evaluating different genotyping
pipelines reached contrasting conclusions (Cornish and Guda,
2015; Hwang et al., 2015; Zhang et al., 2015). Consensus call-
set based approaches, integrating predictions from multiple
tools, can improve the accuracy and sensitivity of genotyping
strategies (Bao et al., 2014). They, however, require additional
computational costs, which might not always be justified by
improvements in accuracy. Also, notwithstanding the high
standardization of laboratory protocols and kits used in their
production, the variability of NGS sequencing data remains high,
and systematic biases resulting in the so called “batch effects”
(Taub et al., 2010) can limit the extent of any bioinformatic
approach, preventing the development of a conclusive strategy.

While several studies that compare the performances of
various tools and pipelines are currently available [see (Pabinger
et al., 2014), for a comprehensive review], at the time being we
are not aware of dedicated studies evaluating the effects of quality
assessment and reads pre-processing strategies in genotyping
studies. Fine scale optimization of such procedures can on one
hand improve the accuracy of the results, and on the other
reduce significantly the computational requirements. This step
is therefore essential as the starting point in the development of
highly scalable workflows for the analysis of human resequencing
data. In this article we discuss major strength and limitations of
the different types of resequencing protocols that are currently
used in molecular diagnostics and population scale genomics,
and, by taking advantage of publicly available data, we devise
guidelines and best practices for the pre-processing of the
sequences.

RESEQUENCING STRATEGIES,
APPLICATIONS AND LIMITATIONS

The ability to perform population scale studies of large genomes
is highly interlinked with the advent of modern ultra-high
throughput DNA sequencing technologies and the substantial
reduction in sequencing costs. At present, Illumina accounts for
the largest share of the sequencing market. The recent release of
the ultra-high throughput Illumina X Ten sequencing system3,
which permits the sequencing of 1000s of human genomes per
year for less than 1000 USD per genome, represents a major
breakthrough in this field, and at the time being all the most
ambitious population scale human genome resequencing projects
are based on this technology. One of the major constraints
of the second generation of ultra-high throughput sequencing
technologies is the reduced size of the reads (a few hundreds bps),
that poses limits to the possibility of reconstructing accurately
long haplotypes and resolve repetitive and complex regions,
which represent approximately 60% of the human genome (De
Koning et al., 2011). Such limitations are being superseded by the
development of a third generation of NGS sequencing platforms
such as the PacBio (Eid et al., 2009) and Oxford Nanopore

3https://www.illumina.com/systems/hiseq-x-sequencing-system.html
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(Clarke et al., 2009) sequencing systems, that can produce
sequences of stretches of DNA ranging from a few to hundreds
of kilobases in size. Such long reads can span complex or
repetitive regions with a single continuous read, thus eliminating
ambiguity in the positions or size of genomic elements. A recent
resequencing of the human GRCh37 reference genome based
on long-read sequencing technologies (Chaisson et al., 2015)
recovered more than 1 Mb of novel sequence and identified more
than 26,000 relatively long (≥50 bp) indels, providing one of
the most comprehensive genome reference sequences available.
Apart from simply improving reference genomes, long reads are
more effective than short reads in the identification of clinically
relevant structural variations and in the reconstruction of long
haplotypes (Ammar et al., 2015).

The comparatively higher error rate (15% on the average)
and the increased cost with respect to short read technologies
are considerable disadvantages that limit the application of long-
read sequencing in current large-scale genome resequencing
studies. However, the continuous improvements in sequencing
chemistries and base calling algorithms, and the development
of novel sequencing platforms with reduced operating costs
such as the PacBio Sequel or the Oxford Nanopore Promethion
might open the possibility of applying long-read sequencing
technologies to population scale resequencing projects in
the near future. In this respect, the recent development of
sequencing strategies for the generation of synthetic long reads
relying on existing Illumina platforms, with error profiles
and throughput similar to those of current Illumina devices,
might represent a valid alternative to long-read sequencing
technologies. Two different systems for generating synthetic
long-reads are currently available: the Illumina synthetic long-
read sequencing platform (McCoy et al., 2014) (formerly known
as Moleculo) and the 10X Genomics emulsion-based system4.
Both platforms rely on a similar strategy, where a specialized
library preparation method based on extreme dilution and
DNA barcoding is applied to a size selected DNA library in
order to mimic single molecule sequencing. Input DNA is first
sheared into kilobase-long fragments, which are then randomly
distributed across a small number of containers. The contents of
each container are then sheared further into shorter fragments
and are assigned a unique barcode before being pooled together
for sequencing. After sequencing, reads are demultiplexed using
the barcodes. Each container may be assembled separately
with a short-read assembler, which produces multiple kilobase-
long sequences in each well; this approach is referred to as
subassembly. Alternatively, the contents of each container may be
sequenced at a relatively low coverage and resulting reads might
be used to assist in tasks such as genome phasing and scaffolding.
The main difference between the two approaches consists in that
while the Illumina system is aimed at the precise reconstruction
of each long DNA fragment and is designed for genome assembly,
the 10X strategy does not attempt gapless, end-to-end coverage
of single DNA fragments, and is generally used for haplotyping
and scaffolding. Considerations on sequencing costs, however,

4https://community.10xgenomics.com/t5/10x-Blog/A-basic-introduction-to-
linked-reads/ba-p/95

suggest that, for the time being, complete genome assembly of
complex genomes based on synthetic long-reads technologies
remains unfeasible, even if using the most advanced sequencing
machines.

Hybrid approaches based on the combination of long or
synthetic long and short reads have proven themselves to be
highly effective in the generation of high-quality assemblies of
large and complex genomes at a relatively low cost, resulting
in the detection of complex structural rearrangements and in
the accurate reconstruction of haplotypes (Mostovoy et al., 2016;
Collins et al., 2017; Weisenfeld et al., 2017). With the ongoing
steady reduction in sequencing costs it is not unfeasible to
imagine that strategies of this kind will end up to be applied
also to large-scale sequencing studies, resulting in a more
accurate reconstruction of individual genomes and extending our
understanding of the human variome.

Large-scale genome resequencing studies are nowadays
usually performed by two alternative approaches: Whole Genome
Shotgun sequencing (WGS), that is, the sequencing of complete
genomes, or targeted resequencing, where high-throughput
sequencing is applied to a predefined subset of genomic loci,
usually selected on the base of their annotation (i.e., exons)
or their association with pathological conditions. WGS clearly
offers a more comprehensive, virtually complete, catalog of
the genetic variation of an individual and is not limited by
prior knowledge of the sequence, permitting the reconstruction
of complex genomic rearrangements and large insertions. On
the other hand, targeted resequencing, by limiting the size of
the genomic material used, makes possible the sequencing of
several samples within a sequencing run, increasing both the
breadth and the depth of a genomic study on the selected
loci. Another considerable advantage of targeted resequencing
is that newly identified variants are more easy to interpret
and characterize, since target regions usually correspond to
functionally annotated genomic loci. Considering that the
majority of known disease causing mutations is found in protein
coding genes, the wealth of data produced by WGS approaches
might result excessive and sometimes even misleading for clinical
and diagnostic applications. Recent studies (Belkadi et al., 2015),
however, suggest that WGS resequencing data are in general
of better quality than the targeted resequencing counterpart,
resulting in a slightly improved power in the detection of
novel mutations even within targeted regions. Moreover, targeted
resequencing can interrogate only predefined regions of the
genome, and is therefore clearly ineffectual in the detection
of large chromosomal rearrangements and large structural
variants.

Whole Exome Sequencing
The deep sequencing of all the exons of a genome, known as
Whole Exome Sequencing (WES) (Ng et al., 2009), is probably the
most popular and widely used targeted resequencing approach.
As the name suggests, it is based on exome capture, that is, the
construction of DNA libraries enriched for the exonic fraction
of the genome. DNA samples are randomly fragmented and
oligonucleotide probes (baits) are used to capture the target
regions by DNA hybridization. The resulting DNA sample is
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then subjected to library construction and sequencing. Whole-
exome methods generally capture from 35 to 100 megabases
of DNA target regions, depending on the reference annotation
system used in the design of the probes and on the inclusion
of 3′ or 5′ untranslated regions (UTRs) in the experimental
design. Agilent, Nimblegen, Illumina are the main suppliers of
exome-enrichment kits for exome capture. The most relevant
differences between these technologies are in the choice of
target regions, in bait lengths and density, in the molecules
used for capture, and in the genome fragmentation method.
At present NimbleGen offers the largest target region set,
covering 96 Mb (64 Mb coding + 32 Mb UTR), compared to
75 Mb (50 Mb coding + 25 Mb UTR) of Agilent and 62 Mb
(42 Mb coding + 20 Mb UTR) of Illumina. However, given
the continuous improvements in sequencing throughput of NGS
sequencing technologies, the range of genomic regions targeted
by exome capture kits is constantly expanding, resulting in the
inclusion in target regions of promoter regions and intron-exon
junctions (Samuels et al., 2013).

Whole Exome Sequencing in Clinical Studies
Since the majority of known disease-causing mutations are found
in protein coding genes, WES is becoming an increasingly
attractive alternative to WGS for clinical applications. As an
additional advantage, genotyping assays performed by exome
sequencing have a narrow breadth if compared with WGS
approaches, and thus require less computational resources for
the analysis and the storage of the data. Moreover, novel
genomic variants discovered by exome sequencing are restricted
to functionally annotated genomic regions, thus enabling a rapid
inference of potential functional effects. Finally, notwithstanding
the additional costs required for the capture kits, exome
sequencing remains more economic than WGS, making possible
the sequencing of a higher number of samples with an
increased depth of coverage. For all these reasons, despite the
increasing number of completely sequenced human genomes,
WES sequencing remains today the preferential strategy for
large-scale sequencing studies and for clinical applications of
genome sequencing, and indeed the majority of available human
resequencing data is in the form of exomes (Lek et al., 2016).
This is also reflected in primary repositories of human genetic
variation data, as in the latest release of the dbSNP database
(Sherry et al., 2001), where the number of SNPs falling into
protein coding genes surpasses by far the number of those found
in intergenic regions (dbSNP build 141).

The relatively heterogeneous profile of read coverage over
target regions is one of the major bottlenecks that reduce
the sensitivity and applicability of exome capture assays.
Experimental biases resulting in the so called “batch effects”
are generally introduced both during exome capture and in the
library preparation steps (Chilamakuri et al., 2014; Shigemizu
et al., 2015). Such biases are specific and intrinsic to the
different capture kits and library preparation protocols, and
therefore limit the possibility of comparing WES experiments
performed by means of different capture kits or by different
sequencing providers. Also, in a typical exome sequencing
study, approximately 40–60% of the reads derive from genomic

regions outside of the designed targets, resulting in a substantial
reduction of the theoretical coverage. Exome capture efficiency is
highly variable and influenced by multiple factors related both
to the design of the capture kit (length of the probes, probes
density, probes design) and to experimental conditions affecting
the efficiency of DNA fragmentation and PCR amplification of
the DNA library (García-García et al., 2016).

Another relevant bias introduced by the capture hybridization
step in WES sequencing consists in the preferential capture
of reference sequence alleles, which hinders the detection of
alternate alleles at heterozygous polymorphic sites by shifting
the allele distribution (Guo et al., 2013). Highly polymorphic
and heterozygous genomic regions are thus captured at lower
efficiency than highly conserved genomic intervals, resulting
again in a systematic bias in the coverage profile. Moreover,
all library preparation protocols for exome sequencing require
PCR amplification, which tends to lower coverage in GC rich
regions due to annealing during amplification (Aird et al., 2011).
Fluctuations in the coverage profile have a deep impact on
the sensitivity of WES, and in particular in the detection of
heterozygous variants (Belkadi et al., 2015). It has been estimated
that 15X mapped read depth of WGS samples would be sufficient
to detect almost all homozygous SNPs and 33X for almost all
heterozygous SNPs (Bentley et al., 2008). Depending on the
capture kit, it has been shown that WES required 80X mean
on-target depth to reach the common threshold of 10X per-
site depth in 90% or more of all targeted regions (Clark et al.,
2011), which represents the minimal requirement for clinical
applications of the WES technology.

Gene Panels
Gene panels are another popular form of targeted resequencing
which is often used in large diagnostic screenings. This approach
leverages on prior knowledge about the association of a set
of genomic loci with phenotypic traits of interest (typically a
disease) in order to perform highly focused sequencing of a very
specific portion of the genome (Katsanis and Katsanis, 2013).
Loci of interest, ranging to a few kilobases to several megabases
in size, are usually enriched either by DNA hybridization
capture or by targeted amplification (amplicon sequencing),
and then sequenced with high-throughput sequencing platforms.
Enrichment systems based on PCR amplification require a very
limited quantity of DNA for the construction of the sequencing
library, thus enabling the analysis of relatively tiny tissue samples
which are common in medical applications. The capture of target
regions is highly specific and does not suffer from off-target
DNA contamination, offering a substantially higher coverage.
Differential PCR amplification of the target regions, however,
can introduce relevant biases, resulting in a highly heterogeneous
coverage profile (Samorodnitsky et al., 2015). Depending on
PCR primers design and of DNA fragmentation accuracy, target
regions might end up to be covered only by reads obtained from
a single DNA strand, resulting in a considerably higher error
rate due to the fact that second generation NGS technologies
are affected by systematic context-specific sequencing errors
(Schirmer et al., 2015).
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Capture systems based on DNA hybridization show better
coverage uniformity, higher sensitivity and better accuracy than
amplicon-based methods. Moreover, since the size of target
regions is not strictly limited by PCR primers, capture by
hybridization can recover also relatively small (depending on
the size of the baits) structural variants, which are systematically
missed by amplicon sequencing techniques. The amount of off-
target capture is comparable to WES, accounting for about
40–50% of the reads: this proportion can, however, vary greatly
according to the design of the array, since low complexity
and micro-satellite regions, which are often found in intronic
sequences, can sensibly reduce the specificity of the capture.
Capture hybridization systems are more expensive and require
a considerably larger amount of DNA for library construction
if compared with equivalent amplicon-based strategies, making
them a less attractive option for high-throughput genotyping of
large cohorts of samples.

Gene Panels in Clinical Studies
Gene panels are particularly suited for diagnostic screenings,
since they provide a consistent reduction in costs and turnaround
times and offer the possibility to customize the design of the panel
in order to include complete genes or specific intronic sequences.

High-throughput sequencing of a limited number of carefully
selected loci enables the characterization of wide cohorts of
patients, virtually querying the presence of all known causal
mutations and therefore providing an invaluable tool for
diagnostics. Large-scale screenings based on carefully designed
gene panels show a diagnostic power comparable, or even
superior to that of WES, as the reduction in sequencing
costs permits the sequencing of larger cohorts of patients
(Saudi Mendeliome Group, 2015). This strategy, however,
requires a substantial knowledge of the molecular basis of the
condition/disease under study, and is not clearly applicable to the
discovery of novel disease-causing mutations affecting genes not
previously associated with the condition of interest.

Gene panels sequencing typically result in a very large of
coverage of the target regions, exceeding 1000X in most cases.
This coverage depth surpasses by far the minimum requirements
for genotyping applications, and enables the reliable detection
of somatic variants that might be present in a minority of the
cellular population. The possibility to detect somatic variants
in heterogeneous cellular populations is a very powerful tool
for cancer genomics. Since carcinogenesis is an evolutionary
process driven by natural selection, tumors of all types consist
of cellular populations that are highly diverse at the genetic,
epigenetic, and phenotypic levels. Tumor heterogeneity is a
major cause of therapy failure and disease resistance, and is a
subject of the utmost biological and clinical relevance. Ultra-high
coverage targeted resequencing of panels of known tumor related
genes thus enables the characterization of cancer cell populations
and the detection of somatic cancer mutations, including those
possibly linked with drug resistance (Gerlinger et al., 2012; Kim
et al., 2015; Au et al., 2016; De Leng et al., 2016), a process that
can be instrumental for the correct formulation of personalized
anti-tumoral therapies. Repeated sequencing over time permits
to monitor the evolution of the tumoral population in response

to therapies, both for the evaluation of the efficacy of the therapy,
by studying the prevalence of “founder mutations,” and for
the identification of possible new resistance inducing variants.
Therapies can be thus adapted accordingly, maximizing their
efficacy.

Whole Genome Sequencing
Whole genome shotgun sequencing (WGS) is rapidly becoming
the method of choice for the study of human genetic variation
at population scale level. Indeed, recent studies (Belkadi et al.,
2015; Meienberg et al., 2016) suggest that, beside the capacity to
interrogate a substantially larger fraction of the genome, WGS
can offer major advantages and data of superior quality with
respect to targeted resequencing approaches.

Whole genome shotgun-based strategies are not based
on prior knowledge of the reference genome and can (in
principle) address any type of complex genomic structural
variant, including inversions, large insertions and deletions. The
relevance of structural events of this type has been largely
underestimated, since it is now clear that they contribute more
than SNVs to the variability of individual genomes (Huddleston
et al., 2016), where they can constitute up to 75% of the individual
specific genomic material.

Whole genome shotgun sequencing libraries require a simpler
and more streamlined preparation, where the most recent
protocols do not require PCR amplification resulting in a
substantially more homogeneous coverage profile (Meienberg
et al., 2016). Target regions capture, that as previously discussed
can introduce significant amounts of technical variability, is in
turn not required by WGS. As a consequence, WGS data show
consistently superior coverage uniformity with respect to WES,
and a substantially lower average read depth is required to
achieve the same breadth of coverage (Belkadi et al., 2015). These
facts permit a more consistent identification of heterozygous
mutations, and a more reliable discovery of copy number variants
(Belkadi et al., 2015; Meienberg et al., 2016). More importantly,
WGS does not suffer from reference bias capture, resulting in
a more accurate calling of heterozygous variants. Finally, while
all the commercially available exome capture kits are prone
to systematic biases that are in large part platform specific
(Chilamakuri et al., 2014; Shigemizu et al., 2015; García-García
et al., 2016) and limit the possibility to compare data across
different systems and kits, WGS data are to some extent more
reproducible and comparable, facilitating the comparison of data
produced by different sequencing facilities at different times.

Whole Genome Sequencing in Clinical Studies
The major factors limiting the adoption of WGS technologies
in clinical practice are not only related to the increase in
costs with respect to targeted resequencing, but also to the
computational resources required for the bioinformatic analysis
and interpretation of the data. A typical human genome contains
approximately 4 million SNV or small indels (Eberle et al., 2016),
the vast majority of which is confined within intergenic or un-
annotated genomic regions. This poses a limit to the systematic
functional classification of variants and a prompt identification
of putative disease-causing mutations. The equivalent figure for
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an exome is in the order of about 80,000 variants per individual.
Importantly, all these variants fall by definition within or close
to functional genomic regions, and their effects can be predicted
on the base of existing genomic annotations. The significance
of a large number of intergenic variants detected by WGS
remains unclear in large-scale clinical set-ups, as more than
80% of currently known disease-causing mutations are found
within protein coding genes. This figure could be, however,
an over-estimate due to ascertainment bias, since the majority
of large-scale human genome resequencing projects aimed at
the detection of disease-causing mutations have been carried
out by means of WES sequencing, and a significant proportion
of the studies was focused on rare monogenic Mendelian
diseases. In this respect data, produced by WGS offer a more
granular representation of the genomic variability, facilitating a
more accurate reconstruction of the haplotypes which can be
instrumental for the detection of genomic loci associated with
complex phenotypic traits, including diseases like atherosclerosis,
diabetes, and hypertension. Population genetics studies can
benefit greatly from the wealth of genetic markers recovered from
WGS sequencing, resulting in a more precise reconstruction of
the evolutionary history of closely related populations.

Finally, another important advantage of WGS strategies is that
they are not limited by any particular genomic annotation, and as
such will probably form a better legacy for future investigations
including newly discovered functional genomic elements. Indeed,
although the current annotation of the human genome can be
considered to be of high-quality, such a possibility can not be
excluded as demonstrated by the recent explosion of the number
of long non-coding RNA genes (Chen et al., 2016).

COMPARATIVE EVALUATION OF READ
PRE-PROCESSING STRATEGIES

Since the application of high-throughput sequencing
technologies for the study of human genome variability at
population scale level is becoming more and more commonplace,
the development of standardized bioinformatics pipelines for

an effective analysis the data is becoming crucial. Ideally, these
pipelines should be fast, in order to cope with the increasing
volumes of data, yet at the same time highly accurate as required
by clinical applications. While implications of the usage of
different combinations of tools for the alignment of short reads
to the genome and for variant calling have been debated in
depth (Pabinger et al., 2014), the evaluation of how quality
assessment procedures can concur to the improvement of
bioinformatic strategies for genotyping has been so far a little
bit neglected. Indeed, good practices for quality assessment
and pre-processing of the reads can contribute significantly to
the optimization of downstream genotyping strategies, both by
reducing computational requirements and by possibly lowering
false positive rates. Three major approaches are commonly
used for the pre-processing of reads obtained from large-scale
resequencing studies: quality trimming, that is the polishing
of the reads based on descriptive statistics calculated on their
quality scores; PCR de-duplication, consisting in the elimination
of identical reads or read pairs that might derive from PCR
amplification of the same DNA fragment; merging of overlapping
pairs, that consolidates pairs of reads originating from DNA
fragments shorter than the combined length of the mates, into a
longer, non-redundant sequence.

Materials and Methods
In order to explore the impact of reads pre-processing strategies
on genotyping workflows and devise guidelines and suggestions
for its optimization, we took advantage of a collection of publicly
available genome and exome (Nextera kit) sequencing data
derived form the platinum genome NA12878 (Eberle et al., 2016).
Reference call-sets along with genome and exome sequencing
data were retrieved from the Illumina BaseSpace Sequence
Hub5. Reads were preprocessed by using nine different pipelines
(summarized in Table 1), based on the combination of three
progressive quality trimming stringency levels, and by adopting
or discarding PCR de-duplication and read merging steps.
Computations were performed on a Centos linux server with

5https://blog.basespace.illumina.com/category/datasets/

TABLE 1 | Read pre-processing strategies used in this study.

Pre-processing strategy∗ Quality trimming∗∗ Merging of overlapped pairs∗∗∗ PCR de-duplication∗∗∗∗

Lax Lead:Q20, Trail:Q15, Wlen:10,Q15 No No

Medium Lead:Q25, Trail:Q20, Wlen:15,Q20 No No

Hard Lead:Q25, Trail:Q25, Wlen:20,Q25 No No

Lax + Ovl Lead:Q20, Trail:Q15, Wlen:10,Q15 Min Ovl 15 bp No

Medium + Ovl Lead:Q25, Trail:Q20, Wlen:15,Q20 Min Ovl 15 bp No

Hard + Ovl Lead:Q25, Trail:Q25, Wlen:20,Q25 Min Ovl 15 bp No

Lax + PCR Lead:Q20, Trail:Q15, Wlen:10,Q15 No MDR = 0.03

Medium + PCR Lead:Q25, Trail:Q20, Wlen:15,Q20 No MDR = 0.03

Hard + PCR Lead:Q25, Trail:Q25, Wlen:20,Q25 No MDR = 0.03

From left to right, columns contain:
∗Description of the strategy, as described in main text and figures.
∗∗Trimmomatic parameters for quality trimming. Q, quality score cut-off; Wlen, length of the window for sliding window operations.
∗∗∗Pear parameters for read merging. Min Ovl, minimum overlap required for merging of read pairs.
∗∗∗∗MarkDuplicates parameters for PCR de-duplication. MDR (MAX DIFF RATE), overall mismatch rate for non-duplicated reads.
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64 Gb of RAM and 24 CPU cores, using a limit of 12 CPU cores
and 32 Gb of RAM for each step of the pipelines.

Quality trimming was carried out using the Trimmomatic
software (Bolger et al., 2014). Three different quality trimming
procedures, with increasing levels of stringency, were used for the
quality trimming of the raw reads. All the procedures were based
on the same combination of Trimmomatic operations: “Leading”
which removes nucleotides from the 5′ end of the reads if their
quality score falls below a predefined cutoff, “Trailing” which
performs the equivalent operations on the 3′ end of the reads,
and “Slidingwindows,” which evaluates the average quality score
of the reads along sliding windows of fixed length, cutting the
read if the average quality score within a window falls below a
given threshold. Reads resulting in less than 50 bps after quality
trimming were not incorporated in the subsequent stages of the
analyses. Different levels of stringency were implemented with
the following parameters:

• Lax: Leading Qs >= 20; Trailing Qs > 15; Slidingwindows,
windows length 10, Qs > 15.
• Medium: Leading Qs >= 25; Trailing Qs > 20;

Slidingwindows, windows length 15, Qs > 20.
• Hard: Leading Qs >= 25; Trailing Qs > 25; Slidingwindows,

windows length 20, Qs > 25.

Merging of overlapping paired end reads was performed
with the PEAR (Zhang et al., 2014) program, using default
parameters. Removal of potential PCR duplicates from exome
sequencing data was performed with the MarkDuplicate module
of the Picard software (Wysoker et al., 2013) with default
parameters. Genotyping was performed by using the GATK
workflow (DePristo et al., 2011), Varscan2 (Koboldt et al.,
2012), and Freebayes (Garrison and Marth, 2012). Only variants
supported by at least two methods were included in the
final call-sets. Intersections and comparisons of call-sets were
performed by means of the vcf-tools merge utility (Danecek
et al., 2011) and bedtools intersect program (Quinlan and
Hall, 2010). Reads were mapped to the reference hg38 human
assembly using Bowtie2 (Langmead et al., 2009), and resulting
bam files were preprocessed following the GATK best practices
recommendations. Different levels of coverage (20–90x) were
simulated by sub-sampling the reads. Pipelines were evaluated
both in terms of computational requirements, accuracy and
specificity of the results, by comparing the respective call-sets
with the golden standard sets of variants provided by Illumina.
For exome data, only variants falling within the target regions
were considered.

Impact of Reads Pre-processing
Strategies on Variant Calling
The results are summarized in Figure 1 (whole genome
sequencing), Figure 2 (WES) and detailed in Supplementary
Tables S1–S5. Sensitivity and specificity of the call-sets obtained
starting from the quality trimming strategies used in this
study and described in the previous section are represented in
Figures 1A,B for WGS and Figures 2A,B for WES datasets.
Consistently with previous observations (Belkadi et al., 2015),

WGS call-sets show a substantially higher sensitivity than WES,
regardless of the (simulated) coverage level. This fact is probably
due to a more uniform coverage profile (Figures 1D, 2D), where
we can observe a considerable reduction in coverage of GC
rich regions in the WES data. Interestingly, regions with a high
GC content are affected by a systematic reduction in coverage
across all the simulated depths of sequencing, and even at 90x
we observe that only about half (45%) of the regions with a
GC composition greater than 60% reach the minimal coverage
of 20x required for the confident identification of heterozygous
variants. Notably, quality trimming seems to cause a substantial
reduction of GC rich regions, and in particular hard filters cause
a pronounced decrease in coverage in the most GC rich genomic
regions, on both WES and WGS data sets.

Per base quality score distributions did not indicate any
significant differences between the overall quality profile of the
calls corresponding to each nucleotide (not shown). However,
we can notice a considerable reduction in the average quality
scores of GC rich reads (content in GC >= 60%), suggesting that
the drop in sequencing quality is restricted to specific sequence
contexts. This is again consistent with previous observations,
as the accuracy of Illumina sequencing technology is known to
deteriorate slightly in the presence of GC rich sequences (Ross
et al., 2013).

The specificity of the call-sets is between 99 and 99.5%
and nearly identical across all coverage levels (Figures 2A,B),
suggesting that the genotyping strategy used in this study is
robust and can produce consistent results.

On the other hand, higher coverage levels are associated with
a steady increase in sensitivity both for the WES and WGS
data, suggesting that an adequate coverage is a key factor for
the correct identification of genetic variants. Consistently with
this observation, call-sets based on lax quality trimming, which
resulted in a moderated reduction of the nominal coverage
(Figures 1A, 2A and Supplementary Tables S4, S5), show a
better sensitivity than equivalent sets where a more stringent
quality trimming procedure was applied, and recover a higher
proportion of “true” small indels and SNVs. More aggressive
quality trimming can result in drastic reduction in coverage, with
a systematic loss of accuracy in the most GC rich portions of the
genome. This is particularly evident on the exome dataset, where
the coverage is more skewed and influenced by GC composition.
Interestingly, quality trimming resulted in a higher proportion
of uniquely mapped reads, compared with the untrimmed data
(Supplementary Tables S4, S5), suggesting that the removal of
sequencing errors can improve the mappability of short reads.

Merging of overlapping reads pairs resulted in a small
but general improvement of the sensitivity, leading to the
identification of thousands of additional true variants (average
0.34% corresponding to 14,086 variants). In our experimental
setup the application of this procedure yielded also a small (from
0.3 to 0.6%) but consistent increase in the number of reads
mapping to the reference genome. Importantly, the majority
(72.81%) of such reads were mapped to scarcely covered regions
(average coverage 7.8x), which explains the increased sensitivity
observed. Also, a significant proportion of the additional variants
(52%) recovered by pipelines with overlapping read merging
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FIGURE 1 | Comparison of quality assessment pipelines on Whole Genome Sequencing data. (A) Sensitivity of quality assessment pipelines at different levels of
coverage. (B) Specificity of quality assessment pipelines at different levels of coverage. (C) Computation time required by the pipelines. Times reported have been
scaled with unity-based normalization. (D) Normalized coverage levels with respect to GC composition. Coverage levels and GC composition were calculated on
genomic windows of 200 bp, overlapping by 100 bp. Coverage levels were normalized using the upper-quartile normalization and scaled to 100 (where 100
represents the expected coverage).

is represented by small indels, and occurs in highly variable
genomic regions containing a complex combination of relatively
short variants (28%). This suggests that the increased length
of the merged reads can improve the alignment of such reads
over highly polymorphic regions and facilitate the detection of
complex events.

The usage of PCR de-duplication procedures seems to have,
if any, only negative effects in all datasets analyzed in the present
study: call-sets derived from pipelines where this step was applied
show a marginal reduction in sensitivity at the cost of a general
increase in computational times. Notably, we observe that even

if all WGS resequencing data used in this study were produced
by the means of a PCR free protocol, potential PCR duplicate
reads are still identified even on these datasets, suggesting that
the PCR de-duplication algorithm used in this study might be too
stringent in the detection of potentially duplicated reads.

All the pipelines required comparable computational times
(Figures 1C, 2C and Supplementary Tables S1, S2), and the
additional computational overheads needed to perform the
various pre-processing steps did not result in any relevant
increase in computational resources. PCR de-duplication and
merging of overlapping reads were the most demanding steps in
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FIGURE 2 | Comparison of quality assessment pipelines on Whole Exome Sequencing data. (A) Sensitivity of quality assessment pipelines at different levels of
coverage. (B) Specificity of quality assessment pipelines at different levels of coverage. (C) Computation time required by the pipelines. Times reported have been
scaled with unity-based normalization. (D) Normalized coverage levels with respect to GC composition. Coverage levels and GC composition were calculated on
genomic windows of 200 bp, overlapping by 100 bp. Coverage levels were normalized using the upper-quartile normalization and scaled to 100 (where 100
represents the expected coverage).

this respect, yielding an average increase of the computational
time by 28 and 31%, respectively. On the other hand, very
stringent quality trimming resulted in a consistent reduction
of computational requirements, however, at the price of a
considerable drop in sensitivity.

Although we do not observe marked differences between
the nine pipelines tested in this study, the pipeline based on
permissive quality trimming of the reads coupled with merging
of overlapping read pairs achieved a slightly improved sensitivity
over the others, resulting in the identification of about 8,000
unique true variants that were otherwise missed. The pipeline
based on medium stringency quality trimming and on merging

of overlapping reads came as a close second, consistent with the
idea that merging of overlapping reads can contribute to increase
systematically the sensitivity of genotyping procedures, yet by a
small margin.

CONCLUSION

While population scale genome sequencing projects promise
major revolutions in medical science, the need to efficiently
analyze, handle and store such an unprecedented stream of data
poses some major challenges which are still mostly unresolved.
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Indeed, bioinformatic analysis of NGS resequencing data is
currently one of the major bottlenecks, limiting the development
of swift and effective diagnostic tools based on of large-scale
sequencing.

The analysis usually requires elaborate pipelines, where
multiple tools need to be properly combined with the
right parameters in order to obtain reliable results. Human
genome resequencing data can be highly heterogeneous due
to inherent biases introduced by different library preparation
protocols, sequencing platforms and experimental strategies. As a
consequence, the optimization of bioinformatic pipelines for the
analysis of NGS resequencing data is highly desirable, as it can
contribute to the reduction of the impact of systematic biases,
and simultaneously maximize the outcome of the experiments.
While several studies evaluated the performances of different
variant calling pipelines, as of today we are not aware of dedicated
studies performing a systematic evaluation of read quality pre-
processing procedures. Good practices for quality assessment
and pre-processing of the reads can contribute significantly
to the optimization of genotyping strategies, both by reducing
computational requirements and by lowering false positive rates.
In this article we discussed advantages and limitations of state of
the art genome resequencing techniques, and by taking advantage
of publicly available data we devised a series of suggestions and
good practices for the pre-processing of sequencing reads that can
improve systematically the efficacy of bioinformatic genotyping
strategies. These suggestions are of general applicability, have a
minimal impact on computational resources, and therefore they
can be instrumental for the future design of highly scalable and
efficient genotyping systems.

By comparing the results achieved by nine different pre-
processing pipelines on a golden standard reference genome
for which more than 4 millions highly accurate SNVs are
available (Eberle et al., 2016), we evaluated the effects of common
quality assessment procedures on genotyping, both in terms of
accuracy of the resulting variant call-sets and in terms of the
required computational resources. Pipelines were evaluated by
simulating various levels of coverage depth, from shallow to deep.
Unsurprisingly, we observed that the sensitivity of the genotyping
assays increased with the depth of sequencing levels, suggesting
that an adequate coverage is the key for the identification of
genetic variants.

The genotyping workflows tested in this study, which are
based on a combination of three popular variant calling
algorithms, achieved a steady level of accuracy under all the
scenarios herein tested, allowing an unbiased comparison of
their sensitivity. Notably, quality trimming procedures that were
applied using different level of stringency did not have any
major impact on the accuracy of the call-sets, suggesting that
variant calling algorithms are generally robust to sequencing
errors. However, we also observed that after quality trimming a
higher proportion of reads could be mapped unambiguously on
the reference genome, supporting the idea that the removal of
sequencing errors can facilitate reads mapping. Highly stringent
quality trimming filters, discarding a significant proportion of
the reads (average 36% of the reads, 41% of the total amount
of sequence), resulted in a substantial reduction in coverage and

as a consequence in a permanent deterioration in sensitivity.
GC rich regions, where the composition in GC exceeded
55–60%, were more affected by stringent quality trimming,
resulting in a systematic loss of coverage. This trend was
particularly evident in WES data, where compositional biases in
the coverage profile with a reduced coverage of GC rich regions
are commonly introduced by PCR amplification (Ross et al.,
2013).

Removal of reads potentially deriving from PCR duplication
artifacts did not have any significant impact on the results
for the datasets analyzed in this study, yielding only a modest
reduction in sensitivity (due to loss of coverage) at the cost
of a consistent increase in computational resources. This is in
accordance to previous reports showing that PCR-deduplication
has little impact on the overall accuracy of genotyping assays
(Ebbert et al., 2016). This is, however, also probably due to the
high-quality of the sequencing libraries used in the course of
studies of this kind (including the current), and to the presence
of a limited number of duplicated reads. PCR de-duplication is
an important quality assessment step, which can be used to assess
systematically the overall quality of a sequencing experiment. For
this reason we do not advise to remove PCR de-duplication from
bioinformatic workflows for quality assessment of NGS reads.
On the other hand, we noticed that for DNA libraries with low
PCR duplication levels such process can be detrimental to variant
identification. In such cases is probably better to avoid PCR
de-duplication at all, and perform variant calling directly from
non-de-duplicated bam files.

Datasets where merging of overlapping reads pairs was
performed resulted in small but steady increased sensitivity level,
facilitating the identification of genetic variants falling in highly
polymorphic genomic regions. Longer reads produced by this
process were preferentially mapped to genomic regions that
were scarcely covered by shorter un-merged reads, resulting
in an increase of coverage in highly heterogeneous regions of
the genome. The increase in computational resources required
by this procedure is on the other hand moderate, and is fully
justified in the light of the improvements in sensitivity, yielding
the discovery of thousands of otherwise missed “true” genetic
variants. Interestingly, we noticed that stringent quality trimming
filters, by shortening the reads, can lead to a considerable
reduction in the number of pairs of overlapping reads that can
be merged with confidence (lax trimming 10.2%; hard trimming
5.8%). This indicates that merging of overlapping reads should be
preferentially performed before the application of quality filters.
In such a scenario, a Smith-Waterman alignment between the 3′
ends (where sequencing errors are more frequent) and the 5′ ends
of the R2 reads (which are generally of higher quality) can be used
as an effective error correction procedure.

In conclusion, our experiments suggest that quality assessment
procedures can have a considerable impact on the accuracy
and sensitivity of human genome genotyping based on NGS
sequencing. Variant calling algorithms are generally robust to
sequencing error and a high level of accuracy can be achieved
when the prediction of multiple tools are combined. Coverage
levels seem to be the most important factor affecting the
sensitivity of this type of genotyping assays. In the light of
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these considerations, quality assessment procedures based on
relaxed quality trimming of the reads combined with merging
of overlapping reads pairs seems ideal, as it can contribute a
systematic improvement of the coverage of specific genomic
regions, resulting in the identification of an increased number of
true variants in highly polymorphic genomic contexts.
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Advances in DNA sequencing technologies have allowed the characterization of somatic

mutations in a large number of cancer genomes at an unprecedented level of detail,

revealing the extreme genetic heterogeneity of cancer at two different levels: inter-tumor,

with different patients of the same cancer type presenting different collections of somatic

mutations, and intra-tumor, with different clones coexisting within the same tumor. Both

inter-tumor and intra-tumor heterogeneity have crucial implications for clinical practices.

Here, we review computational methods that use somatic alterations measured through

next-generation DNA sequencing technologies for characterizing tumor heterogeneity

and its association with clinical variables. We first review computational methods for

studying inter-tumor heterogeneity, focusing on methods that attempt to summarize

cancer heterogeneity by discovering pathways that are commonly mutated across

different patients of the same cancer type. We then review computational methods for

characterizing intra-tumor heterogeneity using information from bulk sequencing data or

from single cell sequencing data. Finally, we present some of the recent computational

methodologies that have been proposed to identify and assess the association between

inter- or intra-tumor heterogeneity with clinical variables.

Keywords: cancer heterogeneity, mutations, cancer pathways, mutual exclusivity, clinical association

1. INTRODUCTION

Somatic mutations, alterations of the DNA which accumulate during the lifetime of an individual,
are the most common cause of cancer. High-throughput sequencing technologies now allow
to identify and catalog the entire complement of somatic mutations in a tumor (Mardis, 2008;
Meyerson et al., 2010) and many studies, including the ones from TCGA1 and ICGC 2, have used
these technologies to measure mutations in the whole exome or whole genome of hundreds or
thousands of tumors (e.g., see The Cancer Genome Atlas Research Network, 2017a,b for recent
studies). These studies provide a detailed characterization of the landscape of somatic mutations
in cancer, describing the hundreds-thousands of somatic mutations appearing in each tumor. Such
somatic mutations include single nucleotide variants (SNVs) as well as copy number aberrations
(CNAs), larger scale events which modify (by amplifications or deletions) the number of copies of
a DNA region. Only a handful of all somatic mutations, called driver mutations, confer selecting
advantage to cancer cells, while most somatic mutations are passenger mutations not contributing
to the disease (Garraway and Lander, 2013; Vogelstein et al., 2013).

1https://cancergenome.nih.gov
2http://icgc.org
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One of the most striking features of cancer mutational
landscape is its inter-tumor heterogeneity (Figure 1): no
two cancer genomes bear the same collection of somatic
mutations, with many pairs of tumors having no mutation
in common (Stratton et al., 2009), and a limited number of
mutations appear in a large fraction of tumors, with most genes
being mutated (by SNVs or CNAs) in < 5% of all patients with
a given cancer type (Ciriello et al., 2013; Kandoth et al., 2013;
Tamborero et al., 2013). Inter-tumor heterogeneity hinders
efforts to identify driver genes, bearing driver mutations, by
detecting frequently mutated genes, i.e., genes mutated in a
significantly high fraction of patients (Dees et al., 2012; Lawrence
et al., 2013). In addition, frequency-based methods may result
in several false positives (D’Antonio and Ciccarelli, 2013) since
genomic features not related to the disease, including (normal)
gene expression levels and replication time (Lawrence et al.,
2013), can nonetheless lead to a high mutation frequency for
a gene and must therefore be taken into account to identify
significantly mutated genes (Lawrence et al., 2014).

One of the causes of inter-tumor heterogeneity is the
fact that driver mutations target signaling and molecular
pathways (Vogelstein and Kinzler, 2004; Vogelstein et al.,
2013), groups of interacting proteins and genes performing
specific functions in a cell. Mutations in genes belonging
to cancer pathways lead to the acquisition of the biological
capabilities (e.g., resisting cell death and inducing angiogenesis)
or hallmarks (Hanahan and Weinberg, 2000, 2011) featured by
cancer cells. A cancer pathway may be altered by mutations
in any of its genes, leading to a wide spectrum of mutation
frequencies for genes in the same cancer pathway, with one
or few genes mutated with relatively high frequency and many
genes mutated at much smaller frequency, which may not
be sufficient for detection by frequency-based methods. In
addition, each cancer genome is exposed to different mutational

FIGURE 1 | Inter-tumor heterogeneity and its causes. Driver mutations (in red)

target genes which are members of different cancer pathways, sets of

interacting genes which perform specific functions and are altered in cancer.

Passenger mutations (in black) not related to the disease comprise the

majority of mutations in a tumor. Different mutated genes in cancer pathways

and different passenger mutations are observed in tumors of the same type,

with two cancer genomes often having no mutation in common.

processes characterized by different combinations of mutations
or signatures (Alexandrov et al., 2013b; Petljak and Alexandrov,
2016), with different cancer types presenting different mixtures of
such signatures (Nik-Zainal et al., 2012a, 2016; Alexandrov et al.,
2013a, 2015, 2016). Studying and characterizing mutations at the
level of pathways is therefore crucial to deal with heterogeneity
for the identification of driver mutations and to identify common
themes extending the “rulebook” of cancer (McGranahan and
Swanton, 2015), with important implications in prognosis and
therapy (Swanton, 2016).

In addition to uncover such inter-tumor heterogeneity, cancer
genome sequencing has also uncovered intra-tumor heterogeneity
(Figure 2): a tumor is often composed by different populations of
cancer cells (Anderson et al., 2011; Gerlinger et al., 2012, 2014;
Schuh et al., 2012; Newburger et al., 2013; Bolli et al., 2014;
Brastianos et al., 2015; Gundem et al., 2015; Ling et al., 2015;
Sottoriva et al., 2015), called clones, arising from the evolutionary
process (Nowell, 1976) which starting from a normal cell leads,
through somatic mutations, to a collection of related but different
cancer cells (Greaves and Maley, 2012; Swanton, 2012). While
only providing measurements at the level of the entire cell
population, deep (e.g., >100-fold) bulk sequencing offers the
opportunity to study intra-tumor heterogeneity: the variant allele
frequency (VAF), or fraction of reads supporting a variant
among all the reads mapped to the same genomic location, of a
heterozygous variant in a diploid region is proportional to the
fraction of cells with the variant among all cells in the sample.
VAFs from a tumor can then be used to identify the various
clones present in a tumor. In addition, since the VAFs in a
cell are constrained by evolutionary relationships among the
clones in a tumor, they can be used to infer the evolutionary

FIGURE 2 | Intra-tumor heterogeneity and its causes. Cancer evolves from a

normal cell that accumulates mutations (in red, yellow, and blue), leading to

different clones, populations of cells of different genotypes, coexisting in the

same tumor. Bulk sequencing measures mutations from a sample of the

resulting cell mixture, that also comprises normal cells. The fraction of reads

supporting a mutation (VAF) is proportional to the number of cells with the

mutation in the sample.
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trajectory followed by the observed tumor (Ding et al., 2012;
Nik-Zainal et al., 2012b; Yates and Campbell, 2012; Burrell et al.,
2013). Understanding the clonal composition of a tumor is
crucial for prognosis and therapy (Greaves and Maley, 2012;
Swanton, 2012), since different clones may present drug resistant
mutations (Greaves and Maley, 2012; Swanton, 2012) and the
reliable characterization of the evolutionary history of a tumor is
needed to predict the development of the disease (Yachida et al.,
2010; Lipinski et al., 2016).

A more direct approach to study intra-tumor heterogeneity is
single-cell sequencing (Hou et al., 2012; Xu et al., 2012; Wang
et al., 2014; Navin, 2015a,b). Single-cell sequencing allows the
direct observation of the cooccurrence of mutations within cells
from different clones. However, single-cell data is currently noisy,
with high false-positive and false-negative rates for mutation
calls, and the number of cells that can be assessed is still limited
compared to the billions of cells in a tumor.

In this review we describe bioinformatic and computational
approaches to characterize cancer heterogeneity from next-
generation sequencing data. We consider methods to deal with
three aspects of cancer heterogeneity, after alterations such
as SVNs and/or CNAs have been identified in a tumor or
in multiple tumors (Raphael et al., 2014). First, we consider
methods that tackle inter-tumor heterogeneity by characterizing
tumor mutations at the pathway level. Second, we describe
methods to characterize intra-tumor heterogeneity by using
mutations from bulk sequencing or single-cell sequencing. Third,
we describe some methods to relate cancer heterogeneity with
clinical variables. The computational characterization of cancer
heterogeneity is a topic which has spurred a lot of work in recent
years and we only cover some of the tools that have been recently
proposed. In particular, we only focus on methods assuming
that somatic variants have already been called using one of the
many methods currently available (e.g., Lawrence et al., 2013),
and we refer the reader to other reviews discussing methods for
variant calling in cancer (e.g., Raphael et al., 2014). The methods
discussed in this review are mostly complementary, describing
different characteristics of inter- or intra-tumor heterogeneity,
which we believe constitute useful, multi-faceted information for
cancer researchers and practitioners.

2. METHODS FOR INTER-TUMOR
HETEROGENEITY

Several methods have been designed to characterize inter-tumor
heterogeneity by identifying pathways and processes altered
in a significant number of patients. These approaches can
be categorized into 3 classes (Figure 3): methods based on
predefined pathways; methods that extract pathways from a large
interaction network of genes or proteins; de novo methods that
do not use prior information of interactions among genes. Below
we review some of the representative methods in each class. In
general, the input to each method can be a list of genes mutated
in the patients cohort or a score (e.g., frequency of mutation, a
score reflecting the significance of the fraction of mutated genes
in the cohort; Lawrence et al., 2013, etc.) for each gene in the

FIGURE 3 | Computational analyses to characterize inter-tumor heterogeneity.

Starting from somatic mutations measured in many patients, different types of

analyses are possible: annotation and enrichment analysis for known

pathways; network analyses to discover significantly mutated subnetworks of

a large interaction networks; the de novo identification of pathways, based for

example on the identification of mutual exclusivity patterns.

cohort. As described below, while some of the methods require
in input a list of putative driver mutations, identified for example
by frequency-based approaches (e.g., Dees et al., 2012; Lawrence
et al., 2013), other methods try to leverage the information
regarding interactions among genes/proteins to identify novel
driver genes which cannot be identified by frequency-based
approaches. We highlight here the main methods that produce,
in output, pathways, or sets genes summarizing inter-patient
heterogeneity, while we do not consider methods which provide
instead a ranking of genes (e.g., Vanunu et al., 2010; Shrestha
et al., 2014), or which focus on patients stratification (e.g., Hofree
et al., 2013), or which combine mutations with other data types
(e.g., Vaske et al., 2010; McPherson et al., 2012; Paull et al., 2013).
See Creixell et al. (2015) for a more comprehensive review of
network approaches to analyze cancer genomes.

2.1. Pathway-Based Approaches
A common way to identify significantly mutated pathways is
to use predefined pathways, obtained from databases such as
KEGG (Kanehisa and Goto, 2000; Kanehisa et al., 2015, 2017)
and MSigDB (Subramanian et al., 2005; Liberzon et al., 2015),
an then asses whether the set of genes in a predefined pathway
is significantly enriched for mutated genes or scores compared
to the entire set of genes. The simplest approach is to assess
whether a list of mutated genes is enriched for genes in predefined
set of genes, for example by using an hypergeometric test on
the overlap of the intersection among the list of genes and
the gene set. There are several tools [e.g., DAVID (Huang
et al., 2009), g:Profiler (Reimand et al., 2016)], some of which
originally designed for gene expression data, that can be used
for gene lists obtained from mutation data. A common feature
of these approaches is that they require the definition of the
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list of mutated genes, commonly based on thresholds based on
frequency or statistical significance of single genes. An alternative
is to use Gene Set Enrichment Analysis (GSEA) (Subramanian
et al., 2005), a general methodology to assess the association of
a ranking of genes with a given gene set. The rank of the genes
can be obtained from the various tools mentioned above; for
example, Lin et al. (2007) used the Cancer Mutation Prevalence
(CaMP) scores (Sjöblom et al., 2006), but other scores can be
used. A different approach is taken by PathScan (Wendl et al.,
2011), that computes a p-value for the enrichment of mutations
in a given set separately for each patient, and then combines the
p-values across all patients. Similarly, the method from Boca et al.
(2010) defines, given a gene set, a score for each patient and then
combines such scores across all patients.

The methods above are useful to characterize inter-tumor
heterogeneity using known sets of genes and pathways, but
have some major limitations. First, they require the a priori
definition of the list of mutated genes, and therefore, while they
are useful in organizing a list of mutated genes into pathways,
they cannot be used to reliably identify novel driver genes.
Second, some of the genes sets from datasets are extremely large
(>300 genes). With such large gene sets it may not be possible
to identify a small subset associated with the disease. Third,
these methods ignore the interactions among genes in a network,
considering all genes in a pathway equally, without including
the topology of network in their analysis. Fourth, they consider
each set of genes as a separate entity, while it is well-known that
there is cross-talk among pathways, which interact into larger
networks (McCormick, 1999).

2.2. Network-Based Approaches
A different approach to characterize cancer inter-tumor
heterogeneity at the pathway level while not restricting to known
sets of genes is to use a genome-scale protein-protein interaction
network. Several computational methods that combine mutation
data and networks to infer gene sets have been designed. A
first class of methods (e.g., NetBox; Cerami et al., 2010) looks
for significant network modules among a list of genes which is
provided as input. Such approaches require to define a score
threshold to include genes in the analysis, limiting the possibility
of themethod to identify novel driver genes. A different approach
is to identify significant subnetworks (comprising connected
genes) that are significantly mutated in the patients cohort.
While allowing to expand from predefined sets of interacting
genes to general interacting subnetworks, the identification of
significantly mutated subnetwork presents computational and
statistical challenges. There is a huge number of subnetworks
which need to be screened and which need to be considered
into a multiple hypothesis testing framework to identify the
significantly mutated ones, therefore naïve approaches (e.g., the
enumeration and testing of all subnetworks) cannot be employed
and more sophisticated techniques are required.

HotNet (Vandin et al., 2011) and HotNet2 (Leiserson et al.,
2015a) address the challenges above by using a diffusion process
on a graph to combine gene scores with the network topology
while capturing the local structure of the network. A novel
statistical test is used by HotNet and HotNet2, allowing the

identification of a set of subnetworks while bounding the false
discovery rate (FDR). The combination of gene scores and
network topology solves the issue of choosing a threshold for the
inclusion of genes in the analysis and allows the identification of
subnetworks whose significance is due to the mutation scores of
the genes and the local topology of a subnetwork. In the analysis
of >3,000 samples from 12 cancer types from TCGA (Leiserson
et al., 2015a), HotNet2 identified 16 significantly mutated
subnetworks that comprise well-known cancer pathways as well
as subnetworks with less established contributions to cancer,
including the cohesin complex.

MEMo (Ciriello et al., 2012) is an algorithm that uses a
different approach to identify subnetworks: provided in input
with a relative short of list of (frequently mutated) genes
from which subnetworks (called modules) are to be found,
it identifies groups of genes sharing several neighbors in the
interaction network and showing significant mutual exclusivity
of mutations in the patients cohort. MEMo therefore identifies
modules summarize inter-patient heterogeneity through mutual
exclusivity, but it is unlikely to include in its modules genes that
are not significantly mutated on their own. MEMCover (Kim
et al., 2015) is a different algorithm that combines network
information and mutual exclusivity of mutations to identify
modules of mutated genes. MEMCover employs a greedy strategy
to identify high scoring subnetworks, where a subnetwork score
is a combination of the number of patients with at a least
a mutated subnetwork member and of the mutual exclusivity
of mutations in the subnetwork genes. Babur et al. (2015)
present a greedy approach to find gene sets sharing a common
down-stream target in the network and showing high mutual
exclusivity. They assess mutual exclusivity by comparing each
gene in the set with the union of the other genes.

Network-based approaches are useful to characterize inter-
tumor heterogeneity without restricting to know sets of genes
and pathways, but they suffer from the limitations of currently
available network. Such networks have only partial coverage
of genes and interactions: some genes have no interactions
in current networks, and interactions of different genes may
have been assayed to different extents, with genes known to
be associated to diseases that are likely to have been more
thoroughly assayed for interactions (ascertainment bias). In
addition, current networks include interactions that occur
among proteins in different tissues or at different phases of
the cell cycle. Improved methods are needed to integrate
additional information (e.g., co-location of proteins in cells)
with the interaction information provided by currently available
networks.

2.3. De novo Approaches
Previous approaches are based on knowledge of the interactions
among genes/proteins. A different class of methods characterize
inter-tumor heterogeneity by finding groups of genes or
pathways without restricting to predefined sets or to groups of
interacting genes in a large network. The de novo extraction
of pathways poses enormous computational and statistical
challenges, since every subset of genes is a candidate which
may need to be considered. However, some methods use
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combinatorial properties (Yeang et al., 2008) of important
mutations in cancer to restrict the set of potential candidates.
One such property is mutual exclusivity, with sets of genes
displaying at most 1 mutation in many patients. Mutual
exclusivity of mutations has been observed in various cancer
types (Kandoth et al., 2013) and may be due to the relatively
low number of driver mutations in each tumor and to the fact
that driver mutations target different pathways (Hanahan and
Weinberg, 2011; Garraway and Lander, 2013; Vogelstein et al.,
2013).

Several methods have been recently designed to identify gene
sets with high mutual exclusivity. Since most genes are mutated
with low frequency in a cohort of patients, it is easy to find
a set of unrelated genes with high mutual exclusivity. For this
reason, one needs to assess the statistical significance of the
gene set, assessing whether the observed mutual exclusivity
is likely to be due to chance alone. RME (Miller et al.,
2011) identifies mutually exclusive sets using a score derived
from information theory, and starts from pairs of genes to
build larger sets. It includes only frequently mutated genes
(>10%), limiting its applicability to characterize inter-tumor
heterogeneity. Dendrix (Vandin et al., 2012b) defines a gene
set score that combines the number of patients with at least a
mutation in the set and the mutual exclusivity of mutations in the
set, and uses a Markov Chain Monte Carlo (MCMC) approach
for identifying mutually exclusive gene sets altered in a large
fraction of the patients. Multi-Dendrix (Leiserson et al., 2013)
employs the same score as Dendrix and extends it to multiple
sets, and uses an integer linear program (ILP) based algorithm
to simultaneously find multiple sets of mutually exclusive genes.
CoMET (Leiserson et al., 2015b) uses a generalization of Fisher
exact test to higher dimensional contingency tables to define
a score that better characterizes mutually exclusive gene sets
altered in relatively low fraction of the samples, and uses an
efficient MCMC approach to identify such sets. WExT (Leiserson
et al., 2015b) generalizes the test from CoMET to incorporate
individual gene weights (probabilities) for each mutation in each
sample, and provides an efficient way to assess the statistical
significance of the sets using a saddle-point approximation.
Similarly, WeSME (Kim Y.A. et al., 2016) introduces a test
which incorporates the mutation rates of patients and genes
and uses a fast permutation approach to assess the statistical
significance of the sets. TiMEx (Constantinescu et al., 2015)
assumes a generative model for mutations and defines a test to
assess the null hypothesis that mutual exclusivity of a gene set
is due to the interplay between waiting times to alterations and
the time at which the tumor is sequenced. The test is used to
assess pairs of genes, and larger sets are built from significant
pairs and then assessed using the same test. As mentioned
above, MEMo and the method from Babur et al. (2015) employ
mutual exclusivity to find gene sets, but use an interaction
network to limit the candidate gene sets. The method by
Raphael and Vandin (2015) and PathTIMEx (Cristea et al., 2016)
introduce an additional dimension to the characterization of
inter-tumor heterogeneity, by reconstructing the order in which
mutually exclusive gene sets are mutated. Kim J.W. et al. (2016)
recently developed REVEALER, a method to identify mutually

exclusive genes sets associated with functional phenotypes (see
Section 4).

While the approaches above allow the de novo discovery of
cancer gene sets, there are challenges that remain to be solved.
For example, larger sample sizes than currently available may
be needed to discover low frequency cancer pathways by using
mutual exclusivity (Vandin et al., 2012c, 2016). The methods
above are in general computationally intensive, mainly due to
the large search space that must be explored, and more effective
exploration strategies may be needed for larger datasets.

3. METHODS FOR INTRA-TUMOR
HETEROGENEITY

In recent years, several methods have been proposed to
characterize intra-tumor heterogeneity. Such methods can be
classified into three classes (Figure 4). First, methods that use
mutation data from bulk sequencing to reconstruct the clonal
composition of a tumor, thus identifying the different clones,
populations of cells, present in a tumor sample and quantifying
the fraction that each clone contributes to the tumor. Second,
methods that use mutation data from bulk sequencing to
reconstruct the evolutionary relationships among different clones
andmutations in the tumor. Third, more recent methods that use
mutation data from single cell sequencing to infer the evolution
of a tumor at the single cell level. Due to space constraints, below
we describe some of themethods in the three classes; we point the
reader to the recent reviews by Schwartz and Schäffer (2017) and
by Kuipers et al. (2017) for more details on approaches to infer
tumor evolution.

3.1. Inference of Clonal Composition from
Bulk Sequencing
Bulk sequencing data provides information regarding the
fraction of cells containing a mutation, and, therefore, regarding

FIGURE 4 | Computational analyses to characterize intra-tumor heterogeneity.

Starting from measurements (e.g.,VAFs) obtained from bulk sequencing of one

or more tumor samples, one can infer the clonal composition of the sample

and also the evolutionary relationships among clones. Single-cell sequencing

can be use to infer the evolutionary relationships among the individual cells for

which mutations have been assayed.
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the fraction of cells defining the clone with the given mutation.
In fact, for a heterozygous mutation in a copy neutral region the
expected number of reads supporting the mutation (VAF) equals
half of the clone frequency in the sample, since the mutation
appears in only one of the two copies of the DNA. However,
there are many confounders that make the identification of
the clones not straightforward. First, the relation above holds
only in expectation or for infinite coverage, while with finite
coverage the actual VAF can deviate substantially from the
corresponding clone frequency. Second, there are experimental
biases in sequencing technologies that can change the relation
between VAF and clonal frequency. Third, CNAs are quite
common in cancer and nullify the relation above, making the
inference of clones much more complex. Andor et al. (2016) have
recently shown that the number of clones in a tumor is associated
with mortality risk, which increases when between 2 and 4 clones
are present in a tumor, while it decreases when >4 clones are
present. The accurate characterization of the clonal composition
of a tumor is therefore extremely important for diagnosis and
therapy.

Several methods have been developed to identify the different
clones, or cell populations, in a tumor starting from mutation
data obtained from bulk sequencing. PyClone (Roth et al., 2014)
identifies clones and their abundances by considering VAFs
and allele-specific copy number data. It uses a beta-binomial
model for VAFs and identifies clusters of mutations and their
frequencies in a tumor sample with Bayesian nonparametric
clustering which simultaneously infers clusters and the number
of clusters. SciClone (Miller et al., 2014) considers VAFs in
copy number neutral, loss of heterozygosity (LOH) free regions
of the genome, and uses a variational Bayesian mixture model
to infer clones and their frequency in the sample. Zare et al.
(2014) present an algorithm to infer groups of mutations and
their frequency in a tumor using mutation data from multiple
sections of a tumor at a given time point. Their method is based
a generative binomial model to incorporate information from
the multiple sections and employs an expectation-maximization
(EM) algorithm to estimate clones and their relative frequencies.
BayClone (Sengupta et al., 2015) defines a class of nonparametric
models, the categorical Indian buffet process, and uses bayesian
inference to obtain posterior probabilities for the number
clones, their genotypes, and their proportions, in a tumor
sample.

With the coverage (30x–40x) used in many large scale
cancer studies, there is a high variance in the number of reads
covering a given position in the genome, weakening the relation
between VAF and clonal frequency. In contrast, each copy
number aberration perturbs many reads, and can provide a more
reliable signal for clonal inference for tumors in which clones
present different copy number profiles. THetA (Oesper et al.,
2013) uses CNAs profiles from whole genome sequencing to
characterize clones and their frequencies in a tumor mixture.
It defines and optimizes an explicit probabilistic model for the
generation of the observed sequencing data from a mixture
of normal cells and different clones, and uses a BIC criteria
to choose among the many models that may explain the data
while balancing the likelihood of the data and the model

complexity. THetA2 (Oesper et al., 2014) extends THetA in
various directions, including the possibility to consider whole
exome sequencing data and the use of B-allele frequencies (which
indicates the relative quantity of the one allele compared to the
other) to distinguish among several clonal population models
consistent with the data. A different approach is taken by
TITAN (Ha et al., 2014), which employs a generative factorial
hidden Markov model framework to simultaneously infer CNA
and LOH segments from read depths and digital allele ratios
at heterozygous variant loci in the genome from whole genome
sequencing data. CloneHD (Fischer et al., 2014) provides a
statistical framework using read depth, B-allele frequencies, and
VAFs to infer the clonal population structure of a tumor, allowing
the simultaneous analysis of multiple samples from different
regions of the same tumor or from longitudinal sequencing of
the same tumor.

3.2. Inference of Clonal Evolution from Bulk
Sequencing
While methods to infer clones, their mutations, and their
abundance, provide important and clinically relevant insights
into intra-tumor heterogeneity, they do not explicitly provide
information about the evolutionary relations among mutations
and clones in a tumor. In addition to expanding our
understanding of how a tumor arises, such information
can provide extremely important information for clinical
intervention. For example, the order in which mutations arise
can influence the prognosis of a patient (Ortmann et al., 2015).
Moreover, the characterization of the evolutionary paths followed
by tumors is crucial to be able to predict the development of the
disease for future patients (Yachida et al., 2010; Lipinski et al.,
2016).

The computational reconstruction of the evolutionary
relations among clones in a tumor from bulk sequencing data
is a challenging task, due to several reasons. First, we do not
directly observe clones in a tumor, but bulk sequencing provide
aggregate information, in the form of VAFs, from a mixture of
clones. Second, a natural model to describe tumor evolution
is provided by phylogenetic or evolutionary trees, but there
are in general several evolutionary trees consistent with the
data from a single tumor sample. In most cases this may be
mitigated by sequencing several sections of the same tumor,
but reconciling the information from the different sections is a
complex problem. Third, VAFs in regions affected by CNAs and
LOH can be significantly different from VAFs of other mutations
in the same clone, complicating the reliable identification of
clones and their relations.

Many methods have been designed to reconstruct the
evolutionary history of a tumor from bulk sequencing of one
or more sections of the tumor and address the challenges
above. TrAp (Strino et al., 2013) is a method designed to
infer clones, their abundance, and clones’ evolutionary paths
using VAFs for SNVs from a single tumor sample. It first
groups together mutations with similar frequencies, and then
uses an iterative procedure to build evolutionary paths for such
groups, starting from simple (height 1) trees. PhyloSub (Jiao
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et al., 2014) considers VAFs from deep sequencing experiments
to infer the evolutionary relationship of clones, and uses a
Dirichlet process prior over phylogenetic trees to group SNVs
into clones. It employs Bayesian inference, based on MCMC
sampling, to infer a distribution over possible evolutionary trees.
PhyloWGS (Deshwar et al., 2015) builds on PhyloSub and allows
the reconstruction of tumor evolution from SNVs and CNAs
obtained from whole genome sequencing data. CITUP (Malikic
et al., 2015) proposes a combinatorial model for the problem of
inferring clonal evolution from SNVs obtained from multiple
tumor samples, and designs an exact algorithm based on a
quadratic integer programming to solve the problem, which
may require high computational resources when the tumor
contains a large number of clones. LICHeE (Popic et al.,
2015) is another method to reconstruct clones, abundances, and
their evolutionary relationships starting from SNVs measured
in multiple samples of a tumor. LICHeE first groups SNVs
and identifies clusters of SNVs based on VAFs, and then
uses a network to represent VAFs constraints imposed by the
evolutionary process. It then identifies an evolutionary model by
looking for the spanning tree that best supports the cluster VAF
data. BitPhylogeny (Yuan et al., 2015) provides a probabilistic
framework that allows the joint inference of the number and
composition of clones in a tumor, as well as the most probable
tree representing their evolutionary relationship. SPRUCE (El-
Kebir et al., 2016) infers evolutionary trees jointly from SNVs
and CNAs from multiple tumor samples, with CNAs that are
modeled as multi-state alterations, in which alterations can only
mutate to a given state at most once in the tree. SPRUCE starts
from clusters of SNVs and copy number mixing proportions,
and derives a compatibility graph describing the compatibility
of state trees for pairs of clusters. The evolutionary trees
compatible with the input data are derived by enumerating all
spanning trees with appropriate constraints in a labeled multi-
graph constructed starting from the compatibility graph. The
application of SPRUCE on real data show that many evolutionary
trees are compatible with data frommultiple samples, cautioning
on drawing strong conclusions on any single such tree (Hu and
Curtis, 2016). Canopy (Jiang et al., 2016) is a related method
to infer evolutionary trees using both CNAs and SNVs from
one or more samples, but it starts from raw copy number
ratios estimated from CNA segmentation programs. It uses a
statistical model and a MCMC algorithm to sample from the
space of evolutionary trees, providing a confidence assessment
from the posterior distribution. Additional methods to infer
clonal evolution are presented in Hajirasouliha et al. (2014),
Donmez et al. (2016), Qiao et al. (2014), and El-Kebir et al.
(2015).

While each method displays specific features addressing one
or more of the challenges above, they are all based, in one form
or the other, on the infinite-site assumption: the same site is
not mutated twice during the evolutionary history of a tumor.
Such assumption may be violated in tumors with high genomic
instability, undermining the accuracy of the inferred evolutionary
trees. However, without such assumption the inference problem
becomes computationally intractable even assuming perfect
knowledge of mutations in each clone.

3.3. Inference from Single Cell Sequencing
While bulk sequencing provides some information to infer
the evolutionary tree describing a tumor history, the best
way to elucidate such history is from single-cell data, which
provides direct measurements for some of the leaves of a tumor
evolutionary tree. Single-cell sequencing technology has been
improving in recent years and datasets with SNVs from >40
single-cells are now available (Hou et al., 2012; Xu et al., 2012;
Wang et al., 2014). However, mutation calls from single-cell
sequencing still suffer from high false positive and false negative
rate and missing values, due to various technical reasons (e.g.,
allele dropout; Kuipers et al., 2017). In addition, while obtaining
measurements from hundreds of single-cells is an incredible
advance, such cells still represent an extremely small fraction
of all cells in a tumor (> 109 in advanced tumors). For these
reasons, standard phylogenetic approaches cannot be used to
infer evolutionary trees from single cell data.

Few methods have been designed to infer the evolutionary
relationships among single cells. Youn and Simon (2011)
develop a method to infer a mutation tree, in which each node
corresponds to a mutation and the tree relations describe the
relative order among the appearance of mutations in a sample.
The mutation tree is reconstructed by using a pairwise test to
define the order for pairs of mutations. While the restriction
to pairs of genes makes the method efficient, it discards the
information among high order relations among mutations.
SCITE (Jahn et al., 2016) identifies evolutionary trees from
noisy and incomplete mutation data from single-cell sequencing.
SCITE uses a statistical model and anMCMC approach to sample
trees, error rates, and placement of single cells in the tree. While
providing interesting insights, the method is fairly expensive
computationally, allowing proper inference only for the limited
number of cells available in current datasets. OncoNEM (Ross
and Markowetz, 2016) is a related method that uses a nested
effects model for the data and employs a heuristic local search
algorithm to explore possible tree topologies. While appropriate
for current dataset sizes, for much larger dataset such a search
algorithm may be too expensive.

4. ASSESSING THE ASSOCIATION OF
CANCER HETEROGENEITY WITH
CLINICAL VARIABLES

A major goal in characterizing inter- and intra-tumor
heterogeneity is to understand its impact on prognosis and
therapy. In most case, clinical data has been used after the
computational characterization of tumor heterogeneity, as
a post-processing step testing whether heterogeneity-related
features are associated to or predictive for some clinical
variable, mostly survival time. For example: survival data or
other clinical information are used to evaluate the results of
patients stratification methods (Hofree et al., 2013); Andor
et al. (2016) computationally assessed the clonal composition
of >1,000 samples of various cancer types and then assessed
the association between the number of clones in a sample with
overall and progression-free survival; Chowdhury et al. (2014,
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2015) designed and used a novel algorithm to reconstruct
trees describing cancer evolution from single cell copy number
data obtained by fluorescence in situ hybridization (FISH),
and showed that improved prediction accuracy is obtained for
classification tasks (e.g., distinguishing primary vs. metastases in
the same patient) when features from the cancer evolutionary
tree are considered.

The discovery of mutations or mutated groups associated
with clinical data starting from genome-wide measurements
poses several challenges, due to the peculiar characteristic of
genomic data, including the relatively low frequency of individual
mutations (Vandin et al., 2015). A standard analysis (Gross et al.,
2014) is to first identify driver mutations or pathways and then
assess the association of the mutated genes or group of genes with
a clinical variable (e.g., survival time). While providing useful
information on the clinical relevance of the driver genes and
pathway identified by approaches above, such methods may not
identify groups of genes with low mutation frequency whose
mutations are collectively associated with survival. Few methods
have been developed to directly leverage clinical information
to identify gene sets associated with clinical data. Vandin et al.
(2012a) use gene scores derived from the p-values for the
association of individual gene mutations with survival as input
to HotNet to identify subnetworks associated with survival,
but do not provide a method to directly identify gene sets
associated with survival. HyperModules (Reimand and Bader,
2013) looks for subnetworks of a large interaction network
that are associated with survival using a local search algorithm
that builds a subnetwork by starting from one seed vertex

and then greedily adds neighbors (at distance at most 2) from
the seed. Leung et al. (2014) used it to find subnetworks of
a kinase-substrate interaction network with phosphorylation-
associated mutations associated with survival. NoMAS (Hansen
and Vandin, 2016) is an efficient method based on graph color-
coding which identifies subnetworks with mutations associated
with survival by looking for subnetworks maximizing the log-
rank statistic of subnetworks (Figure 5). NoMAS identifies
subnetworks with stronger association with survival compared
to greedy procedures, and also reports valid permutational p-
values. REVEALER (Kim J.W. et al., 2016) is a computational
method to identify groups of mutually exclusive genes correlated
with a functional phenotype, for example sensitivity to a drug
treatment. REVEALER uses a gene set score derived frommutual
information and employs a greedy strategy to find genes sets
associated with the target functional phenotype.

The methods above provide initial steps to discover gene sets
driven by inter-tumor heterogeneity and associated with clinical
features, but much more work is required to identify clinically
relevant features from tumor heterogeneity.

5. CONCLUSIONS AND FUTURE
PERSPECTIVE

This review described some of the challenges that arise in
studying and characterizing cancer inter- and intra-tumor
heterogeneity. We focused on some computational methods
which characterize inter-tumor heterogeneity at the level of

FIGURE 5 | Network of Mutations Associated with Survival (NoMAS). NoMAS combines mutations measured in many patients and the corresponding survival time

with a large interaction network to identify subnetworks of genes with significant association to survival. NoMAS is based on an efficient graph color-coding algorithm,

and uses a permutation test to correct for multiple hypothesis testing.
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pathways, infer intra-tumor heterogeneity from bulk or single-
cell sequencing, and identify pathways associated with clinical
variables. These and other methods are increasingly used
to characterize heterogeneity in large sequencing studies and
for individual patients. Given its importance for therapeutic
decisions, the fast and precise characterization of cancer
heterogeneity is likely to remain a key step in precision medicine.

The methods we described have significantly advanced our
understanding of cancer heterogeneity and its importance in
patient prognosis and treatment, but there still challenges to
be addressed. First, while recent studies have shown that intra-
tumor heterogeneity has clinical implications (McGranahan and
Swanton, 2015, 2017; Andor et al., 2016), it is still unclear which
ones among its features are key determinants for therapeutic
decisions. The development of more precise computational
methods to infer intra-tumor clonal composition and evolution
is a necessary step to properly assess the relevance of each aspect
for therapy and inform effort for noninvasive monitoring of
tumors (e.g., liquid biopsies; Diaz and Bardelli, 2014). Second,
the extensive intra-tumor heterogeneity and the stochasticity of
some of the processes shaping the evolution of a tumor may
limit the ability to accurately predict the future behavior of an
individual cancer. Studies (e.g., Jamal-Hanjani et al., 2014) that
are collecting molecular and clinical measurements at different
time points during treatment for a large number of patients
will provide the data necessary to understand the extent of the
diversity in the evolutionary paths explored by different tumors,
but substantially different computational methods are needed to
rigorously and effectively analyze such datasets. Third, current
methods for inferring a tumor evolution from single-cell data
are computationally intensive, and will not be able to analyze
much larger datasets which may soon be available. Fourth,
current methods for analyzing bulk sequencing and single-
cell sequencing data are orthogonal, but the two technologies

provide complementary information about the same tumor.
ddClone (Salehi et al., 2017) is a recent method which combines
data from the two technologies, but the development of
additionalmethodsmay be crucial in fully exploiting the power of
next-generation sequencing to characterize cancer heterogeneity.
Fifth, methods for inter-patient heterogeneity focus mostly on
coding variants, while noncoding variants are known to be
recurrently mutated in cancer (Weinhold et al., 2014; Melton
et al., 2015; Puente et al., 2015), with the mutation in the
promoter region of the TERT gene in melanoma (Huang
et al., 2013) and other cancer types (Fredriksson et al., 2014;
Melton et al., 2015) being a prominent example. Finally,
other data types, including RNA sequencing, methylation
data, and chromatin modifications need to be considered to
understand the genomic heterogeneity of cancer. While there
are some methods that integrate some of these data types
with mutation data (Vaske et al., 2010; McPherson et al., 2012;
Paull et al., 2013), additional work is required to characterize
cancer heterogeneity by the full integration of the various data
types. All these challenges need to be addressed to reach true
precision medicine, and computational methods will continue
to play a key role in advancing our understanding of cancer
heterogeneity.
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Growing grapevine (Vitis vinifera) is a key contribution to the economy of many countries.

Tools provided by genomics and bioinformatics did help researchers in obtaining

biological knowledge about the different cultivars. Several genetic markers for common

diseases were identified. Recently, the impact of microbiome has been proved to be of

fundamental importance both in humans and in plants for its ability to confer protection

or induce diseases. In this review we report current knowledge about grapevine

microbiome, together with a description of the available computational methodologies

for meta-omics analysis.

Keywords: Vitis vinifera, microbiome, metagenomics, metatranscriptomics, bioinformatic tools and databases

1. INTRODUCTION

Vitis vinifera is one of the most important plant in modern agriculture. Its economic and cultural
impact is undeniable (Mullins et al., 1992; Pulvirenti et al., 2015). Almost 8 million hectares of
vineyards (Vivier and Pretorius, 2000) together with 5, 000 estimated cultivars (Jackson, 1994)make
grapevine economic contribution to wine-producing countries very significant. Improving wine
quality and increasing grapevine pathogens and environmental stress resistance is crucial for wine
industry (Vivier and Pretorius, 2002).

In 2007, the French-Italian Public Consortium for Grapevine Genome Characterization
sequenced the first genome ofV. vinifera Jaillon et al. (2007). Grapes genome has driven amultitude
of studies on the genetics of grapes (Tomkins et al., 2001; Adam-Blondon et al., 2005, 2011;
Lamoureux et al., 2006). Research attention has been also focused on grapevine transcriptome
analysis. Gene expressions and trascriptional profiling data analysis have shed light on several V.
vinifera biological processes. In particular the following biological functions have been considered:
(i) ripening andmaturation (Fortes et al., 2011; Guillaumie et al., 2011; Fasoli et al., 2012; Lijavetzky
et al., 2012); (ii) dormancy transitioning (Sreekantan et al., 2010); (iii) and resistance to pathogens
and environmental conditions (Grimplet et al., 2009; Polesani et al., 2010; Tillett et al., 2011;
Pulvirenti et al., 2015). Nowadays, an increasing amount of knowledge proves the importance of
beneficial plant-associated microbes in plant health, growth, nutrition and stress resistance, as well
as in increasing crop quality thanks to their biostimulant properties (Rouphael et al., 2015; Pieterse
et al., 2016). From a functional point of view, plant microbiome is comparable to gut microbiome in
mammals, and it has been defined as the plant’s second genome. In this perspective, plant fitness (a
quantitative description of survival and reproductive success of a plant in a given environment) is
the point of convergence of two components: the plant itself and its associated microbiota, which
collectively form a holobiont (Vandenkoornhuyse et al., 2015). Indeed, it has been shown that
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grapevine growth and survival are significantly impacted by
its microflora. This latter has been identified as a key factor
influencing not only plant fitness, but also many vine traits,
positively contributing viticulture economy. Many viticulturists
are now persuaded that wine organoleptic properties are partly
due to microbes influence.

One of the most accepted principle in this field concerns the
beneficial effects of mycorrhizal symbiosis. Indeed, grapevine
growth is remarkably dependent on mycorrhizae, since this
plant has low-density roots and few root hairs. Mycorrhizal
fungi improve water use efficiency, soil nutrient uptake, and
biomass production in grapevine. Furthermore, arbuscular
mycorrhizal communities composition in vineyards is largely
influenced by surrounding vegetation (Holland et al., 2014).
According to the latest studies, based principally on culture-
independent methods, the eukaryotic microbiome of V.
vinifera is characterized by fungi belonging to early diverging
fungal lineages, Ascomycota and Basidiomycota. On the other
hand, prokaryotic microbiome is prevalently composed by
Proteobacteria, followed by Firmicutes, Actinobacteria and
Bacteroidetes. At species level, these microorganisms, either
epiphytes or endophytes, are not uniformly distributed along
the vine. Belowground microbial communities significantly
differ from aboveground ones. More precisely, the level of
biodiversity decreases from belowground to aboveground.
Furthermore, aboveground microbiota is subject to temporal
variation during grapevine vegetative cycle and agricultural
practices like integrated pest management (Pancher et al., 2012;
Martins et al., 2013; Campisano et al., 2014; Pinto et al., 2014;
Zarraonaindia et al., 2015). In healthy conditions, within the
aboveground fungal microorganisms, the Aureobasidium genus
results to be predominant and ubiquitous all over vine’s organs,
including leaves and barks. In this group, A. pullulans is by
far the most abundant fungal species. Cryptococcus spp. and
Rhodotorula spp. are frequently found on leaves and grapes
with a high relative abundance, while Candida spp. and Pichia
spp. are more present on grapes than other parts of the plant.
All together, these microorganisms are capable of exerting
antibacterial activity, inhibiting spore germination and mold
growth, resulting in a protector effect on vine and grapes (Raspor
et al., 2010; Mousa and Raizada, 2013). Similarly, bacterial
species of the genera Pseudomonas and Bacillus are widely
spread on flowers, leaves and grapes. Genera Burkholderia,
Sphingomonas, Serratia and Streptococcus are more present
on leaves and grapes. Finally, Erwinia spp. are dominant in
flowers. These bacterial genera are among the most abundant
in grapevine and some of them are well established bacterial
and yeast antagonists (De Vleesschauwer and Höfte, 2003;
Trotel-Aziz et al., 2008; Elshafie et al., 2012). Besides beneficial
microbes, metagenomic analysis also revealed the presence
of phytopathogen microorganism living on grapevines, albeit
normally with low abundance, like fungal species of the genera
Phomopsis, Cryptovalsa, and Botryotinia (Pinto et al., 2014).
Keeping a balance between beneficial microorganisms, in terms
of abundance and richness, is of crucial importance for grapevine
health and biocontrol of pathogens.

Grapevine microbiota is influenced by several factors,
including pedoclimatic and biogeographic conditions. The
concept of a region-specific microbiota gives strength to the
concept of “terroir,” on which viticulturists often heavily rely.
Not all regions and vineyards are microbiologically unique, but
evidences prove the existence of patterns at least on a large
scale for microbial communities in grapes and musts. These
correlate with climate, soil type and crop management (Bokulich
et al., 2016). On the other hand, it is important to stress
that studies on the biogeographic structural characterization of
the grapevine microbiota have been mainly carried on grape
samples. Furthermore, there is a lack of information regarding
the role of soil microbiome in defining the terroir at a local
scale, as well as the influence exerted by grapevine roots on
soil microorganisms and vice versa. A recent study suggests
that soil microbiome could represent a potential reservoir, since
about 40% of bacterial OTUs obtained from grape, leaf and
flower samples are also present in root samples. Moreover,
about 48% of prokaryotic OTUs from three different types of
belowground samples overlap (Zarraonaindia et al., 2015). Rolli
et al. reported that plant growth promoting bacteria (PGPB) of
different geographical origins and different crop plants rapidly
colonizes the root system of grapevine. This allows the growth
of grapevine under different field conditions. However, authors
found contrasting results in the literature concerning the effect
of PGPB on different plants. This clearly suggests that a more in
dept analysis is needed (Rolli et al., 2017).

2. COMPUTATIONAL METHODS FOR
MICROBIOME ANALYSIS

Given the recent interest in meta-omics sciences, many
computational methodologies are rising to allow the
interpretation of the large amount of data produced by
high-throughput techniques. The primary purpose of these
studies has been the identification of microorganisms present
in a environmental sample, determining their activity and
interaction with host plant.

Metagenomic methodologies, developed to establish
microbiome composition, are divided in two classes: DNA
Metabarcoding techniques and Genome Relative Abundance
(GRA) estimation techniques.

DNA Metabarcoding aims at identifying a set of operational
taxonomic units (OTUs) present in a single environmental
sample. However, this method requires specific algorithmic
techniques capable of handling large amounts of data. QIIME
(Quantitative Insights into Microbial Ecology: Caporaso et al.,
2010) is a suite of tools combined to define standard pipelines
for metabarcoding analysis. It provides a set of analysis and
prediction algorithms, along with graphical reports, allowing a
simplified analysis of the results. OBITools (Boyer et al., 2016)
is another tool enabling analysis from raw sequencing data up
to taxon assignment. PRINSEQ (Schmieder and Edwards, 2011)
offers functionality similar to QIIME and OBITools through
a web interface. Several other tools are available: UPARSE
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(Edgar, 2013) aims to detect de novo OTUs from NGS reads
achieving high accuracy in biological sequence recovery, and
improving richness estimate; MOTHUR (Schloss et al., 2009) is
a comprehensive software package, which analyzes community
sequencing data; DADA2 (Callahan et al., 2016) is a model-based
approach to correct amplicon errors without constructing OTUs.
See Table 1 for an overview of described methods.

The main shortcoming of metabarcoding is the classification
of OTUs using an existing reference, and the preparation of
specific sequencing libraries (Somervuo et al., 2016). Recently,
techniques have been developed to detect microbial composition
directly from shotgun sequencing. These approaches can be
divided into two categories: compositional-based and alignment-
based (Xia et al., 2011). In compositional-based approaches, k-
mer frequency measurements are used to classify metagenomic
reads. Methods such as TETRA (Teeling et al., 2004),
CompostBin (Chatterji et al., 2008) and TACOA (Diaz et al.,
2009) organize sequences in clusters (k-mer frequency is used
to build a feature vector to compute distances between reads).
Next, they assign an unique taxon to each cluster through a set of
references computed on known genomes. However, none of these
approaches is able to estimate Genomes Relative Abundance
(GRAs) for microbial communities. AbundanceBin (Wu and
Ye, 2011) uses the content of k-mers in the reads to estimate
abundance of the genomes. The main assumption in this process
is that reads are sampled from genomes following a Poisson
distribution. However, detection efficiency decreases when a
uniform distribution of species is present in a sample.

Unlike compositional-based algorithms, alignment-based
methods use tools such as BLAST to find similarity to a reference
species database, while estimating the relative abundance of each
genome. MEGAN (Huson et al., 2007) uses BLAST to assign
a species to each read, tracing the lowest common ancestor
for those with multiple assignments. Then, it estimates the
relative abundance using reads distribution normalized by taking
into account ambiguous ones. GRAMMy (Genome Relative
Abundance using Mixture Models: Xia et al., 2011) uses BLAST
to perform an initial assignment of the species to each read. Next,
it uses Expectation Maximization (EM) technique to establish
probability assignment of the reads, modeling ambiguities, and
accurately identifying the relative quantities of each species. See
Table 1 for an overview of described methods.

Although the metagenomic approach can estimate a profile
of a sample microbial community, it only allows comparative
studies in different conditions, without providing insight on
their actual activity (Simon and Daniel, 2011). A complementary
view is given by metatranscriptomics. It gives details on the
expression profiles and regulation mechanisms in the identified
microorganisms (See Table 3 for an overview of all methods).

This produces details concerning progress and intensity of
biological and metabolic processes, elucidating the means by
which a microbial community interacts with its host. Several
tools can analyze RNA-seq data to extract information about
microbial transcriptome. In Leimena et al. (2013), authors
propose a comprehensive platform for metatranscriptomics
analysis. It allows removal of rRNA sequences, prediction of
taxonomic origin and assignment of a function to mRNAs

in a sample. HUMAnN2 (Abubucker et al., 2012) can detect
the presence, absence, and abundance of microbial pathways
through sequencing data. The purpose of the suite is describing
the metabolic potential of a microbial community and its
members, establishing a functional profile. MetaTrans (Martinez
et al., 2016) is an open-source pipeline, which analyzes the
structure and function of an active microbial community
in a sample. It was developed to analyze large amounts of
data produced by sequencing leveraging parallel computing
techniques. COMAN (Ni et al., 2016) is a tool for determining
themetatranscriptome through an easy-to-use web interface. The
primary purpose of the platform is providing tools for quality
control, metatranscripts counting, and several statistical analyzes.
It can be used in the absence of sufficient computational resources
and without any programming expertise, since it is based on a
web interface. See Table 2 for an overview of described methods.

An important limitation of the methods analyzed so far
is the use of functional enrichment to establish microbial
pathway activity. Recently, a new paradigm has emerged. Indeed,
considering both gene expression and their interaction network
can lead to more accurate results (Tarca et al., 2008; Alaimo et al.,
2016, 2017). These tools have great potential formicrobial activity
analysis and quantifying microbial interactions with the host,
through its pathways.

3. MANIPULATING GRAPEVINE
MICROBIOME: FROM IN SILICO TO THE
FIELD

Traditionally, to overcome the low economic returns caused by
Grapevine Trunk Diseases (GTDs), viticulturists treat plants with
pesticides. Commercially available microbial inoculants are also
available. Most of these inoculants includes individual bacterial
or fungal strains, aiming to contrast grapevine pathogens without
causing environmental pollution (McSpadden Gardener and
Fravel, 2002). However, despite the availability of registered
biocontrol products, recently published data report that their
adoption in viticulture is still limited mainly due to the belief that
they are less effective than traditional pesticides (Gramaje and
Di Marco, 2015).

The growing understanding of microbial influence on plants
is driving us toward an innovative sustainable viticulture
where microbes will replace pesticides, improving grapevine
traits. In this new scenario, culture-independent molecular
techniques and in silico analysis are the new protagonists.
Metagenomics, metabarcoding, metatranscriptomics and other
molecular approaches applied to healthy, pesticides-treated, and
disease-affected grapevines are revealing specific patterns of
colonizing microorganisms. This will enable the development of
prediction models based on structure and transcriptional profile
of organ-specific vine-associated microbiome.

Some recent works focused onGTD-affected vines highlighted
the importance of microbial communities influence. In field
conditions, plant infectious diseases are rarely due to single
host-pathogen interactions. They are the result of simultaneous
biotic and abiotic stresses on plants, which induce a sequential
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TABLE 1 | Brief description of metabarcoding: tools advantages and disadvantages.

Tool Bioinformatics tools for metabarcoding

Brief description Advantages Disadvantages

QIIME Pipeline for performing microbiome analysis by exploiting

a set of integrated scripts for analyzing raw microbial

DNA samples, including taxonomic classification using

marker genes.

Allows flexible multi-script pipelines to be constructed.

Allows wide statistical analysis with advanced graphical

visualizations. Provides compute resources for free.

Command line interface. Installation

on local machine may be difficult for

non-experts. Not multi-platform.

OBITool Set of programs specifically designed for analyzing NGS

data in a DNA metabarcoding context, designed to

target microbial communities from various ecological

contexts.

Relies mainly on filtering and sorting algorithms,

allowing users to set up flexible data analysis pipelines.

It takes into account taxonomic annotations, allowing

sorting and filtering of sequence records based on the

taxonomy.

Command line interface. Installation

on local machine may be difficult for

non-experts. Not multi-platform.

PRINSEQ Projected to trim adapter sequences and low quality

ends and to remove the reads containing ambiguous

nucleotides and duplicate reads from the sequencing

data output, accelerating read data analysis.

User-friendly. Generates complete statistics of

data-seq for parameters like sequence length, GC

content, quality score and replicates. Capable of

treating both single and paired-end reads. Exploitable

also for metagenomics and metatranscriptomics data.

Window size needs to be defined by

users for the initial trimming step.

Limited to pre-processing.

MOTHUR Principally designed to target the microbial ecology

community, it provides an extensible package with

functionality accessible through a domain-specific

language. It incorporates algorithms from previous tools

plus additional features.

Single program for complete analysis with basic

visualizations.

Custom command line interface.

Incomplete usage of software

engineering techniques. Not

multi-platform.

DADA2 R package implementing the full amplicon workflow,

from filtering to merging of paired-end reads.

Uses a statistical model of amplicon errors to infer

sequence variance instead of construct OTUs. Very

high accuracy.

Command line interface.

TABLE 2 | Brief description of GRA estimation tools: advantages and disadvantages.

Tool Bioinformatics tools for Genomes Relative Abundance (GRA) estimation

Brief description Advantages Disadvantages

TETRA Pioneering classifier that uses

tetranucleotide-derived z-score correlations to

taxonomically classify genomic fragments.

Compositional-based.

Provides statistical analysis of tetranucleotide

usage patterns in genomic fragments. It works

either via a web-service or a stand-alone

program.

Accuracy at genus level is reached using long

reads (>1 kb). Tends to create multiple clusters

for reads originating from highly abundant

species when the sample contains multiple

species with highly varying levels of abundance.

CompostBin DNA compositional-based algorithm which

adopts a weighted Principal Component

Analysis (PCA)-based strategy.

Compositional-based.

Reduces the dimensionality of compositional

space. Bins raw sequence reads without need

for assembly or training.

Accuracy at genus level is reached using long

reads (>1 kb). Tends to create multiple clusters

for reads originating from highly abundant

species when the sample contains multiple

species with highly varying levels of abundance.

TACOA Multi-class taxonomic classifier combining the

idea of the k-nearest neighbor with strategies

from kernel-based learning.

Compositional-based.

Easily installed and run on a desktop computer.

Its reference set can be easily updated with

newly sequenced genomes.

Accuracy at genus level is reached using long

reads (>1 kb).

AbundanceBin Binning tool, based on the l-tuple content of

reads, developed on the assumption that reads

are sampled from genomes following a Poisson

distribution. Compositional-based.

Capable to return accurate results also when

the sequence lengths are very short (∼75 pb).

Binning efficiency decrease in case of samples

which tend to have a uniform distribution of

species.

MEGAN Standalone computer program allowing large

metagenomic data sets. It uses BLAST or other

comparison tools to assign species to each

read, and then employs the NCBI taxonomy.

Alignment-based.

Allows large data sets to be dissected without

the need for assembly or the targeting of

specific phylogenetic markers. Provides

statistical and graphical output. Computes

quantitatively accuracy and specificity.

Uses bit-score of individual hits as the sole

parameter for judging significance, thus

affecting specificity and accuracy of taxonomic

assignments in different scenarios.

GRAMMy Probabilistic framework developed for GRA. It

uses the Mixture Model theory.

Exploitable with mapping, alignment and

composition-based tools. Possibility to handle

very short reads obtaining accurate results.

Accuracy in estimated abundance decreases in

case of closely related microbes whose

genomic sequences are highly similar.
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TABLE 3 | Brief description of metatranscriptomics tools: advantages and disadvantages.

Tool Bioinformatics tools for metatranscriptomics

Brief description Advantages Disadvantages

HUMAnN2 Pipeline for profiling the presence/absence and

activity level of microbial pathways in a

community.

Easy to install and extensive documentation and

examples. Uses commonly available tools and

databases.

Command line interface.

MetaTrans Pipeline aiming to analyze structure and

functions of active microbial communities using

the power of multi-threading computers.

Its design facilitates the inclusion of third-party tools

in each of its stages. Possibility to perform

RNA-Seq analyses addressing both 16S rRNA

taxonomy and gene expression.

Installation on local computer may be difficult

for non-experts. Require proper local setup on

a powerful computer.

COMAN Web-based tool dedicated to automatically and

comprehensively analyzing metatranscriptomic

data.

Easy-to-use interface and extensive instructions for

non-experts. Processes uploaded raw reads

automatically to ultimately achieve functional

assignments, which are then exploited to perform

further analysis.

Web-based interface not suitable for big

analysis.

colonization process of the host tissue (Travadon et al., 2016;
Song et al., 2017). Beneficial microbial communities work as
a barrier defending against plant pathogens. This reduces the
potential of pathogens invasiveness, since a significant fraction
of their niche overlaps (Wei et al., 2015).

In Esca-affected vines the fungal community structure
undergoes a considerable change in comparison with healthy
plants (Morales-Cruz et al., 2017). In apparently healthy
vines, very low fungal counts were recorded. Phaeomoniella
chlamydospora and Phaeoacremonium minimum (two Esca
pathogens) appeared to be relatively more abundant than other
taxa. The most variable fungal composition was reported in vines
with wood symptoms but no foliar symptoms, with a generalized
notable increase in abundance and activity of pathogenic fungal
taxa. Furthermore, P. chlamydospora and P. minimum were
reported to be highly predominant in wood together with
Diaporthe ampelina (causal agents of Botryosphaeria dieback). No
significant changes were reported for the bacterial community,
since the nine most abundant species belonged to the genera
Bacillus and Pantoea. However, a deeper analysis of the bacterial
community is required, especially from a functional point of
view (Bruez et al., 2015). For instance, the antagonistic activity
of two microbial strains of Bacillus pumilus and Paenibacillus
sp. against P. chlamydospora was recently tested in vitro. These
two strains can synthesize volatile compounds with antifungal
activity. Furthermore, B. pumilus inoculation confers a systemic
resistance in grapevine (Haidar et al., 2016). Such experiments
indicate that pathogen detection methods aiming to differentiate
between the early and late stages of infection should be
quantitative (Morales-Cruz et al., 2017). Therefore, the usage
of metatranscriptomics tools, in combination with pathway
analysis, of healthy and affected plants, might elucidate the
functional relationships between microbial communities, leading
to the discovery of novel interactions.

The fungal pathogen Eutypa lata is predominant in
wood tissues of Eutypa dieback affected vines, followed by
high abundances of Diplodia seriata and Phaeomoniella
chlamydospora (Morales-Cruz et al., 2017). No information
is available concerning the bacterial community changes with

respect to this disease. Yet, it was shown that in crown gall
affected grapevines, changes in bacterial community is site-
specific since a shift in composition happened only in graft
unions. Agrobacterium vitis is the infectious agent causing the
disease (Faist et al., 2016). Authors recorded that the difference
in microbial community composition was due to nine bacterial
species. The most abundant ones were A. vitis, Pseudomonas sp.
and Enterobacteriaceae sp. However, it was determined that the
induction of this disease by A. vitis do not necessarily requires
a core microbiome. Morales-Cruz et al. (2017) detected some
pathogenic fungi also in asymptomatic samples, especially P.
chlamydospora and P. minimumwith a ratio of 1:200 in respect to
GTD-affected samples. Therefore, a more in-depth metagenomic
analysis is needed in order to elucidate the composition of the
microbial community, with a greater effort on pathological
strains.

Metatranscriptomic analysis and functional profiling
also helps identifying biological processes linked to specific
conditions. For example, Morales-Cruz et al. (2017) showed that
most virulence-related expressed genes belonged to carbohydrate
active enzymes and transporters, followed by genes related to
secondary metabolism, cytochrome P450s and peroxidases. In
addition, authors demonstrated that it is possible to distinguish
the Esca pathogenic functional profile from Eutypa dieback
one. A recent metabolomics experiment also showed indirectly
that inoculation of specific endophytes strains causes a shift
in grapevine secondary metabolism, and activation of defense
pathways. Furthermore, it was confirmed the existence of
strain-specific colonization patterns (Lòpez-Fernàndez et al.,
2016).

Transcriptomic analysis of grapevine leaves and wood
tissues revealed differentially expressed genes linked to latent
Neofusicoccum parvum grapevine infection (Czemmel et al.,
2015). However, this information is still largely incomplete.

In accordance with Busby et al. (2017), research should have
different objectives to enable a reasoned, conscious and effective
microbial exploitation, taking into account the impact of plant
protection products on the quality of production and human
health. In this direction, computational tools could be exploited
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to detect interactions among genes, pathogens and treatments,
leading to a greater insight on their possible use and effects.
Recent review on suchmethods is available in Lotfi Shahreza et al.
(2017).

4. A CASE STUDY: METABARCODING
ANALYSIS OF GRAPEVINE IN CHILE

In order to show the power of bioinformatics metagenomic
analysis in the study of grapevine, we developed a case study from
16S rRNA sequencing data from vineyards and adjacent forest
areas in the Chilean territory (SRA Project: SRP110820; Miura
et al. 2017). The study analyzed 6 vines from three Chilean
geographic areas, and sclerophyllous trees from the adjacent
forest area. Vines were sampled from both leaves and fruits. All
analysis were replicated 3 times, leading to 54 samples, of which
36 grapevine and 18 controls. 2 samples were discarded due to
quality issues. All analysis were conducted using QIIME 2 release
2017.9.

Paired-end Raw Illumina fastq files downloaded from SRA
(SRP110820) were demultiplexed, quality filtered, and analyzed
using QIIME. Reads containing one or more ambiguous base
calls were discarded and truncated to a length of 200 nt. A
subsequent filtering phase was performed using Deblur (Amir
et al., 2017) to obtain putative error-free sequences from the
original data. A phylogenetic tree was therefore built by making
use of MAFFT (Katoh and Standley, 2013) and FastTree 2 (Price
et al., 2010) allowing computation of subsequent diversity
metrics.

Alpha-diversity (within-sample species richness) and
beta-diversity (between-sample community dissimilarity)
estimates were calculated within QIIME using weighted
UniFrac (Lozupone and Knight, 2005) distance between
samples for bacterial 16S rRNA reads (evenly sampled at 1,000
reads per sample). Principal coordinates were computed from
the resulting distance matrices to compress dimensionality
intro 2D principal coordinate analysis (PCoA) plots, enabling
visualization of sample relationships (Figure 1A). To determine
whether sample classifications (host, sample site) contained

FIGURE 1 | Results of the metabarcoding analysis of grapevine in Chile. The study analyzes 6 vines from three Chilean geographic areas, and sclerophyllous trees

from the adjacent forest area. Vines are sampled from both leaves and fruits. All analysis are replicated 3 times, leading to 54 samples, of which 36 grapevine and 18

controls. 2 samples are discarded due to quality issues. Principal coordinates analysis plot is reported to visualize relationships between samples (A). We also show

the relative abundance of operational taxonomic units, assigned using QIIME feature classifier, at phylum level (B), together with the median abundance values

obtained for the most significant species in the differential analysis between sampling sites (C) and plant species (D).
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differences in phylogenetic or species diversity, permutational
MANOVA with 1,000 permutations was used to test significant
differences between sample groups based on weighted UniFrac.
No significant differences could be found in terms of alpha-
diversity between hosts (p = 0.18) and sample sites (p = 0.41),
and beta-diversity between sample sites (p = 0.13), however a
significant difference in beta-diversity could be observed between
host species (p = 0.03).

OTUs were assigned using QIIME feature classifier, which
employs a Naive Bayes classifier to map each sequence to a
taxonomy. The classifier was trained on a qiime-compatible
Silva database (release 119), which includes sequences from
16S/18S rRNA. Any OTU representing less than 0.001% of
the total filtered sequences was removed to avoid inclusion
of erroneous reads, leading to inflated estimates of diversity.
In Figure 1B we report the relative frequency of OTUs for
each sample, sorted by site and host. Significant taxonomic
differences between sample conditions were tested using
ANCOM (Mandal et al., 2015). All results are available in
Figures 1C,D.

Results shown in Figure 1B are consistent with Miura
et al.. We are able to retrieve the three main bacterial
phyla (Actinobacteria, Firmicutes and Proteobacteria), and
relative abundances are consistent. Furthermore, grapevine-
related bacterial communities are similar to the phyllosphere
of sclerophyllous trees when OTUs clustering is carried out
at high bacterial taxonomic levels. This is not surprising
since plants are known to show similar pattern at phylum
level (Turner et al., 2013). Nonetheless, several differences
can be detected at the genus, species or strain level. It is
possible to make distinction between bacterial communities
living on different plant species. This reflects the finely tuned
metabolic adaptations required to live in symbiosis with the host
(Figure 1D), but also between microbial communities living on
different organs, reflecting the adaptations required to live in

environment characterized by certain microclimatic conditions
(Figure 1C).

5. CONCLUSIONS AND PERSPECTIVES

Gaining wider knowledge about plant-microbiota interactions
at a molecular scale is an urgent task, since it can lead to
the development of new biotechnological approaches, enhancing
agriculture productivity and sustainability. NGS technologies
together with bioinformatics are fundamental tools in this
process. They have the potential to reveal new details concerning
interactions between microbial communities and plants with
unprecedented resolution. The characterization of microbial
communities in grapevines at various conditions using high
throughput sequencing technologies will sooner lead to the
identification of disease-specific, cultivar-specific and climate-
specific grapevine microbiota. Their exploitation in the field
of viticulture could lead to the discovery of new applicable
microbial strains, and could help us gaining a holistic and more
complete view of plant-microbiome interactions at a genetic
level. This would allow not only to potentiate antagonisms
against phytopathogens and crop yield, but also to positively
affect economically important traits, such as flowering time, and
quality and flavor of grapes, must and wine.
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