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Texture synthesis technology is an important realistic rendering technology.

Texture synthesis technology also has a good application prospect in image

rendering and other fields. Convolutional neural network is a very popular

technology in recent years. Convolutional neural network model can learn the

features in data and realize intelligent processing through the feature learning

in data. Later, with the rapid improvement of convolutional neural network,

texture synthesis technology based on neural network came into being. The

purpose of this paper is to study the texture synthesis method of ecological

plant protection image based on convolutional neural network. By studying the

context and research implications, the definition of textures as well as texture

synthesis methods, convolutional neural networks, and based on convolutional

neural network. In the experiment, the experimental environment is

established, and the subjective evaluation and objective evaluation of the

image texture synthesis method experiment are investigated and studied by

using swap algorithm. The experimental results show that the method used in

this paper is superior to other methods.

KEYWORDS

convolutional neural network, ecological plant protection, image processing, texture
synthesis method, realistic rendering technology
Introduction

Convolutional neural network is proposed according to the visual cognitive

mechanism. Due to its local connection and weight sharing characteristics and the

local translation invariance characteristics brought by the idea of spatial downsampling,

it has made outstanding achievements in computer vision, speech recognition and other

fields in recent years. The application of convolutional neural network to realize texture

synthesis has also become one of the current research hotspots (Watanabe et al., 2018).
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Images in nature or human real life contain various textures, and

these textures have different characteristics. A part of these

texture images is intercepted, whether it is a regular texture

image or an irregular texture image, a new texture image can

be formed.

As a significant branch of computer graphics, texture

synthesis has always been the focus of researchers. The

purpose of the Medeiros f a study was to determine whether

the retinal nerve fiber layer thickness prediction obtained by the

deep learning model applied to the fundus photos could detect

progressive glaucoma changes over time. Design a retrospective

cohort study of participants on color fundus photographs and

spectral domain optical coherence tomography. Methods a deep

learning convolutional neural network was trained to evaluate

the fundus photos and predict the global retinal nerve fiber layer

thickness measurement by tomography. The model was then

tested on an independent eye sample with longitudinal follow-up

by fundus photography and tomography. The ability to detect

eyes with statistically significant tomographic change slopes was

assessed by the subject operating characteristic curve. The

repeatability of retinal nerve fiber layer thickness prediction

was studied by measuring results obtained from multiple photos

taken on the same day (Medeiros et al., 2021). Large scenes such

as the building facade and other building structures of Labrie

Larrivee F usually contain repetitive elements, such as the same

window and brick patterns. A new method is proposed to

improve the resolution and geometry of 3D meshes of large

scenes with such repetitive elements. By using the structure from

motion reconstruction and the ready-made depth sensor, the

method captures small samples of the scene with high resolution

and automatically extends the information to similar areas of the

scene. The method uses RGB and SFM depth information as

guidance, simple geometry as canvas, and powerful image-based

texture synthesis method to expand the high-resolution mesh.

The final result improves the standard SFM reconstruction with

higher detail. Compared with full RGBD reconstruction, the

method benefits from reduced manual labor and can be much

cheaper than lidar based solutions (Labrie-Larrivee et al., 2019).

The research of texture synthesis technology has made great

progress, and a large number of new methods have appeared

which lays a more solid theoretical foundation for digital

image restoration.

In the second chapter, according to the background and

research significance of the topic, the definition of texture and

texture synthesis method, convolutional neural network, and the

texture synthesis method of ecological plant protection image

based on convolutional neural network are described. In the

experiment of the third chapter, the experimental environment

is established, and the subjective evaluation and objective

evaluation of the image texture synthesis method experiment

are investigated and studied in the fourth chapter by using the

Swap algorithm. The experimental results show that the method

used in this paper outperforms other methods.
Frontiers in Plant Science 02
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Research on texture synthesis of
ecological plant protection image
based on convolution neural network

Topic background and research significance

The issue of image realism has always been the main course

in computer graphics, and is also the focus of scientific

researchers (Sardar and Tileubaeva, 2019; Larras et al., 2022).

At first, people directly expressed the subtle structure of

objective things through geometric models. However, the

objective world is complex and changeable. This method has a

large amount of calculation and modeling is also very difficult to

meet the actual needs. In order to make up for the deficiency of

geometric model expression, people combine the image

processing technology with computer graphics technology, and

use the image processing, analysis and synthesis technology to

realize the realistic display of images, and have made a long-

term improvement.

In recent years, texture synthesis technology, as an important

image-based realistic rendering technology, has always received

the attention of researchers and has high practical application

value (Jassim and Harte, 2020; Shenson et al., 2021). Deep

learning refers to interpreting data by simulating the thinking

mode of human brain through different machine learning

algorithms. It is a learning algorithm closest to human brain

and has become one of the important branches of artificial

intelligence research. Unlike traditional neural networks, deep

learning networks are deeper in network level, larger in scale and

higher in complexity. They can count large-scale data, learn

fundamental characteristics from massive data, achieve

breakthroughs in the field of artificial intelligence, and lead an

innovative revolutionary upsurge. Convolutional neural network

has the characteristics of weight sharing and pooling layer

dimension reduction, which greatly shortens the training time

of network model and improves the training time of model.

Therefore, many remarkable research achievements have been

made in image recognition and image processing.
Definition of texture and texture
synthesis method

Texture is a concept often used in the field of computer

graphics and photorealistic rendering. At present, it is generally

defined as: the expression on the surface of any object is regarded

as texture (Hsu and Yeh, 2018; Nikitina et al., 2018). In the field

of computer graphics and image processing, people agree with

the definition that texture refers to repeating the basic texture

element - texel.

The basic constituent unit of texel is pixel, and texture refers

to the type of image containing a special attribute, which is the
frontiersin.org
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realization of a random process, which is local and stable

(Williams et al., 2020; Preston et al., 2022). Texture image is

different from ordinary image because of its locality and stability.

Because of the complex changes of everything in the world, the

classification of texture is also changeable. Texture can be

obtained by image scanning, manual drawing, and computer

image generation technology. According to the classification of

texture synthesis, texture synthesis technology can be divided

into three types: texture mapping method, process texture

synthesis method and sample based texture synthesis method

(Rsa et al., 2020; Borovik et al., 2022).
Convolutional neural network

Convolutional neural network is the most typical type of

neural network, which is generally composed of input layer,

hidden layer and output layer (Rafizah et al., 2018; Gribanov

et al., 2021). The parameters of convolution layer include the

number of input channels, the number of output channels, the size

of convolution core, step size, filling, etc. among the many

parameters of convolution layer, three are more important,

which determine the function of convolution layer to a certain

extent, namely, the number of convolution cores, the number of

input channels and the number of output channels. Generally

speaking, the convolution layer is composed of multiple

convolution kernels. Any element in the convolution kernel is a

numerical type weight coefficient that can be changed. In most

cases, each convolution kernel corresponds to a numerical type

weight coefficient, which is called the deviation amount. The

coefficients of each convolution kernel in the convolution layer

are weighted sum of multiple weight coefficients in the previous

layer. In this sense, the convolution layer is a special feedforward

neural network unit. Specifically, when the convolution kernel size

is 1, the step size is 1, and no filling is performed, the convolution

operation is equivalent to matrix multiplication, and the

convolution layer is equivalent to a fully connected network.

Some convolution networks use some special convolution

structures, such as transposed convolution, extended

convolution and separable convolution. These convolutions

have their own characteristics and advantages, but also have

some shortcomings. In most network models dealing with

various tasks, there are often various convolution structures and

basic units. Through mutual cooperation, a complex large-scale

network that can complete the target task is constructed.
Texture synthesis method of ecological
plant protection image based on
convolutional neural network

The early texture synthesis technology based on neural

network is mainly based on the theory of artificial neural
Frontiers in Plant Science 03
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network. A texture synthesis method based on continuous

Hopfield network is proposed, which connects the neurons

with the pixels of the image to synthesize different two tone

and gray tone texture images; The theory of BP neural network is

applied to the ecological plant protection texture image

generation, and the application of artificial neural network in

the ecological plant protection texture image synthesis is studied

by using the analysis and feature extraction of the ecological

plant protection texture. However, the effect of texture

generation based on simple artificial neural network is not

very ideal, and the extraction of image features is still based on

artificial analysis, which makes the design cycle relatively long

(Stepanova et al., 2018; Esquivel-Castro et al., 2019).

In recent years, with the rise and rapid improvement of deep

learning, texture synthesis based on convolutional neural network

has also achieved a lot of research results. Based on VGg network,

the loss function is added to the statistical feature distribution of

the image. These statistical distributions are calculated by the

Clem matrix. This method has been extended by many

researchers. Combined with Markov random field, Gatys et al.,

the method is extended to the fusion of ecological plant protection

images, and the synthetic effect of ecological plant protection

images is more stable. A confrontation generation network with 5-

layer full convolution neural network as generator and

discriminator is constructed. The synthetic texture ecological

plant protection image is more realistic. Although the network

training time is long, the test time is only 0.2S.
Investigation and research on
texture synthesis of ecological plant
protection image based on
convolution neural network

Experimental environment

The experimental environment in this paper is a general

experimental environment for deep learning, in which GPU

processor of company a and CPU processor of company B are

used. The training of convolutional neural network model

requires that the neural network model be loaded into the

GPU processor and then trained. At the same time, set the

batch size during training. Batch size is the number of data

samples selected during training the neural network model.
Research content

In the experiment, the subjective evaluation of the image

texture synthesis method and the experiment will be investigated

and analyzed, and finally the experimental results will be obtained.
frontiersin.org
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Swap algorithm

The swap algorithm operates directly on the feature maps

extracted by the convolutional neural network to find the

similarity between the feature maps extracted by the loss

network. The input of the loss network includes the output of

the texture network, that is I1 . The corresponding input model is

M1 set in the previous text, which can be assumed asM1(I1) . The

value inM1(I1) is composed of the characteristic diagram of each

layer in M1 neural network, namely:

M1(I1) = Fl
1, F

l
2, F

l
3,…, Fl

n

n o
(n − 1, 2,…, n) (1)

Among them, Fl
n represents the feature map of a layer in the

M1 model; at the same time, the I1 corresponding to Igt is used as

an input and input to the neural network model red M2 , that is,

M2(Igt) . The values in M2(Igt) consist of feature maps for each

layer in the M2 model, namely:

M2(Igt) = f l1, f
l
2, f

l
3,…, f ln

n o
(n − 1, 2,…, n) (2)

Among them, f ln represents the feature map of a certain layer

in the model M2 .

Finally, the swap algorithm designed in this paper is used to

perform the matching calculation. Here, swap can be viewed as a

network layer similar to the convolutional layer. The formula is

expressed as follows:

swaptexture = swap(M2(Igt),M1(I1)) (3)
Analysis and research on texture
synthesis of ecological plant
protection image based on
convolution neural network

Subjective evaluation of image texture
synthesis method experiment

The image (a) column is the original sample texture, and the

image (b) column is the texture image generated by the method in

this paper, the image (c) column is the texture image generated by

the method of Gayts et al. By making a questionnaire, we select
Frontiers in Plant Science 04
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some students and teachers to participate in the evaluation of the

generated texture image results, and we subjectively get the

superiority of a certain method through their scores.

Since the field of study and study of each teacher and student

is different, this method can be regarded as an auxiliary

evaluation method and cannot play a decisive role. Let these

images be evaluated by 2 randomly selected people. The

evaluation tables of these 2 people are shown in Table 1 and

Figure 1, and Table 2 and Figure 2:

Therefore, we can conclude that our method has certain

advantages compared with other methods. However, the use of

subjective evaluation methods to evaluate the generated results

has certain limitations, because the subjective evaluation due to

the existence of human interference factors, due to personal

experience, personal preferences, and differences in the

knowledge level of each person will make the same texture

synthesis result. There is a large difference in the evaluation of

the subjective evaluation method, which will make the subjective

evaluation method have a certain error and will not be very

accurate. Therefore, an objective evaluation method is also

introduced in this paper to ensure the objectivity of the

generation effect evaluation results.
Objective evaluation of image texture
synthesis method experiment

In this section, the objective evaluation methods used are

introduced, these methods are: Mean Squared Error (MSE), Peak

Signal-Noise Ration (PSNR), Structural Similarity (Structural

Similarity, SSIM). Similarly, in the objective evaluation section,

use the objective evaluation criteria to compare the parameters of

the image evaluation table as shown in Table 3 and Figure 3, and

Table 4 and Figure 4, Table 5 and Figure 5:

Conclusions

The convolutional neural network model has made significant

breakthroughs and achievements in many aspects, such as image

synthesis, image classification, image segmentation and other

fields. In this paper, the related things about texture synthesis

algorithm are mainly introduced. Texture synthesis algorithms are

divided into traditional and modern. There are some defects in the

traditional texture synthesis method. For example, the texture
TABLE 1 Evaluation Table.

Picture 1 2 3 4

(a) 9.6 4.2 9.8 3.1

(b) 8.6 8.4 9.3 9.6

(c) 9.6 6.4 9.4 8.7
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TABLE 2 Teacher evaluation form.

Picture 1 2 3 4

(a) 7.1 7.6 7.9 8.0

(b) 8.4 8.7 8.8 8.5

(c) 7.5 7.6 8.5 8.9
Frontiers in Plant Science
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FIGURE 2

Subjective evaluation data for comparison. Using the subjective evaluation method, we obtained 2 evaluation sheets by randomly selecting 2
people. The 2 evaluation sheets have each person’s evaluation and score for the texture results. Through calculation, we can get: The average
score of the method in this paper is 8.2 points. The method in image (c) has a highest score of 9.5.Although some texture synthesis results of
other methods may be superior to our results, our method outperforms other methods in many texture synthesis image results.
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FIGURE 1

Evaluation data comparison is shown. The image (a) column is the original sample texture, the image (b) column is the texture image generated
by this method, and the image (c) column is the text image generated by Gayts and other methods.
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TABLE 3 Image evaluation table.

Evaluation criterion The method of this paper Other method

PSNR 16.87 18.51

SSIM 0.34 0.23

MSE 0.57 0.69
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FIGURE 3

Image evaluation data in Figure.
TABLE 4 Objective evaluation table.

Evaluation criterion The method of this paper Other method

PSNR 10.54 9.45

SSIM 0.11 0.15

MSE 0.45 0.51
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FIGURE 4

Objective evaluation of the data in Figure.
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FIGURE 5

Comparison diagram of the data in row C. Through the evaluation of objective methods, it can be seen that the method in this paper can be
close to other methods in some texture synthesis. The biggest innovation of our method is the synthesis at multiple scales, which surpasses
other methods in this respect. The method in this paper is compared with other texture synthesis algorithms based on convolutional neural
network, and the conclusions are drawn from the perspectives of subjective evaluation and objective evaluation. Through the evaluation of
objective methods, it can be seen that the method in this paper can be close to other methods in some texture synthesis.
TABLE 5 Line C image evaluation table.

Evaluation criterion The method of this paper Other method

PSNR 6.54 8.65

SSIM 0.05 0.04

MSE 0.57 0.65
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synthesized in texture mapping may have seams that change; the

problem in the procedural texture synthesis method is that new

parameters need to be adjusted when a new texture is not

generated., Different textures correspond to different parameters,

which is a troublesome way to generate textures; the textures

existing in the texture synthesis method based on sample images

are the sample images needed to synthesize textures. If the selection

is not appropriate, the synthesized textures may be The real feeling

will be lost.
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With the development and wider application of meta-heuristic optimization

algorithms, researchers increasingly apply them to threshold optimization of

multi-level image segmentation. This paper explores the performance and

effects of Capuchin Search Algorithm (CAPSA) in threshold optimization. To

solve problems of uneven distribution in the initial population of Capuchin

Search Algorithm, low levels of global search performance and premature falling

into local optima, this paper proposes an improved Capuchin Search Algorithm

(ICAPSA) through a multi-strategy approach. ICAPSA uses chaotic opposite-based

learning strategy to initialize the positions of individual capuchins, and improve the

quality of the initial population. In the iterative position updating process, Levy

Flight disturbance strategy is introduced to balance the global optimization and

local exploitation of the algorithm. Finally, taking Kapur as the objective function,

this paper applies ICAPSA to multi-level thresholding in the plant images, and

compares its segmentation effects with the original CAPSA, the Fuzzy Artificial Bee

Colony algorithm (FABC), the Differential Coyote Optimization Algorithm (DCOA),

the Modified Whale Optimization Algorithm (MWOA) and Improved Satin

Bowerbird Optimization Algorithm (ISBO). Through comparison, it is found that

ICAPSA demonstrates superior segmentation effect, both in the visual effects of

image segmentation and in data comparison.

KEYWORDS

capuchin search algorithm, chaotic mapping, opposite-based learning, levy flight, plant
image thresholding
1 Introduction

Due to the advantages of fast convergence rate and high accuracy of meta- heuristic

optimization algorithms, many researchers increasingly apply them to real-world problems,

to improve the application effects of computer-aided design in the engineering field (Pare

et al., 2020). Ma et al. (2011) combine Artificial Bee Colony algorithm (ABC) with image

segmentation to improve the segmentation accuracy of Synthetic Aperture Radar (SAR)

images. Hemasian-Etefagh and Safi-Esfahani, (2019) apply Whale Optimization Algorithm

(WOA) to solve the scheduling problem of cloud computing, thus reducing the execution and
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response time of scheduling tasks, and increasing the computing

throughput in the context of a cloud environment. (Gholizadeh and

Baghchevan, 2017) apply Firefly Algorithm (FA) in the seismic design

of steel frames to locate the optimal goal more quickly. Specifically, in

the field of plant image processing, with the change of environment

and the development of information technology, many countries

regard ecological construction and the development of smart

agriculture as national strategies. In order to improve the benefits

of ecological environment and agricultural development, scholars

have deeply integrated traditional plant planting technology with

the internet of things, 5G and artificial intelligence technology (Maray

et al., 2022; Ruwona and Scherm, 2022). This development model

reduces the labor of workers and improves production efficiency.

However, in the current development process, the main problem

encountered is that the frequent occurrence of diseases has led to

reduction of output or even crop failure. In order to reduce the loss of

plant quality and economy caused by diseases, targeted screening and

diagnosis in advance are required during plant growth (Patel et al.,

2023). The traditional way is manual identification, relying on

experience, high cost and low accuracy. In recent years, the

recognition based on computational image processing is more

efficient and accurate, the processing steps include: image

preprocessing, image segmentation, feature extraction and

recognition, and the higher accuracy of image segmentation, the

higher accuracy of recognition (Xue et al., 2021; Hasan et al., 2022).

However, segmentation accuracy and efficiency directly affect the

application of segmentation technology in plant applications. Making

use of the advantages of meta-heuristic algorithms in multi-level

image thresholding is thus considered an effective plant disease

assisted treatment (Li et al., 2022).

As one of the main technical means of image segmentation, multi-

level thresholding based on specific objective function is fused with a

meta-heuristic algorithm, and has been thus used successfully

(Merzban and Elbayoumi, 2019; Xue et al., 2022). Image

segmentation divides an image into several regions according to

characteristics such as texture, color, brightness, contrast, shape,

and size (Pare et al., 2020; Rodrıǵuez-Esparza et al., 2020; Xue

et al., 2019). Specifically, thresholding segmentation is divided into

bi-level (Bao et al., 2019) and multi-level thresholding (Ma and Yue,

2022). Bi-level is used mainly for image binarization, and its

application field is limited. The multi-level can dynamically

improve segmentation accuracy in response to actual needs by

adjusting the number of thresholds, although such increase of

thresholds leads to an explosive increase in computational

complexity. Therefore, a meta-heuristic algorithm based on specific

objective functions can effectively strike the balance between these

problems (Ma and Yue, 2022). The common objective functions

include Kapur entropy (Upadhyay and Chhabra, 2020), Minimum

Cross Entropy (MCE) (Wang and Song, 2022), Tsallis (Lin

et al., 2020).

Regarding the selection of objective functions, Sathya et al. (2021)

compare and analyze the segmentation effect of Exchange Market

Algorithm (EMA) using Kapur, Otsu and MCE. Through comparison

of visual effects and quantitative data after standard image

segmentation, they conclude that the Kapur-based method has

faster processing speed and better segmentation effect. Li et al.

(2016) taking Kapur as the objective function, prove the efficiency
Frontiers in Plant Science 0214
of the fuzzy ABC (FABC) in multi-level image thresholding through

experimental comparison using BSD500 dataset. Kalyani et al. (2021)

use EMA algorithm based on Kapur and MCE to segment three

different images, comparing it with Krill Herd (KH), Teaching-

Learning based Optimization (TLBO) and Cuckoo Search

Algorithm (CSA). They find that the Kapur-based algorithm has

faster convergence speed and segmentation accuracy, and thus has

better practical application value. Rajinikanth et al. (2021) improve

Moth Flame Optimization (MFO) algorithm and compare the image

thresholding segmentation effects based on Kapur and Tsallis.

Through comparison of multiple experimental results, they find this

method achieves better segmentation effect than other methods of the

same kind. Chen et al. (2022) taking Kapur as the objective function,

integrate the multi-strategy driven Shuffled Frog-Leaping Algorithm

with Horizontal and Vertical Crossover search (HVSFLA) to perform

multi-level thresholding, achieving remarkable segmentation effect.

Compared with traditional methods (Kittler and Illingworth,

1986; Otsu, 1979), meta-heuristic optimization algorithms perform

more efficiently in multi-level image thresholding. Zhao et al. (2021)

use random spare strategy and logistic chaos enhancement strategy to

optimize Ant Colony Optimization (ACO), effectively improving the

convergence speed and accuracy of ACO and enhancing the ability of

the algorithm to evade local optima. The experimental results show

that the improved ACO algorithm is satisfactory. To optimize the

multi-level thresholding of gray-scale images, Abdel-Basset et al.

(2022) combine Linearly Convergence Increasing and Local

Minima Avoidance Technique (LCMA) and Ranking-based Update

Method (RUM) to improve the Wheel Optimizer Algorithm (WOA).

The former moves the individual at the worst position in the

population into the range of the best current scheme to avoid local

optimization. The latter replaces the unfavorable solution with a

better one. Similarly, based on Kapur, 13 test images of Berkeley

segmentation dataset BSD are verified, demonstrating that the

improved WOA is superior to other methods in both segmentation

image quality and convergence speed. Ewees et al. (2020) propose an

Improved Artificial Bee Colony Algorithm integrating the Sine Cosine

Algorithm (ABCSCA). This algorithm uses ABC to narrow the search

scope and optimize the threshold, while SCA can determine the global

optimal threshold and obtain the optimal solution. To measure the

effects of ABCSCA, Otsu and fuzzy entropy are used as the objective

functions to segment 19 images. Compared with the original ABC,

SCA algorithms and Hybrid Swarm Optimization (FASSO), the

algorithm has more obvious advantages in image segmentation

effect, and convergence speed. Anitha et al. (2021) improve

Modified Whale Optimization Algorithm (MWOA) by using cosine

function, and obtain better image segmentation quality and

convergence speed than PSO, ABC and other algorithms using

Otsu as the objective function. Li et al. (2021) use the differential

evolution strategy to improve the population updating mechanism of

Coyote Optimization Algorithm (DCOA), not only improving the

convergence speed of the algorithm, but also its image segmentation

accuracy, rendering it superior to standard COA, Gray Wolf

Optimizer (GWO), modified Discrete Gray Wolf Optimizer

(DGWO) and other methods. To solve the problem of identifying

corn pests and diseases, Chen et al. (2021) improve Particle Swarm

Optimizer (PSO) with an elite based advantage scheme to form an

Enhanced Comprehensive Learning Particle Swarm Optimizer
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(ECLPSO). Compared with the Comprehensive Learning Particle

Swarm Optimizer (CLPSO) and Hybridizing Sine Cosine Algorithm

with Differential Evolution (SCADE) algorithm in the corn leaf

disease image in the public database of a plant village company, the

results show this method to be superior to other comparison

algorithms in locating the best threshold, and have higher

convergence accuracy. Li et al. (2022) proposed a strategy based on

chaos initialization and Cauchy mutation to improve Satin Bowerbird

Optimization Algorithm (SBO), and verified its values in Kaggle plant

image dataset. The comparison between the fuzzy Modified Discrete

Grey Wolf Optimizer with aggregation strategy (FMGWO) and the

fuzzy Coyote Optimization Algorithm (FCOA) proves that the

improved ISBO has higher accuracy in the field of plant

image segmentation.

Meta-heuristic optimization algorithms can effectively improve

the computational efficiency in multi-level image thresholding.

However, there is room for further improvement in population

initialization and global search ability (Pare et al., 2020; Li et al.,

2022). Therefore, this paper seeks to improve CAPSA, comparing its

efficacy in plant image segmentation with other algorithms. CAPSA is

a novel meta-heuristic optimization algorithm proposed by Braik

et al. (2021) in 2021. This algorithm divides the population into two

groups with distinct functions so as to strike the balance between

global search ability and local exploitation ability. Compared with

other similar algorithms, it has higher convergence speed and

accuracy, but in later iterations, CAPSA is also prone to fall into

local optima.

Therefore, this paper uses Tent chaotic iterative mapping and

Opposite-based learning strategy to initialize the population, improve

the quality of the initial population, make its distribution more

uniform, thus eschewing the premature local optima of CAPSA. In

the position updating strategy of the algorithm, Levy Flight strategy is

integrated to balance the ability of global search and local exploitation

of the algorithm to form an Improved Capuchin Search Algorithm

(ICAPSA). To verify the effects of ICAPSA, this paper uses Kapur

entropy as the objective function to segment plant images into

multiple thresholds, and compares the experimental results with the

results of the FABC (Li et al., 2016), MWOA (Anitha et al., 2021),

DCOA (Li et al., 2021) et al.

The remainder of this paper is as follows: In the second section,

the original CAPSA and its model construction is described. In the

third section, the improved strategy of the algorithm is presented in

detail. In the fourth section, to verify the practical effect of ICAPSA in

plant image segmentation, six plant images are selected for visual and

quantitative data comparative analysis. Finally, the fifth

section concludes.
2 Description and model construction
of Capuchin Search Algorithm (CAPSA)

2.1 Original CAPSA description

Capuchin search algorithm (CAPSA) is a new algorithm that

simulates the foraging behavior of capuchin populations in Brazil and

South America. Each population includes about 10 to 35 capuchins,
Frontiers in Plant Science 0315
and each population has an alpha (a) monkey commanding this

group, called the leader, who is responsible for finding food sources

for this group. The remaining capuchins are called followers. If the

alpha monkey cannot obtain sufficient food sources in time, the group

will be divided into smaller sub-groups to forage independently.

Capuchin monkeys use jumping, swinging and climbing in the

process of foraging for food. Jumping allows capuchin monkeys to

have a wider search range. Swinging and climbing are used to improve

local search ability. Followers will update their positions according to

the leader’s position and their own positions, and finally improve the

foraging rate and success rate.
2.2 Initialization of CAPSA

Like other similar algorithms, capuchin search algorithm is also a

population-based search algorithm. It randomly initializes the

population. Each individual of the population represents the

candidate scheme of the target problem. The initialized individuals

are divided into two categories: alpha monkeys and followers.

Assume that the capuchin monkey population has n individuals,

and the search space is d-dimensional. The initial position can then be

expressed by the following matrix:

x =

x11 x12 ⋯ ⋯ x1d

x21 x22 ⋯ ⋯ x2d

⋮ ⋮ ⋮ ⋮ ⋮

xn1 xn2 ⋯ ⋯ xnd

2
666664

3
777775 (1)

Where x represents the positions of capuchin monkeys, n the

number of capuchins, d the dimension of the problem, and xid the

position of the i -th capuchin monkey in d-dimensional space.

Initialize the position of each capuchin individual by (2):

xi = ubj + r � (ubj − lbj) (2)

Where ubj and lbj represent the upper and lower bounds of the

capuchin monkey in the dimensional space respectively, and r is a

random number uniformly generated inside [0,1].
2.3 Evolution of CAPSA

In Capuchin search algorithm, the updating of capuchin positions

depends on their current position and best position along with the

location of food F. F is the target of capuchin monkeys in d-

dimensional search space. The position of the leader and those of

its followers relative to where food F is, are updated as follow steps.

Jump on the tree: the leader (a monkey) can jump from tree to

tree or from the current branch to other branches of the same tree,

then a monkey’s position updating formula is as follows.

xij = Fj +
Pbf (v

i
j )
2 sin (2q)
g

, i < n
2= , 0:1 < ϵ ≤ 0:20 (3)

Where xij represents the position of amonkey and its followers in

the j dimension, Fj the position of food in the j-th dimension, ∈ the

random number generated inside [0, 1], Pbf is the probability that the
frontiersin.org
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tail provides balance in the capuchin jumping process, g the

gravitational acceleration, g=9.81, q is the capuchin jumping angle,

t represents the life cycle, systematically decreases in the whole

iteration process, vij represents the speed of the i-th capuchin in the

j-th dimension.

The jumping angle of a capuchin monkey can be defined by (4):

q =
3
2
r (4)

Where r is a random number generated uniformly in the range

[0,1]. To balance the global search ability and local exploitation

ability, CAPSA introduces the concept of life cycle t as shown in (5):

t = b0e − b1
k
K

� �b2
(5)

Where k and K respectively represents the current iteration

number and the maximum iteration number. The values of

parameters b0, b1 and b2 are respectively 2, 21 and 2. The

exponential function has a great impact on updating the positions

of Capuchin monkeys, the exploration and development of regions,

and the quick locating of food sources.

The velocity of the i-th capuchin monkey in the j dimension is

shown in (6):

vij = rvij + ta1ðxibestj − xij )r1 + ta2ðFj − xij)r2 (6)

Where i=1, 2, 3,…,n, j stands for the dimension of the problem, vij
the current velocity of the i-th capuchin monkey in the j dimension, xij
the current position of the i-th capuchin monkey in the j-th

dimension. xibestj the best velocity of the i-th capuchin monkey in

the j-th dimension, Fj the position of food in the j-th dimension. a1
and a2 are two normal numbers, their values can be taken at 1 or 0,

representing the impact of xibestj and Fj on the velocity of capuchins. r1
and r2 are random numbers generated evenly in the range [0, 1]. r is

the inertia coefficient with a value of 0.7, indicating the impact of the

current velocity on the motion.

Jumping on the ground: Capuchins can jump from one place to

another on the ground, from one side of the riverbank to the other, or

wander normally to search for food. In this case, the position updating

formula of a monkey and its followers is as follows:

xij = Fj +
Pef Pbf (v

i
j)
2 sin (2q)
g

,

i < n
2= , 0:2 < ϵ ≤ 0:30 (7)

Where Pef represents the elasticity probability of a capuchin

monkey moving on the ground, q is defined in (4).

On the other hand, when a monkey wanders normally, the

position updating can be shown in (8):

xij = xij + vij,  i <
n

2= , 0:3 < ϵ ≤ 0:50 (8)

From these two jumping mechanisms, it can see that capuchin

monkeys have two basic parameters in the process of approaching

food. the probability Pbf that the tail provides balance in the process of

jumping, and the elasticity probability Pef of moving on the ground.

These two coefficients balance their global search and local
Frontiers in Plant Science 0416
exploitation ability, and their values are taken at 0.7 and

9, respectively.

Swing: some a monkeys and their followers will swing their

bodies over the branches with their tails and perform local

exploitation to forage food. The positions of capuchin monkeys are

updated as follows:

xij = Fj + tPbf � sin (2q),  i < n
2= , 0:5 < ϵ ≤ 0:75 (9)

Where q is defined in (4);

Climbing: in the process of foraging, some a monkeys and their

followers will climb up a tree or branches, and then climb down. This

behavior is also local exploitation. Their positions are as follows:

xij = Fj + tPbf (v
i
j − vij−1),  i <

n
2= ,  0:75 < ϵ ≤ 1:0 (10)

Where vij is the current velocity of the i-th capuchin in the j-th

dimension, vij−1is the previous velocity of the i-th capuchin in the j-

th dimension.

Random migration of capuchin monkeys: in foraging food,

capuchin monkeys will randomly search in several new directions

to effectively explore the forest to search for better food sources.

Random migration is shown in (11):

xij = t� lbj + ϵ� (ubj − lbj)
� �

,  i < n
2= , ϵ < Pr (11)

Where Pr is a normal number with a value of 0.1, representing the

probability of capuchin monkeys performing random search. ubj and

lbj are the upper and lower bounds of the j-th dimensional search

space, respectively. The random migration of capuchins not only

enhances the global search ability, but also prevents CAPSA from

falling into local optima.

To sum up, as is shown in (3) to (10), the capuchins will change

their positions depending on the availability of food, their search

target. This situation is particularly apparent when r > 0.1.

On the other hand, when r≤0.1, capuchin monkeys are more

likely to randomly change their positions in the search domain so as

to explore different areas for food. In this case, parameter t can

enhance the search space available for exploration.

The positions of the followers are updated according to the

position of a monkey, as is shown by (12).

xf = xi + v0t +
1
2
at2 (12)

Where xf is the final displacement, x1 is the initial displacement. t

is the time, v0 represents the initial velocity. a is the acceleration, its

value is shown in (13):

a =
Dv
Dt

=
vf − v0
t1 − t0

(13)

Where t1 and t0 represent the last time and the first time

respectively. The parameter vf represents the final velocity, its value

is shown in (14):

vf =
Dx
Dt

=
xf − x0
t1 − t0

(14)

Substitute (14) into (13), and set the initial velocity v0=0, then a

can be shown by (15):
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a =
xf − x0
(t1 − t0)

2 (15)

In optimization, t1 represents iteration, t1-ti-1 represents the

difference between successive iterations, equal to a value of 1. Based

on (12) and (15), (16) represents the position updating formula of the

followers:

xij =
1
2
(x0ij + xi−1j ),  n=2 ≤ i ≤ n (16)

Where xij represents the current position of the followers in the j-

th dimension. xi−1j represents the previous position of the followers in

j-1-th dimension. x0ij the current position of the leader in the j-

th dimension.

3 The Hybrid Improved CAPSA

3.1 Tent chaotic mapping

The Capuchin search algorithm performs well in convergence

speed, and also considers the balance between global search and local

exploitation. However, similar to other meta-heuristic optimization

algorithms, there exists a certain probability of “local optimal” in later
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iterations, which is attributable to the population random

initialization strategy of meta-heuristic optimization algorithm. In

constructing the model in section 2.2, it is described that the

population initialization of CAPSA is completed randomly

according to (2), and the distribution of individual positions of the

population is inherently random. As chaotic mapping has the

advantages of ergodicity and universality, many researchers use it to

optimize the population initialization of meta-heuristic optimization

algorithms. Commonly used chaotic map methods include Circle

map (Ewees and Abd Elaziz, 2020), Gauss map (Elaziz et al., 2021),

Logistic map (Prasad et al., 2021) and Tent map (Li et al., 2020), as

shown in (Figures 1A-D). Circle chaotic map and Logistic chaotic

map have the characteristics of small humps and peaks at both ends,

which may cause group aggregation and are not conducive to global

search. Compared with Gauss chaotic map, Tent chaotic map has the

advantages of more uniform distribution and smaller peak value,

which will not affect the convergence speed of the algorithm.

Therefore, Tent chaotic map model is selected in this paper. Tent

chaotic map model is as follows:

xi+1 =
 xi=b                           xi ∈ (0, b�
(1 − xi)=(1 − bÞ    xi ∈ (b, 1�  

(
(17)
B

C D

A

FIGURE 1

Comparison of four chaotic maps. (A) Circle (B) Gauss (C) Logistic (D) Tent.
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3.2 Opposite-based learning (OBL)

Sihwail et al. (2020) use Opposite-based learning (OBL) to

improve meta-heuristic algorithms, proving the ability of OBL to

prevent the algorithm falling into local optima. Relying on chaotic

reflection, and the initial population individuals, OBL compares the

fitness values of the individuals before and after reflection and adds

the higher fitness values to the initial population. It improves the

quality and diversity of the population. The steps of OBL are

as follows.

Assume that the initial population generated by Tent chaotic map

is xi,j,(i=1,2,3,…,N;j=1,2,3,…,d) , first, sequence the individuals in the

current population, select the optimal value as the elite individual xei,j
= (xei,1, x

e
i,2, x

e
i,3,…, xei,d), generate the chaotic elite inverse solution x

e
i,j =

(xei,1, x
e
i,2,…, xei,d) according to (17), and then deal with the points

beyond the boundary according to (18).

xei,j = k � (aj + bj) − xei,j (18)

Where k∈(0,1) is the inverse coefficient, aj the minimum value of

the feasible solution, bj the maximum value of the feasible solution.

Finally, the initial solution generated by chaotic map and the solution

generated by OBL are sequenced, and the best first N individuals are

selected as the initial of the population.
3.3 Position updating

From the model construction in section 2.2, it knows that when the

leader a monkey finds the location of the best food, that is, the optimal

solution of the problem. Other followers in the population will follow the

leader to approach the location of the best food, indicating that the value

will increasingly converge to the “optimal value”. However, this optimal

value is not guaranteed to be the optimal one of the whole search spaces.

If the algorithm falls into local optimization, the optimization range will

be unexpectedly narrowed, and optimization accuracy undermined. In

order to reduce the probability of Capuchin algorithm falling into local

optima in iteration, this paper introduces Levy Flight disturbance strategy

(He et al., 2023) to disturb the population when updating the position of

local exploitation, so that the global search and local exploitation can be

balanced. As far as the application of ICAPSA is concerned, Levy Flight is

integrated into Jump on the tree [formula (3)], Jumping on the ground

[formula (7)-(8)], Swing [formula (9)], Climbing [formula (10)] and

Random migration of capuchin monkeys [formula (11)], as described in

the Pseudo code of section 3.4. In detail, Levy Flight runs through all

stages of population position updating.

Levy Flight is a random walk strategy that conforms to Levy

distribution. It is a strategy proposed by academics according to the

foraging process of natural organisms. As it has the characteristics of

long-distance and short-distance staggering motion and fully random

direction, researchers often use it to optimize meta-heuristic

algorithms, improve the global search range of the algorithm, and

evade falling into the trap of local optima. Its mathematical model is

shown in (19):

levyða) = 0:05� x

yj j1=a (19)
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Where x and y are two normally distributed variables subject to

standard deviation sx and sy, the calculation formula is as follows:

x = Normalð0,sx2) (20)

y = Normalð0,sy2) (21)

sx =
Gð1 + a)sinð pa

2 )

Gð 1+a
2 )a2

(a−1)
2

" #1=a

,sy = 1,a = 1:5 (22)
3.4 Pseudo code of ICAPSA

After setting the initial parameter∈ and P, Tent Chaotic Mapping

and OBL are used to optimize the positions of N capuchins. Tent

Chaotic Mapping is used to ensure that the initial population has a

higher randomness, and OBL strategy can improve the dispersion of

the population, which to some extent reduces the risk of the algorithm

falling into the local optimum. To balance the global search and local

exploitation, Levy Flight is merged in all stages of ICAPSA’s

population position updating, as show in step 15, step 17, step 19,

step 22, step 24 and step 27 of ICAPSA’s pseudo code.

Pseudo code: ICAPSA

1: Initialization parameter∈ is a random number inside the range [0,1].
2: Initialization probability parameter P=0.5.
3: Initialize the positions of N capuchins with formulas (17) and (18).
4: Calculate the fitness value of each capuchin position.
5: Initialize the velocity of capuchin monkey.
6: Capuchins smaller than n/2 are randomly selected as leaders and companions,
and the remaining capuchins follow the leader.
7: while t<maxitet
8: Update the parameter life cycle according to formula (5).
9: For k=1: noP (noP is the number of Capuchins in the population)
10: if (k<n/2)
11: Use formula (6) to update the velocity of the leader.
12: if (∈ ≥ 0.1)
13: if (∈ ≥ P)
14: if (∈≤ 0.2)
15: Update the position of the leader jumping on the tree with formula (3) and
(19).
16: else if (0.2<∈ ≥ 0.30)
17: Update the position of the leader who jumps the riverbank with formula (7)
and (19).
18: else
19: Update the position of the leader wandering on the ground with formula (8)
and (19).
20: end if
21: else if (0.5<∈ ≤ 0.75)
22: Update the position of the leader swinging between the branches with formula
(9) and (19).
23: else if (0.75<∈ ≥ 1.0)
24: Update the position of the leader climbing the tree with formula (10) and (19).
25: end if
26: else
27: Update the position of the leader of the random migration with formula (11)
and (19).
28: end if
29: else
30: Update the positions of the followers with formula (16).
31: end if
32: end for

(Continued)
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Continued

Pseudo code: ICAPSA

33: Calculate the fitness value of each individual.
34: end while
35: Obtain the best solution
4 Analysis and comparison of
experimental results

4.1 Parameter setting and discussion

To demonstrate the efficacy of the improved capuchin search

algorithm in plant image thresholding, this paper selects six plant

images (Figures 2A-F) in the Kaggle plant image dataset (https://

www.kaggle.com/datasets/asheniranga/leaf-disease-dataset-

combination, https://www.kaggle.com/datasets/vipoooool/new-

plant-diseases-dataset) for verification. In addition to comparing

the results with the original capuchin search algorithm, the results

are also fully compared and analyzed with FABC (Li et al., 2016),

MWOA (Anitha et al., 2021), DCOA (Li et al., 2021) et al. To reflect

the best performance of ICAPSA, the parameter setting is discussed

first. In this paper, the number of thresholds (NT) is set to 2, 3, 4, 5.

the objective function is set as the Kapur which commonly used in

thresholding image segmentation (Li et al., 2022), and the parameter

selection feature similarity FSIM (Pare et al., 2020) and peak signal-

to-noise ratio PSNR (Abualigah et al., 2022) are compared. The

experiments performed in our work are run on Windows10-64bit,

Intel processor and 16GB running memory and the programming

software is Matlab 2016a. The initial experimental parameter values

are shown in Table 1.

In Table 1, noP represents the number of capuchins, NT

represents the number of thresholds, maxiter represents the
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maximum number of iterations. Next, we discuss the rationality

optimization of parameter selection in Table 1 for plant

image threshliding.

To reflect the impact of a single variable noP on the experimental

results, the threshold number NT is set to 5 and the maxiter is set to

500. Then, by setting the number of individuals in different

populations, the image threshold segmentation of the Leaf01 plant

image is performed, and the PSNR value is recorded. The average

value is calculated through multiple experiments as shown in Table 2.

It can be observed that the best experimental results are achieved

when the population individual number noP is set to 30.

On the premise that the number of individuals noP of Capuchin

monkey population is set to 30, to determine the impact of the

maximum number of iterations on the segmentation effect, Table 3

lists the maximum PSNR and FSIM values of Leaf01 image through

numerous experiments. As can be seen, when the maximum number

of iterations is set to 200, the segmentation effect is the best.
4.2 Plant image segmentation results
with ICAPSA

To reflect the threshold segmentation efficacy of ICAPSA for

different plant images, six plant images are selected, with Kapur as the

objective function to obtain the optimal segmentation solution under

different threshold numbers. Figures 2, 3 show the visual diagram of

segmentation effect based on CAPSA and ICAPSA under different

thresholds. Table 4 demonstrates the segmentation quality evaluation

results (PSNR and FSIM values) of ICAPSA with different thresholds.

In Figures 2, 3, the segmentation effects are shown when NT was

set to 2(Figure 2 from (A-i) to (F-i) and Figure 3 from (A-i) to (F-i)), 3

(Figure 2 from (A-ii) to (F-ii) and Figure 3 from (A-ii) to (F-ii)), 4

(Figure 2 from (A-iii) to (F-iii) and Figure 3 from (A-iii) to (F-iii))

and 5 (Figure 2 from (A-iv) to (F-iv) and Figure 3 from (A-iv) to
TABLE 1 Experimental related parameter setting.

Parameter noP NT maxiter

Value 40 2,3,4,5 500
fron
TABLE 2 Effect of experimental results by noP.

noP 10 20 30 40 50 60

PSNR 26.5038 26.7058 26.7737 26.6898 26.7129 26.5218

FSIM 0.8513 0.8579 0.8624 0.8577 0.8541 0.8508
ti
TABLE 3 Effect of experimental results by maximum iteration number (maxiter).

maxiter 50 100 200 300 400 500

PSNR 25.1092 26.5741 26.8305 26.2416 26.6439 26.5458

FSIM 0.8329 0.8385 0.8583 0.8136 0.8583 0.8577
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(F-iv)) respectively based on original CAPSA and ICAPSA. As can be

observed, when NT was 2, the background and disease areas were

better segmented and located. When NT was set to 3, 4 and 5, the

segmentation effect was gradually refined, and the regional details

were better defined. But in comparison with CAPSA and other

algorithms, it is difficult for ICAPSA to directly show its advantages

visually. Therefore, in Table 4, the values of PSNR and FSIM obtained

in thresholding segmentation process are recorded too. As the

number of thresholds gradually increased from 2 to 5 in Table 4,

the distribution of thresholds in the range [0 255] was more balanced.

In combination with the visual effects of Figure 3, the effectiveness of

ICAPSA in plant image thresholding is illustrated from the data level.

In addition, more detailed data comparison will be given in

Section 4.3.
4.3 Comparison and analysis of
similar algorithms

The visual and segmentation data analysis of ICAPSA alone

cannot fully demonstrate its consistently reliable performance. To
Frontiers in Plant Science 0820
demonstrate the effects of ICAPSA more fully, we refer in this paper

to the evaluation methods used in relevant comparative literature.

We take PSNR value as the measurement standard, and compare it

with the original CAPSA, FABC, DCOA, MWOA and ISBO. On the

basis of keeping the original parameters of FABC, DCOA, MWOA

and ISBO, the results are provided in Table 5. From the data

comparison in Table 5, the effect of ICAPSA is visibly superior to

the original CAPSA. The most obvious improvement occurred at

Citrus Bacterial Canker image when the threshold number was 2,

the value of PSNR increased by 6.0525, a proportional increase of

39.7%. In the worst case is at Powdery Mildew image, when the

threshold was 2, the PSNR value also increased by 0.0142, with an

increase of 0.07%. But overall, ICAPSA was proved about 10.6%

higher than the original CAPSA. Compared with the experimental

data of FABC, the effect of ICAPSA is also better than that of FABC.

In the Citrus Bactrial Canker image, when the threshold is 2, the

effect improvement is the largest, with an increase of about 91.3%. In

general, the effect of ICAPSA is 12.5% higher than that of FABC on

average. Compared with experimental results of DCOA, similarly,

ICAPSA’s segmentation effect is slightly higher, with an average

increase of 11.7%.
A

B

D

E

F

C

A-i

B-i

D-i

E-i

F-i

C-i

A-ii

B-ii

D-ii

E-ii

F-ii

C-ii

A-iii

B-iii

D-iii

E-iii

F-iii

C-iii

A-iv

B-iv

D-iv

E-iv

F-iv

C-iv

FIGURE 2

Plant image segmentation based on CAPSA. (A) Leaf01. (B) Apple Brown Spot. (C) Citrus Bacterial Canker. (D) Black Spot. (E) Bacterial Keratosis of
Cucumber. (F) Powdery Mildew.
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Compared with the experimental data of MWOA, it is found

that the segmentation effect of ICAPSA is generally slightly higher

than that of MWOA, with an average improvement of 10%.

Finally, from the comparison results with ISBO, except at

Powdery Mildew image, when the threshold is 4, the effect of
Frontiers in Plant Science 0921
ICAPSA is lower than that of ISBO, and the PSNR difference is

only 0.2647. From the overall analysis of the results, ICAPSA was

about 7.5% higher than ISBO. From the analysis of the above

results, it can be concluded that ICAPSA has better effects in plant

image segmentation.
A
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F-iii

C-iii
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B-iv

D-iv

E-iv

F-iv

C-iv

FIGURE 3

Plant image segmentation based on ICAPSA. (A) Leaf01. (B) Apple Brown Spot. (C) Citrus Bacterial Canker. (D) Black Spot. (E) Bacterial Keratosis of
Cucumber. (F) Powdery Mildew.
TABLE 4 Experimental results of ICAPSA with different threshold numbers.

Image NT Thresholds PSNR FSIM

Leaf01

2
3
4
5

141 213
21 155 225

51 119 190 224
5 61 130 159 233

16.2911
22.5087
25.7779
26.8305

0.7229
0.7858
0.8015
0.8583

Apple Brown Spot

2
3
4
5

147 221
63 137 207

33 82 138 180
27 116 156 192 252

18.6521
21.2129
22.7506
23.9403

0.6066
0.6904
0.7467
0.7953

Citrus Bacterial Canker

2
3
4
5

44 204
60 168 232

79 142 200 254
13 36 58 122 168

21.3084
24.4853
26.0432
27.1299

0.7655
0.8379
0.8805
0.8943

(Continued)
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TABLE 4 Continued

Image NT Thresholds PSNR FSIM

Black Spot

2
3
4
5

98 211
97 162 245

49 165 218 248
17 67 134 202 243

21.5449
23.7496
25.1650
26.2449

0.6556
0.7590
0.8137
0.8436

Bacterial keratosis of cucumber

2
3
4
5

134 231
87 167 214

28 92 146 246
36 98 140 204 255

19.2370
21.8199
23.6029
24.6088

0.6028
0.7081
0.7808
0.8402

Powdery Mildew

2
3
4
5

90 205
94 159 220

42 111 153 236
18 58 78 104 200

20.0592
21.8992
23.2750
24.9361

0.5600
0.6061
0.6390
0.7018
F
rontiers in Plant Science
 1022
 frontie
TABLE 5 Thresholding results with different segmentation algorithms.

Image NT PSNR

ICAPSA CAPSA FABC DCOA MWOA ISBO

Leaf01

2 16.2911 16.1719 16.2788 15.9541 16.1141 16.2897

3 22.5087 16.5023 16.5314 16.5394 16.7720 16.6751

4 25.7779 21.9052 16.6181 16.7702 24.6964 17.5584

5 26.8305 23.7037 16.8697 17.1991 26.2811 26.1164

Apple Brown Spot

2 18.6521 17.6643 18.5825 16.2137 17.2934 18.0229

3 21.2129 20.0332 20.1522 20.9419 20.7366 20.5594

4 22.7506 21.1680 21.9783 21.6583 21.8136 21.9044

5 23.9403 22.8429 23.6587 23.3634 23.2905 23.2198

Citrus Bacterial Canker

2 21.3084 15.2559 11.1408 20.8239 13.7563 20.0875

3 24.4853 21.1620 24.0375 22.6063 23.0258 23.0702

4 26.0432 23.8553 25.4951 24.8464 24.1417 25.2638

5 27.1299 25.6433 26.5732 26.4201 25.5010 25.7739

Black Spot

2 21.5449 18.6999 20.9316 18.8026 15.6189 20.2820

3 23.7496 20.0288 22.1855 21.1415 21.0457 21.3856

4 25.1650 23.7635 23.7159 24.2592 23.4749 23.6836

5 26.2449 24.4805 24.6354 24.4448 24.9746 24.3882

Bacterial keratosis of cucumber

2 19.2370 17.3167 19.1072 17.5003 18.9013 19.1536

3 21.8199 20.2393 20.9140 20.8431 19.9737 20.0132

4 23.6029 22.0439 22.7280 22.8016 22.6521 22.1477

5 24.6088 23.6152 23.4007 23.7169 23.4316 23.0604

Powdery Mildew

2 20.0592 20.0450 19.8182 17.4870 19.7587 19.3961

3 21.8992 20.9081 21.4543 20.7328 21.3120 21.2948

4 23.2750 22.1054 23.1606 22.0906 21.6392 23.5397

5 24.9361 23.4687 24.3110 23.7426 22.3853 24.6649
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5 Conclusion

To improve the accuracy and effects of plant image segmentation,

this paper combines and improves the traditional thresholding image

segmentation by improving the CAPSA. It uses Tent chaotic map

sequence and Opposite-based learning to improve the quality of the

initial population and the ability of global optimization in ICAPSA. To

avoid the problem of local optimization, Levy Flight disturbance strategy

is introduced to make the algorithm mutate when updating the position,

so as to balance the global optimization and local exploitation of

ICAPSA. Finally, the Kapur entropy is used as the objective function

to segment the plant images. The results are compared with CAPSA,

FABC, DCOA, MWOA and ISBO. From these results, the improved

CAPSA (ICAPSA) demonstrates superior segmentation effects in the

field of plant image segmentation.
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Information Science & Technology, Nanjing, China, 3Institute of Geographic Sciences and Natural
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Net ecosystem productivity (NEP), which plays a key role in the carbon cycle, is an

important indicator of the ecosystem's carbon budget. In this paper, the spatial and

temporal variations of NEP over Xinjiang Autonomous Region, China from 2001 to

2020 were studied based on remote sensing and climate re-analysis data. The

modified Carnegie Ames Stanford Approach (CASA) model was employed to

estimate net primary productivity (NPP), and the soil heterotrophic respiration

model was used to calculate soil heterotrophic respiration. Then NEPwas obtained

by calculating the difference between NPP and heterotrophic respiration. The

annual mean NEP of the study area was high in the east and low in the west, high in

the north and low in the south. The 20-year mean vegetation NEP of the study area

is 128.54 gC·m-2, indicating that the study area is a carbon sink on the whole. From

2001 to 2020, the annual mean vegetation NEP ranged between 93.12 and 158.05

gC·m-2, and exhibited an increasing trend in general. 71.46% of the vegetation area

showed increasing trends of NEP. NEP exhibited a positive relationship with

precipitation and a negative relationship with air temperature, and the

correlation with air temperature was more significant. The work reveals the

spatio-temporal dynamics of NEP in Xinjiang Autonomous Region and can

provide a valuable reference for assessing regional carbon sequestration capacity.

KEYWORDS

NEP, spatio-temporal variations, remote sensing, Xinjiang, CASA
1 Introduction

Since the industrial revolution, the concentration of carbon dioxide in the atmosphere

has dramatically increased with the development of technology and the widespread use of

fossil fuels. In 1705, the global atmospheric CO2 concentration is 278 ppm, but in 2022, it has

reached 417 ppm, an increase of about 50% (Met Office, 2022; NOAA, 2022). The increase in

atmospheric CO2 concentration has caused a series of climate and environmental problems,
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including global warming, extreme weather events, sea level rising,

and glacier retreat, which have important impacts on human survival

and development (Zhao and Luo, 1998; Hoegh and Bruno, 2010;

IPCC, 2014; Baker et al., 2018; Luo and Keenan, 2022; Xue and Qin,

2022). Carbon cycle research has attached strong interest from

governments and scientists. Terrestrial ecosystem is an important

part of the global carbon cycle and a key indicator of regional

environment and human activities (Schimel et al., 2015; Friend et

al., 2014). Net ecosystem productivity (NEP), which is the difference

between net primary productivity (NPP) and soil heterotrophic

respiration (Rh), can effectively indicate carbon absorption and

emission capacity, and is generally used as an indicator of carbon

source or carbon sink (Keenan et al., 2016; Li et al., 2020). A positive

NEP means that the carbon absorbed by the ecosystem is more than

the carbon emitted, which is a carbon sink. A negative NEP indicates

that the carbon absorbed by the ecosystem is less than the carbon

emitted, which is a carbon source. Accurate knowledge of NEP is

critically important for assessing regional carbon sequestration

capacity and developing strategies to stabilize the CO2 emissions.

Traditional investigation methods of NPP include the biomass

survey method, the direct harvest method, Eddy Covariance method,

chlorophyll estimation method, and the raw material consumption

measurement method. Most of these methods are time-consuming

and can only provide NPP estimations at small scales. Recently,

satellite remote sensing data are employed to map NPP at large scales,

and several methods were developed for estimating NPP from remote

sensing data, including light energy utilization models, physiological

and ecological process models, and climate productivity models

(Goetz et al., 1999; Parton et al., 1993; Veroustraete et al., 1994).

Among these methods, the Carnegie-Ames-Stanford Approach

(CASA) model, which is a simple light energy utilization model

that uses remotely sensed normalized difference vegetation index

(NDVI) and meteorological data as input variables, has been widely

used. Many studies have been carried out on the spatial and temporal

variations of NPP based on remote sensing datasets (Bradford et al.,

2005; Chirici et al., 2007; Pachavo and Murwira, 2014; Ji et al., 2021;

Xue et al., 2021; Mngadi et al., 2022). NPP can well quantify the

carbon absorption by plants; while NEP can depict both the carbon

absorption by plants and carbon release by soils. Compared with

NPP, NEP can better depict regional carbon sequestration capacity.

However, there are quite fewer studies investigating NEP from remote

sensing at large scales. Yamaji et al. (2008) combined Moderate

Resolution Imaging Spectroradiometer (MODIS) data and flux-

based observations to obtain NEP maps of deciduous forests in

Japan for the years 2002-2003 using a scaling-up technology. Nayak

et al. (2015) analyzed the spatial and temporal variations of NEP over

India during 1981–2006 using the CASA model and regional database

and also investigated its relationship with climatic parameters. He

et al. (2018) used the CASA model and a soil microbial respiration

model to estimate NEP in the Yellow River Basin during 1982-2015

and analyzed its spatial response under diurnal asymmetric warming.

Zhao et al. (2019) used an improved individual-based forest

ecosystem carbon budget model and Advanced Very High

Resolution Radiometer (AVHRR) remote sensing data to estimate

the NEP of global forest ecosystems from 1982 to 2011, and then

investigated the impacts of climate change on the NEP of different

forest types. Guo et al. (2021) applied the CASA model and a
Frontiers in Plant Science 0226
heterotrophic respiration model to map NEP in the Hindu Kush

Himalayan region and studied the temporal and spatial changes of

NEP magnitude from 2001 to 2018. Zhang J. et al. (2021) combined

the CASA and empirical models to map the NEP in Central Asia

during 2001-2019 and evaluated the impact of drought on the carbon

source and sink.

Xinjiang Autonomous Region is located in an arid and semi-arid

climate zone in northwestern China. It is one of themost sensitive regions

to climate change, which is characterized by relatively low ecosystem

productivity and weak system regulation capacity. Quantitative

investigating the ecosystem NEP in this region and the response to

climate is of great significance. This paper aims to integrate satellite

remote sensing data and meteorological reanalysis data to study the

spatial and temporal variations of net ecosystem productivity in the

region in the past 20 years, which is of great significance for the

understanding of changes in carbon balances and expenditures in

Xinjiang, and can provide a reference for the regulation of carbon cycle

and ecological protection strategy in the region.
2 Study area and data

2.1 Study area

Xinjiang Uygur Autonomous Region is located in the northwest

of China (Figure 1). It ranges from 73°20' to 96°25' E and 34°15' to 49°

10' N, with a total area of about 1.66 million km2. The region has a

complex and diverse topography, with the Altai, Tianshan, and

Kunlun Mountains distributed from north to south. The Junggar

and Tarim basins are located on the north and south sides of

Tianshan Mountain, respectively. Xinjiang belongs to a temperate

continental arid and semi-arid climate, characterized by long hours of

sunshine, strong evaporation, hot summers, and cold winters. In

general, precipitation is higher in the north than in the south, and

temperature is higher in the south than in the north. The vegetation

cover is low, and the vast majority of the area is covered by desert,

followed by grassland, which accounts for 70.90% and 22.95% of the

total area, respectively.
FIGURE 1

Study area.
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2.2 Data

The remote sensing data used in this study includeMODIS vegetation

indexproduct (MOD13Q1) andMODIS land cover product (MCD12Q1)

from 2001 to 2020. MOD13Q1 is a 250m resolution 16-day composite

MODIS vegetation index product that provides two primary vegetation

indices: NDVI and enhanced vegetation index (EVI). Themulti-temporal

composite algorithm selects the best available pixel values during the 16-

day period to produce the composite vegetation index values, with the

criteria of low cloud, low view angle, and the highest NDVI/EVI value. In

this study, the NDVI was extracted and then monthly composited.

MCD12Q1 is a 500m resolution annual MODIS land cover product that

provides land cover data under five different classification schemes. It is

derived using supervised classificationmethods based on Terra and Aqua

MODIS reflectance data and ancillary information. In this study, the land

cover using the International Geosphere–Biosphere Programme (IGBP)

scheme was used. In addition, the Shuttle Radar Topography Mission

(SRTM)DigitalElevationModel (DEM)wasalsoemployed in this study to

provide 90m resolution elevation.

The meteorological reanalysis data is the ERA5-Land

meteorological data, which combines model data with observation

data into a globally complete and consistent dataset using the laws of

physics. It provides a series of meteorological elements with a spatial

resolution of 0.1 degree. In this study, monthly mean temperature and

monthly total precipitation from 2001 to 2020 were extracted.

The observed monthly sunlight hours and precipitation data were

collected from 53 meteorological stations in Xinjiang. The sunlight

hours were interpolated to gridded data with a spatial resolution of

1km based on the ordinary kriging method. Compared with the

reanalysis precipitation and meteorological observed precipitation,

the reanalysis precipitation is generally higher than observed

precipitation. To reduce the error of reanalysis precipitation,

observed precipitation from 53 meteorological stations in Xinjiang

were employed to develop linear regressions between the reanalysis

precipitation and meteorological observed precipitation month by

month. Then the reanalysis precipitation were adjusted based on

these equations.

All data were processed inGoogle Earth Engineering (GEE) platform,

including mosaic, spatial clip, projection conversion, mask, monthly

composite processing, spatial resampling, etc. Finally, all data were

converted into Albers projection with a spatial resolution of 500m.
3 Methods

3.1 NPP estimation

The CASA (Carnegie–Ames–Stanford approach) model was

employed for NPP estimation. It has the advantages of high

accuracy and fewer input parameters and, and has been widely used

for NPP estimation. Its main formula is:

NPP(x,t) = APAR(x,t) · ϵ(x,t) (1)

where APAR(x,t) is the absorbed photosynthetic active radiation of

pixel x in month t (MJ·m-2); ϵ(x,t) is light utilization efficiency of pixel

x in month t (gC·MJ-1).
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APAR is calculated by the following equation:

APAR(x,t) = SOL(x,t) · FPAR(x,t) · 0:5 (2)

WhereSOL(x,t) is the total solar radiationofpixel x inmonth t (MJ·m2),

FPAR is the fraction of absorbed photosynthetically active radiation.

The total solar radiation was calculated based on the empirical

equation proposed by He and Xie (2010), which was developed for

Western China:

Q = Q0(a + b · TS=TA) (3)

Where Q0 is the astronomical radiation, which is calculated based on

geographical latitude, solar declination and other parameters; TS is the

observed sunlight hours; TA is the theoretical sunlight hours which is

calculated from latitude and solar declination; a and b are empirical

coefficients (a=0.185; b=0.595).

FPAR is calculated by Equation 4~7:

FPAR(x,t) = aFPARNDVI + (1 − a)FPARSR  (4)

FPARNDVI =
NDVI(x,t) − NDVI(i,min)

NDVI(i,max) − NDVI(i,min)
� (FPRAmax

− FPRAmin ) + FPRAmin  (5)

FPARSR =
SR(x,t) − SR(i,min)

SR(i,max) − SR(i,min)
� (FPRAmax − FPRAmin )

+ FPRAmin  (6)

SR(x,t) =
1 + NDVI(x,t)
1 − NDVI(x,t)

(7)

Where NDVI(i,min) and NDVI(i,max) are the minimum and

maximum values of NDVI for vegetation type i, respectively; the

values of FPARmin and FPARmax were 0.001 and 0.95, respectively; SR

(i,min) and SR(i,min) are the 5% and 95% percentile of NDVI values for

vegetation type i, respectively.

The light utilization energy ϵ is calculated by the following

equation:

ϵ(x,t) = Tϵ1(x,t) · Tϵ2(x,t) · Wϵ(x,t) · ϵmax (8)

Where Tϵ1 and Tϵ2 represent the stressing effects of low and high

temperatures on light energy utilization, respectively; Wϵ(x,t) is the

water stress effect coefficient; ϵmax is the maximum light utilization

efficiency under ideal conditions(gC·MJ-1).

Table 1 gives the values of NDVI(i,min), NDVI(i,max), NDVI(i,min) and

NDVI(i,max) and ϵmax of different vegetation types (Zhu et al., 2007).
3.2 NEP calculation

Net Ecosystem Productivity (NEP) is defined as the difference

between NPP and soil heterotrophic respiration:

NEP = NPP − RH (9)

where NEP is net ecosystem productivity of vegetation (gC·m-2);

NPP is net primary productivity of vegetation (gC·m-2); RH is soil

heterotrophic respiration (gC·m-2).
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Soil heterotrophic respiration is calculated by the empirical

equation developed by Pei et al. (2003).

RH = 3:069 · (e0:0912·T + ln (0:3145 · R + 1)) (10)

Where RH is soil heterotrophic respiration (gC·m-2); T is air

temperature (°C); R is precipitation (mm).
3.3 Spatio-temporal variations

The Theil-Sen Median (Sen) method was employed to determine

the trend of NEP over the study area. This method is a robust

nonparametric trend method, which does not require the data to

follow a certain distribution (Fensholt et al., 2012; Zhang Z. et al.,

2021). It has been widely used in the trend analysis of long-time

data series.

The Sen’s slope value (b) indicates the magnitude of the NEP

trend. A positive b value suggests an upward trend and a negative b
value suggests a downward trend. The calculation formula for b is as

follows:

b = Median( NEPj − NEPi
j − i

)      2001 ≤ i < j ≤ 2020 (11)

where b is Sen’s slope value; NEPi and NEPj are NEP in year i and

j respectively.

The Mann–Kendall test is used to assess the significance of NEP

trends. The test statistics S value is calculated as:

S =on−1
i−1on

j=1+1(sgnNEPj _NEPi) (12)

sgn(NEPj−NEPi) =

1    NEPj−NEPi > 0

0    NEPj−NEPi = 0

−1    NEPj−NEPi < 0

8>><
>>:
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The test statistic Z value was obtained by standardizing S:

Z =

S−1ffiffiffiffiffiffiffiffiffi
var(S)

p S > 0

0 S = 0

S+1ffiffiffiffiffiffiffiffiffi
var(S)

p S < 0

8>>><
>>>:

(13)

Where the function var is calculated as:

var(S) =
(n(n − 1)(2n + 5) −om

i=1ti(ti − 1)(2ti + 5))

18
(14)

where n is the number of sequence samples; m is the number of

affiliated groups in the data sequence; ti is the number of input values

inside the affiliated group i.

To validate the significance of the trend, the absolute z-score value

|Z| is compared with the critical value Z1-a/2 at a given significance

level a. if |Z| is higher than Z1-a/2, the trend is considered significant.

The Z1-a/2 values were obtained from the standard normal

distribution table. For the significance level a of 0.05 and 0.01, the

critical Z1-a/2 values are 1.96 and 2.58, respectively

Partial correlation is used to analyze the relationship between

NEP and meteorological factors. Its formula is:

rij·k =
rij − rikrjkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(1 − r2ik)(1 − r2jk)
q (15)

where Rij,k is the partial correlation coefficient between variable i

and j after variable k is fixed. rij, rih, rjh are correlation coefficients for

the variables i and j, j and k, and k and i, respectively.
4 Results and discussions

4.1 Spatial distributions of NEP

Figure 2 shows the spatial distributions of the 20-year mean NEP

of Xinjiang Autonomous Region. NEP in Xinjiang shows a spatial

distribution pattern of high in the east and low in the west, high in the

north and low in the south. During 2001-2020, the overall average

vegetation NEP of the study area was 128.54 gC·m-2, suggesting an

overall performance of carbon sink. However, the spatial differences

were obvious. 61.56% of the vegetation area in the region had positive

NEP, showing carbon sink effects. 38.44% of the vegetation area had

negative NEP, showing a carbon source effect. The carbon source is

mainly distributed in the central Junggar Basin, Altay Mountain, and

southern Tacheng Basin.
4.2 Temporal variations of NEP

Figure 3 shows the temporal variations of annual mean vegetation

NEP over Xinjiang from 2001 to 2020. Generally, the annual mean

vegetation NEP ranged from 93.12 to 158.05 gC·m-2, exhibiting an

increasing trend with a Sen’s slope of 1.59 gC·m-2·a-1. During these 20

years, the annual mean vegetation NEP was the lowest in 2008 (93.12

gC·m-2) and the highest in 2013 (158.05 gC·m-2).
TABLE 1 The values of NDVI(i,min), NDVI(i,max), NDVI(i,min) and NDVI(i,max) and
ϵmax of different vegetation types.

Vegetation Type NDVImax NDVImin SRmax SRmin ϵmax

Evergreen
needleleaved forest

0.647 0.023 4.67 1.05 0.389

Deciduous coniferous
forest

0.738 0.023 6.63 1.05 0.485

Deciduous broadleaf
forest

0.747 0.023 6.91 1.05 0.692

Mixed forest 0.702 0.023 5.84 1.05 0.475

Shrubland 0.636 0.023 4.49 1.05 0.429

Grassland 0.634 0.023 4.46 1.05 0.542

Cropland 0.634 0.023 4.46 1.05 0.542

Water 0.634 0.023 4.46 1.05 0.542

Impervious surface 0.634 0.023 4.46 1.05 0.542

Barren 0.634 0.023 4.46 1.05 0.542
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The monthly mean vegetation NPP in Xinjiang ranged from -4.62

to 39.81 gC·m-2, showing obvious single-peaked characteristics

(Figure 4). Among the 12 months, NEP showed positive values

from April to October and achieved the highest value in July (39.81

gC·m-2), indicating that during these months Xinjiang vegetation

ecosystem acted as a carbon sink. From November to March, Xinjiang

vegetation ecosystem showed a carbon source effect, and the lowest

monthly NEP value was -4.62 gC·m-2 in February.

To better understand the spatial and temporal variations of NEP

over the study area, the Sen’s trend analysis and Mann–Kendall test

were performed pixel by pixel. Figure 5 gives the spatial distributions

of the trend of vegetation NEP and the significance of the trend over

Xinjiang from 2001 to 2020. During this period, most of the

vegetation area in the region showed increasing trends. The area

with increasing NEP trend was ~327, 400 km2, accounting for 71.46%

of the total vegetation area. Among these areas, about 51.63% had the

NEP trend lower than 0.15 gC·m-2·a-1, 21.65% had the NEP trend

between 0.15 and 0.25 m-2·a-1, and 20.09% had the NEP trend

between 0.25 and 0.5 gC·m-2·a-1. 6.64% had NEP growth rates

greater than 0.5 gC·m-2·a-1, mainly in the oasis belt of the northern

slopes of the Tianshan Mountain, the oasis belt around the Tarim

Basin, the Altai Mountain, and the northern part of the Tacheng
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Basin. The area where NEP showed decreasing trends was ~130, 800

km2, accounting for 28.54% of the total vegetation area. Most of these

areas had NEP decline rates below 0.15 gC·m-2·a-1, accounting for

about 79.61% of the vegetation area with decreasing NEP trends.

These areas were mainly located in the Ili Basin, the northern part of

the Junggar Basin, the Altai Mountain and the south part of the

Tacheng Basin. 11.34% had NEP decline rates between 0.15 and 0.25

gC·m-2·a-1, 7.92% had NEP decline rates between 0.25 and 0.5 gC·m-

2·a-1. Only 1.13% had NEP decline rates over 0.5 gC·m-2·a-1, which

were sporadically distributed throughout the region. In terms of the

distribution of significant levels of trends (Figure 5B), 22.33% of the

vegetation area in Xinjiang showed highly significant increasing

trends, mainly in the oasis belt in the middle of the northern slope

of the Tianshan Mountain and the oasis belt around the Tarim Basin.

There were also 11.01% of vegetation area showed significant

increasing trends. Most of the vegetation area in the study area

showed insignificant changes, accounting for 63.23% of the total

vegetation area. Among them, 38.12% had insignificantly increasing

trends and 25.11% had insignificantly decreasing trends. Only 2.16%

and 1.27% of the vegetation area showed significant decreasing and

highly significant decreasing trends, respectively. In general, the area

with increasing NEP was obviously larger than that with decreasing

NEP, and the NEP decreasing trends were mostly insignificant,

suggesting good vegetation recovery in Xinjiang.
4.3 Response of NEP to meteorological
factors

Figure 6 shows the 20-year average annual precipitation and

temperature over Xinjiang. This regions exhibited strong spatial

difference in precipitation. The Yili Basin region and the northern

slopes of the Tianshan Mountain had the highest precipitation. This

can be attributed to the fact that the Tianshan Mountain block the

warm and humid Atlantic air currents, creating more precipitation on

the windward slopes. And the open valley floor in the western part of

the Yili Basin allows the entry of the humid Atlantic air currents. The

Tarim Basin, Turpan Basin and Junggar Basin are surrounded by high

mountains, making it difficult for water vapor to get in, resulting in
FIGURE 2

Spatial distribution of 20-year mean NEP in Xinjiang.
FIGURE 3

Temporal variations of annual mean vegetation NEP over Xinjiang from
2001 to 2020.
FIGURE 4

Temporal variations of monthly mean NEP over Xinjiang.
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low precipitation and the arid climate. The air temperature also varies

widely among different regions, which is mainly influenced by the

topography. The Altai Mountain, Tianshan Mountain, Kunlun

Mountain and Ali Mountain have high altitude and low

temperature, while the Junggar Basin, Ili Basin, Tarim Basin,

Tacheng Basin and Turpan Basin have low altitude and high

temperature. Compared with the spatial distribution of NEP,

precipitation and temperature, the areas with high NEP overlapped

with areas with high precipitation and low temperature to a

high degree.

Figure 7 shows the temporal variations of annual precipitation

and air temperature over Xinjiang from 2001 to 2020. The annual

precipitation of vegetation region ranged between 225.99 mm in 2020

and 303.53 mm in 2016, and the 20-year average annual precipitation

was 261.32 mm. During this period, the annual precipitation showed

an overall fluctuating decreasing trend. The annual temperature of

vegetation region ranged from 3.11°C (2003) to 5.10°C (2007), and

the 20-year average annual temperature was 4.26°C. Different from

precipitation, the annual temperature exhibited an overall fluctuating

increasing trend.

The overall partial correlation coefficient between vegetation NEP

and precipitation in Xinjiang was 0.145, which showed a positive

correlation in general, indicating that precipitation mainly

contributed to vegetation NEP in the study area. The partial

correlation analysis between NEP and climate factors (precipitation

and air temperature) were also carried out pixel by pixel. Figure 8
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gives the spatial distribution of the significance of the partial

correlation between annual NEP and the two climate factors.

52.57% of the vegetation NEP showed significant positive

correlations with precipitation, and 15.66% of the vegetation NEP

showed insignificant positive correlations with precipitation. The

areas with negative correlation between vegetation NEP and

precipitation are relatively small, of which 29.74% show significant

negative correlations and 2.04% show insignificant negative

correlations, mainly in the oasis zones around the Tarim Basin, the

Tianshan Mountains in the north and south of the Ili Valley, the Altay

Mountains and the southern side of the Junggar Basin. Precipitation

in these regions showed decreasing trends over the past 20 years,

while NEP showed increasing trends. This can be attributed to the

implementation of ecological water replenishment, afforestation and

other ecological protection projects in Xinjiang Autonomous Region,

which resulted in abundant water resources and less influence by

natural precipitation. Moreover, the decrease in precipitation reduced

soil microbial respiration, therefore increased organic carbon

consumption and therefore increased vegetation NEP. The partial

correlation coefficient between vegetation NEP and annual air

temperature in Xinjiang was -0.0368, suggesting that high

temperature leads to low NEP. Most of the vegetation NEP showed

significant negative correlation with temperature, accounting for

52.77% of the total vegetation area in the study area. The increase

in temperature increased the transpiration of vegetation, intensified

the evaporation rate of soil water, and reduced the NPP accumulated
A B

FIGURE 5

Trend of NEP (A) and the significance of the trend (B) over Xinjiang from 2001 to 2020.
A B

FIGURE 6

Spatial distributions of 20-year mean annual precipitation (A) and air temperature (B) over Xinjiang from 2001 to 2020.
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by vegetation, while the increase in temperature also increased the

respiration of soil microorganisms, therefore the vegetation NEP

value decreased. 40.84% of the vegetation NEP was significantly

and positively correlated with temperature, mainly in the Tianshan

Mountains and Altai Mountains. This can be attribute to the fact that

higher temperature produces more alpine snow and ice melt water,

which increases the amount of water in the region, promotes the

growth and development of vegetation and enhances the vegetation’s

carbon sequestration capacity. Only 2.57% of the vegetation NEP

showed insignificant positive correlation and 3.82% showed

significant negative correlation with temperature. Generally, both

precipitation and temperature had an influence on NEP in

Xinjiang, and temperature had less influence than precipitation.
5 Discussions

Though a lot of studies have been carried out on mapping NPP

and studying the spatial and temporal variations, the studies on the

spatiotemporal variations of NEP are much fewer. Compared with

NPP, NEP can better indicate the carbon absorption and emission

capacity, which are more meaningful for carbon cycle research. This

study is the first research that estimates NEP in Xinjiang, a typical
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ecologically fragile area in China, providing valuable knowledge for

understanding the regional carbon sequestration capacity and for

developing strategies to stabilize CO2 emissions.

Previous studies generally use station-based observations to

produce spatial continuous meteorological factors to estimate NEP.

However, in Xinjiang there are quite a few meteorological stations and

the land and atmospheric characteristics have obvious spatial

differences. Spatial interpretation cannot well depict the spatial

variations of meteorological factors. Based on this consideration,

ERA5-land reanalysis data were employed in this study to derive

gridded precipitation and air temperature, which can provide much

more spatial details than interpolated meteorological observations in

the study area. This study also has a limitation that there is no in-situ

NPP observation data for validation. We compared our results with

that of the studies of adjacent regions, such as Qinghai Province and

Inner Mongolia Autonomous Region. The NEP values for typical

vegetation types are similar. Moreover, the CASA model has been

widely used in many regions and has proven its applicability.

Therefore, the estimated NEP results are credible for the spatial and

temporal variations.

Despite the relatively small vegetation coverage in Xinjiang, the

terrestrial ecosystem still exhibits an overall carbon sink effect from

2001 to 2020. Moreover, the terrestrial carbon sink showed an
FIGURE 7

Temporal variations of annual precipitation (A) and air temperature (B) over Xinjiang from 2001 to 2020.
A B

FIGURE 8

Spatial distributions of the significance of the partial correlation between annual NEP and precipitation (A) and air temperature (B) over Xinjiang from
2001 to 2020.
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obvious increasing trend in the past 20 years. The partial correlation

analysis between annual NEP, precipitation, and air temperature

indicated that NEP was positively correlated with precipitation and

negatively correlated with temperature. Precipitation exerted a

stronger influence than temperature, indicating that precipitation is

the dominant driving factor that influences the temporal trend of

carbon sequestration capacity in this arid ecosystem.
6 Conclusions

By integrating satellite remote sensing data and reanalysis

meteorological data, the spatio-temporal variations of NEP in

Xinjiang Autonomous Region, China from 2001 to 2020 were

studied based on the CASA model and the soil heterotrophic

respiration model. The NEP in Xinjiang showed a spatial pattern

that was high in the east and low in the west, high in the north and

low in the south. The overall annual mean vegetation NEP of 128.54

gC·m-2. During the past 20 years, the annual mean NEP over Xinjiang

increased with the Sen’s slope of 1.59 gC·m-2·a-1, indicating that the

carbon sink effect of the vegetation ecosystem in Xinjiang was

enhanced. The trend of NEP also exhibited a large spatial

heterogeneity. The area with increasing NEP trend accounted for

71.46% of the total vegetation area. Annual NEP was positively

correlated with precipitation but negatively correlated with

temperature. Compared with temperature, NEP was more sensitive

to precipitation in this region. This study provides a reference for the

sustainable development of the terrestrial ecosystem and the impact

of climate change on the carbon cycle in Xinjiang, and also provides a

template for NEP investigation in other regions.
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Research of intelligent reasoning
system of Arabidopsis thaliana
phenotype based on automated
multi-task machine learning

Peisen Yuan*, Shuning Xu, Zhaoyu Zhai* and Huanliang Xu

College of Artificial Intelligence, Nanjing Agricultural University, Nanjing, China
Traditional machine learning in plant phenotyping research requires the assistance

of professional data scientists and domain experts to adjust the structure and hy-

perparameters tuning of neural network models with much human intervention,

making the model training and deployment ineffective. In this paper, the

automated machine learning method is researched to construct a multi-task

learning model for Arabidopsis thaliana genotype classification, leaf number, and

leaf area regression tasks. The experimental results show that the genotype

classification task’s accuracy and recall achieved 98.78%, precision reached

98.83%, and classification F1 value reached 98.79%, as well as the R2 of leaf

number regression task and leaf area regression task reached 0.9925 and 0.9997

respectively. The experimental results demonstrated that the multi-task

automated machine learning model can combine the benefits of multi-task

learning and automated machine learning, which achieved more bias

information from related tasks and improved the overall classification and

prediction effect. Additionally, the model can be created automatically and has a

high degree of generalization for better phenotype reasoning. In addition, the

trained model and system can be deployed on cloud platforms for

convenient application.

KEYWORDS

plant phenotype reasoning, multi-task learning, automatedmachine learning, Arabidopsis
thaliana, cloud deployment
1 Introduction

Plant phenotypes are recognizable morphological, physiological, and biochemical

characteristics and attributes that result in part or entirely from the interaction of genes

with the environment (Dobrescu et al., 2020; Cheng et al., 2021; Saric et al., 2022), which is

widely used in ecological protection (Carvalho et al., 2021), plant breeding (van Dijk et al.,

2021) and so on. Currently, machine learning has rapidly evolved and is now widely applied

in science in general and in plant genotyping and phenotyping (Ubbens and Stavness, 2017;

van Dijk et al., 2021). Different phenotypic qualities of plants are connected with one another,

and this gives us the hints to leverage the benefits of multi-task learning to enhance the
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effectiveness of individual learning activity. In order to improve the

classification and prediction performance of numerous related tasks,

multi-task learning for the same plant enables better reasoning of the

link between various phenotypic variables as well as training with less

data and annotated information.

The construction of multi-task learning models requires a lot of

manual time to tune the hyperparameters of the model for making the

model have a high performance (Zhang et al., 2019; Vandenhende

et al., 2022).

Therefore, there are limitations in human thinking to consider the

model structure and parameters in all possible cases.

At the present time, machine learning has become an essential

part of daily applications (van Dijk et al., 2021), however, building

well-performing machine learning models still requires the help of

data scientists and domain experts. To solve this problem, Automated

Machine Learning (AutoML for short) (He et al., 2021) was proposed

and researched. AutoML automates the process of constructing

network structure, adjusting network structure, adjusting

hyperparameters, and model evaluation (Truong et al., 2019; Xue

et al., 2021) through its own set of algorithms, which turns the

original structure adjustment and parameter tuning into structured

and orderly adjustment through the well-designed algorithms, which

lowers the threshold of machine learning and shortens the whole

modeling process. Using automated machine learning methods

enables deep learning techniques to be applied to more fields in a

simpler way to build better network models for machine learning

tasks with high accuracy. AutoML brings a way for researchers

without AI knowledge and the help of machine learning experts to

build their AI system (Zöller and Huber, 2021).

Based on the above pros and cons, we propose the AutoML to

build a multi-task learning model for Arabidopsis thaliana phenotype

reasoning, which can combine the advantages of both approaches,

and take into account both the correlation between multiple

phenotypic variables and the diverse model structures and

parameter pairings. For multi-task learning, the use of an

automated machine learning method to construct models provides

a viable new approach for subsequent research on other multitasks.

And for AutoML, applying the knowledge of multitask learning

allows for better finding the network suitable for each task by

taking into account the correlation between tasks when searching

for neural network architectures.

Currently, Zhou et al. (2021) introduced a deep learning-based

maize image analysis software that can automatically solve a variety of

image-based maize phenotyping tasks, such as internal length, stem

diameter, and leaf count, for high-throughput plant phenotyping.

Similarly, P. Hüther et al. (Hüther et al., 2020). analyze the phenotype

of Arabidopsis thaliana using transfer learning by centering our

pipeline around the well-established deep-learning model

DeepLabV3+ for batch automated plant leaf state analysis, and no

automated generation of the model was implemented.

This paper focuses on automated machine learning methods for

multi-task learning models. Taking Arabidopsis thaliana as an

example, three tasks concerning the processing and analysis of

plant phenotypic characteristics were finally realized: 1)infer the

genotype of Arabidopsis thaliana; 2) predict the total number of

leaves in Arabidopsis thaliana; and 3)predict the leaf area of

Arabidopsis thaliana. For the above analysis tasks of Arabidopsis
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thaliana dataset, AutoML based multi-task models are researched and

constructed for the three tasks mentioned above for training, and the

different metrics of each model are compared to produce the best

classification and regression results.

The main contribution of this paper is the use of an automated

machine learning approach that automatical ly adjusts

hyperparameters as well as model structure as a way to construct a

multi-task learning model for Arabidopsis thaliana phenotype

reasoning tasks. And the experiment results show that it has better

classification and regression results compared to previous state-of-

the-art models.

The rest of this paper is organized as follows. Section 2 introduces

the relevant principles and workflow of multi-task AutoML. The

details of the multi-task AutoML model used in this paper are

explained in Section 3. Experiment and comparison of the

proposed method for Arabidopsis thaliana phenotype multi-task

reasoning are presented in Section 4. System implementation and

deployment are presented in Section 5. Finally, Section 6 draws

conclusions and provides an in-depth analysis and an outlook on

future work.
2 Related works

Multi-Task Learning (MTL for short) has been proposed with

the intention of leveraging the useful information contained in

multiple related tasks to help improve the generalization

performance of all the tasks (Zhang and Yang, 2022). While the

phenotypic traits of plants are correlated to some extent, using

multi-task learning, the network can be trained with less data and

less labeled information to achieve better classification and

prediction results for multiple related tasks.

Among the two basic frameworks for multi-task learning, soft

parameter sharing does not make any assumptions about task

relevance, but the number of required parameters is large. In

contrast, hard parameter sharing is mostly applied to networks with

strong task relevance. For the study of Arabidopsis thaliana

phenotypes, there are strong correlations among phenotypes, and

thus the hard parameter sharing framework is mostly used to build

relevant models. For example, the first application of multi-task

learning to plant phenotypes was proposed by Pound et al. (2017)

with the ability to both detect and count the number of wheat ears and

to classify the presence of wheat awns, and Dobrescu et al. (2020)

present a hard parameter sharing framework of multi-task learning

for plant phenotyping to infer leaf count, projected leaf area, and

genotype classification.

With the development of multi-task learning, the simple hard

parameter sharing model can no longer satisfy the needs of

Arabidopsis thaliana phenotype multi-task reasoning applications,

and people start to add different strategies to the hard parameter

sharing framework to obtain higher performance. Jiang et al. (2021)

incorporates a migration learning approach in a hard parameter

sharing framework to achieve simultaneous recognition of leaf

diseases in rice and wheat. Keceli et al. (2022) combined CNN

features and transfer features to construct a multi-input multi-task

learning model to improve the efficiency of plant type and

disease detection.
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Automated Machine Learning is the process of automating the

end-to-end process of applying machine learning to real-world

problems, enabling models to automatically learn appropriate

parameters and models without human intervention.

Currently, the open source AutoML frameworks include Auto-

sklearn (Feurer et al., 2015), TPOT (Olson et al., 2016), Auto-Keras

(Jin et al., 2019), H2O (LeDell and Poirier, 2020), etc. Auto-sklearn

(Feurer et al., 2015) and H2O (LeDell and Poirier, 2020) are mainly

oriented to traditional machine learning for automatic modeling.

TPOT (Olson et al., 2016) mainly applies genetic algorithms for

feature and model selection. Auto-Keras (Jin et al., 2019) is a Keras-

based AutoML system that can achieve the powerful function of

neural architecture search with only a few lines of code and is easy to

get started and use.

Nowadays, More and more advanced methods are being applied

to AutoML to improve the performance of the models. Wong et al.

(2018) proposed Transfer Neural AutoML, which reduces the

computational cost of neural AutoML by migration learning. Xue

et al. (2019) proposed a migratable AutoML method that uses

previously trained models to speed up the search process for new

tasks and datasets, accelerating the overall search time for multiple

datasets with negligible accuracy loss. Ferreira et al. (2021) conducted

a comparative study of hundreds of computational experiments based

on a total of three scenarios: general-purpose machine learning, deep

learning, and XGBoost, with GML achieving the best prediction

results and the GML AutoML tool obtaining the most competitive

results, while confirming the potential of the general-purpose

AutoML tool to fully automate machine learning algorithm

selection and tuning. Zöller et al. (2022) proposed an XAutoML for

interpreting arbitrary AutoML optimization processes and ML

pipelines constructed by AutoML. And the framework we use is

optimized for AutoML mainly in the Neural Architecture Search part.

Neural Architecture Search (NAS) (Elsken et al., 2019) aims at

automatically designing well-performing neural network

architectures for specific target tasks, which requires huge

computational resources. Ying et al. (2019) introduced NAS-Bench-

101 to ameliorate these problems. And Dong et al (Dong and Yang,

2020). proposed NAS-Bench-201 with a fixed search space, which

provides a unified benchmark for almost all the latest NAS algorithms

and is an extension of NAS-Bench-101. To overcome the efficiency

challenges of simple weight sharing in NAS, Shen et al. (2022)

introduce DASH, a differentiable NAS algorithm that achieves

better asymptotic complexity and up to 10 times faster search time

in practice. Luo et al. (2020) proposed SemiNAS, a semi-supervised

NAS approach that uses a trained accuracy predictor to predict the

accuracy of a large number of architectures, reducing computational

cost and achieving higher accuracy at the same computational cost

with the same accuracy guarantee, e.g., it achieves 94.02% test
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accuracy on NASBench-101, using the same number of

architectures outperformed all baselines. Xue et al. (Xue and Qin,

2022). proposed a partial channel connection based on channel

attention for differentiable neural architecture search. Auto-Keras

(Jin et al., 2019) uses an efficient neural architecture search method

with network morphism, combined with Bayesian optimization,

which makes the search space exploration more efficient and has

better performance for the current optimal baseline model.

In the field of plant phenotype research, Koh et al. (2021)

investigated the application of AutoML in image-based plant

phenotyping, comparing the performance of the open source

AutoML framework Auto-Keras with migration learning using a

convolutional neural network architecture. In the classification task,

migration learning with Xception (Chollet, 2017) and DenseNet-201

(Huang et al., 2017) achieved the best classification accuracy of

93.20%, while Auto-Keras achieves 92.40% accuracy. With similar

accuracy, Auto-Keras speeds up the model’s inference time by a factor

of 40 and has great potential for enhancing plant phenotyping

capabilities applicable to crop breeding and precision agriculture.

In summary, we proposed an intelligent reasoning system for

Arabidopsis thaliana phenotype based on automated Multi-task

machine learning with Auto-Keras (Jin et al., 2019), which can take

the both advantages of AutoML and multi-task learning.

3 Intelligent reasoning of Arabidopsis
thaliana phenotype based on multi-task
automated machine learning

3.1 Problem statement

In AutoML, model generation and evaluation are done by neural

network architecture search. As the backbone of deep AutoML,

Neural Architecture Search(NAS for short) (Xue and Qin, 2022)

can define and optimize the neural network architectures and tune

hyperparameters automatically, which enables people with little

expertise and knowledge to perform machine learning tasks for

obtaining highly accurate, and even discover unproposed network

architectures for some specific tasks.

The basic process of NAS is shown in Figure 1. First, a specific

structure a is selected from the predefined search space A according to

the search strategy, and the specific structure is evaluated by the

performance evaluation module, which returns the performance

estimate to the search strategy and guides the next structure

selection, and so on until a model a∗ satisfying the predefined

performance requirements is produced as the output of the problem.

The optimization strategy used by NAS to obtain the optimal

network configuration is shown in Equation 1.
FIGURE 1

Basic processing procedure of neural architecture search for auto machine learning.
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a* =  arg max O ðL a,  dt),  dv  =  arg max f  (a)ð
               a ∈ A                                           a ∈ A

(1)

where O represents the target function for training network structure

parameters, dt represents training data, and dv represents validation data.

Among them, the calculation formula of L(a, d) is shown in

Equation 2.

L(a,  d)  =  arg min Lðma,q, dtÞ + RðqÞ
                     ma,q ∈ Ma

(2)

where,M is the model space, L represents the loss parameter used

for the training network, q represents the network parameter, and R

represents the loss function part used for regularization.
3.2 Workflow of Arabidopsis thaliana
phenotype analysis based on automated
multitask machine learning

AutoML can be divided into two types: traditional AutoML and

deep AutoML. Traditional AutoML combines the three steps of

feature engineering, model selection, and optimization algorithm

selection into a single pipeline for automatic learning. Deep

AutoML uses neural architecture search (Elsken et al., 2019) to

optimize the three problems and thus learn the optimal network

structure automatically. The deep AutoML for neural network

modeling in deep learning compose of four processes: data

preparation, feature engineering, model generation and evaluation,

and the workflow of Arabidopsis thaliana phenotype with auto multi-

task reasoning is shown in Figure 2.

3.2.1 Data preparation
The preparation of Arabidopsis thaliana phenotype data mainly

includes data collection and data cleaning.

1. Data collection consists mainly of data collection, data tagging,

and data improvement (Roh et al., 2019), which tunes the completed

raw data into the storage systems.

Data collection includes the following two steps. The main

purpose is to convert the Ara2013-Canon dataset (Minervini et al.,

2016) to Visual Object Class (VOC) format to obtain direct

information about leaf area.
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In the first step, the RGB segmentation annotation image data set

in CVPPP is converted into JSON files in Common Objects in

Context(COCO) format. A separate black and white image of each

leaf is generated from the color annotated leaf images provided in the

dataset, and Figure 3 gives an example of the completed conversion of

a particular image, and a JavaScript Object Notation (JSON) file

containing all the image information is generated.

In the second step, a tag file in XML format unique to each image is

generated from the JSON file. In this tag file, the location of the image,

the genotype, and the bounding box where each leaf is located are

included, so all information such as the genotype, number of leaves, and

leaf area of the image can be directly obtained through this tag file.

2. Data cleaning is mainly to remove irrelevant data and duplicate

data from the original data set, smooth out noisy data, filter out data

irrelevant to the mining topic, and deal with missing values, abnormal

values, etc (Brownlee, 2020). Data cleaning in this paper focuses on

comparing the number of leaves in each image obtained according to

the data collection step with the number of leaves given in the original

dataset and eliminating the parts with different numbers of leaves.

3.2.2 Feature engineering
Feature engineering extracts features from the processed data in the

data preparation phase and transforms them into formats that are

suitable for the machine learning model (Zheng and Casari, 2018). It

mainly includes three parts: feature selection, feature extraction, and

feature construction. Feature selection reduces feature redundancy

by selecting important features, feature extraction reduces the

dimensionality of features by applying a specific mapping function, and

feature construction extends the original feature space. In addition, it also

includes feature improvement, feature dimensionality reduction, and

other contents. Feature engineering maximizes the extraction of features

for use in subsequent NAS processes.
3.3 Model architecture search

Neural architecture search is a sophisticated and systematic work,

which is mainly based on the key components of NAS: search space,

search strategy, and evaluation strategy (Ren et al., 2021).

Bayesian optimization(BO) (Shahriari et al., 2015) is an effective

way for hyperparameter optimization, and has recently emerged as a
FIGURE 2

Workflow of Arabidopsis thaliana phenotype analysis based on automated multi-task machine learning (He et al., 2021).
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very promising strategy for NAS. Bayesian optimization puts the

optimization issue into a probabilistic framework by representing the

agent function as a probability distribution, and then updating this

distribution with new information. The acquisition function is used to

evaluate the probability of obtaining a better result at a particular

point in the exploitation space based on a known prior. The key to

this is the balance between exploration and exploitation.

Auto-Keras (Jin et al., 2019) is guided by a Bayesian optimization

algorithm to explore the search space by changing the neural structure.

The range of fluctuations of the true target function values (i.e., mean

and variance) is first estimated based on the function values of the

already searched points, usually implemented with Gaussian process

regression. Afterward, the acquisition function can be constructed from

the mean and variance, i.e., an estimate of the probability that each

point is the extreme point of the function, reflecting the degree to which

each point is worth searching, and the extreme point of this function is

the next search point. Finally, the newly sampled data is added to the set

of observations and then recursive execution is performed until

convergence or exhaustion of budgetary resources.

For the search algorithm, Auto-Keras uses A∗ algorithm (Yao

et al., 2010) for searching and simulated annealing, inspired by

various heuristic search algorithms that explore tree-like search

spaces and optimization methods that explore and exploit tradeoffs.

Whenever NAS generates a new neural network, it is first

evaluated for performance. If the network is trained until

convergence and then its performance is evaluated, it will consume

a lot of time and computational resources. So the early stopping, low

fidelity, surrogate, and parameter sharing skills are selected to speed

up the evaluation. Auto-Keras uses network morphisms for the

purpose of network weight parameter sharing. The sub-models

share weights with each other, so there is no need to re-train the
Frontiers in Plant Science 0538
sub-models each time. It also uses the early stop method to stop the

computation of configuration models that are expected to perform

poorly on the validation set.
3.4 Execution process

In this paper, we construct amdeep AutoML model for

Arabidopsis thaliana phenotype reasoning based on Auto-Keras (Jin

et al., 2019). The execution process of automatic parameter tuning

and network structure selection for generating the optimal model is

shown in Figure 4.

There are 5 steps for optimizing multi-task phenotype reasoning:
(1) Put the network module into the generator as a seed to

initialize the model. Three models including CNN, ResNet,

and DenseNet can be selected. The number of initial network

models constructed during initialization can be set by itself

when calling the API;

(2) After the initialization, all the generated models will be put

into the training queue, and the models from the queue head

are taken out in turn for training;

(3) When training, the model is evaluated and put into the search

queue, because the best model will eventually be trained again,

so full training is not required at this time, and thus the neural

network architecture search can be performed while training.

The performance of the model is used as feedback to the Best

Model Searcher to update the Gaussian Process;

(4) The model is removed from the search queue, the Bayesian

Optimizer in the Searcher would generate a new architecture
FIGURE 3

Illustration of converting color image of Arabidopsis thaliana to black and white images for each leaf.
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Fron
and the annealing algorithm is used to determine whether to

perform network morphism. The following types of morphism

are provided in Auto-Keras: depth, width, and connection

between layers. Morphism is random, e.g. the choice of which

morph is random, or when choosing to increase the width, the

choice of which layer to widen is also random. If a new network

architecture is generated by network morphism and that

network architecture is not in the existing model, a Gaussian

Process Regression is used to predict the better network

structure, and the best-performing network is recorded and

added to the model search queue and training queue;

(5) The search and training process in steps 3 and 4 is repeated

continuously according to the predetermined number of

network models to obtain the model with the best results.
After setting the number of training models, the number of

iteration rounds, and the system resources available for training by

Auto-Keras, the program will automatically adjust the model

structure and each parameter according to the process shown in

Figure 4, and using the visualization component, the final model

structure after training can be obtained.
4 Experiments and analysis

4.1 Experimental environment

The experimental platform is Windows 10 with Intel(R) Xeon(R)

Gold 5218 CPU, 32G RAM, GeForce RTX 2080 Ti GPU, and 11G
tiers in Plant Science 0639
video memory. Models are implemented with Tensorflow 2.0.0+,

autokeras 1.0. 18, Python 3.7+, and CUDA 10.0+.
4.2 Dataset details

This experiment uses the Ara2013-Canon dataset (Minervini

et al., 2016), a publicly available dataset obtained from the CVPPP

leaf segmentation and counting challenge, for training. First, color

segmentation of annotated images in CVPPP is used to generate

JSON files in COCO format from the original data set. Then, the

COCO format data set is converted to a VOC format data set, and the

genotype, leaf count, and leaf area information of Arabidopsis

thaliana are obtained directly from the XML label file.

There are five Arabidopsis thaliana genotypes in this dataset: col-0,

ein2, ctr, adh1, and pgm. Each Arabidopsis thaliana image has label

information of genotype, leaf number, leaf position box images, as shown

in Table 1, with a total of 165 Arabidopsis thaliana phenotype images.
4.3 Evaluation metric

4.3.1 Classification evaluation metrics
In classification tasks, Accuracy A is a frequently used evaluation

metric, and it measures the proportion of correctly predicted samples to

all samples. The formula is displayed in Equation 3. The prediction effect

of the model is better in terms of accuracy the closer its value is near 1.

A =
TP + TN

TP + TN + FP + FN
(3)
FIGURE 4

The parameters tuning and network structure selection process for Arabidopsis thaliana multi- task phenotype reasoning based on Auto-Keras.
TABLE 1 Sample image of the Ara2013-Canon dataset.

Genotype Col-0 ein2 pgm ctr adh 1

Original Image

Leaf Segmentation Image
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where TP represents the positive sample predicted by the model

as a positive class, TN represents the negative sample predicted by the

model as a negative class, FP represents the negative sample predicted

by the model as a positive class, and FN represents the positive sample

predicted by the model as a negative class.

4.3.2 Regression evaluation metrics
The reliability of the change in the dependent variable in the

regression task is indicated by the coefficient of determination, R2,

which is defined as Equation 4. R2 is a numerical feature used to

illustrate the link between a random variable and many other random

variables. The coefficient of determination might have a maximum

value of 1. The regression line fits the predicted value better and

becomes closer to the true value as the value gets closer to 1.

R2 = o
n
i=1(ŷ i − �y)2

on
i=1(yi − �y)2

(4)

The extreme errors caused by the squaring amplify the mean

squared error(MSE), which is determined as the mean of the squared

difference between the anticipated and actual observed values.

Predicted values that deviate more from the genuine value are

penalized more harshly than those that vary less. The prediction

effect is more closely related to the true value the lower the MSE value,

which is defined in Equation 5.

MSE =
1
no

n

i=1
(yi − ŷ i)

2 (5)

In the formula given above, n stands for the quantity of samples, yi
for the sample’s true value, ŷ i for its predicted value, and �y for the

average of the true values of all the samples.
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4.4 Experimental results

4.4.1 Auto network generation
A multi-task model for automated machine learning was built

using Auto-Keras (Jin et al., 2019), setting the maximum number of

trials to 10 and the number of iteration rounds to 300, and training

the model with an input image of 28 × 28 × 3.

Auto-Keras applies the Early Stop model evaluation criteria and

does not fully train all the searched models. Thus only the best-

performing models in the evaluation process will be fully trained.

After training 10 models using the neural network architecture to

search and automatically tune the models as well as the parameters,

the model with the best predictions from the 10 trials was selected for

the 11th full training. The final structure of the automated machine

learning model generated by Auto-Keras’model visualization tool for

accomplishing multi-task learning is shown in Figure 5.

As can be seen in Figure 5, the multi-task learning model generated

with the automated machine learning approach is a hard parameter

sharing model, and the optimal network structure and parameters are

automatically selected based on the neural network architecture search

algorithm with flexible addition of network layers such as random

deactivation. The total number of parameters that have been trained for

the model is 118,247, and the specific parameters are shown in Table 2.
4.4.2 Training loss
The last complete model training process of the loss value curve is

shown in Figure 6, the loss decreases quickly with epoch, and when

the epoch is lower than 15. Figure 6 shows that our model performs

well during training without oscillation and can eventually

reach convergence.
FIGURE 5

Network structure of the optimal multi-task learning model generated by Auto-Keras for Arabidopsis thaliana phenotype reasoning tasks.
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4.4.3 Results reasoning and comparison
For the genotype classification task, the confusion matrix of the

final model obtained by the aforementioned automated machine

learning approach is shown in Figure 7. As shown in Figure 7, only

two Arabidopsis thaliana samples belonging to Col0 type were

mistakenly classified as other genotypes, which indicates the great

accuracy of our model in the task of genotype classification.

Results comparison with Dobrescu et al. (2020) of the in terms of

classification accuracy metrics is shown in Figure 8. From Figure 8, it can

be seen that the model trained using the auto multi-task outperforms the

model of Dobrescu et al. (2020) in the genotype classification task, with

an improvement in classification accuracy of 7.68%.

Figure 9 compares the two models according to R2 on the task of

leaf number regression. It can be seen that the multi-task learning

model built by the AutoML not only makes more accurate prediction

of the leaf number, but also improves its R2 value by 4.25% over the

previous model.
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In the leaf area regression task, the comparison of the two models

in terms of MSE value is presented in Figure 10. The multi-task

learning model developed using AutoML had the smallest MSE error

value for leaf area prediction and also reduced by 1.02% compared to

the previous model.

Combining the experimental results of the two tasks, it can be

seen that automated machine learning can automatically adjust the

structure and hyperparameters of the model to obtain a higher model

classification accuracy and a lower prediction error without a lot of

human intervention. It not only makes up for the shortcomings of

manually constructed models, but also improves classification

accuracy and prediction accuracy compared with the previous model.

Although it takes longer to train the model than other methods,

the stochastic nature of model construction makes it difficult for the

best model obtained to be reproduced by others. Automated machine

learning facilitates the model building process and can be used by a

wide range of people, making it easy for almost anyone to build a

model suitable for their task, and allowing experts and scholars to

focus their research on more important goals rather than spending a

lot of time in tweaking the model.
4.5 Complexity discussion

For the model training of the Arabidopsis thaliana phenotype

reasoning system, the time complexity depends primarily on NAS as

O(nt + tbest), where n is the number of network architectures to be

searched, and t is the average training time for all networks. Auto-

Keras reduces t by generating a new network structure on top of the

original network through network morphism, which allows the new

network to perform better with fewer iterations. And tbest is the time

for one complete training of the final selected optimal model. When

the model training is completed, our system simply feeds the image to

be analyzed into the already trained model to obtain the information
TABLE 2 Network parameters of the trained and selected model shown in Figure 5 generated by AutoML for Arabidopsis thaliana phenotype reasoning.

No. Layer Output Shape Parameters Connected to

1 input_1 (None,28,28,3) 0 –

2 cast_to_float32 (None,28,28,3) 0 input_1

3 conv2d (None,26,26,32) 896 cast_to_float32

4 conv2d_1 (None,24,24,32) 9248 con2d

5 conv2d_2 (None,22,22,32) 9248 con2d_1

6 conv2d_3 (None,20,20,32) 9248 con2d_2

7 flatten (None,12800) 0 con2d_3

8 dropout (None,20,20,32) 0 con2d_3

9 dense (None,5) 64005 flatten

10 flatten_1 (None,12800) 0 dropout

11 flatten_2 (None,12800) 0 cov2d_3

12 classification_head_1 (None,5) 0 dense

13 regression_head_1 (None,1) 12801 flatten_1

14 regression_head_2 (None,1) 12801 flatten_2
FIGURE 6

Total loss curve of the optimal model during training.
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on genotype, leaf number, and leaf area with time complexity of O(1).

Thus, the time complexity of the system depends on the efficiency of

the NAS and the size of the search space.

Therefore, we can draw the conclusion that the strength of using

AutoML to construct multi-task learning for Arabidopsis thaliana

phenotype reasoning not only considering the correlation between

tasks, but also achieves a joint improvement of multiple objectives of

tasks through parameter sharing and joint training. Furthermore, it

also takes advantage of the points of automatic machine learning to

select the best models and adjust hyperparameters tuning, and finally

obtain better performance.
5 System implementation
and deployment

5.1 System workflow

The system includes two components of the user and the server,

such as AWS of Amazon, or Alibaba Cloud, which can be deployed on

the cloud. The server deploys the trained AutoML multi-task model
Frontiers in Plant Science 0942
and leverages GPU or CPU for inference while the user primarily

handles the action of picking the recognized images for the user.

Figure 11 depicts the unique workflow when using the system to

analyze plant photos.

As shown in Figure 11, There are 5 steps in all: 1) A recognition

request is submitted after the user chooses the image to be

recognized using the system at their end; 2) The front-end system

sends the back-end server the data it has been asked for; 3) Based on

the requested input, the server reads in photos and feeds them into a

model that has been trained using the AutoML approach; 4) Obtain

the expected data following the conclusion of the model processing

and deliver the analysis findings; and 5) The user interface shows the

image processing outcomes so that users may see the

data graphically.
5.2 Main functions

Based on its server’s URL address, the server will generate a

hyperlink address for users to access. The home page of the online

Arabidopsis thaliana phenotypic reasoning system based on AutoML

can be accessed by this address, as shown in Figure 12.

After choosing the image that needs to be processed and analyzed,

click “click here to upload your file” in the main interface. The image’s

file name will then be presented in the main interface, as shown

in Figure 13.
FIGURE 7

Confusion matrix of the optimal model on genotype classification task.
FIGURE 8

Comparative histogram of the two models in terms of
classification accuracy.
FIGURE 9

Comparative histogram of R2 for the two models in the leaf number
regression task.
FIGURE 10

Comparative histogram of MSE for the two models in the leaf area
regression task.
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The user will create the request data and send it to the back-end

server by clicking the “Identify” button. To perform inference and

retrieve the Arabidopsis thaliana results of genotype classification, leaf

number regression, and leaf area regression, the server will read in the

images and input them into the trained model based on the request

Arabidopsis thaliana data. The outcomes of the three jobs will be

returned to the user client by the model on the server, and these will

be illustrated on the user client as illustrated in Figure 14.
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6 Conclusions and future work

In this paper, we propose AutoML based multi-task intelligent

reasoning system for the Arabidopsis thaliana phenotype. Our method

can select the best model and perform parameter tuning automatically

for multi-task learning for Arabidopsis thaliana phenotype analysis.

The optimal genotypic classification, leaf number, and leaf area

prediction results of the present Arabidopsis thaliana data set were

obtained by training the multi-task learning model with AutoML. The

conclusions are summarized as the following.
(1) The multi-task learning model trained by AutoML of Auto-

Keras achieved 98.78% accuracy in Arabidopsis thaliana

genotype classification task, and 7.68% higher than

Dobrescu’s model. In the leaf counting regression task, the

value of R2 is 0.9925, and 4.25% higher than the previous

model. In leaf area regression task, the MSE value is 0.0108,
FIGURE 11

Workflow of Arabidopsis thaliana phenotype reasoning system based on AutoML.
FIGURE 12

User’s client of Arabidopsis thaliana phenotype reasoning system.
FIGURE 13

Upload Arabidopsis thaliana phenotype image for multi-task reasoning.

FIGURE 14

Illustration of Arabidopsis thaliana phenotype multi-task reasoning results.
frontiersin.org

https://doi.org/10.3389/fpls.2023.1048016
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Yuan et al. 10.3389/fpls.2023.1048016

Fron
which is 1.02% lower than Dobrescu’s work (Dobrescu et al.,

2020).

(2) Our method can train and adjust model structure and

parameter tuning automatically for plant phenotype multi-

task reasoning, and improve the classification and regression

ability of models automatically without human intervention.
The dataset used in this paper is relatively small and can be expanded

in subsequent studies. In future research, various different AutoML

frameworks can be used to build the model and compare which

method can obtain better overall performance with this dataset. More

phenotypic classification or regression tasks can be added to themultitask

learning model, and a system dedicated to analyzing plant phenotypes

can be built, which can be extended to other plant phenotypic studies.
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Efficient Windows malware
identification and classification
scheme for plant protection
information systems

Zhiguo Chen1,2*, Shuangshuang Xing1,2 and Xuanyu Ren1,2

1Engineering Research Center of Digital Forensics, Ministry of Education, Nanjing University of
Information Science and Technology, Nanjing, China, 2School of Computer and Software, Nanjing
University of Information Science and Technology, Nanjing, China
Due to developments in science and technology, the field of plant protection and

the information industry have become increasingly integrated, which has resulted

in the creation of plant protection information systems. Plant protection

information systems have modernized how pest levels are monitored and

improved overall control capabilities. They also provide data to support crop

pest monitoring and early warnings and promote the sustainable development

of plant protection networks, visualization, and digitization. However,

cybercriminals use technologies such as code reuse and automation to generate

malware variants, resulting in continuous attacks on plant protection information

terminals. Therefore, effective identification of rapidly growing malware and its

variants has become critical. Recent studies have shown that malware and its

variants can be effectively identified and classified using convolutional neural

networks (CNNs) to analyze the similarity between malware binary images.

However, the malware images generated by such schemes have the problem of

image size imbalance, which affects the accuracy of malware classification. In

order to solve the above problems, this paper proposes a malware identification

and classification scheme based on bicubic interpolation to improve the security of

a plant protection information terminal system. We used the bicubic interpolation

algorithm to reconstruct the generated malware images to solve the problem of

image size imbalance. We used the Cycle-GAN model for data augmentation to

balance the number of samples among malware families and build an efficient

malware classification model based on CNNs to improve the malware

identification and classification performance of the system. Experimental results

show that the system can significantly improve malware classification efficiency.

The accuracy of RGB and gray images generated by the Microsoft Malware

Classification Challenge Dataset (BIG2015) can reach 99.76% and

99.62%, respectively.

KEYWORDS

protection information system, terminal protection, malware classification, image
enhancement, data augmentation, deep learning
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1 Introduction

Due to increasing levels of industrialization and urbanization,

dozens of major diseases and pests found on 2 billion hectares of land

around the world all year round (Sun et al., 2019). The management

of these diseases and pests requires a significant amount of manual

input for agricultural plant protection operations, resulting in a sharp

rise in labor costs (Yongliang et al., 2019; Brown et al., 2022).

Therefore, intelligent plant protection information systems such as

rice canopy pest monitoring systems (Li et al., 2022), field pest

monitoring and forecasting systems (Liu et al . , 2022),

meteorological monitoring systems, and crop disease real-time

monitoring and early warning systems have been widely used. The

visualization and digitization of pest information improve the

efficiency of pest forecasting and reduces the amount of work for

plant protection staff at the grassroots level. Users can view data in

real-time and manage equipment remotely through a cloud platform

or mobile application to realize information management, so as to

complete wireless transmission, transportation control, and

information data sharing among information collection stations at

all levels. However, agricultural-related data storage terminals face

increasingly complex agricultural and network security situations, are

threatened by various malicious software, and bear security risks such

as data leakage, data theft, data loss, and data trafficking. Therefore,

security systems must respond quickly to malware using new attack

techniques, protect terminals from attacks, maintain the security and

integrity of plant protection data, and protect the interests of farmers

and the benefits of agricultural production. This paper aims to find an

effective method to accurately classify malware and its variants into

their families, so as to improve the malware identification and

classification efficiency and enhance the comprehensive security

protection capabilities of terminal systems in the construction of

plant protection informatization. Many companies and scholars have

proposed various malware classification techniques, which are mainly

divided into two categories: signature-based classification and

anomaly-based classification (Gandotra et al., 2014). Most

commercial antivirus products use a signature-based approach to

determine whether the software is malicious by scanning and

matching signatures of known malware. This approach can quickly

identify existing malware in a malware library with a low error rate

but cannot identify unknown malware. Due to developments in

computing power and artificial intelligence, the anomaly-based

method has attracted much attention. Researchers have proposed

many malware classification schemes based on this technique, which

effectively overcome the limitations of signature-based methods.

Malware classification schemes based on the anomaly method

mainly extract features through static and dynamic analysis and

selects a classification algorithm to build a model.

Dynamic analysis is the observation of the real behavior of a

program at runtime which is achieved by monitoring the program’s

execution in a sandbox or a virtual machine (Galal et al., 2016;

Jamalpur et al., 2018). During monitoring, actions performed by

programs (such as library usage, API calls (Salehi et al., 2017),

network traffic, etc.) are recorded as reports. Researchers analyze

characteristics in the reports to effectively categorize malware.

Dynamic analysis methods attempt to discover all the actual

operations of a program based on its behavior. Therefore, unknown
Frontiers in Plant Science 0247
and variant malware samples can be identified to improve the

efficiency of malware classification (Ghiasi et al., 2015). However,

dynamic analysis has certain limitations, such as possible infection of

terminal systems, lack of suitability for real-time classification, and

compromised monitoring due to evasion techniques.

Static analysis is a method of identifying and classifying

executable programs without running them. It scrutinizes the

“genes” of a file, rather than the current behavior which can be

changed or delayed to an unexpected time in order to evade the

dynamic analysis (Nissim et al., 2014). Static analysis has been

proposed that mostly used by anti-malware products for automatic

malware analysis. This technique allows the study of different features

to build a classification system that effectively distinguishes the

families to which malware belongs, such as opcode instructions (Lu,

2019), binary (Lad and Adamuthe, 2020), API (D’Angelo et al., 2020),

PE header information (Rezaei et al., 2021), etc. This method can

classify unknown malware and its variants, and is easier to implement

than dynamic analysis. However, static malware analysis suffers from

low accuracy and a high false positive rate. To overcome these

shortcomings, most existing systems combine a large number of

different types of features (Kim et al., 2018). Using a large number

of features will cause time consumption and memory overhead, and is

not suitable for real-time classification.

In recent research, static analysis methods combining malware

visualization and deep learning (Liao et al., 2021; Chen et al., 2023)

effectively alleviated the pressure of feature engineering technology in

processing a large number of features, reduce time overhead, and

make up for the shortcomings of traditional static classification

methods (Yuan et al., 2020), which has achieved success in the field

of malware classification. These methods visualize the binary

sequence of malware as gray, RGB, or other types of images as the

input of the models and use deep learning algorithms to build effective

classification models that are most conducive to distinguishing the

families to which malware belongs (Pinhero et al., 2021). However, in

the process of visualizing the binary sequence of malware into image

representation, most researchers use the zero-filling method which

generates images with redundant and irrelevant features (Tekerek and

Yapici, 2022). This affects the accuracy of malware classification. The

existing malware benchmark datasets have the problem of unbalanced

malware family data. The researchers proposed using GAN network

(Park et al., 2020; Wang et al., 2022) to expand the data of small class

samples to improve the efficiency of malware identification and

classification. In response to the above problems, this paper

proposes a malware classification system based on bicubic

interpolation, Cycle-GAN, and CNNs. The accuracy of the test on

the BIG2015 dataset provided by Microsoft can reach 99.76%.

The main contributions of the paper are as follows:

(i)We performed image enhancement on images converted from

byte files using bicubic interpolation to preserve the integrity of

malware data, addressing malware image size imbalances and image

conversion distortions.

(ii)We used Cycle-GAN to perform data augmentation on gray

and RGB images transformed from the BIG2015 dataset, solving the

data imbalance among malware families.

(iii)We used the optimized DenseNet model to build a system to

improve the efficiency of malware classification and the security

capabilities of plant protection information terminal systems.
frontiersin.org

https://doi.org/10.3389/fpls.2023.1123696
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Chen et al. 10.3389/fpls.2023.1123696
This paper is organized as follows. Section 2 provides an overview

of the related work. Section 3 presents the materials and methodology.

Section 4 describes the proposed system based on deep learning.

Section 5 presents the experimental results and analysis. Section 6

summarizes this paper and future work.
2 Related work

2.1 Malware identification based on
deep learning

Deep learning techniques such as CNN and recurrent neural

networks (RNNs) have been widely used in the field of malware

identification. Kumar et al (Kumar, 2021) proposed a malware

classification system based on a fine-tuned convolutional neural

network (MCFT-CNN). Without prior knowledge of feature

engineering, binary code analysis, reverse engineering, detection,

and avoidance, the system can effectively identify unknown

malware samples. The classification accuracy of MalImg and

BIG2015 datasets reached 99.18% and 98.63%, and the prediction

time was 5.14ms and 5.15ms, respectively. The experimental results

demonstrated the high efficiency of the system in identifying

unknown malware, and the results on different datasets verify the

universality of the system. Vasan et al. (2020) proposed an image-

based malware classification system that uses a CNN architecture

(IMCEC) to identify packed and unpacked malware. The

experimental results show that the classification accuracy of

packaged and unpackaged malware on the MalImg dataset reaches

98% and 99%, respectively. Vasan et al. (2020) proposed a malware

classification system based on deep learning. The proposed fine-tuned

convolutional neural network architecture (IMCFN) can effectively

detect hidden code, obfuscated malware, and its variants.

Experimental results show that the classification accuracy of

MalImg and IoT-android datasets can reach 98.82% and 97.35%,

respectively. Wang et al. (2021) proposed a gray image-based malware

detection and classification system consisting of a deep efficient

attention module (DEAM) and a DenseNet module. A detection

accuracy of 99.3% was achieved on a dataset constructed from 1,087

benign samples collected by the authors and 1,087 malware samples

randomly selected from the MalImg and BIG2015 datasets. The

classification accuracy of 98.5% and 97.3% on the MalImg and

BIG2015 datasets also verifies that the system can significantly

improve the efficiency of malware classification. Gilbert et al

(Gibert et al., 2018) proposed a deep learning system based on

entropy flow to classify malware. The system used the entropy

signal of wavelet transform to describe the change of entropy

energy and achieved the purpose of classification by mining the

similarity between the malware’s entropy streams. Experimental

results show that the classification accuracy of the BIG2015 dataset

reached 98.28%. Gao et al. (2020) proposed a cloud-based semi-

supervised transfer learning (SSTL) framework consisting of

detection, prediction, and transfer components. Experimental

results on the BIG2015 dataset show that semi-supervised transfer

learning can improve the accuracy of detecting components from

94.72% to 96.9%. Hemalatha et al. (2021) proposed an efficient

malware classification system based on deep learning methods. The
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system uses a high-weight class-balanced loss function in the final

classification layer of the DenseNet model, which achieves remarkable

results in malware classification by addressing the data imbalance

problem. The classification accuracy of the system on the MalImg,

BIG2015, MaleVis, and Malicia datasets reached 98.23%, 98.46%,

98.21%, and 89.48%, respectively.

Deep learning technology can achieve more flexible malware

feature representation, abstract all kinds of information contained

in malware images layer by layer, and help to develop automatic and

general models for identifying and classifying malware. Therefore,

this paper uses the DenseNet deep learning model to build a malware

classification system to effectively identify and classify malware and

its variants.
2.2 Malware identification based on
visualization technology

In the field of malware identification, researchers use visualization

technology to visualize malware samples as image representations and

identify malware by analyzing the visual similarity between images.

Jian et al (Gao et al., 2020). proposed a deep neural network-based

malware classification system (SERLA). The system utilizes image

visualization and data augmentation techniques to convert the

BIG2015 dataset into three-channel RGB images as input to the

SERLA system. The experimental results show that the classification

accuracy of the SERLA system on the BIG2015 dataset is 98.13%.

Gibert et al. (2019) proposed a malware classification system based on

gray images and deep learning methods. The system can capture

similar characteristics between malware variants and precisely classify

them into families. Experimental results show that applying the CNN

model to the BIG2015 dataset achieves a classification accuracy of

97.5% and an average classification time of 0.001s. Ni et al. (2018)

proposed an efficient malware classification system based on the CNN

model and SimHash. The authors converted the disassembly malware

code from the BIG2015 dataset into SimHash-based gray images,

extracted pixel features through the CNN model, and effectively

identified the family of malware. The experimental results show

that the classification accuracy of the system on the BIG2015

dataset can reach 99.26%. Kalash et al. (2018) proposed a gray

image-based malware classification system. The authors converted

malware binary files into gray images and efficiently classified them

through a CNN model. The experimental results show that the

classification accuracy of the system on the Malimg and BIG2015

datasets reaches 98.52% and 99.97%, respectively. Jang et al. (2020)

proposed a fastText-based local feature visualization method. This

method extracts local features such as opcodes and API function

names from malware and selects important local features in each

malware family for embedding and visualizing through a word

frequency-inverse document frequency algorithm. The experimental

results show that the classification accuracy of this method on the

BIG2015 dataset is about 99.65%.

The malware classification method based on visualization

technology does not require disassembly and a time-consuming

feature extraction process and can capture the difference between

malware and its variants, so as to effectively classify malware.

Therefore, malware visualization methods are beneficial to improve
frontiersin.org
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classification efficiency while reducing system complexity. Moreover,

the visualization method can be applied to large-scale malware

classification tasks without employing feature engineering

techniques. This paper leverages visualization techniques to convert

the BIG2015 dataset into gray and RGB image representations for the

efficient classification of malware families.
2.3 Malware identification based on
GAN networks

Generative adversarial networks (GANs), which consist of

generative networks and discriminative networks, can be used for

image-to-image translation and to generate high-quality images. In

the field of malware classification, researchers use GANs to augment

the data of classes with a small number of samples, so as to solve the

problem of unbalanced malware datasets and improve classification

efficiency. Tekerek et al (Tekerek and Yapici, 2022). proposed a

malware classification system composed of cycle-consistent

generative adversarial networks (Cycle-GAN) and DenseNet121

models. The byte files of the BIG2015 dataset were converted into

gray and RGB images by B2IMG, the Cycle-GAN model was used to

expand the data of the small sample family, and the DenseNet121

model was used to effectively classify the malware. The experimental

results show that a classification accuracy of 99.73% is achieved on

RGB images converted from the BIG2015 dataset. Rigaki et al (Rigaki

and Garcia, 2018) proposed a method of generating network traffic

with GANs to simulate other types of traffic. The authors modified the

source code of the malware by receiving parameters from the GAN to

modify the behavior of its command-and-control (C2) channel,

thereby simulating Facebook chat network traffic. Experimental

results show that GAN provides effective sample data for malware

classification while successfully modifying malware traffic. Won et al

(Won et al., 2022) proposed a generative adversarial network-based

malware simulation framework (PlausMal-GAN) to augment

malware image data. Experimental results show that the framework

is beneficial for identifying and predicting zero-day malware-like

images. Gao et al. (2022) proposed an efficient classification

framework (MaliCage) for packaged malware. Experimental results
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show that the MaliCage framework composed of a packer detector,

malware classifier, and packer GAN can classify packed malware with

an accuracy of 91.66%. Singh et al. (2019) proposed a GAN-based

malware image generation model (MIGAN). Experimental results

show that MIGAN can improve the performance of classifiers by

performing data augmentation on malware images generated from

binary files, intrusion detection, and log files.

The creation of data labels for the benchmark dataset requires

manual marking and is time consuming, however, GANs can learn

features from real data and generate similar data without data labels.

GANs can be used to generate network traffic and simulate malware

data to expand the dataset, thus effectively improving the

identification and classification performance. Therefore, this paper

uses the Cycle-GAN model to expand the image data to balance the

number of samples.
3 Materials and methodology

3.1 Dataset

The Microsoft Malware Classification Challenge Dataset

(BIG2015) (Ronen et al., 2018) is a benchmark dataset in the field

of malware classification. The dataset contains more than 20,000

assembly and bytecode files composed of 9 different malware families:

Ramnit, Lollipop, Kelihos_ver3, Vundo, Simda, Tracur, Kelihos_ver1,

Obfuscator.ACY, and Gatak. The specific data distribution is shown

in Table 1. Each byte file contains a hexadecimal representation of the

file’s binary content, excluding headers. Each ASM file contains

various metadata information extracted from the binary file, such

as logs of function calls, strings, etc. This paper uses the byte files in

this dataset for system verification and analysis.
3.2 Bicubic interpolation

Bicubic, Lanczos, and other bicubic interpolation algorithms have

been successfully applied to data enhancement, digital splicing of

multiple scenes, and information extraction (Rifman, 1973; Bernstein,
TABLE 1 Malware families in the training dataset.

No. Family Number of samples Type

1 Ramnit 1541 Worm

2 Lollipop 2478 Adware

3 Kelihos_ver3 2942 Backdoor

4 Vundo 475 Trojan

5 Simda 42 Backdoor

6 Tracur 751 TrojanDownloader

7 Kelihos_ver1 398 Backdoor

8 Obfuscator.ACY 1,228 Any kind of obfuscated malware

9 Gatak 1,013 Backdoor

Total 10,868
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1976). Bicubic interpolation preserves the details of the original image

as much as possible by interpolating or increasing the number/density

of pixels in the image. In this algorithm, the value of the function f at

the point (x, y) is obtained by calculating the weighted average of the

nearest 16 sample points in the rectangular grid. The interpolation

function in each direction is calculated using the formulas of Eq. (1)

and Eq. (2).

W(x) =

(a + 2) xj j3−(a + 3 xj j2+1 for  xj j ≤ 1

a xj j3−5a xj j2+8a xj j − 4a for 1 < xj j < 2

0otherwise

8>><
>>:

9>>=
>>; (1)

Where x is the distance between the pixel point (x, y) and the last 16

sample points, a is usually 1 or 0.5.

For the interpolated pixel point (x, y) (x, y can be floating

numbers), select a point near 4 × 4 and use Eq (2) to calculate the

weighted sum.

f (x, y) =o3
i=0o3

j=0f (xi, yj)W(x − xi)W(y − yi) (2)

As shown in Figure 1, suppose the size of the source image A ism × n,

and the size of the scaled target image B is M × N. According to the

ratio, the corresponding coordinates of B(X, Y) on A can be obtained

from A(x, y) =A(X × (m/M), Y × (n/N)). of the target image. Point P is

the coordinate at (X, Y) corresponding to the target image B on the

source image A. Assume that the coordinates of P are P(x + u, y+v,

where x, y represent the integer part, and u, v represent the fractional

part. As shown in Figure 1, the position of the nearest 16 pixels is

represented by a(i, j=1, 2, 3, 4). According to Eq. (1), the influence

factorW on the pixel value of point P is used to obtain the pixel value

of the corresponding point of the target image, so as to achieve the

purpose of image scaling.

In the field of malware classification, bicubic interpolation can

effectively balance image size and correct distorted images (Keys,

1981). Dai et al. (2018) proposed a gray image-based malware

classification system. The authors used the bicubic interpolation

algorithm to equalize the size of the gray image converted from the

memory dump file and used the image features extracted from the

gradient histogram as input for malware classification. Experimental

results show that the system achieves a classification accuracy of

95.2% on the Open Malware Benchmark dataset. Cui et al. (2018)
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proposed a deep learning-based malware classification system. The

author used a bicubic interpolation algorithm to equalize the size of

gray images converted frommalicious code and used a CNNmodel to

classify malware images. Experimental results show that the accuracy

of the system on the MalImg dataset can reach 94.5%.

In this paper, the bicubic interpolation algorithm is used to enhance

the gray and RGB images generated by the BIG2015 dataset to

overcome the problems of pixel distortion and image size imbalance

in the image conversion process. Experimental results show that image

enhancement is beneficial to remove redundant and irrelevant features

and improve the accuracy of malware classification.
4 Proposed system

The plant protection information system is also threatened by

malware when it is monitoring and defending against pests and

diseases. In order to ensure the safe and stable operation of the plant

protection information system, we proposed a static identification and

classification system architecture of malware, as shown in Figure 2. The

classification system utilizes bicubic interpolation, Cycle-GAN, and

DenseNet121 to improve the efficiency of malware classification. The

system mainly includes three parts: (1) Image generation and image

enhancement, (2) Data augmentation, and (3) Classification model.

Image Generation and Image Enhancement: The hexadecimal features

of the byte files in the BIG2015 dataset are converted to decimal features

between 0 and 255, and the malware is visualized as gray and RGB

images. We use the bicubic interpolation algorithm to enhance the gray

and RGB images to solve the problems of image distortion and size

imbalance. Data augmentation: We use the Cycle-GAN model to

perform data augmentation on a small number of samples in the

BIG2015 dataset to address data imbalances among malware families.

Classification model: We build an efficient malware identification and

classification system using deep learning algorithms (DenseNet121).
4.1 Image generation and image
enhancement

This paper uses the byte-to-image method (B2IMG) proposed by

Tekerek et al (Tekerek and Yapici, 2022) to convert the byte files of
B

A

FIGURE 1

Position of the last 16 pixels of point P.
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the BIG2015 dataset into gray and RGB images, as shown in

Algorithm 1. Firstly, the algorithm detects and removes

meaningless line numbers, characters, and numbers such as “??”

and “00”. Secondly, the remaining hexadecimal number is

converted to a decimal value between 0 and 255 and is loaded into

the pixel array. The aspect ratio of the image is obtained by dividing

the total number of decimal array elements by the number of channels

in the image and taking the square root of it. Finally, the decimal pixel

array elements between 0 and 255 are loaded into the 2-dimensional

gray image and the 3-dimensional all-0 value matrix of the RGB

image to obtain the image of each malware.

We used the bicubic interpolation algorithm to perform image

enhancement on the RGB and gray images generated by the B2IMG

method, as shown in Figures 3A, B. All image sizes are unified to 224

× 224 images as input to the DenseNet121 model.
Fron
Step 1: While (Read Line with (filename))

Step 2: Line split in pixel array according to

the spaces

Step 3: Foreach (item in pixel array)

Step 4: IF (item ==?? OR item<=00)
tiers in Plant Science 0651
Step 5: Clear item

Step 6: ELSE

Step 7: Convert item hexadecimal to decimal

Step 8: Load the converted item in pixel array

Step 9: End While

Step 10: image size = Ceil (
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pixel array length

color channel

q
)

Step 11: Create a matrix with the size of (image

size X image size X color channel)

Step 12: Load 0 values in matrix

Step 13: Reshape pixel array with (image size X

image size X color channel)

Step 14: Load pixel array in matrix

Step 15: Convert matrix to image
ALGORITHM 1
Algorithm of B2IMG.
4.2 Data augmentation

GANs usually require paired data, but paired data for malware

images is hard to obtain in practical applications. Cycle-GAN
FIGURE 2

Architecture of the proposed system.
BA

FIGURE 3

Images generated using the bicubic interpolation technique: (A) RGB image, (B) Gray image.
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generates image data without pairing data (Zhu et al., 2017), which

greatly reduces the difficulty of malware image augmentation.

Therefore, in order to solve the problem of unbalanced malware

family samples, this paper uses the Cycle-GAN model to learn the

features between different images of the same malware family, so

as to augment the data of small sample family malware. Figure 4

shows the malware data augmentation process, which includes 2

generative models and 2 discriminative models.

The specific process of generating the reconstructed malware

image A from the real malware image A is as follows (the real

malware image B generated the reconstructed malware image B is

the same).

Firstly, train the generative model GAB(GAB:A!B and the

discriminative model DB, obtain the adversarial loss function LGAN
minimized by Eq. (3) and Eq. (4) to obtain the optimal model, and

convert the real malware image A into the simulated malware

image B.

LGAN (GAB,DB,A,B) = Eae Pdata(a)
½(DB(GAB(a)) − 1)2� (3)

LGAN (GAB,DB)

=
Eae Pdata(a)

½(DB(GAB(a)))
2� + Ebe Pdata(b)

½(DB(b) − 1)2�
2

(4)

denotes the collection of malware images belonging to category A and

fbjgMj=1 denotes the collection of malware images belonging to

category B. a~Pdata(a) denotes the data distribution of malware

images of category A and b~Pdata(b) denotes the malware images of

category B data distribution. Secondly, the simulated malware image

B is reconstructed into malware image A. By minimizing the cyclic

consistency loss function Lcyc in Eq. (5) and identifying loss function

Lidt in Eq. (6), the parameters of the generated model were adjusted to

ensure the similarity between the reconstructed malware image A and

the real malware image A.

Lcyc(GAB,GBA, lA, lB)

= lA · Eae Pdata(a)
½jjGBA(GAB(a)) − ajj1�

+ lB · Ebe Pdata(b)
½jjGAB(GBA(b)) − bjj1�

(5)

(5)
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Lidt(GAB,GBA, lA, lB, lidt)

= Eae Pdata(a)
½jjGBA(GAB(a)) − ajj1� · lA · lidt

+ Ebe Pdata(b)
½jjGAB(GBA(b)) − bjj1� · lB · lidt (6)

The generative model can be expressed as a mapping function

GAB: A!B, GBA: B!A. The discriminative model is expressed as

DA, DB. LA and LB represent the cycle consistency loss weights of A

and B images, respectively. Lidt denotes the identity loss weight of the

reconstructed image A and the real image A.

Finally, the optimal performance of the Cycle-GAN network is

obtained by minimizing the functions GAB*, GBA*in Eq. (8).

L(GAB,GBA,DA,DB, lA, lB, lidt)

= LGAN (GAB,DB,A,B) + LGAN (GBA,DA,B,A)

+ Lcyc(GAB,GBA, lA, lB) + Lidt(GAB,GBA, lA, lB, lidt) (7)

GAB ∗,GBA ∗ = arg DA,DB
max
GAB ,GBA

minL GAB,GBA,DA,DBlA, lB, lidtð Þ
(8)

The function Lcyc(GAB,GBA,DA,DBlA, lB, lidt) in Eq. (7) represents

the sum of loss functions. As shown in Table 2, we used the Cycle-

GAN model to augment 300, 738, 400, 100, and 400 samples for the 5

fami l ies of Vundo, S imda, Tracur , Kel ihos_ver1 , and

Obfuscator.ACY, respectively.
4.3 Classification model

With improvements in computing power and the scale of the

explosion of malware data, traditional machine-learning algorithms

are no longer sufficient to identify and classify malware families

effectively. The image-based deep learning method does not require

specialized domain knowledge and manual parameter adjustment,

and can learn independently through the model to improve

classification efficiency. As shown in Figure 5; Huang et al. (2017)

proposed a dense convolutional network (DenseNet) consisting of

three dense blocks in CVPR in 2017. In each dense block module, the
FIGURE 4

Data augmentation methods.
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output features of all previous layers are used as the input of

subsequent layers. The reuse of features can reduce network

parameters and reduce model complexity. Compared with other

networks, the DenseNet optimization problem is less difficult and

can be extended to hundreds of layers. The DenseNet structure

integrates identity mapping, deep supervision and attributes of

different depths, which can alleviate the problem of gradient

disappearance and enhance feature transfer and usage efficiency.

Therefore, this paper uses the classic DenseNet (DenseNet121) to

build a malware identification and classification model based on

malware images. In order to prevent overfitting, we used dropout to

simplify the network structure and improved the model’s

generalization ability. After the FC layer of DenseNet121, we added

an FC layer of size 512 to prevent overfitting and reduce

redundant parameters.
5 Experimental results and analysis

5.1 Experimental setup

The BIG2015 dataset was split into two as 80% training and 20%

testing. Test data was not used during the training phase. All experiments

used 10-fold cross validation to prevent overfitting. According to the

principle of the 10-fold CV model, 90% of the data at each fold training

phase was used for training, and the remaining 10% was used in the

validation phase. The final results were obtained with test data never

present in the training phase. The experiment mainly uses Pytorch and

the programming language is Python 3.8. Stochastic Gradient Descent

(SGD) was used for optimization in this experiment, the value of learning

rate was 0.03 and the value of momentum was 0.9.
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This paper uses metrics such as precision, recall, accuracy and F1-

score to evaluate the effectiveness of the proposed system. These

metrics are widely used in the field of classification and can objectively

measure the performance of malware classification systems.

Accuracy is the most commonly used measure of evaluation, and

is defined as the number of samples that correctly predict the

malware’s family divided by the total number of samples. Specificity

represents the proportion of the sum of predicted and actual sample

number not in this malware family to the sum of actual sample

number not in this malware family. Precision represents the

proportion of the number of samples that are correctly predicted to

belong to the actual malware family to the number of samples that are

predicted to belong to that malware family. Recall represents the ratio

of the number of samples that are correctly predicted to belong to the

family of malware to the number of families that the samples actually

belong to. F1-score is a comprehensive evaluation index for

measuring precision and recall

Accuracy =
TP   +  TN

TP   +   FN   +  TN   +   FP
(9)

Specificity =
TN

TN   +   FP
(10)

Precision =
TP

TP   +   FP
(11)

Recall =
TP

TP   +   FN
(12)

F1 = 2
Precision  �  Recall
Precision   +  Recall

(13)
FIGURE 5

Network structure of DenseNet.
TABLE 2 The number of trainings, augmented trainings, and test data for BIG2015.

No. Family Train Data Augmented Train Data Test Data

1 Ramnit 1,079 0 462

2 Lollipop 1,735 0 743

3 Kelihos_ver3 2,060 0 882

4 Vundo 333 300 142

5 Simda 30 738 12

6 Tracur 526 400 225

7 Kelihos_ver1 279 100 119

8 Obfuscator.ACY 860 400 368

9 Gatak 710 0 303
f
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Where TP is true positive, TN is true negative, FP is false positive, and

FN is false negative.
5.2 Experiment with data augmentation

In order to verify the effectiveness of the system, this paper

conducts experiments on gray images and RGB images based on

the original BIG2015 dataset and the augmented dataset.

5.2.1 Experimental results on gray images
We used the method described in Section 4.1 to convert the malware

into a gray image representation and reconstructed the generated

malware gray images using the bicubic interpolation algorithm. The

Cycle-GAN model was used for data augmentation to build a malware

identification and classification system based on DenseNet121.

Table 3 shows that implementing the data augmentation method

on gray images can improve the AUC, specificity, precision, recall, F1-

score, and classification accuracy of most malware families. The

accuracy of Vundo and Obfuscator.ACY families before data

augmentation were 99.66% and 99.08%. After data augmentation

the accuracy increased by 0.06% and 0.28%, reaching 99.72% and

99.36%. It is worth noting that after data augmentation, the AUC and

recall of the Simda family both reached 100% from 95.81% and

91.67%, respectively, indicating that all Simda family malware were

accurately classified. The specificity and precision of the Tracur family

were increased from 99.67% and 95.56% to 99.70% and 96.99% after

data augmentation. Although the accuracy of the Kelihos_ver1 family

decreased by 0.16% after data augmentation compared with that

before data augmentation, the misclassification of a small data in a

small sample family has little impact on the overall performance of

the system. Therefore, data augmentation based on gray images can

effectively improve the performance of malware classification systems.

5.2.2 Experimental results on RGB images
In order to verify the generalization of the proposed system to

feature images that have different textures and the effectiveness of the
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system, we used the method described in Section 4.1 to convert

malware into RGB image representations to construct a malware

identification and classification system.

As shown in Table 4, the use of data augmentation on RGB

images can significantly improve the evaluation indicators such as

AUC, specificity, precision, recall, F1-score, and classification

accuracy of 8 malware families such as Ramnit, Kelihos_ver3, and

Vundo. After data augmentation, the classification accuracy of

Vundo, Simda, Tracur and Obfuscator.ACY families increased from

99.85%, 99.94%, 99.48%, and 99.29% to 99.91%, 99.97%, 99.60%, and

99.36%, which was an increase of 0.06%, 0.03%, 0.12%, and 0.07%.

Although the classification accuracy of the Ramnit, Kelihos_ver1, and

Gatak families did improve, the F1-score of the Ramnit family as a

measure of precision and recall increased by 0.03%, reaching 98.18%.

The Kelihos_ver1 and Gatak families still maintain high classification

accuracy of 99.97% and 99.88%. Experimental results show that the

augmentation of RGB image data can solve the problem of sample

imbalance among malware families, which is beneficial to improve the

performance of malware identification and classification systems.

The results in Tables 3, 4 verify that our proposed malware

identification and classification system based on bicubic

interpolation, Cycle-GAN, and DenseNet121 model can effectively

identify and classify malware into their corresponding families.

Meanwhile, it can be seen that the classification performance of the

system based on the RGB image representation of malware is better

than that of the gray image representation. The classification accuracy

of Lollipop, Kelihos_ver3, and Gatak families without data

augmentation is 99.69%, 99.94%, and 99.88% for RGB images.

These values are higher than the 99.42%, 99.85% and 99.63%

accuracy for gray images. After data augmentation, the classification

performance of the system based on RGB images was greatly

improved in almost all families compared to gray images. Notably,

the classification system based on RGB images achieved an accuracy

of over 99.3% on each malware family. In particular, the classification

accuracy on the Kelihos_ver3 family reached 100%. The experimental

results show that the RGB image representation of malware has richer

texture patterns and more feature information than the gray image
TABLE 3 Experimental results of gray images converted from BIG2015 dataset.

Ramnit Lollipop Kelihos_ver3 Vundo Simda Tracur Kelihos_ver1 Obfuscator.ACY Gatak

Without
Augmentation

Accuracy 0.9954 0.9942 0.9985 0.9966 0.9994 0.9948 0.9991 0.9908 0.9963

AUC 0.9901 0.9924 0.9982 0.9695 0.9581 0.9826 0.9915 0.9770 0.9905

Specificity 0.9975 0.9956 0.9987 0.9994 0.9997 0.9967 0.9997 0.9948 0.9976

Precision 0.9849 0.9852 0.9966 0.9859 0.9167 0.9556 0.9916 0.9592 0.9769

Recall 0.9827 0.9892 0.9977 0.9396 0.9167 0.9685 0.9833 0.9592 0.9834

F1-Score 0.9838 0.9872 0.9972 0.9622 0.9167 0.9620 0.9875 0.9593 0.9801

With
Augmentation

Accuracy 0.9942 0.9926 0.9985 0.9972 0.9997 0.9942 0.9975 0.9936 0.9982

AUC 0.9810 0.9905 0.9986 0.9759 1.0000 0.9764 0.9753 0.9939 0.9960

Specificity 0.9996 0.9944 0.9983 0.9994 0.9997 0.9970 0.9994 0.9935 0.9987

Precision 0.9978 0.9912 0.9955 0.9859 0.9367 0.9699 0.9832 0.9384 0.9868

Recall 0.9624 0.9865 0.9989 0.9524 1.0000 0.9558 0.9512 0.9943 0.9934

F1-Score 0.9798 0.9838 0.9972 0.9689 0.9565 0.9579 0.9669 0.9708 0.9901
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representation and is more conducive to the construction of

classification systems.
5.3 Comparison and discussion

To demonstrate the effectiveness of our proposed system, Table 5

shows a comparison between the results of this paper and existing

relevant studies based on the BIG2015 dataset. The studies used CNN,

DenseNet, EfficientNetB1 and EfficientNetB7 models, as well as

frameworks such as SERLA, RNN+ SSTL and CNN+ Cycle-GAN.

We converted byte files into image representations and adopted

an improved CNN model (DenseNet121) to build the system.
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Compared with Gilbert et al (Gibert et al., 2018; Gibert et al., 2019).

and Hemalatha et al. (2021) using the CNN model, our classification

accuracy has increased by 1.44%, 2.22%, and 1.26%, reaching 99.72%.

We used the Cycle-GANmodel to balance the number of samples

in the malware dataset to build an identification and classification

system. Compared to the classification system composed of DEAM

and DenseNet (Wang et al., 2021), the accuracy, precision, and F1-

Score are improved by 2.46%, 3.6%, and 2.99%, respectively. In terms

of accuracy, precision, and F1-Score, our system improved by 1.45%,

0.22%, and 0.09% compared with the SERLA model (Gao et al., 2020),

which was also constructed based on RGB images generated by the

BIG2015 dataset, reaching 99.76%, 98.9%, and 98.39%. Compared to

the above hybrid models composed of multiple classification modules,
TABLE 5 Comparison of the proposed system to systems in the literature using the BIG2015 dataset.

Authors Year Models Dataset AUC Precision Recall F1-Score Accuracy

Gibert et al. (2018) 2018 CNN Bytes – – – 96.36% 98.28%

Gibert et al. (2019) 2020 CNN Bytes (Grayscale) – 94.00% – – 97.5%

Hemalatha et al. (2021) 2021 CNN Bytes (Grayscale) – 98.58% 97.84% 98.21% 98.46%

Wang et al. (2021) 2021 CNN+ DEAM Bytes (Grayscale) – 95.3% 95.4% 95.4% 1

Gao et al. (2020) 2020 RNN+ SSTL Bytes+ ASM – 96.92% 96.9% 96.81% 96.9%

Jian et al (Gao et al., 2020) 2021 SERLA Bytes+ ASM – 98.68% 97.93% 98.3% 98.31%

Acharya et al. (2021) 2021 EfficientNetB1 Bytes (Grayscale) – 96.00% 97.00% 97.00% 98.57%

Pratama et al (Pratama and Sidabutar, 2022) 2022 EfficientNetB7 Bytes (Grayscale) 98.01% 97.96% 97.93% 97.93% 99.56%

Pratama et al (Pratama and Sidabutar, 2022) 2022 EfficientNetB7 Bytes (RGB) 98.30% 98.36% 98.35% 98.34% 99.63%

Tekerek et al (Tekerek and Yapici, 2022) 2022 CNN+ Cycle-GAN Bytes (Grayscale) 98.13% 97.53% 96.50% 96.93% 99.58%

Tekerek et al (Tekerek and Yapici, 2022) 2022 CNN+ Cycle-GAN Bytes (RGB) 98.51% 98.52% 97.16% 97.76% 99.73%

Proposed System – CNN Bytes (Grayscale) 98.33% 97.25% 96.89% 97.07% 99.61%

Proposed System – CNN Bytes (RGB) 98.69% 97.84% 97.53% 97.68% 99.72%

Proposed System – CNN+ Cycle-GAN Bytes (Grayscale) 98.75% 97.62% 97.72% 97.47% 99.62%

Proposed System – CNN+ Cycle-GAN Bytes (RGB) 98.89% 98.90% 97.92% 98.39% 99.76%
fr
Bold text highlights authors’ contributions and experimental results.
TABLE 4 Experimental results of RGB images converted from BIG2015 dataset.

Ramnit Lollipop Kelihos_ver3 Vundo Simda Tracur Kelihos_ver1 Obfuscator.ACY Gatak

Without
Augmentation

Accuracy 0.9948 0.9969 0.9994 0.9985 0.9994 0.9948 0.9997 0.9929 0.9988

AUC 0.9924 0.9961 0.9989 0.9830 0.9582 0.9730 0.9998 0.9841 0.9964

Specificity 0.9957 0.9976 1.0000 1.0000 0.9997 0.9980 0.9997 0.9955 0.9993

Precision 0.9740 0.9919 1.0000 1.0000 0.9167 0.9733 0.9916 0.9647 0.9934

Recall 0.9890 0.9946 0.9977 0.9660 0.9167 0.9481 1.0000 0.9726 0.9934

F1-Score 0.9815 0.9933 0.9989 0.9827 0.9167 0.9605 0.9958 0.9686 0.9934

With
Augmentation

Accuracy 0.9948 0.9963 1.0000 0.9991 0.9997 0.9960 0.9997 0.9936 0.9988

AUC 0.9855 0.9952 1.0000 0.9897 0.9615 0.9780 0.9998 0.9927 0.9978

Specificity 0.9986 0.9972 1.0000 1.0000 1.0000 0.9990 0.9997 0.9938 0.9990

Precision 0.9913 0.9906 1.0000 1.0000 1.0000 0.9867 0.9916 0.9511 0.9901

Recall 0.9724 0.9933 1.0000 0.9793 0.9231 0.9569 1.0000 0.9915 0.9967

F1-Score 0.9818 0.9919 1.0000 0.9896 0.9600 0.9716 0.9958 0.9709 0.9934
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we only used a CNN model to identify and classify the families to

which malware belongs, which can effectively reduce model

complexity, time, and memory consumption.

We used the bicubic interpolation algorithm to enhance the malware

images generated by the BIG2015 dataset to solve the problem of image

size imbalance and effectively improve the performance of the malware

identification and classification system. The classification accuracy of

gray images and RGB images is 0.04% and 0.03% higher than that of the

same image representation in (Tekerek and Yapici, 2022), reaching

99.62% and 99.76%. Compared with the EfficientNet-B model

proposed by Acharya et al. (2021), the classification accuracy on gray

images increased by 1.05%, reaching 99.62%.We compared our model to

the B2IMG-based EfficientNetB7 model in (Pratama and Sidabutar,

2022)and achieve improved accuracy of 0.06% and 0.13% for gray and

RGB images, reaching 99.62% and 99.76% respectively.

We combined image enhancement and data augmentation

techniques to preserve more malware classification information

while maintaining image data integrity, generating high-quality

malware images for small sample families that balance malware

data distribution. The 99.76% accuracy, 98.9% precision, 97.92%

recall, 98.39% F1-score, and 98.89% AUC on the RGB images

generated by the BIG2015 dataset prove that our proposed system

can effectively identify and classify malware.
6 Conclusions and future work

With the exponential growth of the number of malware and its

variants, the threat to plant protection information systems that store

massive amounts of agricultural data is increasing. As a result, it is

critical to effectively identify and classify malware. Existing malware

classification schemes based on malware visualization and deep

learning mainly identify and classify malware variants by analyzing

the similarity of malware binary images. However, the images

generated by such schemes have the problem of unbalanced image

size and contain irrelevant and redundant features, which affects the

accuracy of malware classification. In addition, the unbalanced data

affects the classification performance of the system. Therefore, we

proposed a malware identification and classification scheme based on

DenseNet121 and Cycle-GAN models. The scheme used bicubic

interpolation technology to enhance malware images, which solved

the problem of image distortion and size imbalance caused by

removing redundant and irrelevant features. Using the Cycle-GAN

model for data augmentation solved the problem of unbalanced

samples of malware families and effectively improves the efficiency

of malware classification. The experimental results show that the

AUC, precision, recall, F1-score, and accuracy of the proposed system

on gray images are 98.75%, 97.62%, 97.72%, 97.47%, and 99.62%. The

system can achieve 98.89%, 98.90%, 97.92%, 98.39%, and 99.76% on

RGB images. Therefore, the system deployed on the plant protection

information terminal can effectively prevent malware attacks,

maintain the safety and integrity of plant protection data, and

protect farmers’ interests and agricultural production efficiency. The

BIG2015 dataset does not contain header information and cannot

generate a complete image of malware. In future research, we will

further collect complete malware samples for visual analysis and

research, consider the problems of system complexity, cost, delay and
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throughput brought by system operation, balance the accuracy and

time consumption, and further improve the efficiency of malware

classification model.
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Crop cultivation planning with
fuzzy estimation using water
wave optimization

Li-Chang Liu, Kang-Cong Lv and Yu-Jun Zheng*

School of Information Science and Technology, Hangzhou Normal University, Hangzhou,
Zhejiang, China
In a complex agricultural region, determine the appropriate crop for each plot of

land to maximize the expected total profit is the key problem in cultivation

management. However, many factors such as cost, yield, and selling price are

typically uncertain, which causes an exact programming method impractical. In

this paper, we present a problem of crop cultivation planning, where the

uncertain factors are estimated as fuzzy parameters. We adapt an efficient

evolutionary algorithm, water wave optimization (WWO), to solve this problem,

where each solution is evaluated based on three metrics including the expected,

optimistic and pessimistic values, the combination of which enables the

algorithm to search credible solutions under uncertain conditions. Test results

on a set of agricultural regions in East China showed that the solutions of our

fuzzy optimization approach obtained significantly higher profits than those of

non-fuzzy optimization methods based on only the expected values.

KEYWORDS

crop cultivation planning, optimization, fuzzy parameters, evolutionary algorithms,
water wave optimization (WWO).
1 Introduction

Many agricultural areas have complex and diverse topographic features (Rabia et al.,

2022). In an area of one or several square kilometers, soil properties often change greatly,

and different soil properties are suitable for different crops (Fu et al., 2023). The planning of

crop cultivation in such a complex agricultural area needs to determine the appropriate

crop for each plot of land to maximize the expected total profit, which is an important but

difficult problem from an agricultural management point of view (Thilakarathne et al.,

2023). The problem has to consider many factors including not only the topography and

soil properties, but also the investment budget and cost of cultivation, expected yield of

each plot, and selling price of each crop. However, the factors such as cost, yield, and selling

price are typically uncertain and hard to estimate exactly. How to appropriately

characterize these factors becomes a challenging task in the problem formulation.

In this paper, we present a problem of crop cultivation planning that aims to maximize

the expected total profit under the constraint of investment budget and potential loss,

where the uncertain factors are characterized as fuzzy parameters. Therefore, the problem
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is formulated as a fuzzy optimization problem, which is much more

complex than its crisp counterpart. Classical exact optimization

approaches typically use methods such as expected functions and

centroids to transform fuzzy values into crisp values, which

inevitably lose important information contained in fuzzy

parameters (Ekel et al., 1998; Liu, 2002; Zheng and Ling, 2013;

Luhandjula, 2015).

To solve the problem more credibly by fully utilizing the

information contained in fuzzy parameters, we propose an

approach that evaluates the objective function with three metrics

based on the expected, optimistic and pessimistic value models

developed by Liu (2007). Based on the comprehensive fitness

evaluation approach, we adapt an efficient evolutionary algorithm,

water wave optimization (WWO) (Zheng, 2015) for the problem,

which evolves the solutions to simultaneously improve the fitness in

terms of the three related but different metrics. We conduct

computational experiments on a variety of test instances

constructed on agricultural regions in East China, and the results

validate that the solutions obtained by the proposed WWO

algorithm with fuzzy optimization obtain significantly higher

profits than those of popular non-fuzzy evolutionary algorithms

based on only the expected values. The main contributions of this

paper can be summarized as follows:
Fron
• We present a crop cultivation planning problem that uses

fuzzy parameters to characterize uncertain factors.

• We propose an adaptedWWO algorithm to efficiently solve

the fuzzy optimization problem.

• We validate the proposed method on a variety of test

instances.
The remainder of the paper is organized as follows. Section 2

reviews the related work, Section 3 presents the crop cultivation

planning problem, Section 4 describes the adaptedWWO algorithm

for the problem, Section 5 presents the test results, and Section 6

concludes with a discussion
2 Related work

Optimization models and algorithms have been widely used in

agricultural planning. Zuo et al. (1991) studied a production

planning problem for a large seed corn production company in

North America in order to minimize the total cost by allocating the

production of corn hybrids to different geographical areas; they

developed a series of mathematical programming models and

proposed a linear programming package and a mixed-integer

programming package combined by a designed heuristic program

to solve the problem. Sarker et al. (1997) presented a linear

programming model for crop planning in Bangladesh that aims

to maximize the overall contribution having satisfied the food

demand, land availability, and capital constraints. Detlefsen and

Jensen (2004) presented a decision support system, which calculates

for each variety of winter wheat the expected net revenue as the

expected gross revenue minus the expected costs for treatment of

diseases and application of additional fertilization; the decision
tiers in Plant Science 0259
process was represented as a simple stochastic optimization

model. Janová (2012) developed specific validation and

verification procedures for the crop planning optimization models

in agriculture when the randomness of harvests is considered and

complex crop rotation restrictions must hold; the procedures were

applied to stochastic programming model constructed as a decision

support tool for crop plan optimization in South Moravian farm.

López-Mata et al. (2016) developed a direct-solution algorithm

capable of determining the crop ´ planning (area and volume of

water per crop) that maximizes the profitability of an irrigation

farm based on the data including the total cultivable area of the

farm, the amount of available irrigation water, and the “gross

margin vs. irrigation depth” functions of the considered crops.

Esteso et al. (2022) presented a centralized multi-objective

mathematical programming model to support the sustainable

crop planning definition for a region that jointly optimize three

objectives including supply chain profits maximization, waste

minimization, and unfairness among farmers minimization; the

multi-objective model was solved by applying the weighted

sum method.

Except the simplest linear programming model, integer, mixed-

integer, and multi-objective programming models are all NP-hard,

for which exact optimization algorithms are applicable to only

small- or medium size problem instances. Many recent efforts have

been devoted to evolutionary algorithms for find near optimal or

acceptable solutions to complex crop planning problems. Sarker

and Ray (2009) formulated a crop-planning problem as a bi-

objective optimization model that maximizes the total gross

margin while minimizing the total working capital required; they

solved two versions of the problem using multi objective

evolutionary algorithms. Adeyemo et al. (2010) considered a

multi-objective crop planning problem with three objectives

including total net benefit maximization, agricultural output

maximization, and total irrigation water minimization; they

transformed the model into a single-objective one by taking the

latter two as constraints, and then solved the single-objective

optimization problem using differential evolution (DE) (Storn and

Price, 1997). Márquez et al. (2011) modeled a water-saving crop

planning problem as a multi-objective optimization problem that

not only maximizes the economic benefits but also minimizes the

water used; they solved the problem using two multi-objective

evolutionary algorithms to search for Pareto-optimal solutions

representing a trade-off between the two objectives. The water-

saving crop planning problem considered by Wang et al. (2012)

used four objective functions including maximum total net output,

total grain yield, ecological benefits, and water productivity; they

employed a multiple objective chaos particle swarm optimization

(PSO) algorithm to solve the problem. Chetty and Adewumi (2014)

compared a genetic algorithm (GA) and several swarm intelligence

metaheuristics including cuckoo search, firefly algorithm, and

glowworm swarm optimization, in solving an NP-hard annual

crop planning problem. Zheng et al. (2013) studied a

multiobjective oil crop fertilization problem, which takes into

consideration not only crop yield and quality but also energy

consumption and environmental effects; the authors proposed a

hybrid multiobjective fireworks optimization algorithm that evolves
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a set of solutions to the Pareto optimal front, using the concept of

Pareto dominance for individual evaluation and selection.

Fereidoon and Koch (2018) used a complex coupled simulation-

optimization tool combining constrained PSO and LINGO-sub-

optimization to solve crop planning in the Karkheh River Basin,

Iran, under the impacts of climate change. Lin et al. (2021)

presented a mathematical programming model for annual crop

planning that allocates a land area for growing dryland and wetland

crops to maximize the total profit and minimize the total irrigation

water used for multiple cropping, and they proposed a simplified

swarm optimization that improves PSO with four probabilities to

determine the operations of updating solutions to effectively solve

the problem.

In practice, agricultural systems are related to various

uncertainty factors from the environment and market. However,

only a few studies formulate these uncertainties into crop planning

problems. Niu et al. (2016) developed an interactive two-stage fuzzy

stochastic programming method for supporting crop planning and

water resource allocation, where uncertainties are expressed as

probability distributions and fuzzy-boundary intervals; the

method enables decision makers to identify a trade-off between

higher objective values and feasibility of constraints, and was

applied to a real case of Hetao irrigation district in China.

Alemany et al. (2021) developed a set of mathematical

programming models to plan the planting and harvest of fresh

tomatoes under a sustainable point of view for multi-farmer supply

chains under uncertainty in different decision-making scenarios; for

each distributed scenario, the individual solution per farmer as

regards the planting and harvesting decisions per crop were

integrated to obtain the overall supply to satisfy the markets

demand. To the best of our knowledge, there are few studies

conducted on evolutionary algorithms for solving large-size crop

planning problems (typically of tens to hundreds of plots of lands

and types of crops) with uncertain factors.
3 Problem description

3.1 Basic problem formulation

In the considered problem, we have an agricultural region that

is divided into a set of m plots of lands, denoted by {P1,P2,…,Pm}.

The area of each plot Pi is ai hectares; as the topographic conditions

and soil properties inside a plot are homogeneous, each plot is

allowed to cultivated with only one type of crop in the planning

horizon (i.e., a particular season).

There are n types of candidate crops, denoted by {C1,C2,…,Cn}.

If plot Pi is cultivated with crop Cj, the basic investment is ũij
(including investment for seeds, pesticides, fertilizers, irrigation,

cultivation machines, etc.) per hectare, the expected yield is gij kg

per hectare, and the cost for harvesting the crop is ij per kg. The

expected selling price of crop Cj (after harvesting) is pj per kg

(1≤i≤m;1≤j≤n). The superscript ˜ indicates that due to uncertain

conditions, the corresponding variable is difficult to determined

exactly, and therefore is estimated as a fuzzy number.
Frontiers in Plant Science 0360
The problem is to determine for each plot Pi the type of crop to

be cultivated. Therefore, the decision variables can be expressed by

an m-dimensional integer vector x={x1,x2,…,xm}, where xi denotes

the type of crop in Pi, i.e., Pi is cultivated with crop Cxi (1≤xi≤n).

Given a solution vector x={x1,x2,…,xm}, the expected overall

revenue of the cultivation decision can be calculated as:

f (x) =o
m

i=1
ai(~gi,xi (~pxi − ~vi,xi ) − ~ui,xi ) (1)

The total budget is B, and the maximum loss that can be

tolerated by the blueinvestor is L. Therefore, the budget

constraint and loss constraint can be described as follows:

o
m

i=1
ai(~ui,xi + ~gi,xi~vi,xi ) ≤ B (2)

o
m

i=1
l(i, xi) ≤ L (3)

where l(i,xi) denotes the loss in plot Pi cultivated with crop Cxi ,

which is calculated as:

l(i, xi) =
max (aieui,xi − aiegi,xi (epxi − evi,xi ), 0), epxi ≥ evi,xi
aieui,xi − aiegi,xi (evi,xi − epxi ) epxi < evi,xi

(
(4)
3.2 Evaluation of fuzzy parameters

If all input parameters are crisp values, the above formulation

(1)–(4) can be regarded as an exact integer programming model.

However, at the beginning of the planning horizon, some important

parameters are difficult to estimated accurately. In this work, we

express the investment ũij, yield rate gij, and harvest cost ij as interval

fuzzy numbers ½uij, �uij�, ½gij, �gij�, and ½linevij,�vij�, respectively, where
an underline denotes a lower limit and an overline denotes an upper

limit (1≤i≤m, 1≤j≤n); we express the expected selling price pj as a

Gaussian fuzzy number N(mj,sj), where mj is the mean value and sj
is the deviation (1≤j≤n). Nevertheless, other types of fuzzy numbers

(e.g., triangular and trapezoidal fuzzy numbers) are also allowable

in the formulation of our fuzzy optimization problem. The fuzzy

values can be estimated from historical data based on regression,

fuzzy logic, and other machine learning methods that are capable of

modeling uncertainty (Zheng et al., 2017a; Zheng et al., 2017b;

Hernández and López, 2020; Gavahi et al., 2021).

As the budget constraint is a hard constraint, we use upper

limits of investments and costs to transform the fuzzy constraint (2)

as:

o
m

i=1
ai(�ui,xi + �gi,xi�vi,xi ) ≤ B (5)

For the loss constraint, we evaluate the selling price of crop Cj as

pj–3sj (the probability that the selling price is even smaller is less

than 0.27% and is therefore negligible); moreover, if this selling

price is larger than the harvest cost, we consider the lower limit of

yield; otherwise, we consider the upper limit of yield; consequently,
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equation (4) is transformed as:

l 0 (i, xi) =
max (aiui,xi − aigi,xi (mxi − 2sxi − vi,xi ), 0), mxi − 2sxi ≥ vi,xi

aiui,xi − aigi,xi (vi,xi − mxi + 2sxi ), mxi − 2sxi < vi,xi

(

(6)

Normally, the objective function (1) can be evaluated by using

expected values mxi , ui,xi = (ui,xi + �ui,xi )=2, gi,xi = (gi,xi + �gi,xi )=2, and

vi,xi = (vi,xi + �vi,xi )=2 for fuzzy parameters:

E(x) =o
m

i=1
ai(gi,xi (mxi − vi,xi ) − ui,xi ) (7)

However, in practice, the expected value could deviate largely

from the actual value. Therefore, we employ a credibility model

(Liu, 2007) that calculates a credibility value Cr(x) for a fuzzy

variable x with membership function m over the base set B of real

numbers as follows:

Cr x ∈ Bf g = (sup
x∈B

m(x) + 1 − sup
x∈BC

m(x))=2 (8)

Given a confidence q∈(0,1], the q-optimistic value and q-
pessimistic value of x are respectively defined as follows:

O(x, q) = sup   r jCr x ≥ rf g ≥ qf g (9)

P(x, q) = inf   r jCr x ≥ rf g ≤ qf g (10)

Based on the model, we also respectively evaluate an optimistic

objective value and a pessimistic objective value as follows:

O(x, q) =o
m

i=1
ai(O(gi,xi , q)(O(pxi , q) − O(vi,xi , q)) − O(ui,xi , q)) (11)

P(x, q) =o
m

i=1
ai(P(gi,xi , q)(P(pxi , q) − P(vi,xi , q)) − P(ui,xi , q)) (12)

where the parameter q is specified by the decision maker. The three

objective values {E(x), O(x,q), P(x,q)} constitute a comprehensive

evaluation of fitness of each solution x to the fuzzy

optimization problem.

If a solution violates the constraints, we calculates the violation

degree as:

v(x) = max  (o
m

i=1
ai(�ui,xi + �gi,xi�vi,xi ) − B, 0) + max  (o

m

i=1
l 0 (i, xi)

− L, 0) (13)

And then the objective function of the solution is added by a

penalty of Mv(x), where M is a large positive number.
4 Water wave optimization for
the problem

4.1 Basic water wave optimization

WWO is a relatively new evolutionary algorithm inspired by the

shallow water wave theory (Zheng, 2015), where the solution space
Frontiers in Plant Science 0461
is analogous to a seabed area, each solution x is analogous to a water
wave associated with a wavelength bdax, and the fitness of a solution

is measured inversely according to its seabed depth. According to

the shallow water wave theory, the shorter the distance between the

seabed and the wave, the higher the wave height is and the smaller

the wave length is, as illustrated in Figure 1.

At each iteration of the WWO algorithm, each wave x
propagates in a range proportional to its wavelength, such that

better solutions exploit smaller areas and worse solutions explore

larger areas to balance between the local and global search to

generate new solutions. In a high-dimensional continuous

solution space, the propagation operation is executed by shifting

each dimension i of the x as follows:

xi = xi + rand( − 1, 1) · lxLi (14)

where rand is a function that generates a uniformly distributed

random number within the specified range, and Li is the length of

the ith dimension of the solution space.

All wavelengths are initialized to 0.5 and then updated based on

solution fitness at each iteration as follows:

lx = lxa
−(f (x)−fmin+ϵ)=(fmax−fmin+ϵ) (15)

where fmax and fmin are the maximum and minimum fitness values

among the population, respectively, ϵ is a very small value to avoid the

zero-division error, and a is a parameter for wavelength reduction.

In addition to propagation, the basic WWO have two other

operators: refraction and breaking. The refraction operator

performs on any wave x that has not been improved after a

certain number of generations by learning from the current best

solution x* at each dimension i as follows:

x0i = N(
x*i + xi

2
,
x*i − xi
��� ���

2
) (16)

where N(m,s) generates a Gaussian random number with mean m
and standard deviation s. After refraction, its wavelength is updated
according to the ratio between the new and original fitness values as:
FIGURE 1

Illustration of wave heights and lengths in shallow water.
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lx0 = l
f (x)
f (x0)

(17)

The breaking operator is used to split a newly found best wave

x* into a series of solitary waves, each of which is obtained by

randomly selecting k dimensions (where k is a random number

between 1 and a predefined upper limit kmax) and at each dimension

i updating the component as:

x0i = x*i + rand(0, 1) · bLi (18)

where b is a parameter of breaking range. If the fittest one among

the solitary waves is better than x*, it will replace x* in

the population.

In brief, propagation is the basic search mechanism for

balancing global exploration and local exploitation, refraction

helps stagnant waves to escape from local optima and improves

the diversity of the population, while breaking further enhances

the local search ability. The combination of these three

operators makes WWO efficient in search in a high-dimensional

solution space. Algorithm 18 presents the basic WWO

algorithm framework.

The basic WWO algorithm is proposed for continuous

optimization problems. Zheng et al. (2019) presented a systematic

approach for adapting WWO to various combinatorial

optimization problems. The key idea is to define a neighborhood

search operation based on a neighborhood structure of the problem,

and conduct the propagation on an solutions as a series of steps of

neighborhood search, while the number of steps depends on the

fitness or wavelength of the solution.

Since its proposal, WWO has attracted considerable attention in

both academic and industrial communities. There have been a lot of

work on modified WWO algorithms (Zheng and Zhang, 2015; Wu

et al., 2017; Zhang et al., 2018; Zhang et al., 2019) and their

applications to a variety of engineering optimization problems

(Zheng et al., 2017c; Fard and Hajaghaei-Keshteli, 2018; Shao

et al., 2018; Shao et al., 2019; Zhao et al., 2019; Zhou et al., 2019;

Yan et al., 2021; Su et al., 2022; Zhang et al., 2022).
4.2 Adapted water wave optimization for
fuzzy optimization

The basic WWO algorithm is for crisp optimization problems.

To handle the presented fuzzy crop planning problem, we adapt the

WWO in the following aspects.
Fron
• Instead of the single current best x* in WWO, the adapted

WWO keeps three current bests x*E , x
*
O, and x

*
P that have the

best expected, optimistic, and pessimistic objective function

values found so far, respectively.
1 Randomly initialize a population of NP

solutions (waves);

2 Calculate the fitness of each solution, and
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let x* be the fittest one in the population;

3 while the termination condition is not

satisfied do
4 foreach wave x in the population do

5 foreach dimension i do
6 Update xi according to Eq. (14);

7 Let x' be the propagated wave;

8 if f(x') > f(x) then

9 Replace x with x';

10 if f(x) > f(x*) then

11 Set x* to x;

12 for k = 1 to rand(1, kmax) do

13 Select a random dimension

i and create a solitary

wave x' according to Eq.

(18);

14 if f(x') > f(x*) then
15 Set x* to x';

16 else
17 if x has not been improved for hmax

iterations then
18 Refract x to a new x' according

to Eq. (16);

19 Update λx'according to Eq.

(17);

20 Update the wavelengths of the solutions

according to Eq. (15);

21 return the best wave found so far.
ALGORITHM 1
Basic WWO algorithm.
• At each iteration, let Emax, Omax, and Pmax be the maximum

expected optimistic, and pessimistic objective function

values in the population, respectively, and Emin, Omin, and

Pmin be the corresponding minimum objective function

values; for each solution x in the population, we select the

maximum value among (E(x)–Emin+ϵ)/(Emax–Emin+ϵ), (O

(x ,q)–Omin+ϵ)/(Omax–Omin+ϵ) , and (P(x ,q)–Pmin

+ϵ)/(Pmax–Pmin+ϵ) as the exponent r, and update its

wavelength as lx=lxa–r.

• When performing a propagation operation on a solution x,
each component xi has a probability of lx of being changed
to a new value xi, which is determined by randomly

selecting two other solutions, and then set to the

corresponding component of the better one.

• A propagated solution x’ will replace its original solution x
if any of the following conditions is satisfied:

1. x’ is a feasible solution, while x is an infeasible solution;

2. Both x’ and x are feasible; x’ is better than x in one objective

functions and is not worse than x in either of the other two

objective functions;

3. Both x’ and x are feasible; x’ is better than x in two or three

objective functions.
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Fron
• When performing a breaking operation on a solution x,
each solitary wave is obtained by selecting a random

dimension i and setting xi to a value, which, among all

values in [1,n], leads to the best improvement (in any of the

three objective functions).

• The refraction operator is removed, and the removal of

stagnant solutions is done by iteratively reducing the

population size from an upper limit Nmax
P to a lower limit

Nmin
P , as suggested by Zheng and Zhang (2015).
In this way, the population evolves the solutions to improve the

fitness in terms of the expected, optimistic, and pessimistic objective

function values simultaneously. Finally, the three best solutions x*E ,

x*O, and x*P are returned to the decision maker for selection.
1 Randomly initialize a population of NP

solutions (waves);

2 Calculate the fitness of each solution, and

let x*E, x*O and x*P be the solutions with the best

expected,optimistic, and pessimistic

objective function values, respectively;

3 while the termination condition is not

satisfied do
4 foreach wave x in the population do

5 foreach dimension i do
6 Update xi according to Eq. (14);

7 Let x' be the propagated wave;

8 if x' is better than x in terms of the

comprehensive comparison of the three

objective functions then

9 Replace x with x';

10 if E(x) > E(x*) or O(x, θ) > O(x*, θ)

or P(x, θ) > P(x*, θ) then
11 Update the corresponding best

solution;

12 for k = 1 to rand(1, kmax) do

13 Select a random dimension i

and create a solitary wave x'

according to Eq. (18);

14 if x' leads to a new best

solution then
15 Update the corresponding
tiers in Plant Science 0663
best solution;

16 else

17 if x has not been improved in any

objective function for hmax

iterations then
18 Refract x to a new x' according

to Eq. (16);

Updateλx'accordingtoEq.(17);

20 Update the wavelengths of the solutions;

21 return the best wave found so far.
ALGORITHM 2
WWO algorithm adapted for the fuzzy crop planning problem.
Compared to the basicWWO, the fuzzyWWOalgorithm increases

the time complexity in two aspects: (1) each solution is evaluated based

on the three (related) objective functions; (2) the comparison of

each pair of solutions is based on the three objective functions, at

least once and at most three times. Consequently, the time complexity

of the fuzzy WWO algorithm is at most triple that of the basic WWO.
5 Results

We applied the proposed algorithm to six selected agricultural

regions in Zhejiang Province, East China. These regions were with

different numbers of plots, crops, budgets, and allowable losses, as

summarized in Table 1. The planning horizon was three months.

The investment and cost are measured in RMB yuan.

After solving each problem instance, we presented the results to

the decision-maker for selection, and obtained the actual total profit of

the crop cultivation after the planning horizon. For comparison, we

also implemented three evolutionary algorithms, including differential

evolution (DE) (Omran and Engelbrecht, 2007), biogeography-based

optimization (BBO) (Simon, 2008; Wang and Wu, 2014), and the

basic WWO, to solve the crop planning problem by only maximizing

the expected objective function (7). We executed each algorithm for 20

runs, and take the best solution among the 20 runs. The profit of each

solution is evaluated based on the expected yields of the solution and

actual costs and prices at the end of the planning horizon.

Table 2 presents the profits of the solutions obtained by the

different algorithms on the instances, which are also compared in

Figure 2. On instance 1, WWO solution obtained the maximum
TABLE 1 Basic information of the six agricultural regions for the applications of the proposed algorithm.

#Region Area (hectares) m (plots) n (crops) B (RMB Yuan) L (RMB Yuan)

1 471 27 36 550,000 100,000

2 665 39 33 720,000 180,000

3 729 49 39 800,000 160,000

4 1202 76 36 1,200,000 300,000

5 1530 93 41 1,800,000 450,000

6 2808 121 39 2,400,000 500,000
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TABLE 2 Profits of the solutions obtained by the three non-fuzzy evolutionary algorithms and the proposed WWO with fuzzy optimization (WWO-F).

#Region DE BBO WWO WWO-F

1 191275 184320 196009 207355

2 231060 208040 229750 250700

3 244960 231000 242580 252600

4 v408100 379100 391600 415200

5 357750 339120 362590 378100

6 560800 538800 557900 590200

Total 1993945 1880380 1980429 2094155
F
rontiers in Plant Science
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FIGURE 2

Comparison of the profits of the solutions obtained by the three non-fuzzy evolutionary algorithms and the proposed WWO with fuzzy optimization
(WWO-F) on the six test instances (A–F).
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profit of 196,009 among the three non-fuzzy evolutionary algorithms,

while WWO-F solution obtained a profit of 207,355, which was

11,346 more than maximum profit of the non-fuzzy algorithms. On

instance 2, DE solution obtained the maximum profit of 231,060

among the three non-fuzzy evolutionary algorithms, while WWO-F

solution obtained a profit of 250,700, which was 19,640 more than

that of DE solution. On instance 3, DE solution obtained the

maximum profit of 244,960 among the three non-fuzzy

evolutionary algorithms, which was 7,640 less than the profit of

252,600 obtained by the WWO-F solution. On instance 4, DE

solution obtained the maximum profit of 408,100 among the three

non-fuzzy evolutionary algorithms, which was 7,100 less than the

profit of 415,200 obtained by the WWO-F solution. On instance5,

WWO solution obtained the maximum profit of 362,590 among the

three non-fuzzy evolutionary algorithms, which was 15,510 less than

the profit of 378,100 obtained by the WWO-F solution. On instance

6, DE solution obtained the maximum profit of 560,800 among the

three non-fuzzy evolutionary algorithms, which was 29,400 less than

the profit of 590,200 obtained by the WWO-F solution. The results

show that, on all six instances, WWO-F always obtained a better

profit than the non-fuzzy evolutionary algorithms. This is because the

non-fuzzy evolutionary algorithms use only the expected objective

function to evaluate the solution fitness; however, the estimated cost

and selling price could deviate from the actual values, and hence a

solution for maximizing the expected objective function often failed

to fully utilize the budget to pursue the maximum profit. By

simultaneously using the three criteria including expected,

optimistic, and pessimistic values, WWO-F utilized the information

contained in the fuzzy parameters much better than the non-fuzzy

algorithms, evolved the solutions to keep a good trade-off between the

overestimation of the profit and underestimation of the costs, and

hence obtained solutions that are more robust and credible.

The last row of Table 2 summarizes the total profits of the

algorithms on the six instances. DE obtained the maximum total

profit of 1,993,945 among the three non-fuzzy evolutionary

algorithms, while WWO-F obtained a total profit of 2,094,155,

which was 102,210 more than the DE solution. In summary, the

proposed fuzzy optimization approach obtained an over five

percent increase over the best non-fuzzy algorithm. This result

demonstrated the significant economic benefits brought by the

application of our fuzzy optimization approach for crop planning.
6 Conclusion

This paper presents a crop cultivation planning problem with

fuzzy parameters (including cost, yield, and selling price) for

maximizing the expected total profit under the constraint of

investment budget and potential loss. To fully utilize the

information contained in fuzzy parameters, we evaluate the

objective function with three metrics based on the expected,

optimistic and pessimistic value models, and propose an adapted

WWO algorithm that evolves the solutions to simultaneously

improve the fitness in terms of the three related but different

metrics. Results on a variety of test instances constructed on
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agricultural regions in East China validated that the solution of the

proposed WWO algorithm with fuzzy optimization obtained an over

five percent increase on the total profit over the best non-

fuzzy algorithm.

The current work studies crop planning in a particular season.

Currently, we are extending the fuzzy optimization problem and

algorithm for annual crop planning, which involves cultivating and

harvesting multiple crops with different seasonal lengths in a plot.

Moreover, in the current study, the fuzzy parameters are mainly

estimated based on experience or simple regression on historical

data; in future work, we will estimate the parameters from big data,

using fuzzy deep learning to discover highly nonlinear relationship

with complex factors (Song et al., 2019; Elavarasan and Durai Raj

Vincent, 2021) and employing transfer learning to utilize

knowledge in similar domains to cope with the insufficiency of

labeled data (Song et al., 2021; Song et al., 2022; Zheng et al., 2022)

in a more comprehensive manner.
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Drone monitoring plays an irreplaceable and significant role in forest firefighting

due to its characteristics of wide-range observation and real-time messaging.

However, aerial images are often susceptible to different degradation problems

before performing high-level visual tasks including but not limited to smoke

detection, fire classification, and regional localization. Recently, the majority of

image enhancement methods are centered around particular types of

degradation, necessitating the memory unit to accommodate different models

for distinct scenarios in practical applications. Furthermore, such a paradigm

requires wasted computational and storage resources to determine the type of

degradation, making it difficult to meet the real-time and lightweight

requirements of real-world scenarios. In this paper, we propose an All-in-one

Image Enhancement Network (AIENet) that can restore various degraded images

in one network. Specifically, we design a new multi-scale receptive field image

enhancement block, which can better reconstruct high-resolution details of

target regions of different sizes. In particular, this plug-and-play module enables

it to be embedded in any learning-based model. And it has better flexibility and

generalization in practical applications. This paper takes three challenging image

enhancement tasks encountered in drone monitoring as examples, whereby we

conduct task-specific and all-in-one image enhancement experiments on a

synthetic forest dataset. The results show that the proposed AIENet outperforms

the state-of-the-art image enhancement algorithms quantitatively and

qualitatively. Furthermore, extra experiments on high-level vision detection

also show the promising performance of our method compared with some

recent baselines.

KEYWORDS

image enhancement, all-in-one network, multi-receptive fields, drone image
monitoring, forest protection, smoke detection
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1 Introduction

Drone aerial image technology plays an indispensable role in

forest fire monitoring. However, the images captured by drones are

severely damaged because of the uncertainty and instability of aerial

photography. Typical examples of aerial image degradation include

atmospheric interference and motion blur caused by the vibration

of the drone. Moreover, the aerial images could further suffer from

the visual impact of compression when the images are transmitted

back through the network. Therefore, how to restore degraded

aerial images is particularly significant under the limitation of

existing hardware. Recently, with the development of deep

learning, data-driven methods designed for task-specific image

enhancement have achieved great success, such as image dehazing

(Ren et al., 2018; Qu et al., 2019; Wang et al., 2020; Song et al.,

2022), image denoising (Zhang et al., 2017b; Ct et al., 2020), and

image deblurring (Nah et al., 2017; Gao et al., 2019). However, an

all-in-one image enhancement model seems more effective than its

specific-task counterpart in practical application scenarios as real-

world images usually suffer various degradations. For example,

images of forest scenes collected by drones could be affected by

adverse weather or blurred by remote sensor shaking. In contrast,

integrating multiple image enhancement tasks in an all-in-one

framework is a promising choice.

Recently, Li et al. proposed an all-in-one method, which uses a

multi-encoder and single-decoder architecture to address various

weather corruptions (Li et al., 2017). It also utilizes the neural

architecture search to optimize the features extracted by the

encoder, which performs better than previous task-specific image

enhancement algorithms. But, designing such an architecture

usually comes at the expense of computational costs. Due to its

success in high-level tasks such as image classification,

segmentation, and detection, the transformer has been used in

low-level vision tasks. Valanarasu et al. proposed Transweather, an

end-to-end multi-weather image restoration model, as an

alternative solution to multi-encoders for the same application

scenario (Valanarasu et al., 2022). Li et al. also proposed a unified

framework capable of recovering images with unknown

degradation types, which has demonstrated its effectiveness in

image enhancement affected by natural weather (Li et al., 2022).

Although the generalization performance of the network has been

verified on multiple datasets, it has low practical application value

due to its large number of parameters and computational delays.

Moreover, nearly all of the representative models for aerial image

enhancement are based on single-task design (Wang and Liu, 2022).

Therefore, research on an all-in-one framework is still very

necessary in this field.

We believe that the future development of aerial image

enhancement research lies in all-in-one models, which is also a

critical step toward general technology research. The motivation for

this paper is two-fold: on the one hand, we wish to conduct an in-

depth study on preserving the high-dimensional detail features of

multi-scale objects, thus pushing the aerial image reconstruction

methods to a new level. On the other hand, the all-in-one network

can be utilized to study general strategies for a seamless transition
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between different tasks and domains. As shown in Figure 1, to this

end, we propose an All-in-one Image Enhancement Network

(AIENet) based on a Multi-Receptive Field (MRF) enhancement

block. Specifically, the model only performs one downsampling

operation on the original image. And the global skip connection is

used to introduce the low-level feature information of the

corresponding scale into the deconvolution process so that the

model can obtain more high-resolution details during upsampling.

In addition, with the multi-receptive field enhancement module, the

model can fully use the prior hierarchical features on the same scale

to explore different regions and then obtain the global context by

aggregating the context information collected from different areas.

The main contributions of this work include the following:
• By comprehensively analyzing the characteristics of aerial

imagery, we identify the importance of all-in-one models

for forest scenarios. Furthermore, we accurately reconstruct

local textures and microstructures in degraded images by

maximizing the feature representation and learning

capabilities of neural networks, thereby improving the

accuracy of subsequent high-level computer vision tasks.

• We propose a lightweight image enhancement model

AIENet, which can quickly solve the degradation problem

in an all-in-one framework when collecting images. The

proposed method utilizes the global and local skip

connections to introduce high-resolution details into the

output image. And the model designed in this paper cleverly

uses the multi-receptive field fusion technique to perceive

the same feature map from multiple scales, thus making up

for the insufficient ability to capture global image features.

• We demonstrate that our method can achieve better visual

performance and high scores based on the quantitative
FIGURE 1

An illustration of our motivation. As shown, the forest scene images
captured by drones could inevitably suffer from different
degradation problems. The target size in the images captured at
different locations is variable. Therefore, we explored the restoration
of multi-scale target details in aerial images and proposed an all-in-
one image enhancement method.
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Fron
metrics in task-specific and all-in-one aerial image

restoration on the forest wildfire dataset. The model

proposed in this paper also provides an idea of integrated

processing for restoring the visual quality of images with

complex scenes.
The remainder of this paper is organized as follows. Section 2

discusses related work on image enhancement and multi-receptive

field technology. The proposed method is introduced in Section 3.

Section 4 analyzes the comparative experimental results, and our

work is concluded in Section 5.

2 Related works

With the popularity of graphics processing units, the deep

learning approaches (Alsubai et al., 2022; Farghaly et al., 2022)

have developed the most advanced model in the computer vision

field, and numerous elegant solutions (Xue et al., 2019; Xue et al.,

2021) have been proposed for visual tasks in the last few years. In

the field of image enhancement, most researchers work on task-

specific image restoration. In this paper, we innovatively propose an

all-in-one architecture to solve the image degradation problems

encountered in various stages of aerial image acquisition, such as

haze weather interference, the vibration of the remote sensing

platform during shooting, and image compression during

transmission distortion. Therefore, we first describe representative

methods for each task. Then, we introduce related work on multi-

scale receptive fields in low-level vision.
2.1 Image enhancement

Image Dehazing: Since Mccartney et al. proposed the

atmospheric scattering model to approximate the haze effect

which is shown as: x̂ = x⊙ t + A⊙ (1 − t), where x̂ and x mean

the degradative images and restored images, respectively. t is the

transmission map, which can express as: t = e-bd, where b and d are

the scattering coefficient and depth map (McCartney, 1976). A is the

global atmospheric light and ⊙ represented as pixel-wise

multiplication. Recent image dehazing methods could be classified

into two families, i.e., prior-based methods and learning-based

methods. In traditional prior-based methods, many image

statistical priors are used as additional constraints to compensate

for information loss during image degradation. He et al. proposed a

classic image dehazing method that depends on the statistical

results called Dark Channel Prior (DCP), which generates at least

one low-intensity pixel in the color channel of each pixel local

neighborhood (He et al., 2010). Then the learned transmission map

is used to calculate the haze-free image through the physical model.

Wang et al. found that the blurred areas are mainly concentrated on

the brightness channel of the YCrCb color space (Wang et al., 2018)

Therefore, it is possible to enhance the visual contrast of foggy

scenes by recovering the missing texture information in the

luminance channel. As for learning-based methods, the

techniques such as attention (Liu et al., 2019; Zhang et al., 2020),
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feature fusion (Dong et al., 2020; Qin et al., 2020) and contrastive

learning (Wu et al., 2021; Chen et al., 2022) are widely used to

improve single-image dehazing performance. Moreover, they

outperform the traditional prior-based image dehazing methods.

Motion Deblurring: Since large-scale real-world blur data is

challenging to obtain, most traditional deblur methods are generally

tested on synthetic images from x̂ to x, which can be expressed as

x̂ = x⊗ k + n, where x̂ is the blurred image generated from clean

image x, k is the blur kernel or convolution kernel, ⊗ denotes the

convolution operator and n is additive noise. However, handcrafted

methods are not good at capturing complex blur variations in

authentic images. In contrast, CNN-based methods can handle real-

world blurry images well if we have a dataset of paired images. Tao

et al. proposed a multi-scale approach based on encoder-decoder

recurrent networks (SRN), which is the first method to integrate

recurrent neural networks (RNN) into deblurring models (Tao

et al., 2018). Some methods (Kupyn et al., 2018; Kupyn et al.,

2019) based on Generative Adversarial Networks (GAN) have also

achieved competitive results on real-world deblur. Recently, multi-

stage architecture networks (Chen et al., 2021; Zamir et al.,

2021) have achieved state-of-the-art results in deblurring

restoration tasks.

Compression Deblurring: Early image compression restoration

methods use deblocking filters to reduce discontinuities between pixel

blocks. To reduce blocking artifacts in compressed images, Lee et al.

adaptively use various block predictors based on frequency

components in the Discrete Cosine Transform (DCT) domain (Lee

et al., 2004). Yoo et al. classifies blocks as flat or edge blocks and

applies different deblocking filters depending on the classification

result (Yoo et al., 2014). However, these methods employing

deblocking filters only target blocking artifacts. But also other

artifacts in compressed images, such as ringing artifacts. Therefore,

most scholars have conducted extensive research on CNN-based

compression deblur. Dong et al. introduce a super-resolution

convolutional neural network for reducing compressed image

artifacts (Dong et al., 2015). Zhang et al. use auto-encoders in both

DCT and pixel domains, considering the output of auto-encoders and

input images to reduce visual artifacts in compressed images (Zhang

et al., 2018). Lee et al. utilize parallel atrous convolution residual

blocks to extract a variety of features with large receptive fields, then

use attention mechanism for the output of atrous convolution to

obtain representations of the global region (Lee et al., 2021).

All-in-One Image Enhancement: Although the above image

enhancement methods all perform well on specific tasks, real-world

images are often easily corrupted by different degradation types,

making task-specific image enhancement lack flexibility and

generalization in practical applications. Recently, some work has

focused on all-in-one visual enhancement networks. To deal with

image degradation under severe weather conditions (such as rain,

haze, and snow), Li. et al. present an ensemble model based on

neural architecture search, whose generator has a multi-encoder

and a typical decoder architecture (Li et al., 2020). In other words,

the network must train different models for different degradation

problems, which is unsuitable for an all-in-one solution in practical

applications. Most recently, Valanarasu. et al. propose an alternative
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state-of-the-art solution to this problem with TransWeather

(Valanarasu et al., 2022). As an end-to-end vision transformer

(Dosovitskiy et al., 2021) based multi-weather image restoration

model, it exhibits more powerful versatility. Notably, these two all-

in-one image enhancement methods focus on recovering the same

combination of degradation types (i.e., weather disturbances).

However, solving the image degradation problem under multiple

conditions (such as weather, physical factors, etc.) in an all-in-one

framework can better meet the most practical scenes. In addition,

the real-time requirement of the remote sensing platform also

means that the model design should be simplified. In this paper,

we only use simple tricks to capture the global degradation

representation of blurred images, building an all-in-one

framework for handling different degradation types.

In summary, most image enhancement methods are designed

for specific types of degradation, making it difficult to generalize to

other image enhancement tasks. For example, state-of-the-art

image dehazing methods typically rely on the atmospheric

scattering physical model to recover images by estimating

unknown parameters in the physical model. Similarly, image

motion deblurring methods are usually designed based on linear

motion blur physical models. Research on image compression

deblur typically focuses on removing artifact blocks. Compared to

these task-specific image enhancement methods, our model can

restore images of different degraded types, which effectively

alleviates the shortage of storage resources in complex application

scenarios. Moreover, existing all-in-one image enhancement

approaches focus on the study of image degradation caused by

severe weather (e.g. haze, rain or snow), while our work committed

on image degradation caused by different factors (e.g. haze, motion

blur or compression blur). Notably, they usually insert modules

such as transformers or attention mechanisms into the network,

which can easily introduce a large number of parameters that make

it difficult to meet practical requirements. Therefore, we devise an

all-in-one model with characteristics of lightweight and obtain blur-

free aerial images characterized by good visibility that is more

responsive to practical scenarios.
2.2 Receptive field in low-level vision

The receptive field in the deep neural network represents the

size of the area mapped on the original image by the pixels on the

output feature map of each convolutional layer. Since the network

generally uses convolutional and pooling layers which are locally

connected, neurons cannot perceive all the characteristics of the

original image. Therefore, Zhang et al. employ dilated filters to

expand the receptive field (Zhang et al., 2017a). However, dilated

filter inherently suffers from grid effects, where the receptive field

only considers a sparse sampling of the input image with a

checkerboard pattern. To avoid the increased computational

burden and potential sacrifice of performance improvement, Liu

et al. expand the receptive field by applying a wavelet transform to

the U-Net architecture and propose a multi-layer wavelet CNN

(MWCNN) model with reduced computational complexity
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(Liu et al., 2018). Fu et al. propose deep convolutional sparse

coding architecture with atrous convolution to obtain a high-level

receptive field (Fu et al., 2019). Although these methods are able to

ensure that the neurons cover the image area entirely. However, an

excessively large receptive field easily introduces redundant

information to the small target area, which reduces the

performance of the model. To solve the problem of differences in

the distribution of target regions in aerial images, this paper uses

parallel convolution with different convolution kernels to extract

multi-scale target region features, so as to obtain a more effective

global degradation representation.
3 Method

In this section, we elaborate on the architecture of the proposed

all-in-one image enhancement network AIENet. The overall

architecture of the model is shown in Figure 2. The model can

strike a balance between speed and accuracy. Given a degraded

image, AIENet first performs a unique downsampling operation.

Subsequently, to yield a more effective and comprehensive degraded

representation, we adopt multiple receptive fields, catering to a wide

range of target region sizes. Lastly, the global skip connection is

used to fill in the blank content of the deconvolution process to get

purer high-resolution information. To showcase the competence of

the proposed model, we present three typical image degradation

problems encountered by drones when monitoring forest

landscapes, namely haze, motion blur, and compression blur, as

targeted examples in this paper. In the following sections, we first

illustrate the multi-receptive field image enhancement block, which

forms the fundamental component of AIENet, and then elaborate

on the overall model architecture featuring a skip structure. Finally,

the objective function of the model is discussed.
3.1 MRF enhancement block

The MRF enhancement block is a versatile module with a plug-

and-play design, enabling its integration into any part of an existing

network. Notably, this block offers multi-scale area perception,

guaranteeing the inclusion of various scale feature details in the

final outcome. It can be decomposed into two fundamental

components: 1) a multi-scale perception module, responsible for

extracting distinct scale representations; 2) a feature merging

operator, which merges intermediate feature maps. Specifically,

the features of the last layer are initially fed into two distinct

branches, each engaging in feature extraction via diverse

dimensions. The multi-scale perception refers to the lower-

dimensional branch within the block, which employs convolution

kernels of varying sizes to facilitate multi-scale feature perception.

The enhancement block concludes by utilizing channel-wise

concatenation, which enables the learning of comprehensive

contextual information. We elaborate on these processes in detail

below. The pipeline of the MRF enhancement block is shown

in Figure 3.
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3.1.1 Multi-scale perception
The receptive field in a convolutional neural network represents

the visual range of the network with respect to the input image. As

only the input pixels within the receptive field contribute to the

calculation, the size of the receptive field can be used to measure the

ability of the model to leverage spatial information. However, it is

not always optimal for the receptive field size to be maximized. In

the case of larger targets, a larger receptive field can better integrate

contextual information about the target area and restore its high-

resolution details. For smaller objects, a larger receptive field can

easily introduce excessive artifacts that may hinder the image

restoration process. Especially for aerial images that are captured

from multiple angles, the scale of the target area can constantly

expand or shrink depending on the position of the drones. It is

worth noting that a single receptive field may not always yield

optimal results in learning the complex scale structures of aerial
Frontiers in Plant Science 0571
images. As such, Ren et al. and Liu et al. proposed a solution for

multi-scale feature extraction Ren et al. (2016); Liu et al. (2019).

While the design of multi-scale stacking allows the network to have

a larger expression space in the receptive field, the network’s

receptive field is fixed in the inference stage when the model

parameters are not updated. This is the statistical receptive field

calculated by the model based on the data distribution of the

training set, which may be suboptimal for each specific image.

Additionally, by extracting intermediate features through this

concatenated approach, gradient vanishing may occur, and the

signal generated in earlier iterations may be disrupted.

To effectively address the aforementioned issues, this paper

proposes the generation of intermediate feature maps through

distinct branches. The aim of multi-scale perception is to utilize

diverse receptive fields to enhance the comprehension of various

regions and acquire multiple global degraded representations.
FIGURE 2

The overall structure of our All-in-one Image Enhancement Network (AIENet) which addresses image hazy, motion blur, and compression blur
problems in an all-in-one model.
FIGURE 3

The MRF enhancement block comprises two branches: the high-dimensional extract branch and the multi-scale perception branch. The high-
dimensional extract branch is responsible for preserving the high-resolution details of the input features, while the multi-scale perception branch
employs convolution kernels of varying sizes to capture multi-scale features.
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Indeed, it is possible to design the multi-scale perception module to

be highly complex, maximizing the reasoning ability of the model.

However, even with a simple parallel usage of several convolutional

layers with different kernels and the use of skip connections to

concatenate the shallow features with these multi-scale perception

feature maps, we can already intuitively observe the efficiency of

feature extraction under multi-scale perception. Specifically, in

order to better preserve the high-resolution information of the

original image, the resolution of all intermediate feature maps in the

enhancement block is kept consistent with that of the input feature

map. Formally, let’s define Fin∈RH×W×Cin as the input feature map

generated by the last layer. The enhancement block initially feeds

the input feature map Fin into a dual-branch structure for feature

extraction. The high-dimensional extract branch aims to learn more

comprehensive original image features by expanding the channel

dimension. The operation on the input feature map Fin can be

defined as follows:

Fs = Relu (Convc1 (Fin)) (1)

Where Convc1 · ( · ) is the convolution layer using c1
convolution kernels and Fs∈RH×W×C

1. Nevertheless, the local

information captured by each pixel in Fs is limited. To address

this issue, the multi-scale perception branch adopts a multi-kernel

strategy, consisting of four convolutional layers with different

kernels to capture more diverse features. This trick enables the

network to conduct intricate feature extraction operations in low-

dimensional feature spaces and reduce the number of model

parameters. The resulting feature map generated by the parallel

convolutional layers can be represented as follows:

Fd = Relu (Convc2 (Fin)) (2)

fi = wi(Fd)H�W�C2,    i  ∈   1, 2, 3, 4f g (3)

where wi (·) denotes the parallel convolutional operation that

generates the ith scale receptive field and Fd∈RH×W×C2. This dual-

branch structure maintains a relatively independent calculation

scheme. The combination of a “deep network + multi-scale

feature extraction” and a “shallow network + high-dimensional

feature extraction” takes into account both the rich details of

shallow features and the abstract semantics of multi-scale

features. This combination also effectively manages the

computational overhead to ensure the real-time performance.

3.1.2 Feature merging
Once the input feature map passes through multiple receptive

fields of feature perception, as much contextual information as

possible has been constructed between these different scales of

receptive fields. We observe that for spatial tasks such as image

enhancement, parallel multi-scale capabilities are required to

handle perceptually large and small objects. In traditional

processing methods, there are primarily two approaches for

merging different feature maps: concatenation and element-wise

addition. The latter requires the feature maps to have identical

channels, necessitating the conversion of feature maps to uniform
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channels. However, this requirement restricts the flexibility of

merging feature maps and direct summation of all feature maps

may remove the generated image details. Instead, we adopt the

concatenation approach to aggregate features from different

receptive fields. At this stage, the feature channels already contain

various local contextual information adapted to the target area size.

The merged features can be further abstracted through convolution,

allowing for soft transitions between receptive fields of varying

scales and facilitating the construction of a holistic global context.

To better convey the semantic details of the input features during

training, skip connections are employed to ensure the effectiveness

of the enhancement block, resulting in an output feature map with

high-dimensional details and multi-scale perception. Let’s define Fi
as the feature map generated by the ith MRF enhancement block.

The output feature map can be expressed as:

Fm =  Cat (Convc1 (Cat(fi)), Fs),     i  ∈   1, 2, 3, 4f g (4)

where Cat (·) indicates channel-wise concatenation operator. In

this way, feature maps of arbitrary numbers can be merged, which

gives the MRF the potential to capture more details of multi-scale

target areas.
3.2 Global-local skip connection

The residual network architecture has exhibited outstanding

performance in computer vision tasks spanning from low-level to

high-level tasks(Kim et al., 2016; Dong et al., 2020). This

architecture was initially proposed by He et al. for image

recognition (He et al., 2016). The purpose of the skip connection

is to merge low-level features and high-level convolutional features

with more intricate semantics. In spatial feature reconstruction

tasks like image enhancement, the rich details preserved by high-

level convolutions are extremely valuable. Nonetheless, the increase

in the receptive field with network depth may result in the loss of

high-dimensional details. To maintain fine details from the input

image to the output image, we incorporate local skip connections,

which significantly enhance the performance. To be more precise,

the features extracted from the previous layer are first processed

through convolution for high-dimensional feature extraction, and

then combined with the multi-receptive field features before being

passed on to the next module. This approach reduces the

susceptibility of the model to loss of high-frequency information

that may occur due to repeated convolution operations.

Although Liu et al. and Gao et al. successfully applied skip

connections to image enhancement problems (Liu and Yang, 2018;

Gao et al., 2019), it should be noted that deconvolution or

upsampling often requires filling in a significant amount of

missing content. It is important to acknowledge that generating

high-quality results from scratch requires sufficient auxiliary

information. To address the issue, we devise a novel skip

connection that can take into account both global and local

contextual information interaction. By employing a cross-layer

global skip connection, the corresponding scale features are

introduced into the deconvolution or upsampling process, which
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can effectively preserve high-resolution details contained in the

input images. This results in an enhanced ability of the network to

recover image details, as illustrated in Figure 2. To exploit the merits

of both designs, the model contains n MRF enhancement blocks

and a global skip connection. Each enhancement block comprises

local skip connections that fuse high-dimensional detail and multi-

receptive field features. Such a residual structure allows the

network to train deep models without sacrificing shallow

information features.
3.3 Model architecture and loss function

Following the similar network design principle in Cai et al., we

also design the overall network as a simple auto-encoder, where

three residual blocks are inserted between the encoder and decoder

to enhance its understanding capacity of different target regions

(Cai et al., 2016; Ren et al., 2016; Li et al., 2017). Specifically, two

convolutional layers are first used to encode the input blurred image

into the feature map. This feature map is used as the encoder part,

where only the last convolutional layer downsamples the feature

map by a factor of 1/2. Correspondingly, a deconvolutional layer

with a stride of 1/2 is used in the decoder part to upsample the

feature maps to the original resolution. The feature maps are

subsequently transformed back to image space using three

convolutional layers to obtain the final blurred residual. For the

middle residual block, we call it a “multi-receptive field

enhancement block”, because it uses four convolution kernels of

different sizes to extract the details of varying target areas

adaptively. The sizes of the four convolution kernels are set as

3x3, 5x5, 9x9, and 13x13, respectively. To obtain a good trade-off

between performance and running time, we set the number of

channels of all intermediate convolutional layers in the

enhancement block to 32 or 128. Then an instance normalization

(Ulyanov et al., 2016) and a Relu layer are placed after each

convolutional layer. Each layer setting for the network is given in

Table 1. Fan et al. has proved that in addition to the input image,

pre-calculating the edges of the input image and feeding it into the

network as auxiliary information is beneficial for network learning.

By default, we also adopt this idea and concatenate the pre-

calculated edges with the input blurred image along the channel

dimension as the final input of the network (Fan et al., 2017; Fan

et al., 2018; Ren et al., 2018).

Most learning-based image enhancement methods (Cai et al.,

2016; Ren et al., 2016; Li et al., 2022) use Mean Square Error (MSE)

loss to train the models. Following the same strategy, we also use

this simple loss. Specifically, we adopt the strategy of (Ren et al.,

2018) and set the learning objective of the model as the residual

between the clear image and the input degraded one. In summary,

the total loss can then be written as follows:

L = r̂ − rk k2 (5)

where r^ is the predicted residual, r is the residual of the

degraded image and clear image at location (i,j), which can be

calculated as follows:
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r =o
H

i=1
o
W

j=1
(h(i, j) − g(i, j)) (6)

Even with the only simple loss mentioned above, our method

can still achieve state-of-the-art performance on aerial image

enhancement. Further, this kind of loss function also enables

efficient training due to the smaller number of parameters

to update.

4 Experiments

This section provides qualitative and quantitative comparisons

with state-of-the-art methods for three challenging aerial image

enhancement tasks, i.e., image dehaze, image motion deblur, and

image compression deblur. We first introduce the dataset source

and experimental settings. Then, we present the results of

comparing our proposed algorithm with 15 state-of-the-art

methods. Finally, the effectiveness of the proposed module is

demonstrated through ablation experiments.
4.1 Dataset

We constructed datasets of degraded aerial images to evaluate

the effectiveness of the proposed method in handling various types

of image degradation. The raw images were sourced from a publicly

available dataset, which comprised video frames captured by drones
TABLE 1 Network Setting.

Layer Description Output Size

Encoder

#1 Conv (3, 32, 3, 1) 640x640x32

#2 Conv (32, 64, 3, 2) 320x320x64

3x MRF Enhancement Block(c)

#1_1 Conv (c, 32, 3, 1) 320x320x32

#1_2 Conv (c, 128, 3, 1) 320x320x128

#2_1 Conv (32, 32, 3, 1) 320x320x32

#2_2 Conv (32, 32, 5, 1) 320x320x32

#2_3 Conv (32, 32, 9, 1) 320x320x32

#2_4 Conv (32, 32, 13, 1) 320x320x32

#3 Cat + Conv (128, 128, 3, 1) 320x320x128

Decoder

#1 Deconv (256, 128, 4, 2) 640x640x128

#2 Conv (128, 64, 3, 1) 640x640x64

#3 Conv (64, 32, 3, 1) 640x640x32

#4 Conv (64, 32, 3, 1) 640x640x3
Where c indicates the number of feature channels entering the MRF enhancement blocks.
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equipped with video surveillance cameras. To obtain degraded

images of drone-monitored forest scenes under various

conditions, we employ Python library Imgaug (Jung et al., 2020)

to synthesize paired degraded images. For the 2007 original images,

we generated two degraded images with different levels of

degradation for each image by adjusting different parameters

depending on the degradation type. In this paper, we synthesize

haze images with different concentrations by setting the scattering

coefficient to 2 or 3, generate motion blur images using blur kernels

ranging from 25 to 34 and angles ranging from -150 to 360 degrees,

and produce compression blur images by randomly selecting

compression ratios between 89 and 93. Regarding the scattering

coefficient used in generating hazy images, we based them on

previous research about the atmospheric scattering physical

model. The motion blur kernel and angle parameters were

selected based on the linear motion blur physical model. The

compression rate parameters are based on the pixel count of the

image and the compression algorithm parameters. Finally, 4014

degraded images were generated for each of the three tasks, 70% of

which are used for fully supervised training and the rest for testing.

Since we use a mixture of three degraded types in the all-in-one

image enhancement task, our all-in-one framework can effectively

generate close-to-ground truth images for any degradation type.
4.2 Training specifications

All experiments are conducted using PyTorch on an Ubuntu

20.04 system, with NVIDIA RTX 3080Ti GPU to optimize the

training speed. For each task, we compare the proposed method

with the state-of-the-art methods separately. Then the generality of

AIENet is demonstrated by further comprehensive training. We use

almost the same training strategy for these models. For a fair

comparison, all models are trained for 60 epochs. By default, we

train our model with batch size 2 using the Adam optimizer

(Kingma and Ba, 2014). The default initial learning rate is set to

0.001, decaying by 0.1 every 40 epochs. The changing trend of target

loss is shown in Figure 4. In the early stages of training, the loss
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value is relatively high, indicating a large discrepancy between the

predicted and ground truth images. However, the loss value of the

model drops very quickly after training several epochs and plateaus

at epoch 40. This suggests that our model may have converged

earlier, but we still follow the default training strategy for

comparison with previous work.
4.3 Comparisons with
state-of-the-art methods

Our model is individually compared with five state-of-the-art

methods on specific tasks for a comprehensive comparison.

Specifically, we compare with (Li et al., 2017; Ren et al., 2018;

Dong et al., 2020; Qin et al., 2020; Li et al., 2021) on the dehazing

task. The methods to remove motion blur include (Nah et al., 2017;

Tao et al., 2018; Kupyn et al., 2019; Zhang et al., 2019; Cho et al.,

2021). The baselines for compression deblur are (Dong et al., 2015;

Chang et al., 2020; Chen et al., 2021; Jiang et al., 2021; Zamir et al.,

2021). To demonstrate the superiority of our all-in-one framework,

we also compare models trained in an all-in-one manner on three

tasks. In other words, we train the proposed model on an ensemble

of all datasets consisting of degraded images with three different

degradation types (i.e., haze, motion blur, and compression blur).

And then test on a single type.

Quantitative evaluations between ground truth x and restored

images y were performed via the conventional Peak Signal-to-Noise

Ratio (PSNR) (Huynh-Thu and Ghanbari, 2008) and Structural

Similarity (SSIM) (Wang et al., 2004) metrics. PSNR is a very

important indicator in the field of image enhancement, which can

be expressed as:

PSNR = 10 log10 (
L2

MSE
) (7)

where L is the possible maximal pixel value. The mean square

error MSE between x and y is calculated as follows where H and W

are the height and width of the images:
A B C

FIGURE 4

Curves of the changing trend of target loss. (A) shows the trend of the dehazing loss function, (B) shows the trend of the compression deblurring
loss function, and (C) shows the trend of the motion deblurring loss function.
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MSE(x, y) =
1

H �Wo
H

i=1
o
W

j=1
(x(i, j) − y(i, j))2 (8)

In comparison to PSNR, the structural similarity indicator

is more in line with human subjective system judgment on

image quality. SSIM is designed to compute the luminance,

contrast, and structural similarity between the x and y, which can

be represented by:

SSIM(x, y) =
(2mxmy + c1) (2sxy + c2)

(m2
x+m2

y + c1) (s2
x+s2

y + c2)
(9)

where mx and my are the mean of x and y, respectively. sx and sy
are the variance of x and y, respectively. sxy is the covariance of x
and y. By default, c1=·(0.01L) and c2=·(0.03L) are the constants used

to avoid divisors by zero. We evaluated PSNR and SSIM based on

the luminance channel Y of the YCbCr color space in accordance

with the previous convention (Zamir et al., 2021; Valanarasu

et al., 2022).

4.3.1 Task-specific image enhancement results
Quantitative Evaluation for Image Enhancement. Table 2

presents our quantitative evaluations. The top half of the tables

contain results from task-specific image restoration. Our models

achieve performances superior to all compared existing methods in

PSNR on all tasks. For the image dehazing task, the proposed

method yields the best PSNR of 35.69 dB, which also outperforms

all dedicated to dehazing models. Notably, in our experiments, we

found GCANet (Ren et al., 2018) to be the best-performing network

for dehazing in SOTAs. And the method in this paper also achieves

a breakthrough of 5.37%. Furthermore, we also get small victories in

objectively evaluating SSIM close to the Human Visual System

(HVS). In the motion deblurring task, our model exceeds all

compared deblurring networks in terms of PSNR. It is worth

noting that our model is the second best in the comparison of

structural feature recovery. But compared to MIMO-UNet (Cho

et al., 2021), the best network for motion blur removal in this

experiment, our model parameters are only 10.62MB, while the

MIMO-UNet network has a parameter amount of 25.97MB.
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Qualitative Results for Image Dehazing. To illustrate that our

model can better remove the visual effects of haze and restore more

image details than other dehazing methods, Figure 5 depicts some

visualizations of image dehazing reconstructions for aerial images of

forests, comparing our method with FFANet (Qin et al., 2020) and

GCANet (Ren et al., 2018). As illustrated, the FFANet does not

completely remove the influence of haze, and its restored image has

some artifacts. While GCANet seems to have the comparable visual

quality to our model in image dehazing, our AIENet achieves

visually pleasing results in detail enhancement (enlarged in red

and blue bounding boxes).

Qualitative Results for Image Deblurring: To demonstrate the

images restored by our model are sharper and produce fewer

artifacts, Figure 6 visualizes motion deblurring examples,

demonstrating the superiority of our model AIENet over MIMO-

UNet (Cho et al., 2021) and DMPHN (Zhang et al., 2019).In

particular, the state-of-the-art methods still retain obvious streak

artifacts when restoring images, while our model can preserve the

structural and textural image details. (e.g., second example in

Figure 6, forest enlarged in the red bounding boxes). Although in

quantitative experiments, the proposed model does not show

competitive performance on image compression deblurring. But

in visual analysis, as shown in Figure 7, the proposed model can

produce excellent visual quality on par with state-of-the-

art methods.

Generality to Different Image Enhancement Tasks: To

demonstrate the superior generalization of the proposed method,

we compare it with different task-specific image enhancement

methods on three challenging tasks including dehaze, motion

deblur and compression deblur. As shown in Table 3, although

HINet performs well in removing compression artifacts, it has

uncompetitive results on image dehazing and motion deblurring.

Similarly, FFANet exhibits significant performance discrepancies

across different tasks, with a PSNR of 32.17 dB for compression

deblurring but only 20.97 dB for dehazing. Evidently, these methods

excel only in specific tasks while performing poorly in others.

Although generalization seems to be visible in MIMO-UNet, our

AIENet exhibits a more competitive restoration performance than it
TABLE 2 Quantitative comparisons in terms of PSNR and SSIM (the symbol “↑” means that higher value is better) with state-of-the-art image
dehazing, motion deblurring, and compression deblurring methods.

Dehaze MotionDeblur Compression Deblur

PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑

Task-specific

AODNet 13.99 0.7592 MS-CNN 28.47 0.8107 ARCNN 27.62 0.7986

GCANet 33.87 0.9632 SRN 28.35 0.7968 FBCNN 30,99 0.9001

MSBDN 14.96 0.8864 DeblurGAN-v2 27.54 0.7752 HINet 33.11 0.9104

FFANet 20.97 0.9325 DMPHN 29.59 0.8248 SADNet 32.81 0.9095

YOLY 10.22 0.5284 MIMO-UNet 31.33 0.9317 MPRNet 32.47 0.8626

AIENet 35.69 0.9642 AIENet 31.87 0.8648 AIENet 32.98 0.8764

All-in-one AIENet 32.50 0.9501 AIENet 28.88 0.7909 AIENet 31.70 0.8587
fro
The best and second-best results are highlighted in bold and underlined, respectively. The above half of the table shows comparisons of our task-specific models individually evaluated for each
task. The last row of the table show evaluations of our all-in-one model AIENet on all three test sets.
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A B C D E

FIGURE 6

Qualitative enhancement comparisons of our model on synthetic motion blur samples with MIMO-UNet (Cho et al., 2021) and DMPHN (Zhang et al.,
2019). (A) is the input motion blur images, (B, C) are the enhancement results of the state-of-the-art algorithms, (D) is the enhancement results of
the proposed AIENet, and (E) is the ground truth images. Blue and red boxes correspond to the zoomed-in patch for better comparison.
A B C D E

FIGURE 5

Qualitative enhancement comparisons of our model on synthetic hazy samples with FFANet (Qin et al., 2020) and GCANet (Ren et al., 2018). (A) is
the input hazy images, (B, C) are the enhancement results of the state-of-the-art algorithms, (D) is the enhancement results of the proposed AIENet,
and (E) is the ground truth images. Blue and red boxes correspond to the zoomed-in patch for better comparison.
A B C D E

FIGURE 7

Qualitative enhancement comparisons of our model on synthetic compression blur samples with SADNet (Chang et al., 2020) and MPRNet (Zamir
et al., 2021). (A) is the input compression blur images, (B, C) are the enhancement results of the state-of-the-art algorithms, (D) is the enhancement
results of the proposed AIENet, and (E) is the ground truth images. Blue and red boxes correspond to the zoomed-in patch for better comparison.
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in each task. The experimental results on datasets for hazy, motion

blurring, and compression blurring show that our model excels at

generalizing to diverse image domains.

4.3.2 All-in-one image enhancement results
The last row of the Table 2 presents quantitative evaluations for

all-in-one image restoration. Generally, our method yields

exceptional image quality and is faithful to the ground truth on

all three test sets. Notably, for the image dehazing task, our trained

all-in-one image enhancement network is second only to GCANet,

the state-of-the-art model trained on the specific task, with PSNR/

SSIM metrics reaching 32.50 dB/0.9501. Generally, the difference in

image quality is less noticeable when the PSNR value reaches above

28 dB. Therefore, our model shows its outstanding performance

and application value in environments that are sensitive to

computational cost and running time.
4.4 Ablation study

In this section, we present ablation experiments to analyze the

contribution of each component of our model. Specifically, we focus

on two major components: with/without the skip connection and

with the different number of enhancement blocks. Task-specific

evaluation is performed on the synthetic haze dataset with the

proposed models trained on the image size of 640Ã—640, and the

results are shown in Table 4. To further validate the importance of

each specific component in the all-in-one task, we also conduct

analysis on the union of three datasets. Generally, we evaluate four
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different network configurations and follow the same training setup

as the above experiments.

The influence of global-local skip connection: As mentioned

in Section 3.2, skip connection can provide more high-resolution

details of the original image for deconvolution or upsampling

processes. Therefore, we demonstrate the influence of the design

by removing them from our final model. Table 4 shows a substantial

drop in PSNR of the image dehazing results from 35.69 dB to 32.36

dB when the global-local skip connection is removed.

Correspondingly, the absence of the skip connection leads to poor

performance as compared to employing it for all-in-one image

enhancement. A similar trend is observed for the method without a

local skip connection, where gains of the original model over it are

1.73 dB/0.0089 on PSNR/SSIM. We also provide two representative

dehazing examples in Figure 8 for visual comparison. It can be seen

that the images restored by removing skip connections contain

either overly smooth contents or artifacts with grid textures. In

contrast, the complete model is able to remove real noise, while

preserving the structural and textural image details.

The effectiveness of the proposed MRF enhancement block:

Since our model could employ different enhancement block

number, we test different options. The results on image dehazing

and all-in-one image enhancement tasks corresponding to different

n are given in Table 4. This ablation study reveals that MRF block

effectively increases the PSNR by 13.56% from n=1 to n=2, owning

to the diverse receptive fields and the multi-scale perception

mechanism. It is worth noticing that the model yields better

performance in PSNR and SSIM respectively as the number of

the MRF enhancement block increases, but the gains show a clear
TABLE 3 Quantitative comparison results (PSNR/SSIM) of some excellent methods for dehazy, motion deblurring and compression deblurring tasks.

Methods Haze Haze Compression Blur

FFANet (Dehaze) 20.97/0.9325 29.60/0.8366 32.17/0.8785

FFANet (Dehaze) 30.12/0.9842 31.33/0.9317 32.76/0.9408

HINet (Compression Deblur) 21.94/0.9563 31.20/0.9035 33.11/0.9104

Ours (All-in-one) 32.50/0.9501 28.88/0.7909 31.70/0.8587

Ours 35.69/0.9642 31.87/0.864 32.98/0.8764
The best and second-best evaluation results are highlighted in bold and underlined, respectively.
TABLE 4 Ablation study on individual components of the proposed AIENet.

Method Task-specific All-in-one

PSNR↑ SSIM↑ PSNR↑ SSIM↑

w/o global-local skip connection 32.36 (10.3%) 0.9290 (3.8%) 30.11 (7.9%) 0.8664 (9.7%)

w/o local skip connection 33.96 (5.1%) 0.9553 (0.9%) 29.61 (4.8%) 0.8681 (2.2%)

MRF n = 1 30.16 (18.3%) 0.9147 (5.4%) 30.85 (5.3%) 0.8839 (7.5%)

n = 2 34.25 (4.2%) 0.9541 (1.1%) 31.02 (4.8%) 0.8840 (7.5%)

n = 4 36.18 (-1.4%) 0.9651 (-0.1%) 31.69 (-2.1%) 0.8890 (-0.2%)

Ours 35.69 (0.0%) 0.9642 (0.0%) 31.05 (0.0%) 0.8875 (0.0%)
fronti
The PSNR and SSIM of the proposed method are highlighted in bold. The symbol “↑” means that higher value is better.
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downward trend. As such, the results also indicate that the model

performance is not from the deeper layers but from a more efficient

architecture, since more modules do not improve the performance

much and our model has a smaller size.
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4.5 Smoke detection results

As discussed in the introduction, aerial image enhancement

could be helpful in improving the performance of fire detection

approaches in forest fire prevention based on drone imagery

monitoring. Therefore, we train a smoke detection algorithm

(Wang et al., 2022) on the raw dataset. To verify the effectiveness

of our method in boosting image detection, we use the results of

image dehazing, image motion deblurring, and image compression

deblurring as input exemplars for the detection algorithm,

respectively. As a comparison, we also train models that perform

better in each task, then test their enhanced results in the detection

algorithm. As shown in Figure 9, the confidence below these images

demonstrates the quantitative comparisons between the proposed

model and the state-of-the-art methods. The results show that

whether it is restoring blurred images or removing weather

disturbances, our image enhancement method can effectively

improve the confidence of the detection algorithm.
A

B

C

FIGURE 9

Qualitative comparison of our model with other works in improving fire detection performance. (A) is the visual comparison of image dehazing
results. (B) is the visual comparison of image motion deblurring results. (C) is the visual comparison of image compression deblurring results.
FIGURE 8

Examples on image dehazing(first row) and all-in-one image
enhancement(second row) to show the superiority of global-local skip
connection. Obviously, our model with glob-local skip connection
improves the gridding artifacts and produces much better details.
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5 Conclusion

This paper presents an image enhancement method based on

multiple receptive fields to improve the visual effect of aerial images

in forest scenes. We focused on building an all-in-one framework

that eliminates any degradation in aerial imagery. Based on this, we

also devise a novel multi-receptive field enhancement block, which

can adapt to the distribution differences of object regions in aerial

images. It also benefits the network by recovering high-resolution

details of images more efficiently. Extensive experiments have

validated the merits of our method over other state-of-the-art

enhancement methods on benchmark datasets. Specifically, our

AIENet has achieved considerable gains in both dehazing and

motion deblurring tasks, i.e., 5.3% improvement in PSNR on the

haze dataset, and a 1.7% increase on the motion blur dataset. The

results of all-in-one image enhancement also show that our model

has the ability to obtain performance close to SOTAs, which avoids

the lack of resources associated with storing models separately to

handle individual enhancement tasks. And we have also

experimentally demonstrated that AIENet generalizes well to

other image domains. Moreover, we further conduct ablation

experiments to demonstrate the influence of the proposed MRF

enhancement block. We show that using three enhancement blocks

leads to optimal performance (35.69 dB on a specific task, and 31.05

dB on an all-in-one task) as compared to employing other

quantities of enhancement blocks. Notably, the proposed method

introduces lightweight image enhancement capability since the

architecture can be based on a simpler backbone network for

image restoration with less running time, which is of great

interest for devices with limited resources.
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1College of Robotics, Guangdong Polytechnic of Science and Technology, Zhuhai,
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Accurately and rapidly counting the number of maize tassels is critical for maize

breeding, management, and monitoring the growth stage of maize plants. With

the advent of high-throughput phenotyping platforms and the availability of

large-scale datasets, there is a pressing need to automate this task for genotype

and phenotype analysis. Computer vision technology has been increasingly

applied in plant science, offering a promising solution for automated

monitoring of a large number of plants. However, the current state-of-the-art

image algorithms are hindered by hardware limitations, which compromise the

balance between algorithmic capacity, running speed, and overall performance,

making it difficult to apply them in real-time sensing field environments. Thus, we

propose a novel lightweight neural network, named TasselLFANet, with an

efficient and powerful structure for accurately and efficiently detecting and

counting maize tassels in high spatiotemporal image sequences. Our proposed

approach improves the feature-learning ability of TasselLFANet by adopting a

cross-stage fusion strategy that balances the variability of different layers.

Additionally, TasselLFANet utilizes multiple receptive fields to capture diverse

feature representations, and incorporates an innovative visual channel attention

module to detect and capture features more flexibly and precisely. We

conducted a series of comparative experiments on a new, highly informative

dataset called MrMT, which demonstrate that TasselLFANet outperforms the

latest batch of lightweight networks in terms of performance, flexibility, and

adaptability, achieving an F1 measure value of 94.4%, a mAP.@5 value of 96.8%,

and having only 6.0M parameters. Moreover, compared with the regression-

based TasselNetV3-Seg† model, our proposed model achieves superior

counting performance, with a mean absolute error (MAE) of 1.80, a root mean

square error (RMSE) of 2.68, and a R2 of 0.99. The proposed model meets the
frontiersin.org0182

https://www.frontiersin.org/articles/10.3389/fpls.2023.1158940/full
https://www.frontiersin.org/articles/10.3389/fpls.2023.1158940/full
https://www.frontiersin.org/articles/10.3389/fpls.2023.1158940/full
https://www.frontiersin.org/articles/10.3389/fpls.2023.1158940/full
https://www.frontiersin.org/articles/10.3389/fpls.2023.1158940/full
https://www.frontiersin.org/articles/10.3389/fpls.2023.1158940/full
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fpls.2023.1158940&domain=pdf&date_stamp=2023-04-14
mailto:honger1983@gmail.com
https://doi.org/10.3389/fpls.2023.1158940
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/plant-science#editorial-board
https://www.frontiersin.org/journals/plant-science#editorial-board
https://doi.org/10.3389/fpls.2023.1158940
https://www.frontiersin.org/journals/plant-science


Yu et al. 10.3389/fpls.2023.1158940

Frontiers in Plant Science
accuracy and speed requirements of the vision system in maize tassel detection.

Furthermore, our proposed method is reliable and unaffected by geographical

changes, providing essential technical support for computerized counting in

the field.
KEYWORDS

maize tassels, detection and counting, lightweight, feature aggregation, neural network
1 Introduction

Maize has been a crucial agricultural crop for several decades,

serving as a primary source of food, feed, fuel (ethanol), and other

industrial feedstocks (Andorf et al., 2019). However, the yield of

maize kernels is prone to fluctuation due to planting density issues

caused by poor germination and planting errors (Gonzalez et al.,

2018). Counting maize tassels is therefore an essential task in crop

management and breeding, as it provides valuable information on

germination rates and population densities for farmers and breeders

(Wang et al., 2021). Additionally, monitoring the development of

maize tassels offers a reliable foundation for observing the growth

cycle of maize (Yu et al., 2013), resulting in improved production

and more effective farming practices. This technique can offer

practical guidance and early warning to farmers (Bai et al., 2018),

making it a powerful tool for crop management.

Traditional manual observation and counting rely on labor-

intensive tasks, which are not only time-consuming but also limited

in sample size. Fortunately, with the rapid development of

computer vision and deep learning, more advanced research

methods have emerged for extracting and processing visual

information from image data, providing us with better options for

efficiently detecting and counting plants (Yu et al., 2017). Building

on breakthroughs from the past few decades (He et al., 2015;

Russakovsky et al., 2015; Vaswani et al., 2017), the field of visual

recognition has entered a new era of large-scale visual

representation learning. The performance of visual representation

learning systems is largely influenced by three main factors: the

chosen neural network architecture, the method used to train the

network, and the data used for training. In the field of visual

recognition, every advancement in each of these areas contributes

to the overall performance improvement. Innovations in neural

network architecture design have played an important role in

representation learning. Convolutional neural networks (CNNs,

See Table 1 for all abbreviations in the paper.) (Chollet, 2017;

Shafiq and Gu, 2022) have demonstrated high capability for

learning discriminative visual representations and convincingly

extended to a range of computer vision tasks such as image

recognition, object detection, and semantic segmentation.

Currently, related applications in object detection have gradually

matured. The field is mainly divided into two-stage algorithms

represented by Faster Region-based Convolutional Neural Network

(Faster RCNN) (Chen and Gupta, 2017) and one-stage algorithms
0283
represented by You Only Look Once (YOLOv3) (Redmon and

Farhadi, 2018). Among them, CenterNet (Duan et al., 2019),

EfficientDet (Tan et al., 2020), RetinaNet (Lin et al., 2017),

Yolov7-tiny (Wang et al. , 2022) have achieved SOTA

performance in many different fields.

In the field of plant science, various methods have been

developed for applications such as counting trees (Li et al., 2016),

fruits (Rahnemoonfar and Sheppard, 2017), wheat ears (Madec

et al., 2019), and rice panicles (Wang et al., 2022a), with remarkable

success. However, despite these advances, identifying maize tassels

using visual techniques remains a challenging task due to the

following factors:
TABLE 1 Summary of abbreviations.

Abb. Full name

BN Batch Normalization

MP Max Pooling

REP Re-Parameterization

GMP Global Max Pooling

GAP Global Average Pooling

MP-C Max Pooling-Conv

ECA Efficient Channel Attention

Mlt-ECA Multi-Efficient Channel Attention

ELAN Efficient Layer Aggregation Networks

ELAN-H Efficient Layer Aggregation Networks-Higher

SPPCSPC Spatial Pyramid Pooling Cross Stage Partial Connect

PANet Path Aggregation Network

YOLO You Only Look Once

CNN Convolutional Neural Network

R-CNN Region-based Convolutional Neural Network

UAV Unmanned Aerial Vehicle

MAE Mean Absolute Error

RMSE Root-Mean Square Error

MAPE Mean Absolute Percentage Error

FPS Frames Per Second
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1) The size, color, and texture of tassels vary depending on the

maize cultivar and growth stage. The tassel margins are

irregularly shaped, and their color may resemble that of

leaves at a particular stage.

2) The illumination changes considerably under different

weather conditions, leading to image degradation, wind-

induced motion, camera shooting angle variations, and

perspective distortion, causing differences in tassel poses.

3) Occlusion is commonly present, making it difficult to count

even for human experts. The presence of a cluttered

background diversifies and misleads the visual pattern of

the maize tassel.
Therefore, there is an urgent need for machine learning models

that can detect maize tassels in a wide variety of situations with

reliable generalizability. Currently, vision-based research on grain

ear numbers is mainly categorized into three groups as follows:

Segmentation-based methods: Segmentation-based methods

are commonly used to segment plant or organs in image

sequences using phenotypic features such as color and texture.

The counting methods are then applied to calculate the number of

ears. Several studies have been conducted to improve the accuracy

and efficiency of this method for different plant species. For

instance, Yu et al. (2016) utilized the spatio-temporal saliency

properties of maize tassels and employed a low-rank matrix

decomposition method to identify the pixel domain of the tassel.

This was followed by image segmentation to extract the tassels.

However, this method is only applicable to scenes where the tassels

are relatively prominent against the background. Hayat et al. (2020)

proposed a rice ear segmentation algorithm based on unsupervised

Bayesian learning, which employs a multivariate mixture Gaussian

model to represent the probability distribution of pixels. The

algorithm achieved an average F1 measurement of 82.10%.

Nonetheless, it may not be suitable for maize tassels due to their

rich textural characteristics and different colors of different

cultivars. Ma et al. (2020) developed an EarSegNet model based

on semantic segmentation that integrates an encoder-decoder

structure and dilated convolution. The model aims to improve

the accuracy and efficiency of winter wheat ear segmentation and

achieves an F1 measurement of 87.25%. Yu et al. (2022) proposed

an Unmanned Aerial Vehicle (UAV) tassel image recognition

algorithm based on the U-Net model. The algorithm combines

lightweight and heavy extraction networks, striking a balance

between accuracy and speed with a relative mean squared error

RMSE of 4.4. Nevertheless, low-level noise can severely disrupt

counting after phenotypic segmentation. This may result in errors

accumulating and a decrease in accuracy.

Regression-based method: The direct counting by regression

network is an alternative method for object counting. Lu et al.

(2017) proposed TasselNet, a regression network that directly

computes maize tassels. By modeling the local visual

characteristics of field images and regressing the local counts of

maize tassels, TasselNet can achieve good adaptability to in-field

variations. However, this approach may not be as robust as object

detectors in later growth stages. To improve counting accuracy and
tiers in Plant Science 0384
efficiency, the same research group proposed TasselNetV2 and

TasselNetV2+ (Xiong et al., 2019; Lu and Cao, 2020). Similarly,

Khaki et al. (2022) proposed WheatNet for counting wheat ears,

achieving an overall prediction error of 8.7%. Liu et al. (2022)

introduced IntegrateNet, a new network for maize stand counting

that supervises the learning of density map and local count

simultaneously. This approach balances the tradeoff between their

errors, resulting in improved model performance. One disadvantage

of direct counting by regression networks is that this method only

provides ear counts that are as reliable as possible, making it difficult

to analyze the ears phenotype accurately after counting.

Object detection-based method: Object detection is a popular

approach for counting that involves detecting and drawing

bounding boxes. This method not only provides the number of

objects but also their size and location. For instance, Liu et al. (2020)

used the Faster R-CNN to detect maize tassels in UAV images and

achieved a detection accuracy of 89.96%. Ji et al. (2021) proposed an

in-field maize tassels detection method that combines light

saturation correction and Itti saliency-based systems to detect

candidate regions, and false positives are removed using the LS-

SVM classifier, resulting in an F1 score of 88.36%. However, object

detection methods without deep learning models have relatively

poor learning capabilities, which may limit their direct use in other

applications. Yang S, et al. (2021) proposed an improved CenterNet

that embeds location information in the feature extraction module

and increases the detection accuracy to 92.4%. While the above

detection methods are designed for specific cultivars in particular

environments, they may not accurately distinguish tassels at early

tasseling stages, making it difficult to continuously monitor maize

breeding requirements. Miao et al. (2021) found that the

convolutional neural network-based regression counting method

had poor accuracy and high bias for plants with extreme leaf counts,

while the count-by-detection method based on the Faster R-CNN

object detection model achieved near-human performance for

plants where all leaf tips are visible. However, the two-stage

detection network used in the count-by-detection method ignores

the real-time requirements of field applications. Notably, the YOLO

series, another commonly used object detection method, is faster

and more efficient than other methods and can meet the practical

needs of plant detection and counting problems (Yang B, et al.,

2021; Lyu et al., 2022; Zang et al., 2023). However, the accuracy of

tassel detection still needs to be improved (Zou et al., 2020).

In recent years, embedded systems have gained significant

attention as a promising approach for efficient target detection in

crop growth monitoring systems, such as the identification of

specific crop features. The real-time processing capabilities of

embedded systems can significantly reduce the time delay

between image acquisition and detection. To this end, several

studies (Gajjar et al., 2021; Saddik et al., 2022) have presented

intelligent plant disease diagnosis systems that integrate computer

vision and machine learning techniques. However, the accuracy of

such systems may be affected by image quality and lighting

conditions, and they may require substantial computational

resources and training time. In a similar vein, a fruit detection

and counting system that leverages embedded systems and

convolutional neural networks (CNNs) has been proposed
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(Mazzia et al., 2020; Zhang et al., 2022). Although the system can

detect and count fruits in real-time, its accuracy may be influenced

by factors such as fruit color, size, and shape, and it requires

significant computational resources. Therefore, there is a need for

vision technologies that can ensure high accuracy while being easy

to implement. Specifically, there is a need to address the impact of

external environmental conditions and internal growth features on

object detection while reducing the computational requirements of

embedded systems.

To address these challenges, this paper proposes a new

lightweight neural network called TasselLFANet, which is based

on the deep learning framework. The network has a faster and

stronger structure and a more efficient feature integration method.

We enhance the feature-learning ability of the network by using a

cross-stage fusion strategy that balances the variability of different

layers. Moreover, our method makes use of diverse feature

representations with multiple receptive fields and introduces an

innovative visual channel attention module to detect and capture

features more flexibly and accurately.

Overall, the main contributions of this paper are four-fold:
Fron
1) Through a series of comparative experiments, we

demonstrate that detection-based methods hold great

promise for plant counting applications. Compared to

regression-based methods, detection-based methods

provide more comprehensive object information, such as

position and size, which can inform pre- and post-

processing steps.

2) We propose a novel global regression framework for object

detection, named TasselLFANet, which leverages an

improved attention module to address scale changes of

tassels and environmental variations in complex wild-field

situations. Our framework achieves high efficiency while

maintaining strong performance. In addition, our model
tiers in Plant Science 0485
has a small number of parameters, making it suitable for

real-time detection in embedded systems.

3) We introduce MrMT (Multi-regional Maize Tassels), a

highly informative, spatially and temporally continuous

dataset containing 1968 images and 96434 corresponding

bounding box annotations. This large-scale, high-cost

dataset is designed to provide researchers with a more

convenient and detailed resource for agricultural research,

including crop growth stage detection.

4) Based on the evaluation of the MrMT dataset, we

demonstrate that our proposed method outperforms the

latest batch of high-performance lightweight networks for

object detection. Furthermore, our method surpasses the

state-of-the-art TasselNetV3-Seg† model in plant counting

performance when compared to regression network-based

counting methods.
2 Materials and methods

2.1 Image collection and annotation

We developed an automated ground-based observation system

that captures farmland images continuously every day. The digital

camera captures eight images per day, one every hour from 9:00 to

16:00. The system was installed in experimental fields located in

Tai’an of Shandong province, Zhengzhou of Henan province, and

Gucheng of Hebei province, China, as described in Yu et al. (2013).

The experimental fields grew various cultivars of maize. The MrMT

(Multi-regional Maize Tassels) dataset was collected, containing 12

independent image sequences from the tasseling stage to the

flowering stage, totaling 1968 field images, as listed in Table 2. To

capture subtle changes, the dataset covers various scales and
TABLE 2 Multi-regional Maize Tassels (MrMT dataset).

Image Sequence Total Size Train Size Valid Size Test Size

Shandong2010_1 116 71 30 15

Shandong2010_2 117 69 30 18

Shandong2011_1 140 79 30 31

Shandong2011_2 126 61 30 35

Shandong2012_2013 55 – – 55

Henan2010 221 140 60 21

Henan2011 237 140 60 37

Henan2012 227 140 60 27

Henan2014 240 140 60 40

Hebei2010 225 140 60 25

Hebei2012 220 140 60 20

Hebei2014 44 – – 44
fr
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environments through continuous sampling, which helps to learn

network representations based on quantitative data. The MrMT

dataset enriches the existing dataset of maize tassels images with

more timepoints, as shown in Figure 1. The dataset includes images

of maize tassels in different scenarios, such as tasseling stage to

flowering stage in multiple time sequences (Figures 1A–F), and

example images from different locations (Figures 1G–J), including

Hebei2012, Shandong2011_1, Shandong2010_2, and Henan2012.

These images highlight the complexity of the maize growth

environment, making it challenging for automatic operations.

In accordance with standard annotation paradigms, box-level

labeling was manually performed for each maize tassel using the

open-source tool Labelimg (Tzutalin, 2022). An example of such

labeling is shown in Figure 2. While this work was both expensive

and time-consuming, it proved to be meaningful and valuable,

resulting in the annotation of a total of 96,434 maize tassels. It is

important to note that these labels may contain some level of noise,
Frontiers in Plant Science 0586
which can increase with the amount of data and make training the

model more challenging. However, our proposed method has

demonstrated excellent noise suppression capabilities, as we will

show in later sections, and is also able to adapt to the domain of the

MrMT dataset.
2.2 Lightweight feature aggregation
network (TasslLFANet)

Our proposed method is a one-step global regression

framework that directly maps image pixels to bounding boxes,

coordinates, and classification scores. The network architecture is

designed to be simpler and more efficient, allowing for real-time

performance. Our method employs binary cross-entropy loss as the

supervisory signal and includes a box regression branch that

predicts four coordinates for each box, along with an objectness
D
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C

FIGURE 1

Example of field imaging of maize tassels in the MrMT dataset. (A–F) present images of tassels from tasseling stage to flowering stage in multiple
time sequences; (G–J) are example images in different scenarios, respectively from Hebei2012, Shandong2011_1, Shandong2010_2, Henan2012, it
can be observed that the growth environment of maize is complex and is challenging for automatic operations.
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score. The objectness score is equal to 1 if the anchor box overlaps

with the ground-truth box more than any other anchor box. The

overall architecture is depicted in Figure 3 and consists of Encoder,

Decoder, and Dense Inference components, which we will explain

in detail in the following sections.

2.2.1 Efficiency aggregation encoder
We use the convolution, batch normalization, and SiLU

activation functions as basic components of the model. Efficient

Layer Aggregation Network (ELAN) (Wang et al., 2022b) and Max

Pooling-Conv (MP-C) modules constitute an Encoder for feature

extraction. As shown in Figure 4, an image of size of H �W �3 is

taken as input, the feature maps are performed by multi-

dimensional aggregation, and the feature maps are output in two-

fold down sampling manner. The encoder can then be divided into

four stages, each stage outputting 32, 64, 128, and 256 channels

respectively, and the mapping information is used as the encoding

set for the input image. ELAN is our important means of feature

encoding. Through cross-channel information interaction, it

aggregates different feature layers into the output feature map.

Such a jump-level structure integrates multi-layer outputs, which

enhances the expressiveness and adaptability of the network. By the
Frontiers in Plant Science 0687
way, the MP-C down sampling method that combines pooling and

convolution is adopted to reduce the image information lost after

pooling. Combined with convolution, superficial information from

shallow layers and semantic information from deep layers are

aggregated to reduce feature dimensionality while retaining useful

information, avoiding overfitting to some extent. Finally, we also

add an attention module Multi-Efficient Channel Attention (Mlt-

ECA), which improves the model’s performance. Mlt-ECA is our

innovation based on ECA (Wang Q, et al., 2020), which will be

described next.

2.2.2 Multi-branch decoder
Multi-Branch Decoder, as a concise and effective decoder,

utilizes the correlation between feature maps to enhance feature

reuse through multi-dimensional interaction and aggregate rich

information flows to enhance feature hierarchy. In order to better

separate context information and obtain multi-level receptive fields,

we embed the Spatial Pyramid Pooling Cross Stage Partial Connect

(SPPCSPC) module at the connection between Encoder and

Decoder. The SPPCSPC module uses group convolution, which is

efficient for the model, where cross-stage feature fusion strategy and

truncated gradient flow have been adopted to improve the
FIGURE 2

Box-level labeling for MrMT dataset.
FIGURE 3

TasselLFANet global regression framework (⊗indicates Concat operation).
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variability of learned features within different layers (Wang et al.,

2020), thereby obtaining aggregated information at different scales

and enriching the expressive power of feature maps. To cope with

the scale change and perspective transformation in the image, we

merge the output feature map of the third stage in the Encoder, and

increase the spatial dimension between the cascades by using the

nearest neighbor upsampling on the Decoder output layer, so as to

obtain feature maps that have the same size to the Encoder output.

The 1 �1 convolution is used to map the feature map to the same

channel dimension to achieve concat splicing, and the spliced

feature map is used as the second branch of the Decoder. The

feature information is output after being remapped by the module

Efficient Layer Aggregation Networks-Higher (ELAN-H). ELAN-H

is an extension of the ELAN module that further enhances network

learning capabilities without destroying the original gradient path.

Two branches are used for detection on images with different scale

transformations. They augment each other and adjust dynamically

to improve the detection accuracy for object with multi-scales.

Figure 5 shows the components of the Multi-Branch Decoder.

2.2.3 Dense inference
The Dense Inference module aims to merge the sub-images

detection results from the information obtained at different stages,

and further overlay the encoded information onto the original

feature image. In real-world scenarios, training resources are
Frontiers in Plant Science 0788
generally relatively abundant, and people are more concerned

about the inference overhead and performance, which is why we

choose to use the Re-Parameterization (REP) module (Ding et al.,

2021). The structure of REP is shown in Figure 5, which is based on

a structural reparameterization implementation. Recently, the new

concept of reparameterization has become an important topic in

network training and object detection (Ding et al., 2022; Hu et al.,

2022). During training, the network retains different receptive fields

through multi-gradient flow path mapping features to enrich

encoding information for better performance gain. During

inference, all network layers are transformed into 3�3

convolutions using an Op-fusion strategy to achieve the goal of

not increasing computational load, which is useful for network

deployment and acceleration.

2.2.4 Mlt-ECA attention module
In recent years, attention mechanisms have been proven to have

broad prospects for improving the performance of CNNs (Niu et al.,

2021; Guo et al., 2022). They tend to be less computationally

expensive than CNNs due to their lower structural complexity

and number of parameters. Convolution operations are now an

important means of extracting features of objects, and attention

mechanism can modify the extracted features while preserving

valuable information. This allows the model to ignore the

background and pay more attention to the information it needs.
FIGURE 4

Encoder composition module: (CBS/Conv: K �K, S; MP: S �S. K �K represents the convolution kernel size, S represents the step size).
FIGURE 5

Decoder components and REP module (⊗means add operation).
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The ECA method (Wang CY, et al., 2020) proposes a local cross-

channel interaction strategy without dimensionality reduction. This

strategy uses an adaptive one-dimensional convolutional kernel size

method to determine the coverage of local cross-channel

interactions. Based on the ECA step, we add another branch that

considers building the dependencies between channel information

in the module’s internal feature map. As shown in Figure 4, this

branch works similarly to the original ECA branch map, replacing

average pooling with max pooling. Channel weights for both the

average pooling branch and the global pooling branch are generated

by performing a 1D convolution with a kernel size of k, where k is

adaptively determined by mapping the channel dimension C and

can be expressed as Eq.1. The features of the two channels are then

aggregated, and finally output after the Sigmoid function feature

recalibration.

k = Y(C) +
log2 C
g

+
b
g

����
����
odd

(1)

Among them, k represents the size of the convolution kernel, C

is the number of channels, odd indicates that k is odd, and g and b
are set to 2 and 1 respectively in the experiment to change the ratio

between C and the convolution kernel. To easily distinguish the

improved attention mechanism from the original ECA attention

module, our proposed module is called Mlt-ECA.

Its working principle can be described by the following formula:

Ce(E) = s (CLk(E
C
AP) + CLk(E

C
MP)) (2)

ME = Ce(E)⊛ E (3)

where EC
AP and EC

MP represent the features of average pooling

and maximum pooling respectively, CLk refers to the one-

dimensional convolution of each pixel with its nearest neighbor k

pixels, srepresents the Sigmoid function, and ⊛  represents

element-wise multiplication. ME denotes the output feature map

obtained by Mlt-ECA attention.

2.2.5 Loss function
In deep learning, the loss function plays a crucial role in

ad jus t ing the we ight o f the neura l network dur ing

backpropagation. In our work, we propose two loss functions to

guide the bounding box regression. These functions are designed to

calculate the error between the predicted values and the ground-

truth values during the forward propagation stage, and are used to

optimize the network parameters in the training process.

2.2.5.1 Localization loss

We use Loc to compute the localization difference between the

prediction box and the ground-truth box for each image. Now let

bpd , bgt be the center of the prediction bounding box and the

ground-truth bounding box, respectively, then

Loc = IoU −
r2(bpd , bgt)

c2
− an (4)

where r is the Euclidean distance between the two centers, c is

the diagonal length of the minimum enclosing rectangle of the
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prediction box and the ground-truth box, and IoU represents the

intersection ratio between the ground-truth box and the prediction

box. Among them, n is used to measure aspect ratio similarity, and

a is the influencing factor of n , which are defined as:

n =
4
p2 arctan

wpd

hpd
− arctan

wgt

hgt

 !2

(5)

a =
n

1 − IoU + n
(6)

where wpd and wgt are the widths of prediction boxes and

ground-truth box, respectively; hpd and hgt are the heights of

prediction boxes and ground-truth box, respectively.

2.2.5.2 Confidence loss and classification loss

Confidence Loss Lobjxj and Classification Loss Lclsxj use the binary

cross-entropy function BCEWithLogitsLoss as supervision to

measure the cross-entropy between the target and the output. As

for a two-category task, for a sample, it is assumed that the

predicted probability of one class is p, and the other class is 1 − p.

Pi =
p,   if   y = 1

1 − p,   otherwise

(
(7)

Pi represents the probability that sample i is predicted to be a

positive sample, then the loss can be defined as:

Lxj = −
1
No

i

½yi ln Pi + (1 − yi) ln (1 − Pi)� (8)

yi represents the label of sample i, the yi is set to 1 when i

belongs to the positive class, the negative class is 0, and N represents

the total number of samples.

Then, we combine the three losses to get the final loss of

TasselLFANet, namely

Lfan = Loc + Lxj (9)

where Lxj = Lobjxj + Lclsxj
3 Experiments and discussions

3.1 Implementation details

In this study, we used a deep learning approach to detect and

count maize tassels. Our training dataset consisted of 1120 images

randomly selected from the publicly available MrMT dataset. We

reserved 480 and 368 images as validation and test sets, respectively.

All experiments were conducted on a deep learning framework

implemented with PyTorch 1.8 and CUDA 9.0, and executed on an

Nvidia Quadro P5000 GPU with 16G of memory. We did not rely

on pre-trained model weights during transfer learning to ensure

that our model’s performance reflected its true potential (Mesnil

et al., 2012; He et al., 2019). Given the high resolution of the images

in our dataset, we resized them to 640 x 640 pixels. We used the

cosine function to schedule the learning rate, which started at 0.01.
frontiersin.org
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The training was performed with stochastic gradient descent (SGD)

optimizer with a momentum of 0.937, and lasted for 100 epochs. To

prevent overfitting and enhance the robustness of our model, we

applied various data augmentation techniques, including color

distortion, random translation, random flipping, random scaling,

and random stitching.
3.2 Comparison with object detection
models

3.2.1 Evaluation metrics
The evaluation metrics of the TasselLFANet model compared to

other models are mainly based on precision (P), recall (R), mean

precision (mAP) and F1 −measure, where TP, FP and FN are the

number of true positives, false positives and false negatives,

respectively. n is 1 because there is only one category (maize

tassel) in the data. mAP@0:5 represents the average mAP at an

IOU threshold of 0.5. mAP@0:5 : 0:95 represents the average of m

AP at different IOU thresholds (from 0.5 to 0.95 in step of 0.05).

P =
TP

TP + FP
(10)

R =
TP

TP + FN
(11)

mAP =
on

1

Z 1

0
P(R)d(R)

n
(12)

IOU =
Area   of  Overlap
Area   of  Union

(13)

F1 −measure = 2
PR

P + R
∈ ½0, 1� (14)
3.2.2 Ablation study
Since attention is a plug-and-play module, we examine the

impact of adding attention at various locations within the model

architecture, conducting three different ablation implementations of

ECA and Mlt-ECA. These implementations allow us to assess the
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benefits of integrating attention modules within the Encoder and

after the Decoder has decoded the output layer. Our experimental

results, as summarized in Table 3, demonstrate that Mlt-ECA

consistently outperforms ECA when added in different positions.

Moreover, we observe that the effect of adding after Decoder

decoding the output layer is better than adding at two positions,

and the highest performance is achieved when adding Mlt-ECA

after the Encoder. Notably, our modified TasselLFANet with Mlt-

ECA achieves an F1 score that is 0.4% higher than the original

TasselLFANet, with P increasing by 0.6% to 0.946 and R increasing

by 0.4% to 0.942. These findings indicate that Mlt-ECA is more

robust and effective in suppressing background information,

enabling the model to focus on foreground features and enhance

high-level semantic understanding.
3.2.3 Comparing experimental results
Based on the MrMT dataset, we compare TasselLFANet with

six state-of-the-art lightweight object detection methods according

to the actual application needs, including SSD (Liu et al., 2016),

RetinaNet (Lin et al., 2017), CenterNet (Duan et al., 2019),

EfficientDet (Tan et al., 2020), Yolox-nano (Ge et al., 2021b) and

Yolov7-tiny (Wang et al., 2022a). We train and test these networks

using the same training and test sets. A comparison of each method

is shown in the Table 4.

Obviously, our proposed model outperforms the other methods

in different dimensions, and the model has fewer parameters. In

general, as R increases, P decreases accordingly, and our model has

a more robust trade-off. SSD, as a traditional one-stage object

detection model without bounding boxes generation, uses smaller

convolutional filters for dense sampling, which enables simple end-

to-end training even on low-resolution input images. However, low

feature layers and low number of convolutions will lead to

insufficient extraction of shallow feature map information,

making it difficult to meet the detection of small-scale tassels.

RetinaNet and EfficientDet are good anchor-based object

detection models that require extraction of candidate anchor

points before making predictions. But they are also likely to miss

small and dense objects due to background interference, large

overlap of maize tassels and complex growth environment. The

YOLO series of object detection algorithms are famous and well-

balanced in speed and accuracy. Yolox-nano and Yolov7-tiny are
TABLE 3 Ablation experiments of ECA attention and Mlt-ECA attention.

Model Encoder Decoder P R F1 mAP@.5 mAP@.5:.95 Param

TasselLFANet-original – – 0.940 0.938 0.938 0.968 0.543 6.0M

ECA
✔ ✔

0.942 0.934 0.938 0.963 0.524 6.0M

MltECA 0.945 0.940 0.942 0.968 0.54 6.0M

ECA
– ✔

0.941 0.936 0.938 0.964 0.526 6.0M

MltECA 0.948 0.940 0.944 0.968 0.541 6.0M

ECA
✔ –

0.948 0.938 0.943 0.968 0.545 6.0M

MltECA 0.946 0.942 0.944 0.968 0.546 6.0M
front
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state-of-the-art detection models that use multi-scale information

in combination with the path aggregation network PANet (Liu S,

et al., 2018) to enhance the feature hierarchy, which significantly

improves the detection accuracy, while at the same time it is clear

that the parameter size is small. CenterNet employs keypoint

estimation to find center points and regress other target

attributes. This detection method is novel and specific, and has a

higher recall rate. It should be noted that when the IOU increases

above 0.5, TasselLFANet has a higher mAP compared to the other

methods, 9.4% higher than CenterNet, the second-ranked model,

indicating that the model has more accurate positioning

performance. Therefore, our model can achieve the best results.

3.2.4 Maize tassels detection at different
resolutions

Next, we explore the relationship between image resolution, F1-

measure and frames per second (FPS) in image scaling. Speeds are

measured on a desktop computer with a single Nvidia Quadro

P5000 GPU (16G) at different resolutions and FPS averaged over

100 forward passes. Taking the image resolution of 640 �640 as the

benchmark, the results are shown in Figure 6. It can be seen that the

F1-measure value shows a certain attenuation tendency as the
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image resolution increases or decreases. In general, increasing the

image resolution of the input layer may potentially result in a higher

fine-grained feature representation. The higher the resolution, the

better the accuracy below a certain threshold. Beyond this

threshold, the improvement in accuracy begins to decline. We

believe that the reason for the attenuation is that the scale

distribution of samples in our dataset tends towards medium-

resolution and the gain from increasing resolution tends towards

saturation. At the same time, high-resolution images increase the

amount of computation, and image resolution is negatively

correlated with FPS.

Please note that different devices and methods have been used

to capture field images, so there may be differences in resolution.

Therefore, it is important that the proposed method is robust to

images with different resolutions. As shown in Figure 6, when the

image resolution is reduced to 480 and 320, the F1-measure obtains

high-efficiency fps of 125 and 213 respectively, showing high

performance of 0.936 and 0.908. Based on this performance, we

introduce a high-efficiency model TasselLFANet-HE with a

resolution of 480 �480 pixels. Its overall performance is shown

in Table 5.

3.2.5 Overall performance evaluation
To further evaluate the effectiveness of the model’s overall

performance, we compared TasselLFANet and TasselLFANet-HE

with other detection methods. Figure 7 shows a comparison of each

model with respect to F1-measure and running speed. In brief, the

TasselLFANet series model outperforms all other methods. Yolov7-

tiny is faster than TasselLFANet. Although TasselLFANet has a

lower parameter volume than Yolov7-tiny, TasselLFANet is less

efficient than Yolov7-tiny due to feature aggregation reusability,

which is to some extent expected. In addition, TasselLFANet-HE far

surpasses other methods in speed, and achieves high performance

that only TasselLFANet surpasses. In the future, even more speeds

can be achieved with more advanced hardware devices.

3.2.6 Domain adaptation comparison
From the MrMT dataset, we selected a number of representative

plant sample images such as sparse tassel(a), blurred image (b),

strong illumination (c), severe occlusion (d), dense object (e), to test

the domain adaptation of each model. As shown in Figure 8, the
TABLE 4 Comparison of evaluation indicators of different models.

Model Test Size Backbone P R F1 mAP@.5 mAP@.5:.95 Param

SSD 300 VGG-16 0.785 0.517 0.623 0.711 0.241 90.6M

RetinaNet 600 ResNet-50 0.914 0.719 0.805 0.828 0.376 138.0M

CenterNet 640 ResNet-50 0.874 0.928 0.900 0.902 0.452 124.0M

EfficientDet 512 EfficientNet-B0 0.914 0.712 0.800 0.825 0.444 15.1M

Yolox-nano 640 CSPDarknet-53 0.852 0.872 0.862 0.894 0.437 3.7M

Yolov7-tiny 640 E-ELAN 0.921 0.878 0.899 0.938 0.434 11.7M

TasselLFANet 640 ELAN 0.946 0.942 0.944 0.968 0.546 6.0M
front
The best performance is in boldface.
FIGURE 6

Relationship between image resolution, F1-measure and frames per
second (FPS) in image scaling.
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visualization results further confirm the strong adversariality of our

method in the face of scale transformation and environmental

disturbance. The green box in the figure is the detection result,

and the white numbers in the upper left corner of each image are the

counting results. The first row in the Figure is the ground-truth

result, and the rest rows are the prediction results of the

eight models.

Figure 8A shows that all models can produce reasonable

approximations to ground-truth counts when individual tassels

are clearly visible. However, under the complex environment

shown in Figures 8B, C, especially in Figure 8C, the image noise

increases with the increasing external illumination, and the

prediction errors of other models increases. In Figure 8D, the

tassels are occluded by the background, and although our

algorithm still performs relatively well, it is difficult to provide a

targeted solution for detection. In this regard, we propose to

improve the data sampling method, guide the model to learn the

internal characteristics contained in the dataset with a tendency,

and use a more effective strategy for positive and negative sample

distribution (Zhu et al., 2020; Ge et al., 2021a; Li et al., 2022). As

shown in Figure 8E, the SSD, RetinaNet and EfficientDet algorithms

are weak in representation for shallow feature maps, and these

algorithms are not robust when tassels are dense and small in size.
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Significantly, our model performs well in this scene, with

improvements that allow for more subtle image capture of tassels.
3.3 Comparing against the state-of-the-art
counting method

3.3.1 Evaluation metrics
Four metrics including mean absolute error (MAE), root-mean

square error (RMSE), mean absolute percentage error (MAPE), and

the coefficient of determination (R2) were used to evaluate the

agreement between the predicted and ground-truth values. To be

more specific, these metrics are computed by Eq. (15-18).

MAE =
1
no

n

i=1

ŷ i − yij j (15)

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
no

n

i=1

(yi − ŷ i)
2

vuut (16)

MAPE =
1
no

n

i=1

ŷ i − yi
yi

����
����     (17)

R2 = 1 −o
n
i=1(yi − ŷ i)

2

on
i=1(yi − �yi)

2 (18)

To further demonstrate the superiority of our model, we

compared all above-mentioned object detection methods with the

state-of-the-art counting method, local density regression-based

TasselNetV3-Seg† (Lu et al., 2021). The test images are 181

pictures randomly selected from the MrMT test set. We also

report results on the number of model parameters and frames per

second (FPS), as indicators of computational complexity. Table 6

shows the counting performance of all models related to the

evaluation metrics.

3.3.2 Performance comparison
Numerical comparisons in Table 6 show that our proposed

TasselLFANet series method has the best overall counting

performance and leads TasselNetV3-Seg† in an all-round way. As

the most advanced object detection algorithm, Yolov7-tiny is second
TABLE 5 Performance comparison between TasselLFANet-HE and TasselLFANet.

Method Test Size P R F1 mAP@.5 mAP@.5:.95 FPS

TasselLFANet 640 0.946 0.942 0.944 0.968 0.546 77

TasselLFANet-HE 480 0.947 0.926 0.936 0.962 0.518 125
frontiers
The best performance is in boldface.
FIGURE 7

Performance and speed comparison of different models.
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DA B EC

FIGURE 8

MrMT data set visualization results. The representative plant sample images for testing the domain adaptation of each model. GT means ground-
truth count. (A) sparse tassel; (B) blurred image; (C) strong illumination; (D) severe occlusion; (E) dense object..
TABLE 6 Counting performance comparison of different models.

Model Param FPS MAE RMSE MAPE R2

SSD 90.6M 66 9.04 11.99 34.3% 0.7477

EfficientDet 15.1M 24 4.22 6.65 19.8% 0.9225

RetinaNet 138.0M 25 4.04 6.42 19.7% 0.9278

TasselNetV3-Seg† 7.5M 36 3.75 4.68 27.5% 0.9632

Yolox-nano 3.7M 57 4.02 5.15 23.2% 0.9534

CenterNet 124.0M 56 2.87 3.85 17.8% 0.9740

Yolov7-tiny 11.7M 91 3.10 4.14 17.3% 0.9699

TasselLFANet-HE 6.0M 125 2.70 3.76 14.3% 0.9751

TasselLFANet 6.0M 77 1.80 2.68 9.2% 0.9903
F
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only to TasselLFANet in terms of comprehensive performance.

TasselNetV3-Seg† is less efficient than Yolox-nano, and Yolox-

nano has smaller parameters, because deep convolutions make

poorer use of computational units than standard convolutions.

3.3.3 Coefficients of determination between
different models and manual counting

We plot the linear regression relationship between manual

counts and experimental algorithms on the MrMT dataset as

shown in Figure 9. Presented by scatter diagram distribution, it

shows that our model is able to capture changes with better

robustness and generalization. The key lies in the dynamic

interaction and adaptive adjustment of multiple branches of

aggregate information flow, improving the performance of the

model in sparse and dense scenes. Yet, the issue of occlusion has

been a hot area of research in detection methods. If there are a lot of

maize tassels in the image, many predicted bounding boxes will be

filtered and underestimated by the non-maximum suppression of

the detector. In contrast, TasselNetV3-Seg† can capture additional

global information. Even though, our model achieves superior

performance compared to TasselNetV3-Seg† which has large

errors around the counting baseline.
4 Discussion

Computer vision technology has promoted the development of

agricultural systems. However, plant counting is not a completely
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solved problem. We list the advantages and disadvantages of each

comparative algorithm as well as their inference time and other

parameters in Table 7. Detecting objects in natural canopy images

with a large number of maize tassels is complex and challenging, as

the size, shape, and color of maize tassel at different growth stages

vary, and the degree of interference from external information is

different. As shown in Figure 8D, when the object to be measured is

occluded by background information, many underestimations can

be observed, which is a popular problem in detection methods that

has been continuously improved. Similarly, the scatter plot

presented in Figure 9 illustrates more intuitively that the

seemingly good image level mean absolute error (MAE) is usually

dominated by underestimations in the detection performance. This

is also related to the fact that too little contextual information was

considered when constructing the model. The design of lightweight

convolutional neural networks aims to achieve faster inference for

mobile device applications. However, convolution operations can

only capture local information in the window area, which hinders

performance improvement in certain scenarios. Introducing self-

attention or guided attention into convolution can capture global

information well. Guided learning methods can be considered. The

principle is to preprocess the incoming image in a way such as

training stage to guide the neural network to learn important

information more effectively. For example, in maize tassel

detection, most of the time, green leaves in the field are the main

background information. When weeds inevitably interfere with

tassel detection, because the neural network has learned a lot

about how to counter information dominated by green leaves and
FIGURE 9

Scatter plots of the detected count by different models versus their ground-truth count.
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ignored learning about weeds and other interfering information,

this will lead to a significant increase in the competitiveness of

weeds and filaments in interfering with tassel detection during

inference, as shown in Figure 10. In the early visual applications in

agriculture, Yu et al. (2013) found that the color distribution of

monochrome objects changes with brightness on the chromaticity

saturation plane, and proposed a crop segmentation method AP-

HI, which is insensitive to outdoor brightness and complex

environmental elements and can adaptively extract crops. If this

adaptive method is applied to suppress some green leaf information

in the training images, the learning level of the neural network on

green leaves can be reduced, thereby guiding the neural network to

learn more about how to counter weeds and other interfering

information, enhance the feature competition of the original

model, and capture more discriminative feature information. To

some extent, this is similar to the visual attention mechanism, which

guides the neural network to focus more on certain features by

learning the importance of information between features (Hu et al.,

2018). Masking is direct method as another option. Pei et al. (2022)

used an improved Yolov4 to detect and mask maize rows, and then
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detected weeds in the masked image. This preprocessing method

reduces the imbalance between positive and negative samples and

effectively improves detection accuracy.

In addition, while previous works mainly relied on larger backbone

networks or higher-resolution input images to achieve higher accuracy,

balancing all dimensions of network width/depth/resolution is crucial

when considering both accuracy and efficiency (Tan and Le, 2019;

Dollár et al., 2021; Tan and Le, 2021; Wang et al., 2022). Recent studies

have shown that carefully designed lightweight networks can achieve

comparable performance to their heavy counterparts with much less

computational cost (Howard et al., 2017; Tan et al., 2020). Moreover,

efficient network design can be further improved by leveraging

knowledge distillation, which involves transferring the knowledge

learned by a complex model to a simpler one (Hinton et al., 2015;

Zagoruyko and Komodakis, 2017; Liu H, et al., 2018; Chen et al., 2020).

In agriculture applications, this approach can enable the deployment of

more lightweight models on edge devices with limited computational

resources, while still maintaining satisfactory accuracy.

Overall, computer vision techniques have greatly facilitated the

development of agricultural systems, but challenges remain in
FIGURE 10

Interference from weeds and maize silks in the accurate detection of maize tassels (red circles indicate false detection).
TABLE 7 Characteristics of different models.

Model Param
(M)

Inference
Time (s) Advantage Disadvantage

SSD 90.6 0.0152 High real-time performance, easy to train Many parameters, poor generalization ability

EfficientDet 15.1 0.0417 Fewer parameters, easier to train
Lower real-time performance, lower detection accuracy

for dense and small targets

RetinaNet 138.0 0.0401 Has multi-scale detection capability
Lower real-time performance, lower detection accuracy

for dense and small targets

TasselNetV3-
Seg†

7.5 0.0278 Has global modeling capability Lower real-time performance

Yolox-nano 3.7 0.0172 High real-time performance, easy to train Lower multi-scale detection accuracy

CenterNet 124.0 0.0179 Has global modeling capability Weak domain adaptation ability

Yolov7-tiny 11.7 0.0111 High real-time performance Weak domain adaptation ability

LFANet-HE 6.0 0.0081 High real-time performance Domain adaptability is relatively weak

LFANet 6.0 0.0129
Balanced real-time performance and accuracy, strong

domain adaptation ability
Parameters need to be improved
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accurately counting and detecting objects in complex and cluttered

natural scenes. Various strategies such as introducing self-attention

or guided attention into convolution operations, incorporating

adaptive preprocessing methods, and leveraging efficient network

design and knowledge distillation can be explored to improve

detection performance and enhance the robustness of agricultural

computer vision systems.
5 Conclusion

At this stage, designing a lightweight, effective, and easily

implementable deep neural network for agricultural application

scenarios is both challenging and important. In this study, we

propose a novel neural network, TasselLFANet, for accurate and

efficient detection and counting of maize tassels in high

spatiotemporal image sequences. Our experiments confirm the

promising performance of our proposed method compared to

existing lightweight models, demonstrating superior performance,

flexibility, and adaptability. In practical applications, we offer the

following recommendations:
Fron
1) For optimal performance, speed, and robustness, we

recommend using TasselLFANet.

2) For resource-constrained hardware devices, TasselLFANet-

HE is recommended due to its optimal efficiency and

reasonable accuracy in most cases.

3) For scenes with strong features during the early stages of

plant growth, we recommend using TasselLFANet, which

has higher sensitivity to the tasseling stage.

4) In training, enriching the size and environmental diversity

of plant imaging can result in a more robust model that

adapts to scale and environment transformations.
For future research, we plan to further deploy TasselLFANet in

combination with machinery and equipment in agricultural and

natural environments, and make targeted improvements based on

feedback to meet higher standards and more demanding scenarios.

The integration of computer vision technology with agriculture has

promoted the advancement of smart agriculture and improved

agricultural ecology. We expect that the dataset we release will

attract the attention of researchers and facilitate further research on

automated monitoring of plant growth. We believe that by

collaborating across different fields, we can take the combination

of computer vision technology and agriculture to the next level.
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Optimal sensor location methods are crucial to realize a sensor profile that

achieves pre-defined performance criteria as well as minimum cost. In recent

times, indoor cultivation systems have leveraged on optimal sensor location

schemes for effective monitoring at minimum cost. Although the goal of

monitoring in indoor cultivation system is to facilitate efficient control, most of

the previously proposed methods are ill-posed as they do not approach optimal

sensor location from a control perspective. Therefore in this work, a genetic

programming-based optimal sensor placement for greenhouse monitoring and

control is presented from a control perspective. Starting with a reference micro-

climate condition (temperature and relative humidity) obtained by aggregating

measurements from 56 dual sensors distributed within a greenhouse, we show

that genetic programming can be used to select a minimum number of sensor

locations as well as a symbolic representation of how to aggregate them to

efficiently estimate the referencemeasurements from the 56 sensors. The results

presented in terms of Pearson’s correlation coefficient (r) and three error-related

metrics demonstrate that the proposed model achieves an average r of 0.999 for

both temperature and humidity and an average RMSE value of 0.0822 and 0.2534

for temperate and relative humidity respectively. Conclusively, the resulting

models make use of only eight (8) sensors, indicating that only eight (8) are

required to facil itate the efficient monitoring and control of the

greenhouse facility.

KEYWORDS

sensor aggregat ion, opt imal sensor locat ion, genet ic programming,
greenhouse, control
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1 Introduction

Optimal sensor placement is aimed at realizing a sensor profile

or layout that achieves minimum cost as well as satisfies some pre-

specified performance criteria has gained traction in a broad

spectrum of applications areas such as health monitoring (Tan

and Zhang, 2020), distribution of medicine in disaster areas (Parque

et al., 2019), indoor cultivation systems (Uyeh et al., 2022b) and

smart cities (Du et al., 2019; Jena et al., 2021). Specifically, in indoor

cultivation systems, optimal sensor placement has become

attractive to facilitate the efficient coordination of sensors for

monitoring plant life as well as providing the necessary control of

the internal environmental conditions (micro-climate). Indoor

cultivation systems such as greenhouses are cultivation systems

that are controlled in order to support all year-round growing of

plants or crops (Nordey et al., 2017). Although these systems are

economical compared with open field cultivation systems, they rely

on effective monitoring and control of micro-climate such as

temperature and humidity which have a direct impact on crop

growth, quality (Takahata and Miura, 2017; Syed and Hachem,

2019) and consequently, crop yield (Nordey et al., 2017). In fact,

experimental analysis has shown that while effective control of the

temperature favors plant growth and reduces the overall energy

consumption of the system, appropriate levels of relative humidity

are necessary to prevent fungal infections and control transpiration

(Vox et al., 2010). In other words, efficient monitoring and control

of micro-climate are crucial to achieving the economic and

sustainability goals of controlled cultivation systems.

Traditionally, monitoring of greenhouse micro-climate and

consequently its control is facilitated through randomly

distributed sensors (based on the available resources and size of

the greenhouse) (Yeon Lee et al., 2019). However, under such

settings, there is no guarantee that such randomly placed sensors

would provide measurements that are representative of the true

micro-climatic conditions of the greenhouse. Furthermore, the use

of a large number of sensors results in a large amount of data that

requires efficient data management. In other words, the quality of

information and the accuracy of the resulting micro-climate heavily

relies on the number of sensors and their locations/placements.

Therefore, the non-trivial task of optimizing the number of sensors

and their locations becomes eminent as it forms the basis for

accurate measurement of micro-climate and consequently optimal

control of the cultivation system. Additionally, it reduces the overall

operating cost of controlled cultivation systems.

Although several techniques (Kubrusly and Malebranche, 1985;

Alonso et al., 2004; Flynn and Todd, 2010; Yi et al., 2011) for

optimal sensor placement have been proposed in the literature for

different applications, some of the proposed methods are not

directly applicable for highly non-linear setups (complex systems)

such as controlled cultivation systems. In the context of controlled

cultivation systems, optimization, and machine learning-based

algorithms have been proposed (Yeon Lee et al., 2019; Wu et al.,

2020; Uyeh et al., 2021; Uyeh et al., 2022b).

In Yeon Lee et al. (2019), a setup which relies on the fusion of an

error-based and entropy-based method was proposed for optimal

location of temperature sensors. In the setup, a reference temperature
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is generated by averaging the temperature data from all the

measurement locations. Consequently, sensor locations with

measurements that are statistically close to reference temperature

were selected. In addition, entropy related information was used to

select locations that are significantly influenced by external

environmental conditions. Based on these two methods, optimal

sensor locations that provide representative data of the entire

greenhouse condition as well as understanding regions with high

variations in temperature were realized. A hierarchical cooperative

particle swarm algorithm was proposed in Wu et al. (2020) for sensor

placement in a vegetable-cultivating greenhouse with the aim of

maximizing the entire coverage area (i.e., a non-occlusion coverage

scheme). In the scheme, the decision space was designed based on the

global effective coverage of each sensor as well as the orientation angles

of the respective sensors. Based on the results, the model was argued to

demonstrate the capability to overcome issues of occlusion between

covered objects and also improved sensor utilization in general.

However, the aforementioned works are limited because they were

investigated over a limited period of time which does not account for

different planting seasons and weather conditions. To address these

issues, (Uyeh et al., 2021) proposed a Reinforcement Learning (RL)

based method to optimally place sensors in a greenhouses using a

robust dataset which features different planting seasons. The dataset

consists data from 56 dual temperature and humidity sensors

distributed within a greenhouse. In the work, RL-based ranking of

the sensor locations was performed in order of their importance in

estimating the greenhouse micro-climate for temperature and relative

humidity respectively. The results show that the rank of each sensor

location for effective measurement of the greenhouse micro-climate

varies from month to month. This is very intuitive because it is

expected that different temperature and humidity profiles would occur

in different months and/or planting seasons based on the changes in

external weather conditions. Based on the same dataset and extracted

psychrometric features (dew point temperature, enthalpy, humid

ratio, and specific volume) (Uyeh et al., 2022a) proposed a machine

learning-based sensors clustering system to find the optimal sensor

locations. The results indicate that less than 10 percent of the sensors

were required to facilitate effective monitoring of the greenhouse.

Although the aforementioned works have considered optimal

sensor location in controlled cultivation system over different

planting seasons and environmental conditions, it is important to

realize that the ultimate goal of monitoring in controlled cultivation

systems is to maintain or regulate the micro-climates to be within the

desired range and this is facilitated through the associated control

systems. However, these works have only considered the problem of

optimal sensor placement from a monitoring or measurement

perspective without any notion of control. Therefore deviating from

the large body of previous works, this paper proposes a Genetic

Programming (GP)-based optimal sensor placement from a control

perspective for controlled cultivation systems. In the approach, firstly,

we show that reference micro-climate obtained from the aggregation of

all measurements from the 56 sensors is highly correlated to

measurements from each of the sensors. This means that the

reference temperature is a robust estimate of the overall micro-

climatic condition of the greenhouse. This is important because, in

terms of regulating the micro-climate within the greenhouse, only such
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reference micro-climate which are representative of the entire

environmental condition are required to serve as input to the

dedicated control systems. Consequently, reference micro climate

obtained based on the weighted averaging aggregation method are

used as targets to fit GP models that can effectively model the reference

micro-climate using only measurements from sensors that are most

vital to the reference micro-climate. In other words, through an

optimization process, GP selects only the crucial sensors and

effectively fuses them to realize the reference micro-climate.

Therefore, the locations of the sensor that are featured in the

resulting GP model are the optimal sensor locations required to

facilitate monitoring and control of the entire greenhouse. Consistent

with the findings in Uyeh et al. (2021), the results show that different

optimal sensor locations are representative of the entire environmental

condition across different months and different micro-climate.

Furthermore, the economic impact of the results is reflected in the

observation that only eight (8) sensors are required to monitor and

control the controlled cultivation system. This implies that the energy

cost of running the greenhouse as well as the sensor procurement cost

is reduced drastically.

The rest of the paper is structured as follows; Section II presents

a description of the data and featured pre-processing. Furthermore,

an overview of data aggregation and the methods employed in this

work, as well as correlation analysis of the resulting reference

micro-climate compared to the measurements from each of the

56 sensors is presented. In Section III, the background of Genetic

Programming as well as the proposed modules are presented.

Section IV presents the results in terms of the models obtained as
Frontiers in Plant Science 03101
well as their implications. In Section V, conclusions and future

directions are highlighted.

2 Data description and aggregation

This work leverages on the same data used in (Uyeh et al., 2021;

Uyeh et al., 2022a). The dataset contains temperature and relative

humidity measurements collected remotely from a research

cultivation-controlled system in Kyungpook National University,

South Korea. The data was collected over a period of seven months

(February, March, April, May, June, July, and October) using 56

dual temperature and relative humidity sensors carefully distributed

within the greenhouse. Specifics about the site location, description,

greenhouse layout and the data collection protocol are detailed in

(Uyeh et al., 2021; Uyeh et al., 2022a). Figure 1 presents the layout

that is representative of the location of each of the sensors within

the greenhouse.

The resulting data includes measurements recorded per minute

for the two micro-climate (temperature and relative humidity). In

terms of pre-processing, rows with missing data points were

removed as the number of rows with missing data points is very

insignificant compared with the entire observations.
2.1 Data aggregation

In the context of achieving a controlled or regulated

environment, aggregate micro-climate (relative humidity and
FIGURE 1

Layout of the 56 two-in-one temperature and relative humidity sensors within the greenhouse (A) Front view, (B) Side view. The small circles
represent the positions of each of the sensors distributed over 8 rows (A–H) with each row containing 7 sensors.
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temperature) are required as inputs to dedicated control systems for

appropriate control actions within the cultivation systems (Yeon

Lee et al., 2019). Data aggregation is the process of fusing

information from different or multiple sensors together in order

to derive a single reference measurement that is sent to a base

station or controller depending on the intended application (Al-

kahtani and Karim, 2018; Kaur andMunjal, 2020; Yuan et al., 2021).

Generally, in controlled cultivation systems the aim is to ensure that

the micro-climate are controlled to support plant life and growth.

To facilitate such control, there is need to have reference micro-

climate that is representative of the environmental conditions of the

cultivation systems and consequently take control actions based on

the associated control laws. Several data aggregation methods such

as weighted averaging (Hang et al., 2017; Yeon Lee et al., 2019),

median (Cocco et al., 2015) and more complex fusing algorithms

such as the unscented Kalman filter (Xia et al., 2022) and weighted

least square method (Ren et al., 2017) etc. have been proposed in

the literature for application in cultivating systems and other

application domains.

In this work, we use the simple weighted averaging method

given as

W = o
N
i=1wiXi

oN
i=1wi

(1)

where N is the total number of sensors to be averaged, wi is the

weights applied to each sensor value and Xi is the sensor values to be

averaged. Similar to (Yeon Lee et al., 2019), we take the weight wi =

1 for all the 56 sensors. This is to ensure that every variation or

section of the greenhouse is given equal important. Furthermore, to

ensure that the chosen aggregation method is representative of the

response of each sensor we perform correlation analysis of the

reference micro-climate with micro-climate from each of

the sensors.
3 Genetic programming-based
optimal sensor location

In this Section, a systemic overview of GP is presented and

consequently, the protocols of the GP for the optimal sensor

location based on the aforementioned data are presented.
3.1 Genetic programming

In artificial intelligence, Genetic programming (GP) is a class of

bio-inspired algorithms generally known as evolutionary algorithms

that are capable of generating solutions to problems that humans

cannot solve or do not know how to solve directly. Formally, GP is a

systematic method for getting computers to automatically solve a

problem starting from a high-level statement of what needs to be

done (Koza and Poli, 2005). Generally, based on different genetic
Frontiers in Plant Science 04102
operations (genetic events) such as crossover, mutation,

reproduction, gene duplication, and gene deletion the idea is to

randomly generate a large set of solutions and to evolve those

solutions until the population converges to a global maxima/

minima depending on the associated task and termination

criteria. It is often used in the field of Machine Learning for

hyper-parameter selection (Agrawal et al., 2021) or to determine

relationships between features in data (Rodrigues et al., 2022). For

example in the context of this work, the measurements from the 56

sensors are features and we intend to select the best features

corresponding to the optimal sensor locations.

In terms of implementation, the typical evolution process of GP

involves the following steps:
1. Define the problem objectives and randomly initialize or

generate a population of solution candidates.

2. Repeat the following steps until a pre-defined termination

criterion is reached:

(a) Evaluate each of the solution candidates in the

population based on the problem objective and assign it a

function value.

(b) Generate a new population of solution candidates by

performing the following operations:

1) Select a set of solution candidates for mating based

on the assigned fitness value (selection).

2) Include some of the selected solution candidates

into the new population without modifying them

(reproduction).

3) Generate new solution candidates by genetically

recombining randomly chosen parts of two selected

individuals (crossover).

4) Generate new solution candidates by replacing

randomly chosen parts of some selected individuals with

new randomly generated ones (mutation).

3. The resulting best solution candidates at any generation of

the evolution process is chosen as the result of the GP

process.
The aforementioned steps are summarized mathematically in

Algorithm 1. In classical GP, solution candidates or programs are

encoded as tree-based structures as shown in Figure 2 (Koza, 1993)

because evaluating trees in a recursive manner is easy. Under this

setting, mathematical expressions are evolved and evaluated with

each tree nodes having an operator function and each terminal

mode an operand. Furthermore, the crossover operation is achieved

by swapping randomly selected sub-trees from two parent

candidates while mutation is achieved by replacing a randomly

chosen individual’s sub-tree by a randomly generated one (Sotto

et al., 2021). For example, in Figure 2A, the sub-tree of the parent

solution is replaced to produce the offspring and in Figure 2B, two

parents P1 and P2 are crossed to produced offspring 1 and

2 accordingly.
frontiersin.org

https://doi.org/10.3389/fpls.2023.1152036
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Ajani et al. 10.3389/fpls.2023.1152036
3.2 GP-based optimal sensor location

In order to evolve a GP model that is representative of the

optimal sensor locations, it’s important to set the global task or

objective. In terms of optimal sensor location, the goal is to realize

an efficient combination of a limited number of sensors that can

estimate the reference micro-climate obtained from the aggregation

of the 56 sensors. Since the reference micro-climate are real

continuous values, the problem at hand can be formalized as a

classical symbolic regression task which is one of the most widely

studied application of GP (Uy et al., 2010; He et al., 2022; Zojaji

et al., 2022). Symbolic Regression (SR) is a class of machine learning

approach that searches the space of mathematical expressions with

the aim of identifying a model or expression that best describes the

relations between a given dataset, both in terms of accuracy and

simplicity. This can be summarized as a multi-objective framework

where accuracy (error) is maximized (minimized) and the number

of sensors is minimized (simplicity). Therefore, given the

measurements of 56 sensors as input for each of the associated

micro-climate and a set of operator functions, the GP builds a

symbolic regression model and selects the minimum number of

sensors sufficient to estimate the reference extcolor micro-climate

from the 56 sensors. Consequently, the resulting locations of the

chosen sensors are the optimal sensor locations for the associated

micro-climate and month.
4 Computational experiments

Based on the data collected for each of the month featured in the

aforementioned dataset, we construct GP models using variables

(data from each of the sensors) as well as random numbers as

terminals and arithmetic operators such as (addition, multiplication

etc.) as operator functions. The choice of constructing GP models
Frontiers in Plant Science 05103
based on each month was motivated by intuition that different

sensor profiles would be optimal for different months and seasons

which was also validated in (Uyeh et al., 2021). For each month and

the associated micro-climate, the data is divided randomly into

training and testing set based on 70:30 ratio. Furthermore, the

training set is further divided to obtain a validation set based on

80:20 ratio. The random division of the data is chosen to ensure that

the opportunity to model the different time trends is not missed.

Because the validation of the model would be affected if certain time

trends are ignored in model development.

All the experiments were conducted in MATLAB installed on a

64-bit Windows 11 PC, with 3.00GHz Intel-i5-12500 CPU and

32GB RAM. The GP is initialized with a population size of 500 and

is allowed to evolve for 100 generations. The best results obtained

over 25 independent runs of the GP algorithm are reported. In

terms of selection, tournament selection (Fang and Li, 2010) with

size of 25 was used and an elite fraction of 0.3. For all the

experiments, the set of function nodes used are basic arithmetic

operators (+, -, ×) as well as minimum (min) and maximum

(max) operators.
5 Results and discussion

To evaluate the resulting GP models, we employ a number of

metrics namely; Pearson’s Correlation Coefficient (R), Root Mean

Squared Error (RMSE), Mean Average Error (MAE) and Maximum

Absolute Error (Max.AE).
5.1 Correlation of sensor aggregation

Table 1 shows the average correlation of the reference micro-

climate (temperature and relative humidity) with each of the
FIGURE 2

Examples of mutation and crossover operations in GP (A) Offspring generated by a single-parent mutation (B) Two offspring are generated by a
bi-parent crossover.
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measurements from the 56 sensors over the even months. As seen in

Table 1, the reference textcolormicro-climate are highly correlated

with those measured from each of the sensors with the lowest being

97%. This demonstrates that the reference micro-climate based on

the average aggregation method is satisfactorily representative of

the global environmental conditions of the controlled cultivation

systems and can be used to facilitate the control of the entire regions

of the cultivation system.
5.2 Performance of GP-based model
for temperature

In Table 2, the symbolic equations for the resulting model

based on the associated sensors are presented. Specifically, the

equations represent how to aggregate the information from each

sensor as well as the bias term. Based on those models, Table 3

presents the performance of the model in terms of Pearson’s

Correlation Coefficient (r) with the reference temperatures,

Root Mean Squared Error (RMSE), Mean Average Error

(MAE) and the Maximum Absolute Error (Max.AE) of the

predicted temperature compared to the reference temperature

for each of the 7 months. In Figures 3, 4, comparisons between

the actual and predicted values based on the test dataset are

presented. The results in terms of the r values shows that the

actual and predicted temperature based on the GP model are

highly correlated with an average value of over 0.99 across the
Frontiers in Plant Science 06104
seven months. In terms of the error-related metrics, such as

RMSE and MAE, it can be seen from Table 3 that the values are

insignificant and within allowable limits. It is important to note

that those error values are not from normalized samples but are

based on the real magnitudes of the temperature measurements.

The Max.AE metric presents the worst cases of error between

the actual and real temperature values. These values are found to

be in the region of the allowable measurement error from the

device manufacturer which is ± 0.3°C (Uyeh et al., 2021). In

terms of the qualitative analysis of the actual and predicted

temperature values presented in Figures 3, 4, it can be clearly

seen that the actual and predicted temperature measures are

very similar.
5.3 Performance of GP-based model for
relative humidity

In Table 4, the symbolic equations for the resulting model

based on the associated sensors are presented. Based on those

models, Table 5 presents the performance of the model in terms

of Pearson’s Correlation Coefficient (r) with the reference

relative humidity, Root Mean Squared Error (RMSE), Mean

Average Error (MAE) and the Maximum Absolute Error

(Max.AE) of the predicted relative humidity compared to the

reference relative humidity for each of the 7 months. In

Figures 5, 6, comparison between the actual and predicted

values based on the test dataset are presented. The results of

the correlation analysis presented in Table 5 shows that the

actual and predicted relative humidity based on the GP-model

are highly correlated with an average value of over 0.99 across

the seven months. In terms of the error related metrics, such as

RMSE and MAE, it can be seen from Table 5 that the values are

insignificant and within allowable limits. It is important to note

that those error values are not from normalized samples but are

based on the real magnitudes of the relative humidity

measurements. The Max. AE metric presents the worst cases of

the error between the actual and real relative humidity values.

These values are found to be in the region of the allowable

measurement error from the device manufacturer which is ± 2%°

C (Uyeh et al., 2021). In terms of the qualitative analysis of the

actual and predicted relative humidity values presented in
TABLE 2 Resulting GP-based symbolic models (equations) for temperature.

Months Symbolic Equations for Temperature

February 0.126A1 + 0.126A2 + 0.126B5 + 0.126B6 + 0.126D7 + 0.126E4 + 0.126F4 + 0.126H1 - 0.1880

March 0.126A1 + 0.126A2 + 0.126C5 + 0.126C7 + 0.126D5 + 0.126E2 + 0.126F5 + 0.126G3 - 0.0887

April 0.125A4 + 0.125B3 + 0.125B5 + 0.125C1 + 0.125D6 + 0.125E1 + 0.125E4 + 0.125F5 - 0.0672

May 0.125A5 + 0.125C1 + 0.125D4 + 0.125E4 + 0.125E6 + 0.125F3 + 0.125G5 + 0.125H1 - 0.0295

June 0.124B1 + 0.124B5 + 0.124B7 + 0.124D5 + 0.124E4 + 0.124E6 + 0.124F3 + 0.124H1 + 0.1330

July 0.125B3 + 0.125B4 + 0.125C7 + 0.125E4 + 0.125E6 + 0.125F5 + 0.125G4 + 0.125H1 + 0.0312

October 0.125B2 + 0.125B7 + 0.125D5 + 0.125E6 + 0.125F2 + 0.125G5 + 0.125H1 + 0.125H3 - 0.0088
TABLE 1 Average correlation of the reference micro-climate with each
of the measurements from the 56 sensors.

Months Correlation Coefficients (r)

Temperature Relative humidity

February 0.972 0.978

March 0.973 0.978

April 0.980 0.980

May 0.980 0.977

June 0.976 0.984

July 0.977 0.985

October 0.970 0.983
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Figures 5, 6, it can be clearly seen that the actual and predicted

relative humidity values are very similar.
5.4 Analysis of selected optimal
sensor locations

In Table 6, the selected optimal sensor locations for each month

are presented for temperature. From the Table, it can be observed

that for the months of February, March and April an average of 5

out of the eight sensors selected are distributed along the center of

the greenhouse (A, B, C, D), while other remaining three are either

to the right or left side of the greenhouse. On the other hand for
Frontiers in Plant Science 07105
May to October, it can be seen that only an average of 3 of the

sensors selected are distributed along the center of the greenhouse

while the others are distributed to the left or right side of the

greenhouse. This can be attributed to the different seasons of each

month. Specifically, it can be inferred that the colder months have

higher concentration of sensors along the center of the greenhouse

while the more hotter months takes more advantage of sensor

distributed along the facility.

In Table 7, the selected optimal sensor locations for eachmonth are

presented for relative humidity. It can be observed from the Table that

the selected sensors were mostly distributed along the center of the

greenhouse across themonths. Specifically, eachmonth had at least five

(February, March, and July) or six (April, May, June, and October) of
FIGURE 3

Comparisons of the actual reference temperature versus those predicted by the proposed GP-models for (A)February, (B) March, (C), April (D) May.
TABLE 3 Performance of the GP-based models in terms of Pearson’s Correlation Coefficient (r) with the reference temperature, Root Mean Squared
Error (RMSE), Mean Average Error (MAE) and the Maximum Absolute Error of the predicted temperature (Max.AE).

Metrics Months

February March April May June July October

r 0.9997 0.9998 0.9996 0.9999 0.9999 0.9999 0.9998

RMSE 0.0884 0.0862 0.1490 0.0761 0.0601 0.03178 0.0836

MAE 0.0634 0.0502 0.0644 0.0442 0.0383 0.0210 0.0527

Max.AE 0.4842 0.5808 1.1346 0.5672 0.4539 0.2613 0.6350
fro
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the eight sensors distributed along the center of the greenhouse while

the remaining three (3) or two (2) sensors respectively were distributed

either to the right or left side of the greenhouse. This basically means

that more sensors are selected from the center of the greenhouse during

hotter months compared to colder ones with the exception of July

which had the same number of sensors distributed in the middle as

with February and March.
5.5 Implication of the GP-based model
from a control and economic perspective

As mentioned earlier, the ultimate goal of monitoring in

controlled cultivation systems is to achieve appropriate control.

The advantage of the proposed framework from a control
Frontiers in Plant Science 08106
perspective is that it not only gives the optimal sensor locations

for each month, but it also provides how to aggregate them

efficiently to facilitate the needed control of the entire system.

The symbolic representations presented in Tables 2, 4 for

temperature and humidity respectively are the needed aggregation

expressions required to obtain reference temperature and humidity

that is representative of the micro-climate of the entire cultivation

systems which can be fed into the control system and consequently

provide control actions based on the associated control laws.

The results from the proposed model, indicate that only 8 optimally

distributed sensors (less than 15% of the distributed sensors) are sufficient

to facilitate efficient and effective monitoring and control of indoor

environmental parameters. This reduces the entire operating cost in

terms of energy use and most importantly, the cost of sensor

procurement and installation can be reduced by about 75%.
TABLE 4 Resulting GP-based symbolic models (equations) for humidity.

Months Symbolic Equations for Humidity

February 0.126A1 + 0.126A3 + 0.126A5 + 0.126B6 + 0.126D6 + 0.126E2 + 0.126F4 + 0.126G3 - 0.8330

March 0.125A1 + 0.125A4 + 0.125B7 + 0.125C5 + 0.125D3 + 0.125E1 + 0.125E6 + 0.125F3 + 0.0494

April 0.126A1 + 0.126A4 + 0.126A5 + 0.126B5 + 0.126B6 + 0.126C3 + 0.126F6 + 0.126H1 - 0.6660

May 0.125B4 + 0.125B6 + 0.125C1 + 0.125C2 + 0.125C3 + 0.125D7 + 0.125F6 + 0.125H1 - 0.1570

June 0.125B6 + 0.125B7 + 0.125C1 + 0.125C3 + 0.125D3 + 0.125D7 + 0.125F2 + 0.125G4 - 0.0069

July 0.124B2 + 0.124B7 + 0.124C1 + 0.124C4 + 0.124D6 + 0.124E2 + 0.124E6 + 0.124H3 + 0.4730

October 0.125A4 + 0.125B6 + 0.125B7 + 0.125C3 + 0.125E1 + 0.125E2 + 0.125F5 + 0.125H5 - 0.2610
FIGURE 4

Comparisons of the actual reference temperature versus those predicted by the proposed GP-models for (A) June, (B) July (C) October.
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6 Conclusions and future works

In this work, an optimal sensor location for controlled cultivation

system based on Genetic Programming (GP) is proposed. Using data

collected from 56 dual temperature and humidity sensors distributed

within a greenhouse, reference temperature and humidity values are

obtained based on the weighted average aggregation of the data.

Consequently, GP is used to build symbolic models which are

representative of the optimal sensors as well as how to optimally

aggregate the data from the sensors. The results based on the test data

shows that the reference micro-climate from the GP-based model for
Frontiers in Plant Science 09107
each month is highly correlated to those obtained based on all the 56

sensors. Furthermore based on several error metrics, it was found that

the resulting error from using only 8 sensors based on the GP model

is within allowable measurement error as provided from the device

manufacturer which is ±2%°C.

Although, this work has been limited to only Temperature and

Relative Humidity, light or Photosynthetic active radiation is

another important requirement in a greenhouse or any other

controlled cultivation system. Therefore in the Future, we would

be interested in considering the effect of light as well as other micro-

climate within the greenhouse.
FIGURE 5

Comparisons of the actual relative humidity versus those predicted by the proposed GP-models for (A)February, (B) March, (C), April (D) May.
TABLE 5 Performance of the GP-based models in terms of Pearson’s Correlation Coefficient (r) with the reference relative humidity, Root Mean
Squared Error (RMSE), Mean Average Error (MAE) and the Maximum Absolute Error (Max.AE) of the predicted relative humidity.

Metrics Months

February March April May June July October

r 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999

RMSE 0.3397 0.3152 0.2943 0.2196 0.2115 0.1536 0.2399

MAE 0.1786 0.1864 0.1722 0.1374 0.1462 0.1215 0.1659

Max.AE 4.1358 4.2093 4.1959 3.1712 2.2670 1.0564 3.4247
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TABLE 7 Optimal sensor location for relative humidity.

Optimal sensor locations

February March April May June July October

A1 A1 A1 B4 B6 B2 A4

A3 A4 A4 B6 B7 B7 B6

A5 B7 A5 C1 C1 C1 B7

B6 C5 B5 C2 C3 C4 C3

D6 D3 B6 C3 D3 D6 E1

E2 E1 C3 D7 D7 E2 E2

F4 E6 F6 F6 F2 E6 F5

G3 F3 H1 H1 G4 H3 H5
F
rontiers in Plant Science
 1
1008
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FIGURE 6

Comparisons of the actual relative humidity versus those predicted by the proposed GP-models for (A) June, (B) July (C) October.
TABLE 6 Optimal sensor locations for temperature.

Optimal sensor locations

February March April May June July October

A1 A1 A4 A5 B1 B3 B2

A2 A2 B3 C1 B5 B4 B7

B5 C5 B5 D4 B7 C7 D5

B6 C7 C1 E4 D5 E4 E6

D7 D5 D6 E6 E4 E6 F2

E4 E2 E1 F3 E6 F5 G5

F4 F5 E4 G5 F3 G4 H1

H1 G3 F5 H1 H1 H1 H3
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Introduction: Root cutting is an important process in garlic field harvesting but is

the weakest link in the full mechanization of garlic production. To improve the

current situation of technological backwardness and poor operational quality of

mechanized garlic root-cutting in the main garlic-producing regions of China,

this study combined the physical characteristics and agronomic requirements of

garlic plants, and proposed an innovative floating root-cutting technology for

garlic combine harvesters that enables the top alignment of bulb, adaptive

profiling floating of cutter, and embedded cutting of roots.

Methods: Through the kinematic analysis of the floating cutting process, the

coordinate equations of the initial contact point of the bulb, the mathematical

model of the floating displacement of the cutting component. Using computer

simulation techniques, the dynamic simulation study of the floating cutting

process was carried out in the rigid-flexible coupling numerical simulation

model of root-cutting mechanism and garlic plant. The influence law of garlic

conveying speed, extension spring preload force and stiffness on the floating

displacement of the cutting component and the angular velocity of swing arm

reset and its formation causes were analyzed by a single-factor simulation test.

The key operating parameters of the root-cutting mechanism were optimized

through the computerized virtual orthogonal test and fuzzy comprehensive

evaluation.

Results and discussion: The significance of the factors affecting the floating

cutting performance decreased in the following order: extension spring preload

force, garlic conveying speed and extension spring stiffness. The optimal

parameter combination of the root cutting mechanism obtained from the

optimization were as follow: extension spring preload force was 16 N, garlic

conveying speed was 0.8 m/s, and extension spring stiffness was 215 N/m. Tests
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conducted with the optimal parameter combination yielded a root excision rate

of 92.72%, which meets the requirements of Chinese garlic field harvesting

quality. This study provides computer simulation optimization methods for the

optimal design of the root-cutting mechanism, and also provides technical and

equipment support for the full mechanization of garlic production in China.
KEYWORDS

garlic field harvesting, floating root-cutting, computer simulation, virtual orthogonal
test, fuzzy comprehensive evaluation, root excision rate
1 Introduction

Garlic (Allium sativum L.) is an herb of the genus Allium in the

lily family, whose bulbs have a high food value not only for direct

consumption but also as a cooking ingredient or condiment for

everyday dishes. According to the statistics of the Food and

Agriculture Organization of the United Nations (FAO), China

accounts for 80% of the global garlic production, while 90% of

cultivated areas are located in Asia and Africa (FAOSTAT, 2020a;

FAOSTAT, 2020b). China is the world’s largest garlic producer. Its

perennial garlic planting area, harvest area, and export volume rank

first in worldwide (FAOSTAT, 2020a; FAOSTAT, 2020b). Figure 1

shows the garlic field production process, which has three major

stages: sowing, field management and harvesting. In China, old

machinery has been used for garlic sowing and field management,

while harvesting is done manually or with small excavators. Highly

efficient garlic combine harvesting equipment can be considered as

“unavailable” (Yu et al., 2023). It is difficult to achieve combined

harvesting of garlic in China due to the prevalence of mulching,

narrow spaced dense planting and the tendency of garlic plants to

fall over during harvest period. In 2022, the total mechanized

harvesting area of garlic in China was less than 6%. The low level

of harvest mechanization has hindered the development of China’s

garlic industry. The slow development of combine harvesting

technology is the main factor affecting the promotion and

application of mechanized garlic harvesting technology in China.
02112
The garlic combine harvesting process includes garlic digging,

soil removal, seedling cutting, root cutting, and bulb bagging (Zhao

et al., 2020). Root-cutting is the most difficult process as well as the

main factor that hiders the development of garlic combine

harvesting technology (Yang et al., 2015; Quynh Anh et al., 2022).

Owing to characteristics such as deep rooting, wide lateral growth of

garlic roots, soft and tough roots, and the unsupported state of roots

during cutting, it is difficult to efficiently remove the roots all at

once. The size of the bulbs also varies, and traditional fixed cutters

cannot be change according to the size of the bulb (Wang et al.,

2018). Moreover, because the roots are attached to the root disc of

the bulb, and when cutting the roots near the root disc, it is very

easy to cause bulb cutting damage. It is a key technical challenge

that must be addressed in the combine harvesting of garlic to

achieve one-time and high-efficiency root removal without

bulb damage.

To date, research on the root-cutting technology for garlic

combine harvesting remains in the exploratory and experimental

stages worldwide. Years of continuous and extensive literature

searches have identified few academic reports on the mechanized

garlic root-cutting technology. Yu et al. (2021b) developed a

profiling, roller-type root-cutting mechanism for garlic combine

harvesters. The rotational trajectory of the cutter was designed as a

rotating hyperbolic surface that follows the shape of the lower

surface of a garlic bulb. The operating parameters of the mechanism

were determined, and the root fracture process was analyzed in
FIGURE 1

Garlic field production process (sowing, field management, harvesting).
frontiersin.org

https://doi.org/10.3389/fpls.2023.1168900
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Yu et al. 10.3389/fpls.2023.1168900
detail by high-speed photographic tests. However, this mechanism

was not highly adaptable to bulbs of different sizes. Cai (2019)

developed a U-blade bite-type root-cutting mechanism for the

primary processing of postharvest garlic, in which two

symmetrically arranged special U-blades bite each other around

their respective turning points to form a conical cutting track. By

aligning the bottom of the bulb with the conical tip of the conical

cutting track, both the garlic roots and root discs could be removed

in one operation. However, this mechanism requires the manual

orientation and placement of bulbs before cutting. Yang et al. (2022)

proposed a noncontact positioning root-cutting method based on

machine vision. They constructed a deep convolutional neural

network with an improved YOLO v2 model to detect specific

bulbs and roots, and predict the root-cutting line position. Two

serrated disc cutters were automatically adjusted to the cutting line

position for root-cutting. However, the complexity of the image

acquisition environment requires improvements in image denoising

technology. Using machine vision technology, Zhao et al. (2011)

developed a special algorithm for the rapid positioning of the

intersection of garlic bulb and roots. They used graphical user

interface programming to develop an automatic and precise

positioning system for the intersection of garlic bulb and roots,

which provided a theoretical basis for the development and

application of machine vision technology in an automated garlic

root-cutting system. Thuyet et al. (2020) developed an automated

grading and robotic-sorting system for root-trimmed garlic. The

system used a deep convolutional neural network based image

analysis technique to grade and sort root-trimmed garlic. This

study provided a theoretical basis for the development and

application of fully automated garlic root-cutting and bulb-sorting

robots. The main garlic harvesting equipment being developed in

China were garlic excavator and garlic seedling cutting combine

harvester, while garlic combine harvesting equipment with root-

cutting function is not yet available (Yu et al., 2021b). Erme

(France), J.J. Broch (Spain) and Top Air (USA) are the main

garlic harvesting equipment manufacturers in Europe and the

United States. Their products include garlic excavators, garlic

pickers, and stalk-cutting and baling-type garlic harvesters.

However, these machines do not have a garlic root-cutting

function. The HZ1 self-propelled garlic harvester by the Yanmar

Company of Japan is the only garlic harvester with a root-cutting

function from a developed country. The root-cutting mechanism

consists of two superimposed serrated disc cutters. Because the

serrated disc cutters are the fixed, the cutting height could not be

adaptively adjusted according to the size of the bulb, resulting in

poor root-cutting performance (Hou et al., 2021).

In recent years, the advances in computer simulation

technology for agricultural machinery research have increased.

The use of computer simulation technology has become an

important step in the virtual simulation modeling and dynamic

simulation analysis of crop mechanization harvesting to determine

the interaction mechanism between harvesting machinery and

crops, and to optimize the operating parameters. ADAMS is the

most widely used software for the simulation and analysis of

multibody system dynamics. Its rigid-flexible coupling modeling

approach consists of three methods (Pu and Wu, 2009): the discrete
Frontiers in Plant Science 03113
beam method, modal neutral file (MNF) method, and AutoFlex

method. The effects of the proposed method on crop-harvesting

domains are discussed below. Using the discrete beam method,

Wang et al. (2021) developed a flexible body model of the

chrysanthemum stalk in ADAMS and fused it with a

chrysanthemum picker to construct a rigid-flexible coupled

numerical simulation model of the picker and chrysanthemum.

The main factors affecting chrysanthemum picking were

determined using dynamic simulation tests. Using the MNF

method, Xie et al. (2020) completed the meshing of the sugarcane

model in ANSYS, imported it into ADAMS, and fused it with the

sugarcane top-breaking roller model to construct a rigid-flexible

coupled numerical simulation model of the top-breaking rollers and

sugarcane. The motion characteristics of sugarcane during top-

breaking were studied using dynamic simulation tests. Shi et al.

(2017) used the AutoFlex method to generate a flexible body model

of the Artemisia selengensis (A. selengensis) stalk in ADAMS, which

was fused with a cutter model of the A. selengensis harvester to

construct a rigid-flexible coupled numerical simulation model of

the cutter and A. selengensis stalk. Kinetic simulation analysis of the

cutting process of the A. selengensis stalk was carried out, and the

working parameters of the cutter were optimized by virtual

simulation orthogonal tests. Yu et al. (2021a) used the AutoFlex

method to transform a coffee stalk model into a flexible body

in ADAMS, and constructed a simulation model of vibrating

comb-type coffee threshing. The generalized force and sensor

functions were used to monitor and control the shedding of

coffee grains, and the dynamic simulation of the coffee threshing

process was achieved. In addition, Chen et al. (2021) constructed

finite element models of a garlic bulb and cutter based on ANSYS/

LS-DYNA. Though the simulation analysis of root-disc cutting,

they investigated the effects of the structural parameters of

the cutter on the root-disc cutting force, and obtained the

optimal structural parameters of the cutter. The abovementioned

study serves as a reference of the present study in optimizing

the floating root-cutting process of garlic using computer

simulation technology.

To address the current problems of technological backwardness

and poor operational quality of mechanized garlic root-cutting in

China, this study combined the physical characteristics and

agronomic requirements of garlic plants, and proposed an

innovative floating root-cutting technology for garlic combine

harvesters that enables the top alignment of bulb, adaptive

profiling floating of cutter, and embedded cutting of roots. The

kinematic and dynamic simulation analyses of the floating process

of the root-cutting mechanism were conducted, and the optimal

parameter combination of the root-cutting mechanism was

obtained. The three main contributions of this study are as follows.
(1) The coordinate equations of the initial contact point of the

bulb and a mathematical model of the floating displacement

of the cutting component were established. The influence

law and factors of the floating displacement of the cutting

component in the two stages of floating were revealed. The

theoretical basis for the optimal design of the root-cutting

mechanism was provided.
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(2) Using computer simulation techniques, the dynamic

simulation analysis of the floating cutting process was

conducted. The effects of each factor on the floating

cutting performance were analyzed through single-factor

simulation test. The key operating parameters of the root-

cutting mechanism were optimized through virtual

orthogonal test and fuzzy comprehensive evaluation. The

computer simulation optimization method was provided

for the optimal design of the root-cutting mechanism.

(3) Finally, the accuracy and reliability of the optimal

parameter combination of the root-cutting mechanism

were verified by simulation and field verification tests.

The verification test results showed that the operating

indexes of the root-cutting mechanism met the

requirements of Chinese garlic field harvesting quality.

The results of this study provide a reference for

technological improvements and mechanism optimization

of root-cutting for garlic combine harvesting in China.
2 Materials and methods

2.1 Structure of the root-cutting
mechanism

The structure of the garlic root-cutting mechanism is shown in

Figure 2 and the root-cutting mechanism mainly consists of a

clamping chain, alignment chain, roller brush, front rotary cutter,

extension spring, swing arm, double elastic guide plates, and

horizontal disc cutting component (hereinafter referred to as

“cutting component”) (Yu et al., 2023). Among them, the

clamping and alignment chains are in an inclined configuration.
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The double elastic guide plates were configured on both sides of the

bulb running track and below the alignment chain. The double

elastic guide plates with rubber pads were placed on the inside. The

cutting component was configured below the double elastic guide

plates, and is the main component for roots-bulb separation. It

mainly consists of double protective fences, horizontal disc rotary

cutter group, and DC motor. The double protective fences were

arranged in parallel above the horizontal disc rotary cutter group.

The exterior of the double protective fences could be fitted with

rubber sleeves. One end of the swing arm was hinged to the frame,

while the end was hinged to the cutting component. The two swing

arms, cutting component and frame formed a parallel four-link

structure. Therefore, during the floating cutting process, the cutting

component moves in translation but did not rotate, thus ensuring

that the spatial posture of the cutting component remained

constant. The extension spring was connected to the frame at one

end and to the swing arm at the other end; hence the cutting

component produced elastic floating during the cutting process.
2.2 Working principle of the root-cutting
mechanism

The garlic plant enters the clamping chain from the clamping

chain feed inlet. The clamping chain holds the upper stalk of the plant

and transports it backward. Then, the lower stalk of the plant enters

the alignment chain and the plant is transported backward by the

clamping action of the clamping chain and the pushing action of the

alignment chain. As the plant is transport backward, the high-speed

rotating roller brush removes the soil that adhered to the roots and

neatly combs the disorganized roots. The high-speed rotating front

rotary cutter, which acts on the lower part of the roots, completes the

pre-cutting of the roots and makes them form a neat cross-section.
FIGURE 2

Structure of the root-cutting mechanism. 1. Clamping chain; 2. Alignment chain; 3. Double elastic guide plates; 4. Extension spring; 5. Double
protective fences; 6. Horizontal disc rotary cutter group; 7. Horizontal disc cutting component; 8. Swing arm; 9. Front rotary cutter; 10. Roller brush.
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Owing to the inclined configuration of the clamping and the

alignment chains (i.e., the distance between the fronts of the

clamping and alignment chains was small, while the distance

between their ends was large) and given that the alignment chains

restrict the movement of the plant in the forward and backward

directions, the bulb gradually approached the alignment chain and

completed the top alignment. Once the bulb was firmly attached to

the alignment chain, it restricted the movement of the plant in both

upward and downward directions. As the distance between the

clamping and alignment chains increased, the bulb slid downward

relative to the clamping chain; however, it always remained close to

the alignment chain and was transported backward. Subsequently,

the double elastic plates guided the bulb into the cutting channel to

prevent its lateral deflection. The lower surface of the bulb was

pressed against the double protective fences, which brought the

cutting component close to it. The roots were simultaneously cut

off by the horizontal disc rotary cutter group through the double

protective fences, thus separating the roots from the bulb.
2.3 Kinematic analysis of the floating
process of the root-cutting mechanism

The elastic floating of cutting component is an important

guarantee for efficient and low damage cutting of the roots.

Studying the kinematic characteristics of elastic floating of the

cutting component provides a theoretical basis for optimizing the

root-cutting mechanism.

From a kinematic perspective, the floating displacement of the

cutting component and the position of the initial contact point

between the bulb and cutting component are the key parameters

reflecting the kinematic characteristics of the elastic floating of the

cutting component (Yu et al., 2021c). Because the floating

displacement of the cutting component determines the relative

position of the bulb and the cutting component, it can be used to

determine the distance between the rotary cutter group and root disc

during the floating process. Simultaneously, the floating displacement

of the cutting component determines the elongation of the extension

spring, which affects the squeezing force applied to the lower surface

of the bulb. The position of the initial contact point between the bulb

and cutting component (hereinafter referred to as the initial contact

point of the bulb) determines the floating displacement of the cutting

component in two different floating phases and the point where the

bulb is subjected to the maximum impact force.

In this section, the mathematical model of the floating

displacement of the cutting component and the coordinate

equations of the initial contact point of the bulb are established

through theoretical analysis. The purpose is to clarify the influence

law and factors of the floating displacement of the cutting

component and the initial contact point of the bulb.
2.3.1 Determination of the initial contact point of
the bulb

As shown in Figure 3, the hinge point of lower swing arm o is

the origin of the coordinates, the conveying direction of the
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alignment chain is the positive direction along the x-axis, while

the upward direction is the positive direction along y-axis. The bulb

is considered an ellipsoid, with a long axis (bulb diameter) of 2a and

short axis (bulb height) of 2b. The equation of the bulb elliptical

outline at the initial moment of contact between the bulb and

cutting component is expressed as:

(x − xo0 )
2

a2
+
(y − yo0 )

2

b2
= 1 (1)

where, xo′ and yo′ are the horizontal and vertical coordinates of

the center point o′ of the bulb (m).

As seen from Figure 2, the protective fence has two vertical

edges at the front and back, a top beveled edge, and a top horizontal

edge. The top beveled edge is the part that makes initial contact with

the bulb and guides it to the top horizontal edge. As shown in

Figure 3, a linemn, which coincides with the top beveled edge of the

protective fence, was created. The slope k of the line mn remained

constant during the floating process. At the initial moment of

contact between the bulb and cutting component, the equation of

line mn is expressed as:

y = kx + c (2)

where, k is the slope of line mn and c is the value of the vertical

coordinate of the intersection at the line mn and y-axis.

As seen from Figure 3, the tangent point between line mn and

the bulb elliptical outline is the initial contact point i of the bulb.

From Equations (1) and (2), the coordinates of the initial contact

point i of the bulb are expressed as:

xi =
a2kffiffiffiffiffiffiffiffiffiffiffiffi

a2k2+b2
p + xo0

yi = − b2ffiffiffiffiffiffiffiffiffiffiffiffi
a2k2+b2

p + yo0

8<
: (3)

where, xi and yi are horizontal and vertical coordinates of the initial

contact point i of the bulb (m). As seen from Equation (3), the

position of the initial contact point of the bulb is related to the size

of the elliptical outline of the bulb, the coordinates of the center

point of the bulb, and the slope of the top beveled edge of the

protective fence. To reduce the bulb collision damage, the position

of the initial contact point of the bulb should be shifted toward the

bottom of the bulb during the cutting process.

2.3.2 Mathematical model of the floating
displacement of the cutting component

After the bulb made contact with the top beveled edge of the

protective fence, the plant continued to be transported backward,

the bulb was pressed against the double protective fences to float the

cutting component downward. In this study, the downward floating

process of the cutting component was divided into two stages. In the

first stage, the bulb makes contact with the top beveled edge of the

protective fence, and the cutting component floats downward. In

the second stage, the bulb makes contact with the top horizontal

edge of the protective fence, and the cutting component

floats downward.

In the first stage, relative sliding between the bulb and protective

fence occurred. The points of action of the squeezing and frictional
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forces exerted by the top beveled edge of the protective fence on the

bulb remained the same. From the positional relationship shown in

Figure 3, the floating displacement l1 of the cutting component in

the first stage of floating is expressed as:

l1 = H2 − yij j = b2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2k2 + b2

p + (H2 − yo0 )

����
���� (4)

where, H2 is the initial height of the top horizontal edge of the

protective fence (m). In the mechanism design, when the slope of

the top beveled edge of the protective fence was determined, the

initial height H2 should be greater than the height yi of the initial

contact point of the bulb to minimize the bulb collision damage.

Otherwise, the bulb will collide with the bending area between the

top beveled edge and top horizontal edge of the protective fence,

which could damage the bulb. As seen from Equation (4), the first

stage floating displacement l1 was positively correlated with the bulb

height 2b and initial height H2, and negatively correlated with the

bulb diameter 2a and the slope of the top beveled edge of the

protective fence.

When the height of the top horizontal edge of the protective

fence was gradually lowered and below the initial contact point i of
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the bulb, it meant the second stage of floating. The bulb disengaged

from the top beveled edge and made contact with the top horizontal

edge of the protective fence. The bulb was pressed against the top

horizontal edge of the protective fence, which caused the cutting

component to continue floating downward. The point of action of

the squeezing and frictional forces exerted by the top horizontal

edge of the protective fence on the bulb gradually lowered. When

the lower surface of the bulb was above the horizontal edge of the

protective fence, the squeezing and frictional forces on the bulb

shifted toward the lowest point at the bottom of the bulb, and the

cutting component floated downward to the lowest point. At this

time, the floating displacement l2 of the cutting component

increased to the maximum value expressed as:

l2 = yi − yo0 + bj j = b −
b2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2k2 + b2
p

����
���� (5)

As seen from Equation (5), the floating displacement l2 of the

cutting component in the second stage of floating is related to the

bulb diameter 2a, bulb height 2b, and slope k of the top beveled edge

of the protective fence. As the point of action of squeezing and

frictional forces exerted by the top horizontal edge of the protective
frontiersin.or
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Schematic diagram of the relative position of the floating process of the cutting component.
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fence on the bulb gradually lowered, the change of the point of

action causes the change of the damaged part of the bulb and thus

expanded the damaged area of the bulb. The larger the floating

displacement l2 of the cutting component, the wider the damaged

area of the bulb would be, and the long the time of the squeezing

and frictional forces on the bulb would be.

The above analysis not only obtained the coordinate equations

of the initial contact point between the bulb and cutting component

and the mathematical model of the floating displacement of the

cutting component, but also revealed the influence law and factors

of the floating displacement of the cutting component in the two

stages of floating. These provide a theoretical reference for the

analysis of bulb collision damage, extension spring elongation and

preload force, and kinematic analysis of the elastic floating of the

cutting component.
2.4 Numerical simulation modeling

ADAMS is a multi-body system dynamics analysis software that

can simulate the floating cutting process of the root-cutting

mechanism to significantly reduce the development cost and cycle

time of the mechanism (Wang et al., 2022). This section used

the ADAMS software to carry out the dynamic simulation of the

floating cutting process of the root-cutting mechanism, with the

aim of studying the effects of different operating parameters on

the floating cutting performance to optimize the parameters of the

root-cutting mechanism.
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2.4.1 Models of garlic plant and root-cutting
mechanism

Figure 4 shows the parts of a garlic plant, which include the stalk,

bulb, and roots. As shown in Figure 5, the ANSYS and ADAMS

coupling method was used to establish the flexible body model of the

stalk and bulb (Yu et al., 2023). First, the 3D models of the stalk and

bulb were imported into the Mechanical APDLmodule in ANSYS for

meshing. Then, the modal neutral files of the stalk and bulb were

imported into ADAMS using the coupling interface “ADAMS Flex:

Create a Flexible Body”. Finally, the model properties and modalities

of each order were checked and verified. Jinxiang garlic is a typical

garlic variety grown in China′s main garlic producing areas. Flexible

body model of stalk with a diameter of 13 mm and a length of

230 mm was constructed and a flexible body model of bulb with a

diameter of 61 mm and a height of 45 mm was constructed. The

densities of the stalk and bulb were 855.2 kg/m3 and 1057 kg/m3; the

Poisson′s ratios were 0.30 and 0.23; and the elastic modulus were

8.0×106 Pa and 2.38×107 Pa, respectively.

As shown in Figure 5, the ADAMS discrete beam method was

used to construct a flexible body model for the garlic root group (Yu

et al., 2023). First, a 3D model of the root group was created and

then imported into ADAMS to discretize the single root one by one.

The diameter and length of a single root were 1.6 mm and 63 mm;

the density, Poisson′s ratio, and elastic modulus of the root were

837.3 kg/m3, 0.385, and 2.26×106 Pa, respectively. A single root was

discretized into flexible beams.

A flexible body model of the garlic plant was constructed by

fusing the stem, bulb and root group.
FIGURE 4

The composition of garlic plant.
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Model of root-cutting mechanism: A 3D simplified model

ofv the main components of the root-cutting mechanism

was created by INVENTOR, and then imported into ADAMS

along with the material properties of each component (Wang

et al., 2013).
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2.4.2 Rigid-flexible coupling model of the root-
cutting mechanism and garlic plant

As shown in Figure 6, based on the kinematic analysis of the

root-cutting mechanism, constraints, forces, drives, and dummy

objects were added to build a rigid-flexible coupling model of the

root-cutting mechanism and garlic plant in ADAMS (Yu et al.,

2023). The stationary components were fixed to the reference

system, while the revolute and translational pairs were used to

define the constraints between components with rotational and

linear relative motion relationships (Prastiyo and Fiebig, 2021).

Simultaneously, dummy objects were constructed to assist the

addition of motion constraints between the flexible body model of

the garlic plant and interacting components. Contact constraints

between the flexible body model of garlic plant and the interacting

components were applied.

The impact function (IMPACT) was used to define the contact

force between the bulb and protective fence, which has a contact

type of Flex Body to Solid. The general expression of the impact

function (Chen and Dun, 2012; Xie, 2019), which consists of the

elastic force generated by the mutual extrusion of two objects and

the damping force generated by their relative motion, is expressed

as:

QImpact(xi) =
0  xi < x0

ks(x0 − xi)
e − step(xi, x0 − d, 1, x0, 0) · cmax xi ≥ x0

(
(6)

where, QImpact is the contact force between two objects (N); xi is the

actual distance of the collision zone of two objects (mm); x0 is the

initial distance of the collision zone before the contact between two

objects (mm); e is the contact force index; d is the penetration depth
FIGURE 5

The flexible body model of the garlic plant.
FIGURE 6

Rigid-flexible coupling model of the root-cutting mechanism and garlic plant.
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(mm); cmax is the maximum damping coefficient (N·s/mm-1); step is

the step function that prevents the discontinuity of damping force

during the collision; and ks is the contact stiffness coefficient (N/

mm). The Hertz collision contact model was used to calculate the

contact stiffness coefficient ks, which is expressed as:

ks =
16R∗E∗2

9
(7)

where, R* is the equivalent relative radius of curvature (mm); 1
R∗ =

1
R1
+ 1

R2
, where R1 and R2 are the radius of curvature of the bulb

(17.25 mm) and protective fence (1.5 mm) in the collision zone; E*
is the equivalent elastic modulus (Mpa); 1

E* = 1−m2
1

E1
+ 1−m2

2
E2

, where E1
and E2 are the elastic moduli of the bulb and protective fence,

respectively. The elastic modulus of the protective fence is 2.1×105

MPa; m1 and m2 are the Poisson’s ratios of the bulb and protective

fence, respectively. The Poisson′s ratio of the protective fence is 0.3.
According to Equation (7), the contact stiffness coefficient ks
between the bulb and protective fence is 1546 N/mm. The

parameters of the impact function are listed in Table 1. (The

parameters taken from reference (Chen and Dun, 2012) or

the official recommended values of ADAMS software were tested

and modified).

The drive was added to the clamping chain, alignment chain,

and rotary cutter group. To reduce the residual root length after

cutting, the root disc should be parallel to the rotary plane of the

rotary cutter group when it cuts the roots. The above requirements

could be achieved by the reasonable configuration of the speed ratio

of the alignment and clamping chains. According to the research

method of Yu et al. (2021b), the speed ratio between the alignment

and the clamping chains was calculated as 1.015 based on the

displacements of the alignment and the clamping chains when the

garlic plant was jointly clamped and transported.
3 Dynamic simulation of the floating
cutting process

The elastic expansion and contraction of the extension spring

made the root-cutting mechanism drive the up and down floating of

the cutting component. By optimizing the mechanical structure,

motion parameters, and mechanical parameters of the extension

spring, it would be possible to achieve the protection fence always

closed to the lower bulb surface during the floating cutting process.

After the basic structural form and parameters of the root-cutting

mechanism were determined, the optimal floating cutting

performance of the root-cutting mechanism can be achieved by
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optimizing the motion parameters of the root-cutting mechanism

and the mechanical parameters of the extension spring.

In this section, using computer simulation techniques, the

dynamic simulation study of the floating cutting process would be

carried out in the rigid-flexible coupling numerical simulation

model of root-cutting mechanism and garlic plant. Firstly,

through single-factor simulation test, the influence law of the

motion parameters of the root-cutting mechanism and the

mechanical parameters of the extension spring on the floating

cutting performance and its formation causes would be analyzed.

Then, through virtual orthogonal test and fuzzy comprehensive

evaluation, the optimal parameter combination of the root-cutting

mechanism would be determined and verification test would be

carried out.
3.1 Single-factor simulation test

3.1.1 Test index
The root excision rate is the main index used to evaluate the

quality of garlic root-cutting. The key to the efficient cutting of

garlic roots is to ensure that the protective fence is always close to

the lower surface of the bulb during the floating cutting process.

Because the rotary cutter group was positioned beneath the

protective fence, and the cutting edge was close to the protective

fence, the protective fence was close to the lower surface of the bulb,

which ensured that the cutting edge was close to the root disc when

cutting the root, and only a short length of the root remained

after cutting.

The above theoretical analysis and preliminary experimental

study showed that two main technical problems must be solved to

ensure that the protective fence is always close to the lower surface

of the bulb. First, when the bulb collides with the cutting

component, the cutting component is ejected downward by the

contact force and temporarily moves away from the lower surface of

the bulb, making it impossible for the protective fence to be close to

the lower surface of the bulb in the early stage of cutting. Second,

after the completion of floating cutting process (i.e., the garlic is

disengaged from the cutting component), it takes time for the

cutting component to rise from the lowest point to the highest point

of floating. Thus, when the next garlic enters the protective fence,

the protective fence has yet to return to the highest point. This will

affect the subsequent garlic to repeat the floating cutting operation

successively. To quantitatively assess the floating cutting

performance of the root-cutting mechanism, the floating

displacement of the cutting component and angular velocity of

swing arm reset (i.e., the angular velocity of the swing arm when the

bulb disengaged from the cutting component and the cutting

component floated upward) were used as the single-factor

simulation test indexes.

3.1.2 Test factor
Based on kinematic analysis results of the floating process of the

root-cutting mechanism and the pre-test results of the simulation,

this study selected the key factors affecting the floating cutting

performance, such as the extension spring preload force, extension
TABLE 1 The parameters of the impact function.

Parameters Values

Contact Stiffness Coefficient ks (N·mm-1) 1546

Contact Force Index e 2.2

Damping Coefficient cmax (N·s·mm-1) 10

Penetration Depth d (mm) 0.1
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spring stiffness, and garlic conveying speed (i.e., clamping chain

conveying speed) as the test factors to carry out the simulation

analysis, and devoted to investigate the influence law of each factor

on the floating cutting performance and its formation causes. The

pre-test results of the extension spring preload force showed that to

reduce the effects of collisions on the downward floating of the

cutting component, the minimum preload force of 12 N was taken.

The maximum preload force of 16 N was chosen to reduce the bulb

collision damage caused by excessive preload force. Therefore, the

extension spring preload forces were set as 12, 13, 14, 15 and 16 N. If

the extension spring stiffness or preload force was different, the

tension required to stretch the spring was different, then there may

be an effect on the floating effect of the cutting component. To study

the effects of the spring stiffness on the floating process, the test

began with the minimum value of 15 N/m. Based on the results of

the preliminary bench test, the selected extensile spring stiffness

values were 15, 65, 115, 165 and 215 N/m. If garlic conveying speed

was different, impact force between the bulb and the protective

fence was different, then there may be an effect on the floating effect

of the cutting component. The selected garlic conveying speeds

were 0.8, 0.9, 1.0, 1.1 and 1.2 m/s.

3.1.3 Single-factor test results and analysis
(1) Effect of extension spring preload force on the floating

cutting performance

In the single-factor test of the extension spring preload force, the

garlic conveying speed and extension spring stiffness were set as

0.8 m/s and 215 N/m, respectively. The effect of the extension spring

preload force on the floating displacement of the cutting component
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and angular velocity of swing arm reset was obtained through the

simulation test, as shown in Figure 7. First, the changing process of

the floating displacement of the cutting component during the

simulation was analyzed, as shown in Figure 7A. When the

simulation started, the displacement of the cutting component first

remained constant. When the bulb collided with the top beveled

edge of the protective fence, the cutting component was ejected and

displaced downward. Then, the ejected cutting component gradually

rose under the action of the extension spring. After the top

horizontal edge of the protective fence made contact with the

lower surface of the bulb and was pressed against it, and the

displacement of the cutting component remained constant. When

the root-cutting operation was completed, the bulb disengaged from

the cutting component and the cutting component floated upward

again. Finally, the cutting component returned to the height before

the collision. The displacement of the cutting component remained

constant while waiting for the subsequent garlic to repeat

the operation.

In Figure 7A, the red circle marked the downward displacement

caused by the cutting component being ejected downward. As seen

from Figure 7A, the greater the preload force, the smaller the

downward displacement caused by the cutting component being

ejected downward would be, and the smaller the floating

displacement of the cutting component would be. The possible

reasons are as follows. The greater the preload force, the greater the

resistance of the downward floating of the cutting component

would be, the smaller the initial speed of the cutting component

caused by the bulb collision would be, thus decreasing the floating

displacement of the cutting component.
A

B

FIGURE 7

Effects of the extension spring preload force on the floating displacement of the cutting component and the angular velocity of swing arm reset. In
(A), the red circle marked the downward displacement caused by the cutting component being ejected downward; In (B), the red circle marked the
change in the angular velocity of swing arm during the reset phase of the cutting component.
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When the root-cutting operation was completed, the bulb

gradually disengaged from the cutting component; under the

action of the extension spring, the cutting component gradually

floated upward with a certain reset angular velocity. At this time, the

angular velocity of swing arm reset determined the time of the

cutting component reset, which affected the repeated cutting

operation of the subsequent garlic. In Figure 7B, the red circle

marked the change in the angular velocity of swing arm during the

reset phase of the cutting component, i.e., the change in the angular

velocity of swing arm reset. As shown in Figure 7B, the angular

velocity of swing arm reset increased with the increase of the

extension spring preload force. The possible reasons are as

follows. The greater the preload force, the greater the tension of

the extension spring on swing arm would be, and the higher the

angular acceleration of swing arm reset would be, thus increasing

the angular velocity of swing arm reset.

(2) Effect of extension spring stiffness on the floating

cutting performance

In the single-factor test of the extension spring stiffness, the

extension spring preload force and garlic conveying speed were set

as 16 N and 0.8 m/s, respectively.

The effects of the extension spring stiffness on the floating

displacement of the cutting component are shown in Figure 8A. The

floating displacement of the cutting component decreased with the

increase of the extension spring stiffness, but this trend was not

obvious. The possible reasons are as follows. The greater the

stiffness, the greater the tension required for the extension spring

to elongate the same length would be, the greater the resistance of
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the floating downward of the cutting component would be, and the

smaller the initial speed of the cutting component caused by the

bulb collision would be, thus decreasing the floating displacement of

the cutting component. When the stiffness increased to a certain

value, the floating displacement of the cutting component was

smaller, and the variation of the floating displacement of the

cutting component caused by different stiffness was not obvious.

The effects of the extension spring stiffness on the angular

velocity of swing arm reset are shown in Figure 8B. The angular

velocity of swing arm reset was basically constant with the increase

of the extension spring stiffness. The possible reasons are as follows.

The five extension spring stiffnesses tested in the single-factor test

corresponded to the five tensions of the extension spring. However,

when the bulb disengaged from the cutting component and the

cutting component gradually floated upward, compared with the

gravity of the cutting component, the five tensions of the extension

spring did not differ much. So the five angular accelerations of

swing arm reset caused by five tensions of the extension spring did

not differ much, thus leading to little change in the angular velocity

of swing arm reset.

(3) Effect of garlic conveying speed on the floating

cutting performance

In the single-factor test of the garlic conveying speed, the

extension spring stiffness and extension spring preload force were

set as 215 N/m and 16 N, respectively.

The effects of the garlic conveying speed on the floating

displacement of the cutting component are shown in Figure 9A. The

floating displacement of the cutting component increased with the
A

B

FIGURE 8

Effects of the extension spring stiffness on the floating displacement of the cutting component and the angular velocity of swing arm reset. In (A),
the red circle marked the downward displacement caused by the cutting component being ejected downward; In (B), the red circle marked the
change in the angular velocity of swing arm during the reset phase of the cutting component”.
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increase of the garlic conveying speed. The possible reasons are as

follows. Because the cutting component was connected to the frame by

an extension spring, at the moment of collision between the bulb and

the cutting component, it is approximated as an elastic collision.

According to the laws of conservation of momentum and

conservation of energy, the higher the garlic conveying speed, the

greater the speed of the cutting component after the collision would be,

thus increasing the floating displacement of the cutting component.

The effects of the garlic conveying speed on the angular velocity

of swing arm reset are shown in Figure 9B. The angular velocity of

swing arm reset was basically constant with the increase of the garlic

conveying speed. The possible reasons are as follows. As shown in

Figure 9A, the displacement curve of the cutting component was

already in the horizontal state before the bulb disengaged from the

cutting component, which means that the protective fence was

already close to the lower surface of the bulb. Therefore, for the five

states of garlic conveying speed, the cutting component was at the

same displacement and was subject to the same tension of the

extension spring when the bulb disengaged from the cutting

component. Thus, the angular velocity of swing arm reset was

the same.
3.2 Virtual orthogonal test

Through above-mentioned single-factor simulation test, the

influence law of the motion parameters of the root-cutting

mechanism and the mechanical parameters of the extension
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spring on the floating cutting performance and its formation

causes were investigated. In order to select the parameter

combination that were as optimal as possible for the floating

displacement of the cutting component and the angular velocity

of swing arm reset, and further investigate the combined effects of

extension spring preload force A, extension spring stiffness B, and

garlic conveying speed C on the floating cutting performance, a

three-factor, three-level virtual orthogonal test would be conducted

in this section.

3.2.1 Design and scheme of virtual orthogonal
test

To facilitate the quantitative assessment, the maximum floating

displacement l of the cutting component at the moment of collision

between the bulb and cutting component, and the maximum

angular velocity w of swing arm reset at the moment the bulb

disengaged from the cutting component were selected as the

quantitative assessment indexes of the virtual orthogonal test. The

maximum floating displacement l of the cutting component is

the increase of the displacement of the cutting component before

the collision and the maximum displacement of the cutting

component after the collision. Both indexes were automatically

obtained by the ADAMS/postprocessor module. According to the

above single-factor test results, the extensile spring preload force

was selected as 14, 15, and 16 N, the extensile spring stiffness was

115, 165, and 215 N/m, and the conveying speed was 0.8, 0.9, and

1.0 m/s. The test was designed using the L9(3
4) orthogonal test table.

The test scheme is presented in Table 2.
A

B

FIGURE 9

Effects of the garlic conveying speed on the floating displacement of the cutting component and the angular velocity of swing arm reset. In (A), the
red circle marked the downward displacement caused by the cutting component being ejected downward; In (B), the red circle marked the change
in the angular velocity of swing arm during the reset phase of the cutting component”.
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3.2.2 Orthogonal test results and analysis
Based on the experimental scheme above, virtual orthogonal

simulation tests were conducted, and the test results are listed in

Table 2. Using IBM SPSS Statistics 22 software, the data processing

and statistical analysis of the test results were performed (Gong

et al., 2012; Li and Zhang, 2015).

First, range analysis was conducted on the test results. The

range analysis results are listed in Table 2. The significance of the

factors affecting the maximum floating displacement of the cutting

component decreased in the following order: garlic conveying

speed, extension spring preload force, and extension spring

stiffness. The optimal parameter combination was C1A3B3; The

significance of the factors affecting the maximum angular velocity

of swing arm reset decreased in the following order: extension

spring preload force, extension spring stiffness, and garlic

conveying speed. The optimal parameter combination

was A3B3C2.

Second, ANOVA was performed on the test results. The

ANOVA results are summarized in Table 3. The degree of
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influence of factors on the maximum floating displacement of the

cutting component and the maximum angular velocity of swing

arm reset varied. At the 95% confidence level, the effects of the garlic

conveying speed and extension spring preload force on the

maximum floating displacement were highly significant (P< 0.01),

and the effects of extension spring stiffness on the maximum

floating displacement were not significant (P > 0.05). At the 95%

confidence level, the effects of the extension spring preload force on

the maximum angular velocity were highly significant (P< 0.01), the

effects of extension spring stiffness on the maximum angular

velocity was significant (0.01< P< 0.05) and the effects of garlic

conveying speed on the maximum angular velocity were not

significant (P > 0.05).
3.2.3 Fuzzy comprehensive evaluation and
comprehensive optimization

The above analysis revealed that the three factors (i.e., such as

extension spring preload force, extension spring stiffness, and garlic
TABLE 2 Test schemes and results of virtual orthogonal tests.

Test Number

Extension
Spring
Preload
Force
A

Extension
Spring Stiffness

B

Garlic
Conveying
Speed

C

Maximum Floating
Displacement

of The Cutting Com-
ponent
l (mm)

Maximum Angular Velocity of
Swing Arm Reset

w (deg·s-1)

1 1(14) 1(115) 1(0.8) 4.45 45.50

2 1(14) 2(165) 2(0.9) 5.16 46.49

3 1(14) 3(215) 3(1.0) 5.90 47.13

4 2(15) 1(115) 2(0.9) 4.78 52.01

5 2(15) 2(165) 3(1.0) 5.45 52.06

6 2(15) 3(215) 1(0.8) 4.03 52.94

7 3(16) 1(115) 3(1.0) 5.15 56.43

8 3(16) 2(165) 1(0.8) 3.81 57.29

9 3(16) 3(215) 2(0.9) 4.39 58.58

Maximum Floating
Displacement

of The Cutting Component
l

K11 15.51 14.38 12.29

K12 14.26 14.42 14.33

K13 13.35 14.32 16.5

Range 2.16 0.10 4.21

Significance Sequence of Factors C>A>B Optimal Parameter Combination C1A3B3

Maximum Angular Velocity of
Swing Arm Reset

w

K21 139.12 153.94 155.73

K22 157.01 155.84 157.08

K23 172.3 158.65 155.62

Range 33.18 4.71 1.46

Significance Sequence of Factors A>B>C Optimal Parameter Combination A3B3C2
K11~K13 were the sum of the maximum floating displacement of the cutting component measured for a factor at level 1, level 2 and level 3, respectively; K21~K23 were the sum of the maximum
angular velocity of swing arm reset measured for a factor at level 1, level 2 and level 3, respectively.
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conveying speed) had different orders of significance, different

significance, and different optimal parameter combinations for

the maximum floating displacement of the cutting component

and maximum angular velocity of swing arm reset. In view of

this, it is necessary to conduct a comprehensive evaluation of the

two indexes obtained from each group of tests. Based on the

comprehensive evaluation results of floating cutting performance

for each group test, the comprehensive optimization of factors was

carried out to obtain the parameter combination that were as

optimal as possible for the floating displacement of the cutting

component and the angular velocity of swing arm reset.

Owing to orders of magnitude and dimensions of the two

indexes were different, the fuzzy comprehensive evaluation

method (Xu et al., 2021) was used to establish the membership

model of the two indexes and obtain the same orders of magnitude

and dimensionless membership values. The maximum floating

displacement of the cutting component was a small offset index,

i.e., the smaller the maximum floating displacement, the better. Its

membership model is shown in Equation (8). The maximum

angular velocity of swing arm reset was a large offset index, i.e.,

the larger the maximum angular velocity, the better. Its membership

model is shown in Equation (9).
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t1n =
lmax − ln
lmax − lmin

(n = 1, 2,…:9) (8)

t2n =
wn − wmin

wmax − wmin
(n = 1, 2,…:9) (9)

where t1n and t2n are the membership values of the maximum floating

displacement l of the cutting component and the maximum angular

velocityw of swing arm reset for the nth test, respectively; lmax and lmin

are the maximum and minimum values of index l; ln is the value of

index l for the nth test; wmax and wmin are the maximum and

minimum values of index w; wn is the value of index w for the nth

test; n is the test number. The membership values t1n and t2n were

obtained from Equations (8) and (9), respectively, and are listed

in Table 4.

The fuzzy relationship matrix Tn was constructed from the

membership values of the two indexes. The fuzzy relationship

matrix Tn is expressed as:

Tn =

t11 ⋯ t19

⋮ ⋱ ⋮

t21 ⋯ t29

0
BB@

1
CCA (10)
TABLE 4 Comprehensive scores of the two indexes.

Test Number Membership values of the maximum floating
displacement of the cutting component t1n

Membership values of the maximum
angular velocity of swing arm reset t2n

Comprehensive scores
U

1 0.694 0 0.416

2 0.354 0.076 0.243

3 0 0.125 0.050

4 0.536 0.498 0.521

5 0.215 0.502 0.330

6 0.895 0.569 0.765

7 0.359 0.836 0.550

8 1 0.901 0.960

9 0.722 1 0.833
TABLE 3 ANOVA of virtual orthogonal tests.

Item Source Sum of Squares Df Mean Squares F Value P Value

Maximum Floating Displacement
of The Cutting Component

l

A 0.784 2 0.392 108.557 0.0091

B 0.002 2 0.001 0.234 0.8105

C 2.955 2 1.477 409.148 0.0024

Error 0.007 2 0.004

Maximum Angular Velocity of Swing Arm Reset
w

A 183.861 2 91.930 3395.053 0.0003

B 3.743 2 1.872 69.122 0.0143

C 0.441 2 0.220 8.137 0.1094

Error 0.054 2 0.027
fron
P<0.01 (Highly significant), 0.01<P<0.05 (Significant), P>0.05 (Not significant).
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This test was dedicated to reducing the maximum floating

displacement of the cutting component and the maximum angular

velocity of swing arm reset. According to the importance of the two

indexes, the weight of the maximum floating displacement of the

cutting component was set as 0.6 and the weight of the maximum

angular velocity of swing arm reset was set as 0.4. Thus, the weight

assignment set W was constructed as W = [0.6 0.4].

According to the fuzzy relationship matrix Tn and the weight

assignment set W, the comprehensive score set U was obtained by

fuzzy transformation, where U=W·Tn. The comprehensive scores of

floating cutting performance for each test were obtained, as listed in

Table 4. The higher the comprehensive score, the better the

performance of the test scheme would be.

In this study, the comprehensive scores of floating cutting

performance were used as the comprehensive optimization basis of

the root-cutting mechanism. The Shapiro-Wilk test was conducted

using the IBM SPSS Statistics 22 software for comprehensive scores of

floating cutting performance of the root-cutting mechanism in Table 4.

The P value of the Shapiro-Wilk test was 0.957 (P > 0.05). The results

indicate that the comprehensive scores of floating cutting performance

of the root-cutting mechanism obtained from nine groups of

simulation tests conformed to a normal distribution. Range analysis

was performed on the comprehensive scores. From the range analysis

results in Table 5, it could be seen that the significance of the factors

affecting the floating cutting performance decreased in the following

order: extension spring preload force, garlic conveying speed, and

extension spring stiffness. The optimal parameter combination was

A3C1B3 (i.e., extension spring preload force of 16 N, garlic conveying

speed of 0.8 m/s, and extension spring stiffness of 215 N/m). Based on

the range analysis results, a radar diagram that was drawn to visually

describe the effects of factors on the comprehensive scores is shown in

Figure 10. As seen from Figure 10, the comprehensive score is

positively correlated with the extension spring preload force and

stiffness and negatively correlated with the garlic conveying speed.

ANOVA was performed on the comprehensive scores. The ANOVA

results are shown in Table 6, which revealed that the effects of the

extension spring preload force and garlic conveying speed on the

comprehensive score were highly significant (P< 0.01), while the effect

of extension spring stiffness on the comprehensive score was not

significant (P > 0.05) at the 95% confidence level.
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3.2.4 Simulation verification of optimization
results

In order to verify the accuracy and reliability of the above

optimization results, we needed to measure the performance of the

optimal parameter combination through simulation test. The

simulation verification test was conducted in the rigid-flexible

coupling model of the root-cutting mechanism and garlic plant

constructed in section 2.4. Same as the above virtual orthogonal test,

the simulation model used the impact function method (IMPACT)

to define the contact force between the bulb and protective fence, its

contact type was Flex Body to Solid, the contact stiffness coefficient

was 1546 N/mm, the contact force index was 2.2, the damping

coefficient was 10 N·s/mm, the penetration depth was 0.1 mm, and

the speed ratio between the alignment and the clamping chains was

calculated as 1.015. In the simulation verification test, the optimal

parameter combination was used, and the optimal parameter

combination was a garlic conveying speed of 0.8 m/s, an

extension spring preload force of 16 N, and an extension spring

stiffness of 215 N/m. After the above parameters were set, the

simulation verification test was carried out.

Through simulation verification test, it was determined that

the maximum floating displacement of the cutting component

was 3.74 mm and the maximum angular velocity of swing arm

reset was 57.93 deg/s under the condition of the optimal

parameter combination. The orthogonal test results of groups

1-9 in Table 2 and the optimal parameter combination test results

were selected to form 10 groups of test results, as shown in

Table 7. Then, a fuzzy comprehensive evaluation of the 10 groups

of test results was performed. Membership models of the

maximum floating displacement of the cutting component and

the maximum angular velocity of swing arm reset used for the 10

groups of test results in Table 7 are shown in Equations (11) and

(12), respectively. The membership values s1n and s2n were

obtained from Equations (11) and (12), respectively, and are

listed in Table 7. The fuzzy relationship matrix Sn was

constructed from the membership values s1n and s2n is shown

in Equation (13).

s1n =
l0max − l0n
l0max − l0min

(n = 1, 2,…:10) (11)
TABLE 5 Range analysis of comprehensive scores.

Item Extension Spring Preload Force
A

Extension Spring Stiffness
B

Garlic Conveying Speed
C

K31 0.709 1.487 2.141

K32 1.616 1.533 1.597

K33 2.343 1.648 0.930

Range 1.634 0.161 1.211

Significance Sequence of Factors A>C>B

Optimal Parameter Combination A3C1B3
K31~K33 were the sum of the comprehensive scores for a factor at level 1, level 2 and level 3, respectively.
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s2n =
w 0
n − w 0

min

w 0
max − w 0

min
(n = 1, 2,…:10) (12)

Sn =
s11s12s13s14s15s16s17s18s19s110

s21s22s23s24s25s26s27s28s29s210

 !
(13)

Where, s1n and s2n are the membership values of the maximum

floating displacement l of the cutting component and the maximum

angular velocity w of swing arm reset for the nth test in Table 7,

respectively; l′max and l′min are the maximum and minimum values

of index l in Table 7; l′n is the value of index l for the nth test in

Table 7; w′max and w′min are the maximum and minimum values of
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index w in Table 7; w′n is the value of index w for the nth test in

Table 7; n is the test number; s11-s110 are the membership values of

the maximum floating displacement of the cutting component for

tests of groups 1-10 in Table 7, respectively; s21-s210 are the

membership values of the maximum angular velocity of swing

arm reset for tests of groups 1-10 in Table 7, respectively.

Same as the above virtual orthogonal test, the weight of the

maximum floating displacement of the cutting component was set as

0.6 and the weight of the maximum angular velocity of swing arm

reset was set as 0.4. Thus, the weight assignment set M was

constructed as M = [0.6 0.4]. By fuzzy transformation, we get the

comprehensive score set V, where V=M·Sn. Through the above
TABLE 6 ANOVA of comprehensive scores.

Source Sum of Squares Df Mean Squares F Value P Value

Extension Spring Preload Force A 0.447 2 0.223 1301.815 0.0009

Extension Spring Stiffness B 0.005 2 0.002 12.873 0.0777

Garlic Conveying Speed C 0.245 2 0.123 716.903 0.0016

Error 0.0004 2 0.0002
fron
FIGURE 10

Effects of factors on the comprehensive scores for the floating cutting performance. Note: A1~A3 are the level 1, level 2 and level 3 of the extension
spring preload force, respectively; B1~B3 are the level 1, level 2 and level 3 of the extension spring stiffness, respectively; C1~C3 are the level 1, level 2 and
level 3 of the garlic conveying speed, respectively; The nine radial axes in the figure are the comprehensive scores for the floating cutting performance.
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calculations, the comprehensive scores of floating cutting

performance for 10 groups of test were obtained, as listed in

Table 7. As can be seen from Table 7, the comprehensive score of

the optimal parameter combination was 0.980, which was higher than

the comprehensive scores of the other 9 groups of orthogonal tests.

The floating cutting performance of the optimized root-cutting

mechanism was better than other parameter combinations.

Therefore, the comprehensive optimization results are reliable.
3.3 Field verification test

3.3.1 Test condition
A test bench of the garlic root-cutting mechanism was

constructed to conduct a field verification test, with the purpose

of verifying the accuracy of the numerical simulation model and

reliability of the optimal parameter combination. The test bench is

shown in Figure 11, in which each component is individually driven

by speed-controlled motors. Parameters, such as the tilt angle and

height of the test stand could be adjusted as required. Garlic plants

were obtained from an experimental field in Jinxiang County,

Shandong Province, China.

3.3.2 Design and scheme of field verification test
The two indexes assessed in the simulation tests, such as the

maximum floating displacement of the cutting component and

maximum angular velocity of swing arm reset, correspond to the
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root excision rate, which is the actual index of the root-cutting

quality. The smaller the maximum floating displacement of the

cutting component and the greater the angular velocity of swing

arm reset, the easier it is to ensure that the protective fence was

closely attached to the lower bulb surface for the floating root-

cutting process. In this way, the cutting edge is close to the root disc

of the garlic, the remaining length of the root after cutting is shorter,

and the root excision rate is higher. Therefore, the field verification

tests were conducted for nine parameter combinations of the virtual

orthogonal test listed in Table 2 and the optimal parameter

combination in Section 3.2.3, using the root excision rate as the

root-cutting quality index. The field verification tests were

conducted sequentially for the nine parameter combinations listed

in Table 2.

The garlic plants selected for the test were characterized by good

uprightness, well-developed roots, and uniform bulb maturity.

Before the tests, the garlic plants were tidied up and cleaned up to

remove residual film, large pieces of soil, and debris on the roots.

Each test was fed 90 garlic plants, and repeated three times for each

parameter combination. The root excision rate was measured in the

three tests, and the average value of the three tests was taken as the

test result.

The root excision rate is the ratio of the total mass of the roots

removed to the total mass of all roots. The root excision rate

equation is expressed as:

P = Q1=(Q1 + Q2) (14)
TABLE 7 Comprehensive scores of floating cutting performance based on 10 groups of test results.

Parameter
combination

Maximum
Floating Dis-
placement
of The

Cutting Com-
ponent
l (mm)

Membership
values of the
maximum
floating dis-
placement of
the cutting
component
based on 10
groups of test
results s1n

Weight of the
maximum
floating dis-
placement of
the cutting
component

Maximum
Angular

Velocity of
Swing

Arm Reset
w (deg·s-1)

Membership
values of the
maximum
angular

velocity of
swing arm
reset based
on 10 groups
of test results

s2n

Weight of
the

maximum
angular

velocity of
swing arm

reset

Comprehensive
scores based on
10 groups of
test results

V

Orthogonal
test

parameter
combinations
in Table 2

1 4.45 0.671

0.6

45.50 0.000

0.4

0.403

2 5.16 0.343 46.49 0.076 0.236

3 5.90 0.000 47.13 0.125 0.050

4 4.78 0.519 52.01 0.498 0.510

5 5.45 0.208 52.06 0.502 0.326

6 4.03 0.866 52.94 0.569 0.747

7 5.15 0.347 56.43 0.836 0.543

8 3.81 0.968 57.29 0.901 0.941

9 4.39 0.699 58.58 1.000 0.819

Optimal
parameter

combination
10 3.74 1.000 57.93 0.950 0.980
The 10 groups of test results, i.e., the test results of the optimal parameter combination and the test results of 9 groups of orthogonal tests in Table 2; Parameter combinations 1-9 corresponded to
orthogonal test parameter combinations 1-9 in Table 2, respectively; Parameter combination 10 was the optimal parameter combination.
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where, P is the root excision rate (%); Q1 is the total mass of

removed roots (g); Q2 is the total mass of remaining roots (g).

Before weighing, the soil and debris on the root were also removed.

3.3.3 Results and analysis of field verification test
The results of the verification test are summarized in Table 8.

Using IBM SPSS Statistics 22 software, the data processing and

statistical analysis of the test results were performed.
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The Shapiro-Wilk test was performed for the root excision rate in

Table 8. The P value of the Shapiro-Wilk test was 0.788 (P > 0.05). The

results indicate that the root excision rate obtained from 9 groups of

field verification tests conformed to a normal distribution. Range

analysis was performed on the test results, and the results are listed in

Table 8. The significance of the factors affecting the root excision rate

decreased in the following order: extension spring preload force, garlic

conveying speed, and extension spring stiffness. The optimal
TABLE 8 Test schemes and results of field verification test.

Test number Extension Spring Preload Force
A

Extension Spring
Stiffness

B

Garlic Conveying Speed
C

Root excision rate
P (%)

1 1(14) 1(115) 1(0.8) 85.03

2 1(14) 2(165) 2(0.9) 83.77

3 1(14) 3(215) 3(1.0) 81.96

4 2(15) 1(115) 2(0.9) 87.61

5 2(15) 2(165) 3(1.0) 85.32

6 2(15) 3(215) 1(0.8) 90.56

7 3(16) 1(115) 3(1.0) 88.23

8 3(16) 2(165) 1(0.8) 92.37

9 3(16) 3(215) 2(0.9) 91.05

Root excision rate
P

K1 250.76 260.87 267.96

K2 263.49 261.46 262.43

K3 271.65 263.57 255.51

Range 20.89 2.7 12.45

Significance Sequence of Factors A>C>B Optimal Parameter Combination A3C1B3
K31~K33 were the sum of the root excision rate for a factor at level 1, level 2 and level 3, respectively.
FIGURE 11

Test bench of garlic root-cutting mechanism.
frontiersin.org

https://doi.org/10.3389/fpls.2023.1168900
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Yu et al. 10.3389/fpls.2023.1168900
parameter combination was A3C1B3. Based on the range analysis

results, a radar diagram that was drawn to visually describe the effects

of factors on the root excision rate is shown in Figure 12. As seen from

Figure 12, the root excision rate was positively correlated with the

extension spring preload force and stiffness and negatively correlated

with the garlic conveying speed. ANOVA was performed on the test

results. The ANOVA results are shown in Table 9. At the 95%

confidence level, the effect of the extension spring preload force and

garlic conveying speed on the root excision rate was highly significant

(P< 0.01), and the effects of extension spring stiffness on the root

excision rate were not significant (P > 0.05).

The comparison of the results of the virtual orthogonal and field

verification tests showed that the optimal parameter combinations

obtained from the two tests were the same. The influence law and

significance of each factor on the root excision rate and
Frontiers in Plant Science 19129
comprehensive score for floating cutting performance were also

the same. Thus, the accuracy of the numerical simulation model and

the reliability of the simulation results were verified.

In order to verify the accuracy and reliability of the optimization

results, the optimal parameter combination of A3C1B3, which was

optimized by the field verification tests, was used as the test

condition to determine the root excision rate by the field test. To

eliminate random errors, the test was repeated three times and the

average value was taken as the test result. When the extension

spring preload force was 16 N, garlic conveying speed was 0.8 m/s,

and extension spring stiffness was 215 N/m, the root excision rate

was 92.72% as measured in the field test.The test result (i.e., root

cutting rate of 92.72%) was better than those of the other nine

orthogonal test schemes listed in Table 8, which meets the

requirements of Chinese garlic field harvesting quality. The bulbs
FIGURE 12

Effects of factors on the root excision rate. The nine radial axes in the figure were the root excision rate.
TABLE 9 ANOVA of field verification test.

Source Sum of Squares Df Mean Squares F Value P Value

Extension Spring Preload Force A 73.892 2 36.946 328.963 0.0030

Extension Spring Stiffness B 1.343 2 0.672 5.981 0.1433

Garlic Conveying Speed C 25.941 2 12.971 115.488 0.0086

Error 0.225 2 0.112
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after root-cutting are shown in Figure 13. Therefore, the optimal

parameter combination C1A3B3 is reliable.

In addition, the bulb damage caused by the cutting operation

was studied by theoretical analysis in Section 2.3. To

comprehensively assess the applicability and reliability of the

optimal parameter combination for the root-cutting mechanism,

the bulb damage rate during the cutting operation was tested. The

test was repeated three times and the average value was taken as the

test result. Under the optimal parameter combination, the average

value of bulb damage rate was less than 6.0%, which meets the

requirements of Chinese garlic field harvesting quality.
4 Discussion

In this study, the kinematic characteristics of the floating

cutting process of the root-cutting mechanism, and technical
Frontiers in Plant Science 20130
methods for improving the root excision rate were investigated in

detail. The optimal parameter combination for root-cutting

mechanism was obtained through simulation analysis and verified

by simulation and field tests. Based on kinematic analysis results of

the floating process of the root-cutting mechanism and the pre-test

results of the simulation, this study selected the extension spring

preload force, extension spring stiffness, and garlic conveying speed

as the test factors to carry out the simulation analysis, and devoted

to investigate the influence law of each factor on the floating cutting

performance and its formation causes. The effects of the different

garlic varieties, different bulb sizes, and garlic plant collapse on the

floating cutting performance of the root-cutting mechanism were

not further investigated because of the short garlic harvesting period

in China. Therefore, all test results only apply to Jinxiang garlic with

good uprightness and uniform bulb maturity. Factors such as garlic

variety, plant growth, plant collapse, and the assembly with the

combine harvester need to be further studied. In the next step, the
FIGURE 13

The bulbs after root-cutting.
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root-cutting mechanism will be configured in the garlic combine

harvester to perform field tests. The adaptability of the root-cutting

mechanism to different garlic varieties, plant collapse and bulb

maturity will be examined, and the root-cutting mechanism will be

further optimized.

The tests showed that because there were only two protective

fences between the bulb and rotary cutter group, the garlic roots

easily passed through the protective fences and were fully cut by

the rotary cutter group, resulting in a high root excision rate. At the

same time, it was observed in the tests that the risk of cutting the

bulb during the root-cutting process was effectively reduced by

using protective fences that formed a physical barrier between the

bulb and the rotary cutter group, which separates the bulb from the

rotary cutter group. However, we found that the reliability of

the rotary cutter group and protective fences still need to be

further improved. After a long period of operation, the rotary

cutter group was worn out, while the protective fences were

deformed. In future product development, it is recommended that

the rotary cutter group and the protective fences be made of high-

quality high-speed steel and high quality spring steel respectively

with strict heat treatment process to further improve the reliability

of the root-cutting mechanism.
5 Conclusions

In response to the problems of technological backwardness and

poor operational quality of mechanized root-cutting in garlic field

harvesting in China, we combined the physical characteristics and

agronomic requirements of garlic plants to develop a new floating

root-cutting technology for garlic combine harvesters. The

coordinate equations of the initial contact point of the bulb and a

mathematical model of the floating displacement of the cutting

component were established. Using computer simulation

techniques, the influence law of the garlic conveying speed,

extension spring preload force and stiffness on the floating cutting

performance and its formation causes were analyzed, and the

optimal parameter combination of the root-cutting mechanism

was determined. The test results showed that the floating cutting

performance was positively correlated with the extension spring

preload force and stiffness and negatively correlated with the garlic

conveying speed. Among them, the effects of extension spring

preload force and garlic conveying speed on the floating cutting

performance were highly significant. The simulation and field

validation tests showed that the garlic floating root-cutting

technology enabled the top alignment of bulb, adaptive profiling

floating of cutter, and embedded cutting of roots and its technology

scheme was feasible and effective and achieved the best operating

performance. The floating cutting performance of the root-cutting
Frontiers in Plant Science 21131
mechanism met the requirements of Chinese garlic field

harvesting quality.
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Maize is widely cultivated and planted all over the world, which is one of the main

food resources. Accurately identifying the defect of maize seeds is of great

significance in both food safety and agricultural production. In recent years,

methods based on deep learning have performed well in image processing, but

their potential in the identification of maize seed defects has not been fully

realized. Therefore, in this paper, a lightweight and effective network for maize

seed defect identification is proposed. In the proposed network, the Convolutional

Block Attention Module (CBAM) was integrated into the pretrained MobileNetv3

network for extracting important features in the channel and spatial domain. In this

way, the network can be focused on useful feature information, and making it

easier to converge. To verify the effectiveness of the proposed network, a total of

12784 images was collected, and 7 defect types were defined. Compared with

other popular pretrained models, the proposed network converges with the least

number of iterations and achieves the true positive rate is 93.14% and the false

positive rate is 1.14%.

KEYWORDS

MobileNetv3-Large, image classification, transfer learning, CBAM, lightweight network
Introduction

Maize is an important feed crop in animal husbandry and aquaculture industry, as well

as one of the essential raw materials in food industry. Rapid and accurate identification of

maize seed varieties not only has important application value in maize planting, but also

can effectively avoid the occurrence of adverse phenomena such as mixed seed and mixed

processing. In maize automatic sorting system, the industrial camera needs to collect

images of the seeds, so that we can screen and compare whether the appearance of the seeds

is complete and normal, and the final classification accuracy of the sorting system is highly

dependent on the performance of maize image classification algorithm.
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Traditional methods (Hinton et al., 2006; Kiratiratanapruk and

Sinthupinyo, 2011; Huang et al., 2019) for the classification of maize

seed images generally pre-process the images first, then extract the

shape, color and other feature information of each maize image by

artificial means, screen and integrate the extracted features. Using

professional industrial machines to extract maize seeds can not only

avoid the influence of other light sources, but also achieve automatic

acquisition to improve the collection efficiency. Previous study has

proposed several classification algorithm by deep learning.

(Krizhevsky et al., 2017) proposed the convolutional neural

network AlexNet, which won the first place in the ImageNet

competition, and reduced the Top-5 classification error rate of

1000 types of images to 10%. (Xu et al., 2021) established a variety

classification model by using multi-layer perceptron, the overall

classification accuracy reached more than 95%. (Alotaibi and

Alotaibi, 2020) used the residual network ResNet to classify

hyperspectral images. The accuracy was 95.33% on the Salinas

dataset and 90.57% on the Indian Pines dataset. (Cui et al., 2019)

uses the improved VGG16 to classify the four types of images, and

replaces the SoftMax classifier in the VGG16 network with the 4-

label SoftMax classifier. The final test accuracy of the model is 95%.

EfficientNet (Soleimanipour et al., 2022) was used to classify the

four pistachio varieties, based on Python programming the Kears

API and TensorFlow machine learning framework. The results

show that, the average accuracy rate and recall rate of this model

are 96.73% and 96.70%, respectively. Compared with traditional

machine learning, using deep learning to solve the problem of image

classification can not only avoid the influence of human factors, but

also greatly improve the recognition accuracy and have

stronger observability.

The application of deep learning in agricultural production has

a significant impact as it can improve crop productivity and quality.

Taking bananas and apples as examples, (Wu et al., 2021; Fan et al.,

2022b; Wu et al., 2022) proposed deep learning-based methods for

defect detection in bananas and apples, respectively. These methods

can quickly and accurately detect defects in fruits and achieve real-

time detection, providing farmers with more efficient means of fruit

screening and quality control.

For the overall recognition and localization of banana clusters,

(Wu et al., 2023) proposed a deep learning based method with an

accuracy rate of 93.2%. Using the YOLOv5-B model for banana

localization and detection, the average processing time per image is

only 9 ms. These research results can help farmers automatically

identify and count the number of banana clusters during the growth

and harvesting process, improving production management

efficiency and accuracy.

In apple production, (Fan et al., 2022b) proposed a real-time

defect detection method based on the YOLOv4 network. The

average detection accuracy in online testing reached 93.9%, and it

can evaluate 4 fruits per second. This method can assist farmers in

quickly and accurately screening out defective apples from a large

quantity, improving apple quality and market competitiveness.

In addition, (Wang et al., 2022) proposed a maize defect

detection method based on the watershed algorithm, providing a

new solution for maize production. This method can effectively

identify good seeds and bad seeds, with an average accuracy rate of
Frontiers in Plant Science 02134
95.63% and an average recall rate of 95.29%. It can help farmers

quickly select high-quality seeds during the planting process,

improving planting success rate and yield.

In conclusion, the application of deep learning methods in

agricultural production plays a crucial role. Through automated

image recognition and defect detection techniques, it can enhance

the quality and productivity of agricultural products, provide

farmers with more accurate and efficient production management

tools, and make a significant contribution to promoting

agricultural development.

In this paper, our main contributions are as follows: Firstly, we

propose an improved MobileNetv3 network, which can reduce

model parameters and reduce real-time computation. The

requirements for equipment resources are low and can be applied

to mobile devices. Secondly, we introduce the Convolutional Block

Attention Module to the MobileNetv3 network to improve the

fitting ability and generalization ability of the network. Finally, we

use our own maize seed dataset to test the new method, which is

derived from the maize image in GrainSpace (Fan et al., 2022a), and

has achieved more than 90% recognition accuracy. Experimental

verification has demonstrated that the proposed algorithm in this

paper is capable of classifying maize based on its appearance, and

further detecting the types of defects present, thus achieving

intelligent detection of maize defects and effectively reducing

labor costs. This algorithm holds great potential for wide-ranging

applications and promising future development.
Related work

Transfer learning

The transfer learning method can greatly save the time of

training model and significantly reduce the hardware resources

required by deep learning. For this reason, more and more scholars

adopt transfer learning method to train their own data sets. (Xie

et al., 2022) used Inceptionv3 and DenseNet201 as feature

extractors at the same time, and used the dual transfer learning

framework to reach the accuracy rate, recall rate and F1 values of

95.11%, 95.33%, and 95.15% on 10 types of seabird data sets.

(Fraiwan et al., 2022) applied the transfer learning technology to

the convolution neural network model to classify three maize

diseases. The average accuracy rate reached 98.6%, which proved

that transfer learning can greatly improve the accuracy of

classification. (Xiang et al., 2019) applied lightweight network

MobilleNetv2 to the task of fruit classification, and used Softmax

as the classifier for feature classification. Finally, the accuracy rate

was obtained 85.12%. (Das et al., 2023) applied the transfer

learning to the DenseNet169 network to classify 11 kinds of

garbage that frequently occur in outdoor environment, and

finally achieved the accuracy of 93.10%. (Huang et al., 2017) put

forward the method of transfer learning to solve the obstacles in

SAR target classification. (Tammina, 2019) proposed to use the

VGG16 model of transfer learning to classify cat and dog pictures,

and achieved an accuracy rate of 95.40%, which is 16.2% higher

than that without transfer learning. (Kaya et al., 2019) used DNN
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network of transfer learning to verify the influence of deep neural

network on plant classification in four different transfer learning

models. The experimental results show that transfer learning can

optimize automatic plant identification and improve low-

performance plant classification models.
MobileNet

MobileNet network model is a lightweight network model

proposed by Google. Compared with the traditional convolutional

neural network, MobileNet has the advantages of fewer parameters

and lower delay. At present, MobileNet series networks include

MobileNetv1, MobileNetv2 (Huu et al., 2022; Młodzianowski, 2022)

and MobileNetv3 (Howard et al., 2019; Hussain et al., 2021; Zhao

and Wang, 2022; Zhao et al., 2022). MobileNetv3 is Google’s new

invention after MobileNetv2, and its main improvement is to add

SE-net after the deep separable convolution in MobileNetv2, which

automatically obtains the importance of each feature channel by

learning, and suppresses some feature information that is not useful

for the current task. In addition, MobileNetv3 integrates the four

characteristics of MobileNetv2 and MobileNetv1, which first uses

the convolution of 1×1 for dimensionality upgrading, and

introduces the inverse residual structure of MobileNetv2 linear

bottleneck. Then, 3x3 depth separable convolution is performed

to reduce the computational amount of the network. Then, through

the lightweight SE-net attention model, the net-work pays attention

to more useful channel information to ad-just the weight of each

channel. Finally, the h-swish activation function is used instead of

the swish function to reduce the amount of operation and improve

performance. After changing the Bneck structure, compared with

MobileNetv2, MobileNetv3 achieves the same accuracy on COCO,

the speed is 25% faster, and the segmentation algorithm is

also improved.
Convolutional block attention module

The application of Attention mechanisms (Zhang et al., 2022)

enables the neural network to focus on important features and

suppress unnecessary features. This paper uses the Convolutional

Block Attention Module (Woo et al., 2018). (Liang et al., 2022) used

CNN to mine the deep features of gold price data and improved the

feature extraction ability of the network through CBAM. The

experiment proved that this method could improve the prediction

accuracy and was superior to other models. (Ma et al., 2019)

proposed CBAM-GAN generative adversarial network, which can

significantly improve the quality of generated images. (Li et al.,

2022) adopted MobileNetv3 to detect floating objects on the water

surface and CBAM to enhance feature fusion. The experiment

showed that the detection accuracy of the improved model

increased by 2.9% and the detection speed increased by 55%. (Pei

et al., 2022) used the YOLOv4 model with CBAM to detect weeds in

the field, which reduced the total number of tags in 1000 images by

half, and the average accuracy reached 86.89%, thus improving the

efficiency of weed detection. (Chen et al., 2023) used the
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MobileNetv3-large network combined with CBAM for crack

detection. The experiment showed that the model had better

performance and the crack identification accuracy reached

99.69%. CBAM can improve the training efficiency and prediction

accuracy of CNN, which is a combination of channel attention

mechanism and spatial attention mechanism, which can be

embedded in the module of CNN and conduct end-to-end

training together with CNN, with only a small amount of

computation added.
Methods

The method of MobileNetv3-Large

We used MobileNetv3-Large as the image classification model

(Qian et al., 2021). MobileNetv3 introduces the depthwise

convolution. The convolution kernel of the depthwise separable

convolution is equal to the number of input channels, that is, a

convolution kernel performs a convolution operation on a feature

map of the previous layer separately to obtain the number of output

channels equal to the number of input channels. Compared with

conventional convolution, the number of parameters of the

depthwise convolution can be saved by 1/3, and the number of

layers of the neural network can be deeper under the premise of the

same number of parameters, so that the model can be lightweight.

MobileNetv3 uses an inverted residual structure. It can

effectively avoid the problem of gradient disappearance or

gradient explosion. At the same time, the lightweight attention

structure SE block is used. The idea of SE block is to start from the

weight of spatial information, and use the feature map to obtain the

weight of each layer after batch normalization optimization through

a series of convolution operations. Firstly, the feature map with

input ofH ×W × C is averaged and pooled into a vector of 1 × 1 × C,

and then the weight of 1 × 1 × C is obtained by two convolutions of

1 × 1. Finally, the feature map of each input channel is multiplied by

the vector to obtain the final output.

The activation function used by MobileNetv3 is h-swish, which

is obtained by h-sigmoid. It has the characteristics of easier

calculation and faster learning, as shown in Equation 1:

h − swish = x
ReLU6(x + 3)

6
(1)

In the Mobilenetv3 model, the bottleneck layer is the middle

layer between the image feature input and the last fully connected

layer, which could retain the feature input. Since the model

parameters of MobileNetv3 model have good generalization

ability after extensive training of ImageNet data set, the training

parameters of this network in ImageNet were transferred.

The input image outputs a feature vector of 1 × 1 × 1280

through the bneck layer and then enters the full connection layer

through the dropout layer to reduce the dimension of the feature

vector to 1×1×c, where c represents the number of categories in the

data set. When c=7, there are seven types of maize. Finally, the

output of the full connection layer is processed by Softmax

regression to obtain the probability distribution of each class. The
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calculation formula is:

Pj =
nj

o
c

k=1

nk

(2)

In Equation 2, pj represents the classification probability

of category j, nj represents the output of the full connection

layer, and c represents the total number of categories in the

data set.

We combined the feature extraction of the MobileNetv3 model

with the ImageNet data set in the source domain with the fully

connected modules, so as to adapt to the classification task and

perform the training on the double-side maize image data set to

obtain the maize seed network model.
Improvement of network structure

Based on the above analysis, we know that the MobileNetv3

network model has the characteristics of few parameters and low

delay. To solve the problem of low accuracy in current maize

classification due to similar morphology, transfer learning can be

introduced on the basis of MobileNetv3 network. Based on the

characteristics of MobileNetv3 network model, the requirements for

device performance can be greatly reduced. In the process of

transfer learning, the large-scale shared parameters in the neural

network of the pre-training were first migrated, and the initial

training weight of the source domain model was transferred to the

new network for initialization, so as to obtain the prior knowledge

on the large data set. Then, the training was conducted according to

the self-built dataset, and the parameters in the model were adjusted

through subsequent learning, so as to obtain the classification

model. The maize seed classification algorithm combined with

transfer learning can not only improve the training efficiency and

accuracy of the network model, but also improve the algorithm

performance based on the pre-training basis of large data sets. The

final model in training will have better generalization ability

and robustness.

In addition, the improved MobileNetv3 network introduced

CBAM attention mechanism. The structure of CBAM is shown in

Figure 1. The application of attention mechanisms enabled the

neural network to focus on important features and suppress

unnecessary features. CBAM module successively induced a one-

dimensional channel attention mechanism feature graph Mc and a

two-dimensional space attention mechanism feature graph Ms, and

the calculation process is shown as follows:

P
0
= Mc(P)⊗ P, P

0 0
= Ms(P

0
)⊗P

0
(3)

In Equation 3, P is the input image, ⊗ is elements

multiplication. In the process of multiplying, the attention

mechanism replicates: channel attention mechanisms propagate

along spatial dimensions and vice versa. P
0
is the weighted result

of the channel attention mechanism, and P
0
is the final output

obtained. CBAM includes the channel attention mechanism CAM

and the spatial attention mechanism SAM. Input the feature map P
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and apply max-pooling and avg-pooling to each spatial position,

then it can obtain two C × 1 × 1 vectors, which are respectively sent

to shared MLP. Finally, the two were combined, and the channel

attention Mc was obtained after activation function. The input

feature map P and apply max-pooling and avg-pooling to each

integration to obtain two 1×H ×W feature vectors, which were then

sent to the standard convolution layer according to the channel

cost, andMs was obtained after function activation. Suppose the size

of the input image is C × H ×W, and C, H andW correspond to the

channel, height and weight respectively. Firstly, the spatial

information in the feature map was extracted by means of

average pooling and maximum pooling, and two different

operation results were generated: Pavg and Pmax, which represent

the feature results generated by average pooling and maximum

pooling of input feature map P, respectively. Then, the two

description results were extracted into the shared network to

generate channel attention feature graph Mc. After the shared

network was applied to the description of each feature, the output

feature vector was obtained by adding elements by elements. The

calculation method is as follows:

Mc = s(p1(p2(P)) + p1(p3(P)))

= s (W1(Wo(Pavg)) +W1(Wo(Pmax)))
(4)

In Equation 4, P is the input image, s is the nonlinear activation

function Sigmoid, p1 is the forward calculation function, p2 and p3
are the average-pooling function and max-pooing function

respectively. W0 and W1 are the weights of two linear layers. In

order to calculate spatial attention, average pooling and maximum

pooling were carried out along the channel first, and they were

connected together to generate effective feature descriptions, which

were represented by Ms(P). The channel information of the feature

map was extracted through two kinds of operations to generate two

two-dimensional feature maps Pavg and Pmax, which represent the

average pooling feature and the maximum pooling feature

respectively. Then the two-dimensional spatial attention feature

map was generated by concatenation operation and convolution

operation, whose expression is as follows:

Ms(P) = s (p(pc(Pavg,Pmax))) (5)

In Equation 5, s represents sigmoid activation function, pcis

splicing operation, and p is 7×7 convolution operation. The

improved MobileNetv3 is shown in Figure 2. The structure

introduces CBAM attention mechanism to replace the original SE

module. The size of each image sample will be resized to the size of

224 × 224 before input.

The Loss Function used in the experiment is the cross entropy,

and its expression is shown as follows:

L =
1
Noi

Li = −
1
Noi o

M

c=1
yic log pic (6)

In Equation 6, M is the number of classes, and yic is the sign

function (0 or 1), if the true class of sample i is equal to c takes 1,

otherwise takes 0. pic is the probability that the observed sample i

belongs to class c.
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Experiments

Datasets

In this experiment, we used the GrainSpace (Fan et al.,

2022a) as the dataset for the test model. GrainSpace is a large-

scale data set for fine-grained and domain adaptation, which is

mainly used for grain recognition. GrainSpace contains three

types of grains, namely maize, rice and wheat. We selected the

maize image as the data set of this experiment, which is divided
Frontiers in Plant Science 05137
into seven categories, and divided into double-sided images and

single-sided images.

The maize image is shown in Table 1. According to the

classification standard formulated by ISO55270 Cereals, maize

seeds can be divided into normal and six types of damaged and

unsound seeds: fusarium (FM) seeds, sprouted (SD) seeds, mouldy

(MY) seeds, broken (BN) seeds, attacked by pests (AP) seeds and

heated (HD) seeds. Among these maize seeds, FM, MY, BP maize

seeds represent the proportion of maize seeds polluted by Fusarium

or fungi; SD, AP and HD maize seeds correspond to the nutritional
FIGURE 1

The structure of CBAM. CAM and SAM are included, representing the channel attention mechanism and the spatial attention mechanism
respectively.
FIGURE 2

The overview of MobileNetv3-large using CBAM attention mechanism and transfer learning.
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components of maize. All images are in PNG format. Due to the

interference of various factors during the shooting of various maize

images, maize grain images with complete shape and standard

features are preferred as the data set of the experiment. All the

acquired maize images were obtained through cropping. Due to the

varying sizes of the maize, the dimensions of each image are not

fixed, but the maximum value will not exceed 300 × 400. A total of

12784 training data were obtained. The ratio of train set to

validation set was 9:1.
Implementation details

The server platform configuration of the experiment is as

follows: CPU is Intel Core I5-10400, 6 core and 12 threads, GPU

is NVIDIA GeForce RTX2080ti. The operating system is

Windows10 and the Python version is 3.7. The torch version in

the deep learning framework is 1.10.0, and the torchvision version is

0.11.0; CUDA version is 11.0; CUDnn version is 8.0. In the

experiment, the pre-training weights of MobileNetv3-large models

trained on ImageNet were used to initialize the model, and the

modified model was used to train the maize seed data set. Adam is

used by the model designer, and the Loss Function is cross entropy.

Considering the memory and model generalization ability, the

learning rate is set to 0.0001. Adam optimization algorithm and

h-swish activation function were adopted. Set batchsize to 32 and

epochs to 40. Using the Adam optimizer can automatically modify

the learning rate with the training process, which can speed up the

training speed and improve the performance of the model. We use

the h-swish function because it can alleviate the disappearance of

the gradient, prevent over-fitting, and accelerate the convergence

rate of the gradient descent. Moreover, the computational cost is

low, and the computer runs faster.
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Result analysis and visualization

At present, there are many convolutional networks applied in

deep learning. In order to reflect the effectiveness of the models,

popular models such as MobileNetv2, ResNet50 and VGG were

selected to compare with the MobileNetv3 network, and the above

models were respectively used for training in the self-built dataset of

this study. During the training process, the test set and training loss

value were recorded for each training cycle completed by the model.

The variation of the accuracy rate of each network with the number

of epochs is shown in Figure 3, and the variation of the loss function

with the number of epochs is shown in Figure 4.

The accuracy of the improvedMobileNetv3 algorithm ismore than

10% higher than that of other computational majority methods. The
FIGURE 3

The accuracy of various algorithms varies with the number of
epochs.
TABLE 1 Part of maize image display.

Class No. Name Description Image(double-side) Image(single-side) Train Validation

1 NOR Normal 1671 186

2 AP Attacked by Pests 1634 181

3 BN Broken 1647 183

4 FM Fusarium 1651 183

5 HD Heated 1638 182

6 MY Mouldy 1624 180

7 SD Sprouted 1639 182
frontiersin.org

https://doi.org/10.3389/fpls.2023.1153226
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Li et al. 10.3389/fpls.2023.1153226
training speed is the fastest, reaching 8.23bit/s, and the test time is only

35.25ms. The reasons are as follows: (1) Depthwise separable

convolution was used to reduce the amount of computation and

parameters of the model, and the reversed residual network structure

constructed was helpful for feature extraction; (2) The CBAM was

introduced to integrate the attention mechanism in channel and space,

so that the important features are enhanced, while the unimportant

features were suppressed; (3) The weight of large data sets in the model

can be used to pool network parameters in similar tasks, and it

improved the performance of the model. Table 2 shows the

summary of experimental results of each model on the maize seed

data set. Based on the aforementioned results, in addition to our

method, AlexNet, EfficientNet, and MobileNetv3 - large also

demonstrated excellent training outcomes with validation accuracies

exceeding 90%. However, ResNet101 and VGG16 exhibited slower

training speeds due to their larger model parameters and greater

computational requirements, resulting in longer processing times.
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A group of maize seed images were selected from other data sets

and introduced into the model for classification. The average

accuracy of maize seed classification is more than 97%, and the

accuracy of some categories of maize seeds classification is more

than 99% (such as BN, FM), but the classification accuracy of HD is

low. Through analysis, there are two reasons for the decline of HD

maize recognition accuracy: Firstly, some maize seeds have complex

features, which are highly similar to other maize seeds; Secondly,

when the images in the data set were screened, the number of maize

seed samples with certain features was small. When CBAM

attention mechanism was introduced, the recognition accuracy of

image classification by MobileNetv3 algorithm has been improved

slightly, and the number of references and the time required for

image recognition were reduced.

We selected 50 images for each type of maize seed in other datasets,

then observed the prediction results of each type of maize by this

method, and drew the confusion matrix. The confusion matrix has five

evaluation indexes: P, R, F1, TPR, FPR. Their calculation is as follows:

P =
TP

TP + FP
(7)

R =
TP

TP + FN
(8)

F1 =
2� P � R
P + R

(9)

TPR =
TP

TP + FN
(10)

FPR =
FP

FP + TN
(11)

Where P represents precision, R represents recall, and F1

represents F1-score. TP (True Positives) represents the number of

true samples correctly classified as positive. TN (True Negative)
FIGURE 4

The loss of various algorithms varies with the number of epochs.
TABLE 2 Experimental results of various algorithms.

Model Prediction (%) Accuracy (%) Training speed(bit/s) Test time (s)

NOR AP BN FM HD MY SD

ResNet50 92.80 82.53 97.65 98.14 64.71 73.02 92.24 81.77 2.71 126.15

ResNet101 90.64 81.65 96.51 96.84 63.37 72.53 91.55 78.73 1.43 129.45

VGG16 97.14 91.15 98.33 94.71 66.57 83.52 95.63 86.44 1.33 195.41

AlexNet 82.81 88.14 95.62 96.65 82.20 92.31 93.43 94.80 2.63 128.33

ShuffleNet 80.16 75.67 75.94 96.63 68.14 76.37 79.43 77.24 3.67 50.58

EfficientNet 89.73 96.54 96.83 99.26 70.38 85.59 95.64 89.41 2.64 62.67

EfficientNetv2 90.65 97.65 98.32 99.12 72.23 86.54 96.75 90.90 2.20 46.89

MobileNetv2 96.80 94.96 87.57 97.32 81.36 86.81 97.82 85.26 6.71 43.52

MobileNetv3-small 96.81 94.34 98.96 97.76 84.32 87.93 98.74 87.40 7.82 40.63

MobileNetv3-large 97.24 98.00 97.54 97.74 90.21 96.84 98.85 96.31 8.20 37.64

MobileNetv3-large+CBAM 97.40 98.51 99.03 99.06 91.67 98.49 99.10 97.95 8.23 35.25
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represents the number of true samples incorrectly classified as

negative. FP (False Positive) represents the number of false

samples incorrectly classified as positive. FN (False Negative)

represents the number of false samples correctly classified as

negative. TPR (True Positice Rate) represents the proportion of

the positive samples of the predicted pair to the total positive

samples. The FPR (False Positive Rate) represents the proportion of

positive samples with wrong prediction to all positive samples.

The confusion matrix after completion is shown in Figure 5.

Calculated from the confusion matrix, the accuracy true positive rate

of the maize seed image classification model reached 93.14% and the

false positive rate reached 1.14%. In addition, the precision, recall rate

and F1 values of all kinds of maize seed images were caused by

Table 3. Compared with previous methods for maize seed detection,

the method proposed in this paper not only accurately detects maize

affected by defects, but also identifies the types of defects, with a

shorter detection time. In conclusion, the method in this paper has

high feasibility in the task of maize classification. However, there are

certain limitations in our experiment. Firstly, we only conducted

detection on 7 types of maize, and when faced with multiple types of

defects, we cannot determine the effectiveness of this detection

method. Secondly, when detecting maize with highly similar defect

types, our method still has issues with category detection errors.

Lastly, during the experimental process, we only selected 50 images

per category of maize and created a confusion matrix based on the

classification results. We then calculated metrics such as accuracy,

recall, F1 score for each category of maize, but these test results may

contain some degree of error.
Ablation experiment

In the ablation experiment, we use the control variable method

to prove the necessity of a module by removing or adding the

function of a module. If the performance results obtained after the
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ablation experiment change significantly, it shows that the module

plays a decisive role.

The ablation experiment was divided into four phases. The first step

was tested and validated using only the MobileNetv3 algorithm without

the use of transfer learning and attention mechanisms. The second step

was to use the attention mechanism, but not transfer learning. The third

step was to use transfer learning without the attention mechanism. The

fourth step was to use both the attention mechanism and transfer

learning. In order to verify the influence of attention mechanism, the

attention mechanism module was frozen so that it cannot be used.

Similarly, this method was also applicable to transfer learning.

After experimental verification, the accuracy and loss values of

each method change with the number of iterations, as shown in

Figures 6, 7.

After the use of transfer learning, the recognition accuracy of the

model was greatly increased, which increases by 62% when epoch is 1.

With the increase of epoch, the gap between the two gradually decreases.

When epoch is 20, the gap between the two Narrows to less than 5%;

when epoch is 40, the accuracy of the two is almost the same. After the

introduction of CBAM attention mechanism, the recognition accuracy
FIGURE 5

Confusion matrix diagram for double-sided maize seeds forecasts.
TABLE 3 the precision, recall, F1 value of various maize classifications in
double-sided images.

Class No. Class Name P (%) R (%) F1(%)

1 NOR 94.23 98.00 96.08

2 AP 96.00 96.00 96.00

3 BN 100.00 94.00 96.91

4 FM 94.23 98.00 96.08

5 HD 88.88 80.00 84.21

6 MY 85.18 92.00 88.46

7 SD 94.11 96.00 95.05
fronti
FIGURE 6

The accuracy of various ablation methods varies with the number of
epochs.
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of the model can be improved by 7%. In conclusion, for the

MobileNetv3 network for double-sided maize seed classification and

recognition, the primary factor affecting the accuracy is transfer

learning, and the secondary factor is attention mechanism.

At the same time, in order to verify the improvement of the

classification accuracy of double-sided maize seed images, a dataset

of single-sided maize seed images was used as the control

experiment. According to the confusion matrix shown in

Figure 8, the true positive rate was 81.14% when using single-

sided maize seed images, which was 12% lower than that using

double-sided maize seed images. The false positive rate was 3.14%,

which was 2% higher than that of double-sided maize seed images.

The accuracy, recall and F1 values of various types of maize

classification calculated according to the confusion matrix are

shown in Table 4. From this table, it can be analyzed that the

overall classification accuracy under one-sided maize seeds is about
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15% lower than the overall classification accuracy under double-

sided maize seeds.

Through the comparative analysis of the above ablation

experiments, it is found that transfer learning has the greatest

influence on the accuracy, which can increase the prediction rate

by 62% during the first training, and it is the most important factor

affecting the accuracy of image recognition. Secondly, the accuracy

of double-sided image can be improved by 12% than that of single-

sided image. The effect of attention mechanism on image

recognition accuracy is 8% higher than without attention

mechanism. In summary, the influencing factors were ranked as

transfer learning greater than double-sided maize seed images and

greater than attention mechanisms.
Conclusion

The main contribution of this paper is to introduce deep

learning into the field of maize seed image classification and

recognition, and propose an improved MobileNetv3 algorithm

model, achieving a comprehensive classification true positive rate

of 93.14%. The average prediction, recall, and F1 score of maize

classification reached 93.23%, 93.43%, 93.26% and the average test

time is only 35.25 ms. In future research, we will attempt to conduct

defect detection studies on other types of grains such as rice and

wheat, and explore different methods to achieve superior detection

results. Our approach enables automatic classification and detection

of maize, thereby identifying higher quality maize and contributing

to the efficient allocation of human and material resources, while

promoting the advancement of intelligent agricultural production.
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Parameter optimization of the
spiral fertiliser discharger for
mango orchards based on the
discrete element method and
genetic algorithm
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Minghong Shi1, Jian Zhang1 and Zhong Xue2*

1College of Mechatronics Engineering, Nanjing Forestry University, Nanjing, China, 2South Subtropical
Crops Research Institute, Chinese Academy of Tropical Agricultural Sciences, Zhanjiang, China
Introduction: In order to solve the problems of inaccurate fertilization, unstable

fertilization and low fertiliserutilization rate in mango orchard.

Methods: A small spiral fertiliser discharger was designed based on the

agronomic characteristics of fertilization in mango orchard. The fertilizing

performance test and parameter optimization of thespiral fertiliser discharger

were carried out by combining bench and simulation test. Firstly, the main

influencing factors of the fertilizing performance of the spiral fertiliser

discharger were analyzed by theoretical calculation formula, and the range of

its value was preliminarily determined. At the same time, the digital and discrete

element models of the spiral fertiliser discharger were established. Then,the

discrete element model of granular fertiliser was established on the basis of the

physical and related mechanical simulation parameters of granular fertiliser

obtained by experimental statistics.Taking the variable coefficient of fertilizing

stability as the response value, the method of singlefactor simulation fertilizing

test was used to explore the parameters that have a significant influence on the

variable coefficient of fertilizing stability. The response surfacemethod (RSM) was

used tosimulate the fertilizing performance of three significant parameters.

Based on the quadraticregression orthogonal rotation combination design test,

a second-order regression mathematicalmodel between the variable coefficient

of fertilizing stability and the significant parameters wasestablished. The variable

coefficient of fertilizing stability was as small as possible. The geneticalgorithm

(GA) was used to optimize the regression model. Finally, the verification test of

thefluidity and applicability of different fertilisers was carried out.

Results: The results of single factor test showed that the diameter of spiral blade,

pitch and rotationalspeed of fertilizing shaft have significant influence on the

variable coefficient of fertilizing stability.The optimal parameter combination of

the spiral fertiliser discharger was obtained: 98.44 mm for thediameter of spiral

blade, 54.8 mm for the pitch, and 24.43 r/min for the rotational speed of
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fertilizingshaft. The verification results showed that the average relative error of

the test was small, and themass flow rate of different fertilisers and the variable

coefficient of fertilizing stability could meetthe agronomic requirements of

fertilization in mango orchards. The reliability of the discrete elementsimulation

test results and research methods of the spiral fertiliser discharger was verified.

Conclusion: The results and methods of this study can provide reference for the

development of mangoorchard fertilization machinery and related fertilizing

performance test.
KEYWORDS

mango orchard, spiral fertiliser discharger, parameter optimisation, genetic algorithm,
discrete element method, response surface methodology
Highlights
1. DEM-GA is used to optimize the parameters of spiral

fertilizer discharger.

2. The optimal combination of parameters is obtained by

optimizing regression model.

3. Fertilizing stability of spiral fertiliser discharger for mango

orchard is improved.

4. The fertilizer utilization rate and environmental protection

effect were improved.

5. Providing references for optimised design of mango

orchard fertilization machinery.

6. Providing references for related study on fertilizing

performance in other orchards.
1 Introduction

Mango is one of the world’s five major tropical fruits (banana,

mango, pineapple, longan, and sugar apple), which has a rich

nutrition and unique taste, and it has been favored by people,

known as the ‘king of tropical fruits’ (Wei and Aiping, 2021).

Mango is native to the Himalayas, India, Bangladesh, Indochina

Peninsula, and Malay Peninsula, and in China, it is mainly

distributed in Yunnan, Guangxi, Guangdong, Sichuan, Fujian,

Guizhou, Taiwan, and Hainan (He et al., 2018). According to

statistics, by 2020, the national mango planting area has reached

5.241 million mu. The total yield in China ranks third in the global

mango-producing countries (Wei, 2021), and the planting area and

yield maintain a steady growth trend.

Fertilization is a crucial operation in mango orchard

management, which plays a key role in mango quality and yield

(Liu et al., 2021). At present, there are some problems with

fertilization in mango orchards in China, such as high intensity,

low efficiency, and poor quality of artificial fertilization.

Unreasonable fertilization can easily lead to soil compaction,
02145
unbalanced nutrition of fruit trees, low fertilizer utilization, and

environmental pollution (Huang et al., 2018; Qu et al., 2021).

Mechanical fertilization can effectively reduce the labor intensity

of fruit farmers, improve fertilization efficiency and quality, and

reduce the cost of agricultural production. The fertiliser discharger

is a key component of fertilization machinery, and its working

performance directly affects fertilization quality (Zhao et al., 2022).

Currently, the fertiliser dischargers at home and abroad can be

mainly divided into the outer groove wheel type, the spiral type, the

centrifugal type, and the rotary disc type. These fertiliser dischargers

have their advantages and disadvantages and different applicable

scenarios, but there is a certain pulsation degree in the fertiliser

discharge operation (Zhu et al., 2018; Liu et al., 2020; Dun et al.,

2022), resulting in poor stability and uniformity of fertilization.

Therefore, it is necessary to perform optimization and experimental

study of fertiliser dischargers to improve fertilization performance.

The traditional test method has been adopted to optimize the

fertilizing performance of the fertiliser discharger with low

efficiency, high cost, and long cycle, and the simulation test

method can effectively solve the above problems. The discrete

Element Method (DEM) is a numerical simulation method based

on the discontinuity assumption proposed by Professor CUNDALL

(Wei and Gao, 2021) in 1971. It can be used to simulate and analyse

the interaction between agricultural granular materials and

mechanical equipment. It provides a new approach for the digital

design of modern agricultural equipment, greatly improves the

research and development efficiency of agricultural equipment,

and has a good application prospect in agricultural engineering

(Liao et al., 2023; Tan et al., 2022; Liu et al., 2022).

In recent years, domestic and foreign scholars have mainly

studied the performance of large-scale fertilization for fruits and

crops such as apples, bananas, corn, and soybeans based on the

discrete element method (DEM). For example, Yuan et al. (2021)

investigated the effect of the blade configuration of the auger on the

mixing performance of orchard soil-fertiliser particles by the discrete

element method and experimental measurement method, and the

optimal parameters of blade rotation speed, lateral angle, pitch angle,

and blade number were obtained. Liu et al. (Liu et al., 2020).
frontiersin.org
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designed a fertilization shunt plate according to the fertilization

characteristics of alfalfa, optimised its structural parameters by

discrete element simulation test, determined the optimal knob

width, tilt angle, and horizontal distance, and verified the accuracy

of the simulation results through field experiments. Sun et al. (2020)

designed and developed a groove wheel fertilization device by using

3D printing technology. Then, the EDEM simulation test was used

to analyse the influence of various factors on the fertilization

performance, and the optimal parameters of groove wheel radius,

helix angle, rotation speed, and inclination angle were determined.

Thaper R. (Thaper, 2014) applied the discrete element method to

analyse the relationship between different fertiliser types and leaf

shapes and the uniformity of the double disc spreader. By

establishing a discrete element simulation model of an orchard

centrifugal fertiliser applicator, COETZEE (Coetzee and Lombard,

2011) investigated the influence of structural parameters such as

orifice flow and blade inclination angle on the consistency of the

orchard centrifugal fertiliser spreader. The experimental results

indicated that the discrete element simulation model has a good

prediction effect. By using the discrete element method, van

Liedekerke et al. (Van Liedekerke et al., 2009). studied the effect of

different disc rotating speeds on the performance of a centrifugal

seeder. Zhu et al. (2022) designed a self-propelled orchard organic

fertiliser strip paver according to the planting status of dwarf and

dense apple orchards in China and the agronomic requirements of

organic fertiliser strip furrow fertilization. The discrete element

method was employed to optimize the structure of the fertiliser

discharge port of the strip paver. The optimal structure of the

fertiliser discharge port was determined to be an oblique mouth

shape, and its fertilization performance was verified by a strip paving

test and field test. Song et al. (2020) designed a rotary variable

fertiliser discharger according to the distribution pattern of banana

roots, and they optimized the parameters of the fertiliser discharger

through discrete element simulation analysis. The optimal

parameters of the forward speed, the rotation period, the central

angle, and the opening size of the curved groove were obtained, and

the performance of the fertiliser discharger was verified by prototype

and field experiments. Jia et al. (2022) designed a pneumatic

centralized precision mixed fertilization device according to the

requirement of topdressing in the middle and late stages of maize

growth. Based on fluid dynamics and the discrete element coupling

method, the optimal inclination angle of the fertiliser outlet, the

conveying gas velocity, and the bellows length were obtained, and

the fertilization performance was verified by field experiment. Dun

et al (Dun et al., 2018). developed a ratio control and position

stratified fertilization device that is suitable for the soybean planting

pattern in Northeast China, and the ditching fertilization

performance of the device was investigated by combining discrete

element simulation and field experiment. Liu et al. (Liu et al., 2021).

designed a layered quantitative fertilization device according to the

rape compartment noodle planting mode and the rape root growth

law. The discrete element simulation test was conducted to

determine the optimal parameters of the diameter of the retaining

rod, the number of the retaining rod groups, and the spacing of the

retaining rod groups. Then, the operating performance was verified
Frontiers in Plant Science 03146
by bench and field experiments. For the research of optimization

methods, Thawkar et al. (Thawkar et al., 2021). proposed a hybrid

feature selection method based on butterfly optimization algorithm

(BOA) and ant lion optimization algorithm (ALO). The results show

that BOAALO is superior to the original BOA and ALO in terms of

accuracy, sensitivity, specificity, kappa value, type I and type II

errors, and the receiver operating characteristic curve, which can be

better applied to the diagnosis of breast cancer. Sayed et al (Sayed

et al., 2021). proposed a new hybrid version of convolutional neural

network architecture and bald eagle search (BES) optimization. The

BES algorithm is used to find the optimal value of the

hyperparameters of the SqueezeNet architecture. The overall

accuracy of the proposed melanoma skin cancer prediction model

is 98.37%, indicating that the method can be better applied to skin

lesion classification. Xing et al. (Xing et al., 2023). proposed an

improved whale optimization algorithm (QGBWOA). A

comparative experiment with dimensions of 10, 30, 50, and 100

was conducted on CEC 2014, and a comparative experiment with

dimensions of 30 was conducted on CEC 2020. The experimental

results show that the convergence accuracy and convergence speed

are significantly improved. Pir et al. (Piri and Mohapatra, 2021).

used a multi-objective quadratic binary HHO (MOQBHHO)

technique with K-Nearest Neighbor (KNN) method as the

wrapper classifier to extract the optimal feature subset, and carried

out relevant comparative experiments. The results show that the

MOQBHHO proposed in this paper effectively finds a set of non-

dominated feature subsets, which has advantages in obtaining the

best trade-off between the two fitness evaluation criteria. Santana

et al. (2018) used genetic algorithm to optimize the parameters of

vacuum cooling treatment conditions for broccoli after harvest. The

results showed that GA had good performance for the optimization

of broccoli cooling process, and the best conditions for vacuum

cooling process of broccoli were obtained. The above research on

optimization methods has certain guiding significance for this study.

Though many studies have been conducted on the fertilizing

performance of fruits and crops at home and abroad, there are few

reports on the fertilizing performance of fertilization machinery in

mango orchards. The application of discrete element simulation

analysis to apple, banana, rape, and other crop fertilization

machinery provides a basis for studying fertilization machinery

design and fertilizing performance in mango orchards. In this study,

a small spiral fertiliser apparatus was designed according to the

agronomic characteristics of fertilization in mango orchards. The

fertilizing performance test and parameter optimization of the

spiral fertiliser discharger were carried out by adopting the bench

test and simulation test. Firstly, the main influencing factors of the

fertilizing performance of the fertiliser discharger were analysed by

theoretical calculation, and the ranges of values were preliminarily

determined. Meanwhile, the digital and discrete element models of

the spiral fertiliser discharger were established. Then, by taking the

variable coefficient of fertilizing stability as the evaluation index, the

single factor and quadratic regression orthogonal rotation

combination design test method were exploited to simulate the

fertilizing performance, and the parameters significantly affecting

the variable coefficient of fertilizing stability were explored.
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Subsequently, the second-order regression mathematical model of

the variable coefficient of fertilizing stability and the significant

parameters was established, and the genetic algorithm was adopted

to optimize the regression model to obtain the optimal parameter

combination. Finally, the accuracy of discrete element simulation

test results of the spiral fertiliser discharger was verified by different

fertiliser flowability and applicability tests, which provide a

reference for the development of mango orchard fertilization

machinery and related experimental research. So as to reduce the

labor intensity of fruit farmers, improve fertilization efficiency and

fertilization quality, as well as mango quality and yield.
2 Design and parameterisation of
spiral fertiliser discharger

2.1 Structure design and working principle

In this study, a small spiral fertiliser discharger was designed

according to the agronomic characteristics of mango orchard

fertilization. It is mainly composed of a fertiliser box, a fertilizing

box, a spiral blade, a fertilizing shaft, and a fertilizing pipe. The

three-dimensional model is shown in Figure 1. Specifically, the

three-dimensional size of the fertiliser box is 280 mm × 260 mm ×

270 mm, the inclined plate angle is set to 45°, the length of the

fertiliser box is 260 mm, the diameter of the fertilizing box is

105 mm, the diameter of the fertilizing shaft is 25 mm, and the

diameter of the fertilizing pipe is 65 mm. Additionally, the

parameters such as the diameter of the spiral blade, the pitch, and

the rotational speed of the fertilizing shaft will be calculated

according to the agronomic requirements of the mango orchard

and the relevant theoretical formulas. The main working process of

the spiral fertiliser discharger is introduced as follows. Firstly, an

appropriate amount of fertiliser is poured into the fertiliser box, and

then the speed-regulating motor is started to drive the fertilizing

shaft and the spiral blade to rotate. Under the drive of the two, the

fertiliser is orderly transported to the right and falls into the

fertiliser pipe and soil, thus completing the fertilization operation.
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2.2 Determination of the main parameters
of the fertiliser discharger

2.2.1 The fertilizing amount
The fertilizing amount is a key index to evaluate the

performance of the spiral fertiliser discharger, and it is related to

the structure and motion parameters of the fertiliser discharger. In

the process of fertiliser application, the cross-sectional area of the

fertilizing shaft affects the performance of the fertiliser discharger.

However, compared with the whole fertiliser discharger, the shaft

diameter is small, and its axial blocking effect is often ignored.

Therefore, the fertilizing amount discharged by the spiral fertiliser

discharger can be approximately calculated as:

Q = 47D2 · n · S · l · ϵ · f (1)

where, Q is the fertilizing amount (unit: t/h), D is the diameter of

the spiral blade (unit: mm), n is the rotational speed of the fertilizing

shaft (unit: r/min), S is the pitch (unit: mm), l is the fertiliser

density (unit: t/m3), ϵ is the coefficient of inclined conveying, and f
is the filling factor.

From the formula (1), it can be seen that the fertilizing amount

Q f the spiral fertiliser discharger is related to D, n, S, l, ϵ, f, etc.
When the fertilizing amount Q is determined, parameters such as

the diameter of the spiral blade D, the rotational speed of the

fertilizing shaft n, and the pitch S can be adjusted appropriately to

meet the demand for the fertilizing amount per mango tree. When

the fertiliser spreader travels continuously forward one plant

distance, the fertilizing amount of the spiral fertiliser discharger

can be calculated as:

Q =
v · f
R

(2)

where, v is the forward speed of the fertiliser applicator (unit: km/

h); f is the fertilizing amount per mango tree (unit: kg/plant), and R

is the average spacing length of mango trees (unit: m).

In this study, the forward speed v of the fertiliser discharger was

set to 2 km/h. The national standard ‘Mango Cultivation Technical

Regulations’ indicates that the fertilizing amount f during the
BA

FIGURE 1

The three-dimensional diagram of spiral fertiliser discharger for the mango orchard: (A) the main view, (B) the top view, fertilizing shaft 2. left cover
plate 3. fertiliser box 4. connection plate 5. fertilizing box 6. fertilizing pipe 7. spiral blade 8. right cover plate.
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topdressing period of mango trees is generally 0.3-0.5 kg/plant.

Meanwhile, the average plant spacing and row spacing of mango

trees were measured through on-the-spot investigation. As shown

in Figure 2, the average plant spacing R was finally measured to be

1.82 m, and the average row spacing was 3.16 m. Then, the above

data are substituted into Formula (2) to calculate the fertilizing

amount required for mango orchards.

Q =
v · f
R

= 0:329e 0:549t=h (3)
2.2.2 The diameter of the spiral blade and pitch
The diameter of the spiral blade is an important structural

parameter of the spiral fertiliser discharger, and it directly affects the

fertilizing performance. The diameter of the spiral blade is usually

determined according to the structure of the fertiliser discharge

device, the physical and mechanical properties of the fertiliser, and

the fertilizing amount required of fruit trees. In this study, the

diameter of the spiral blade of the fertiliser discharger is calculated

by Formula (4).

Q = 47K1 · J · l · ϵ · f · D
5
2 (4)

Let

K = (
1

47K1J
)
2
5 (5)

Therefore,

D = K(
Q

l · ϵ · f
)
2
5 (6)

where, K1 is the ratio coefficient between the diameter of the spiral

blade and pitch, and is usually 0.5-0.9 for a horizontally arranged

fertiliser discharger; J is the fertiliser composite characteristic

coefficient, and it is set to 28 with reference to Supplementary

Table 1; l is the fertiliser density, and it is measured to be 0.913 t/

m3; ϵ is the inclined conveying coefficient, and it usually takes the

value of 1 for the spiral fertiliser discharger designed in this study,
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which is installed horizontally; f is the filling factor, and it is set to

0.2 with reference to Supplementary Table 1; K is the fertiliser

synthesis factor, and it is set to 0.0632 with reference to

Supplementary Table 1.

Then, the above data are substituted into Formula (4) to

calculate as 80.08-98.2 mm. Since the diameter D of the spiral

blade is usually a standard integer, so the diameter of the spiral

blade is initially set to 80-100 mm.

Pitch is a key structural parameter of the spiral fertiliser

discharger. It determines the size of the spiral lift angle and

changes the movement speed and direction of the granular

fertiliser, so it is closely related to the fertilizing performance of

the spiral fertiliser discharger. The pitch is usually calculated

according to the following empirical formula:

S = K1 · D (7)
2.2.3 The rotational speed of the fertilizing shaft
The rotational speed of the fertilizing shaft significantly affects

the fertilizing performance of the spiral fertiliser discharger.

Usually, the greater the speed of the fertilizing shaft, the larger

the fertilizing amount of the fertiliser discharger. However, the

speed of the fertilizing shaft should not be too large because when

the speed of the fertilizing shaft exceeds a critical value, excessive

centrifugal force will be generated to throw the fertiliser outwards,

resulting in the inability to discharge fertiliser normally, so the

speed of the fertilizing shaft needs to be limited not greater than the

critical value. The speed of the fertilizing shaft is usually determined

according to the physical and mechanical properties of the fertiliser,

the diameter of the spiral blade, and other parameters. When there

is no radial movement of the granular fertiliser, the relationship

between the maximum centrifugal force on the outside of the spiral

and its gravity is represented below.

mw2
maxr ≤ mg (8)

That is,

2pnmax=60 ≤
ffiffiffiffi
gr

p
(9)

Considering the influence of fertiliser discharger by different

physical properties of fertilisers, we have:

pnmax=30 ≤ K
ffiffiffiffi
gr

p
(10)

nmax =
30K
p

ffiffiffi
g
r

r
=
30K
p

ffiffiffiffiffiffi
2g
D

r
(11)

Let J = 30K
ffiffiffiffiffi
2g

p
=p . Then, eq. (11) can be translated into the

common empirical formula:

nmax = J=
ffiffiffiffi
D

p
(12)

where, m is the mass of fertiliser (unit: kg), wmax is the critical

angular velocity of the fertilizing shaft (unit: rad/s), r is the radius of

the spiral (unit: m), nmax is the critical speed of fertilizing shaft (unit:

r/min), and g is the gravitational acceleration (unit: m/s2).
FIGURE 2

Mango orchard planting situation.
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Through calculation, the maximum rotational speed of the

fertilizing shaft is 89 r/min. To satisfy the amount of fertiliser

required for the mango garden, the rotational speed of the fertilizing

shaft should not be too high, and it is not allowed to exceed the

critical value, i.e., the following condition should be met.

n ≤ nmax (13)

where, n is the actual speed of the fertilizing shaft (unit: r/min).

To sum up, the diameter of the spiral blade, the pitch, and the

rotational speed of the fertilizing shaft are the key parameters

affecting the fertilizing performance of the spiral fertiliser

discharger. According to the agronomic characteristics of

fertilization in mango orchards and the related theoretical

calculation formulas, the adjustment ranges of the relevant

parameters of the small spiral fertiliser discharger in mango

orchards are preliminarily determined, i.e., the diameter of the

spiral blade is 80-100 mm, the pitch is 50-70 mm, and the rotational

speed of fertilizing shaft is 15-55 r/min. Bassed on this, the three-

dimensional solid model of all parts of the spiral fertiliser discharger

is established.
3 Materials and methods

3.1 Discrete element modelling of the
fertiliser discharger and the
granular fertiliser

Before using the discrete element simulation software EDEM to

simulate the fertilizing test of the spiral fertiliser discharger, it is

necessary to understand the physical and mechanical properties of

the granular fertiliser. The shape and density of the granular fertiliser

directly affect its movement in the fertilizing box and the fertilizing

performance. To make the discrete element model of the granular

fertiliser closer to the actual fertiliser, by taking the compound

fertiliser commonly used in mango orchards as the object, 100

compound fertiliser particles were randomly selected, the length

(L), width (W), and thickness (T) of the compound fertiliser

particles were measured by an electronic digital vernier calliper

with an accuracy of 0.01 mm, and then the measured data were

collated to calculate the equivalent diameter (D1), sphericity (F), and
standard deviation. After statistical analysis, the relevant parameters

of the triaxial size of the compound fertiliser particles are shown in

Supplementary Table 2, and the relevant calculation formulas are as

follows.

D1 =
ffiffiffiffiffiffiffiffiffiffiffi
LWT3

p
(14)

F =
D1

L
(15)

where, D1 is the equivalent diameter (unit: mm), L is the length

(unit: mm), W is the width (unit: mm), T is the thickness (unit:

mm), and F is the sphericity.

From Supplementary Table 2, it can be seen that the average

length of the compound fertiliser particles is 4.168 mm, the average
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width is 3.819 mm, the average thickness is 3.535 mm, the average

equivalent diameter is 3.829 mm, the average sphericity is 92.1%,

and the shape of its profile is approximately ellipsoidal. Therefore,

the EDEM software was exploited to build a discrete element model

of the compound fertiliser particles, and the ellipsoid was set to have

a long axis of 4.2 mm and a short axis of 3.6 mm. As the EDEM

software cannot directly establish the ellipsoid, five spheres were

used for filling to establish the discrete element model of the

compound fertiliser particles, and the radius of the five spheres

was set to 1.7 mm, 1.75 mm, 1.8 mm, 1.75 mm, and 1.7 mm

respectively, and the discrete element model of the compound

fertiliser particles is shown in Supplementary Figure 1.

Then, the 3D design software SolidWorks was used to build the

digital model of the spiral fertiliser discharger and imported into the

solving environment of the EDEM software in the igs format. The

relevant physical and mechanical parameters of the compound

fertiliser particles and carbon structural steel Q235 were obtained

by actual measurements with instruments such as the WD-E micro-

controlled electronic universal testing machine, the MV-VS078FM

high-speed photographic instrument, and the MXD-01 friction

coefficient instrument, as listed in Supplementary Table 3.

Meanwhile, the material of all components of the spiral fertiliser

discharger was set to be carbon structural steel Q235, and the

relevant simulation parameters of the compound fertiliser particles

were set.
3.2 Contact model selection

The contact model is usually selected according to the

characteristics of the study object, and the main contact models

include the Hertz-Mindlin, Hertz-Mindlin with JKR, Hertz-

Mindlin with bonding, etc. Different contact models have

different application scenarios. According to the physical

characteristics of granular fertilisers and their low surface

adhesion, and assuming that the force, velocity, and displacement

changes of granular fertilisers in the fertiliser discharge process are

determined by the small elastic deformation between granular

fertilisers or between granular fertilisers and geometry, and

combined with Newton’s second law, each granular fertiliser

moves under the action of torque and force. Therefore, this study

selected the Hertz-Mindlin no-slip contact mechanics model for the

simulation tests of fertilization. The model provides an accurate

representation of the physical situation, and the mechanical

calculations are accurate and efficient, which can shorten the

simulation time and improve the simulation efficiency (Zhao

et al., 2022). The working principle of the model is shown

in Figure 3.

Based on the Hertz-Mindlin no-slip contact mechanics model,

during discharge application, the granular fertiliser is mainly subject

to gravity, granular fertiliser normal force Fn, tangential force Ft ,

normal damping force Fn
d , and tangential damping force Ft

d , which

is represented as follows:

Fn =
4
3
E*

ffiffiffiffiffiffi
R*

p
d

3
2
n (16)
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Ft = −St dt (17)

Fn
d = −2

ffiffiffi
5
6

r
b

ffiffiffiffiffiffiffiffiffiffiffi
Snm*

p
vreln (18)

Ft
d = −2

ffiffiffiffiffiffiffi
5
6
b

r ffiffiffiffiffiffiffiffiffiffiffi
Stm*

p
vrelt (19)

with

1

E*
=

1−v2i
Ei

+
v1−2

j

Ej
(20)

1
R*

=
1
Ri

+
1
Rj

(21)

St = 8*G
ffiffiffiffiffiffiffiffiffiffi
R*dn

p
(22)

b =
lneffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln2e + p2
p (23)

Sn = 2*E
ffiffiffiffiffiffiffiffiffiffi
R*dn

p
(24)

where, E* is the equivalent modulus of elasticity; R* is the

equivalent radius; dn is the normal overlap; Ei and Ej are the

modulus of elasticity; vi and vj are Poisson’s ratio; Ri and Rj are

the radius of contact particles; St is the tangential stiffness; dt is the
tangential overlap; G* is the equivalent shear modulus, Sn is the

normal stiffness; m* is the equivalent mass; e is the recovery factor;

b is the damping ratio; vreln is the normal component of relative

velocity; vrelt is the tangential component of relative velocity.
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The tangential force Ft between granular fertilisers and between

granular fertilisers and geometry is limited by Coulomb friction ms

Fn; meanwhile, granular fertilisers are susceptible to rolling friction

during discharge application, which can be expressed in terms of

moments Ti on the contact surfaces of granular fertilisers as follows.

Ti = mrFnRiwi (25)

where, ms is the static friction factor, mr is the rolling friction factor,

and wi is the unit angular velocity vector of the granular fertiliser at

the point of contact.

The granular fertiliser moves under torque and force. When the

tangential force is greater than the Coulomb friction, the granular

fertiliser slides; therefore, the tangential moment and the rolling friction

moment together determine the motion of the granular fertiliser.
3.3 Simulation of the fertiliser discharge
test method

Before the simulation fertilizing test, the relevant simulation

parameters of the granular fertiliser and the spiral fertiliser

discharger were first set up, and a rectangular granular plant was

established at the position directly above the fertiliser box for

granular fertiliser generation, and granular fertiliser was generated

dynamically in a fixed form to improve the efficiency of simulating

fertiliser discharge, with 80,000 and 40,000 fertiliser granules being

generated per second and the total simulation time of 6 s. In the

fertiliser discharge process, the fertiliser granules are free to fall in

the -Z-axis direction at a speed of 2 m/s. When all the fertiliser

granules are generated and fall into the fertiliser box and the

fertilizing box, the spiral blade and the fertilizing shaft are set to
FIGURE 3

The working principle of the Hertz-Mindlin no-slip contact mechanics model.
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rotate at the corresponding speed. Then, under the drive of the

spiral blade and the fertilizing shaft, the granular fertiliser is

transported to the right in an orderly manner and falls into the

fertiliser discharge tube, and a fertiliser discharge monitoring area is

set up at the outlet of the fertiliser discharge tube. The mass flow

rate of the granular fertiliser can be obtained through the EDEM

post-processing module after the end of the simulation of fertiliser

discharge, thus completing the whole simulation of fertiliser

discharge test of the spiral fertiliser discharger. The process of

simulating fertiliser discharge is shown in Figure 4.

(1) Single-factor test. According to the previous theoretical

analysis of the spiral fertiliser discharger, the main factors

affecting the performance of the spiral fertiliser discharger are the

diameter of the spiral blade, the pitch, the rotational speed of the

fertilizing shaft, etc. Further single-factor tests were conducted to

verify the performance of the spiral fertiliser discharger. In this

study, the diameter of and spiral blade A, the pitch B, and the

rotational speed of the fertilizing shaft C were used as test factors,

and the variable coefficient V of fertilizing stability was used as the

response value to perform a single-factor simulation test of fertiliser

discharge performance. Each group of trials was repeated three

times, the variable coefficient of fertilizing stability was obtained by

the following formulas, and the factor levels for the single-factor

simulation of fertiliser discharge trials are shown in Table 1.

d =
o
y

x=1
Qn

x
(26)

s =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o
y

x=1

(Qn − d )2

x

s
(27)
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V =
s
d
� 100% (28)

where, d is the average fertilizing amount for all data in the fertiliser

monitoring area (unit: g), Qn is the fertilizing amount from a

particular trial collected in the fertiliser monitoring area (unit: g);

x is the number of trials; y is the total number of data points

collected in the fertiliser monitoring area; s is the standard

deviation of the fertilizing amount for all data in the fertiliser

monitoring area, and V is the variable coefficient of fertilizing

stability (unit: %).

(2) Quadratic regression orthogonal rotational combination

design test. To reduce the fertiliser discharge pulsation degree of

the spiral fertiliser discharger and improve the fertilizing stability,

based on the results of the single-factor simulation fertilizing test,

the quadratic regression orthogonal rotational combination design

test was carried out by using the response surface method (RSM) to

further investigate the influence of the diameter of the spiral blade

A, the pitch B, and the rotational speed of the fertilizing shaft C on

the fertilizing performance of the spiral fertiliser discharger, with

the variable coefficient V of fertilizing stability as the evaluation

index. The test parameters were taken at five levels, namely, high,

upper, middle, lower, and low, expressed in the form of codes

+1.682, 1, 0, -1, and -1.682, respectively, and the factor level codes of

the multi-factor simulation fertilizing test are shown in Table 2.

Further, a second-order regression mathematical model between

the variable coefficient of fertilizing stability and the significance

parameter was established based on a quadratic regression

orthogonal rotational combination design test, which provides a

theoretical basis for optimising the parameters of the spiral fertiliser

discharger and improving its fertilizing performance.
B C D

E F G

A

H

FIGURE 4

The process of simulating fertiliser discharge: (A) 0.1 s, (B) 0.6 s, (C) 1.1 s, (D) 2.2 s, (E) 2.8 s, (F) 3.7 s, (G) 5.3 s, (H) 6.0 s.
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4 Results and discussion

4.1 Single-factor test

4.1.1 The diameter of the spiral blade
The variable coefficient of fertilizing stability decreased with the

increase in the diameter of the spiral blade when the pitch was

60 mm and the rotational speed of the fertilizing shaft was 35 r/min.

The results of the simulated fertiliser discharge test are shown in

Figure 5. A polynomial function was used to fit the diameter of the

spiral blade and the variable coefficient of fertilizing stability, and a

regression curve between the two was obtained. The analysis of the

variance and significance test results on the regression

mathematical model and coefficients showed that the diameter of

the spiral blade had a significant effect on the variable coefficient of

fertilizing stability (P< 0.05), the fit of the regression model

R2 = 0.963 indicated a good curve fit, and the diameter of the

spiral blade was negatively correlated with the variable coefficient of

fertilizing stability. The fitting equation is shown in Equation (29),

and the standard errors of -5.01, 0.545, and 0.004 are 2.37, 0.53, and

0.003 respectively. It can be seen that the standard errors of each

parameter in the model are small, indicating that the established

mathematical model is accurate and reliable.

V = −5:01 + 0:545A − 0:004A2 (29)
4.1.2 The pitch
The variable coefficient of fertilizing stability increased with the

pitch when the diameter of the spiral blade was 90 mm and the
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rotational speed of the fertilizing shaft was 35 r/min. The results of

the fertiliser discharge simulation are shown in Figure 6. An

exponential function was used to fit the pitch and the variable

coefficient of fertilizing stability, and the regression curve between

them was obtained. The analysis of variance and significance test

results on the regression model and coefficients indicated that the

effect of pitch on the variable coefficient of fertilizing stability was

very significant (P< 0.01), and the fit of the regression mathematical

model R2 = 0.956 demonstrated a good curve fit and a positive

correlation between the pitch and the variable coefficient of

fertilizing stability, The fitting equation is shown in Equation

(30), and the standard errors of 0.572, 0.029, and 0.00003 are

2.45, 0.08, and 0.0006 respectively. It can be seen that the standard

errors of each parameter in the model are small, indicating that the

mathematical model is accurate and reliable.

V = exp 0:572 + 0:029B + 0:00003B2 (30)
4.1.3 The rotational speed of the fertilizing shaft
When the diameter of the spiral blade was 90 mm and the pitch

was 60 mm, the variable coefficient of fertilizing stability increased

with the rotational speed of the fertilizing shaft, and the results of

the fertiliser discharge simulation are shown in Figure 7. The

regression curve was obtained by fitting a power model to the

rotational speed of the fertilizing shaft and the variable coefficient of

fertilizing stability. Then, the regression mathematical model and

coefficients were analysed by ANOVA (analysis of variance) and

significance test. It can be seen that the influence of the rotational

speed of the fertilizing shaft on the variable coefficient of fertilizing
TABLE 1 The factor levels for the single-factor simulation fertilizing trial.

Horizontal
The diameter of the spiral blade A

(mm)
The pitch B

(mm)
The rotational speed of fertilizing shaft C (r/

min)

1 80 50 15

2 85 55 25

3 90 60 35

4 95 65 45

5 100 70 55
TABLE 2 The factor level codes for multi-factor simulation fertilizing trials.

Normative
variables

Natural variables

The diameter of the spiral bladeA
(mm)

The pitch B
(mm)

The rotational speed of the fertilizing shaft
C (r/min)

Upper asterisk arm g
(+1.682)

100 70 55

Upper level 1 96 66 47

Zero level 0 90 60 35

Lower level -1 84 54 23

Lower asterisk arm − g
(-1.682)

80 50 15
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stability was very significant (P< 0.01), the fit of the regression

model R2 = 0.952 indicated a good fitting, and the rotational speed

of the fertilizing shaft was positively correlated with the variable

coefficient of fertilizing stability. The fitting equation is shown in

Equation (31), and the standard errors of 7.463, 0.005, and 2.032 are

2.15, 0.01, and 0.73 respectively. It can be seen that the standard

errors of each parameter in the model are small, indicating that the

mathematical model has high accuracy and reliability.

V = 7:463 + 0:005C2:032 (31)

To sum up, the results of the single-factor simulated fertilizing

performance tests show that the diameter of the spiral blade, the

pitch, and the rotational speed of the fertilizing shaft significantly

affect the variable coefficient of fertilizing stability of the spiral

fertiliser discharger. Especially, the diameter of the spiral blade is

negatively correlated with the variable coefficient of fertilizing

stability, and the pitch and the rotational speed of fertilizing shaft
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are positively correlated with the variable coefficient of fertilizing

stability. These results verify the reliability of the theoretical analysis

of the spiral fertiliser discharger in the previous study.
4.2 Quadratic regression orthogonal
rotational combination design trial

According to factor level codes in Table 2, the multi-factor

simulated fertilizing test scheme was determined by using the

Design-Expert software. Specifically, Nine central points were

used for error estimation in the simulated fertilizing test, a total

of 23 sets of tests were conducted, and each set of tests was repeated

three times. The corresponding variable coefficient of fertilizing

stability was obtained through the calculation of formulas (26) -

(28), and then a series of data analyses was conducted. The results of

the multifactorial simulation fertilizing test are shown in Table 3.
FIGURE 5

The regression fitting curve between the diameter of the spiral blade and the variable coefficient of fertilizing stability.
FIGURE 6

The regression fitting curve between the pitch and the variable coefficient of fertilizing stability.
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FIGURE 7

The regression fitting curve between the fertiliser discharge shaft speed and the variable coefficient of fertilizing stability.
TABLE 3 The scheme and results of the multi-factor simulation fertilizing trial.

Serial
number

The diameter of
the spiral blade

A (mm)

The pitch B
(mm)

The rotational speed of the fertiliz-
ing shaft C (r/min)

The variable coefficient of fertiliz-
ing stability V (%)

1 -1 -1 -1 8.76

2 1 -1 -1 7.31

3 -1 1 -1 9.59

4 1 1 -1 8.62

5 -1 -1 1 14.13

6 1 -1 1 12.65

7 -1 1 1 18.15

8 1 1 1 16.32

9 -1.682 0 0 12.26

10 1.682 0 0 10.09

11 0 -1.682 0 9.21

12 0 1.682 0 15.86

13 0 0 -1.682 7.12

14 0 0 1.682 21.87

15 0 0 0 11.09

16 0 0 0 11.24

17 0 0 0 12.27

18 0 0 0 11.41

19 0 0 0 12.67

20 0 0 0 13.15

21 0 0 0 11.28

22 0 0 0 12.63

23 0 0 0 11.45
F
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4.2.1 Regression model, analysis of variance and
significance test

Through multiple regression analysis of the above experimental

results by using the Design-Expert software, a mathematical model

can be obtained for the regression between the variable coefficient of

fertilizing stability and the diameter of spiral blade, the pitch, and

the rotational speed of the fertilizing shaft.

V = −74:77 + 2:13A − 0:28B − 0:49C + 0:0005AB

− 0:0016AC + 0:009BC − 0:01A2 + 0:0013B2 + 0:005C2 (32)

Then, the ANOVA and significance test was conducted on the

regression model, and the ANOVA results of the multi-factor

simulation fertilizing test in Table 4 show that the diameter of the

spiral blade A, the pitch B, the rotational speed of the fertilizing

shaft C, and the quadratic term C2 of the rotational speed of the

fertilizing shaft have a significant effect on the variable coefficient of

fertilizing stability V. The factors influencing the variable coefficient

of fertilizing stability V in the order of priority are the rotational

speed of the fertilizing shaft C, the pitch B, and the diameter of the

spiral blade A. The p-value of this mathematical model is< 0.0001,

indicating that the regression model of the variable coefficient of

fertilizing stability is highly significant, and the misfit is not

significant because the p-value of the misfit term is equal to

0.1125>0.05, indicating that the regression equation is well fitted,

with the coefficient of determination R2 = 0.9529 and the corrected

coefficient of determination R2
adj = 0.9204. Both values are close to

1, and the standard error is 0.33, indicating that the regression

equation is highly reliable; meanwhile, the accuracy is 20.735,

indicating that the regression mathematical model is

highly accurate.
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In the case that the regression model is significant and the misfit

term is not significant, the above regression mathematical model is

optimised to obtain a new equation by excluding the very

insignificant term.

V = −77:02 + 2:09A − 0:08B − 0:64C + 0:0098BC − 0:01A2

+ 0:0039C2 (33)

The ANOVA results of the optimised regression mathematical

model are shown in Table 5, which shows that the performance of the

optimised regression model is improved. The coefficient of

determination R2 = 0.9524 and the corrected coefficient of

determination R2
adj = 0.9346 are close to 1, and the standard error

decreased to 0.26, indicating that the reliability of the regression

equation is enhanced; meanwhile, the accuracy is improved to 27.634,

indicating the accuracy of the regression model is higher than that

before the optimisation.

4.2.2 Response surface analysis of
interaction effects

The interactions between the test factors were analysed to

investigate their effects on the fertilizing performance of the spiral

fertiliser discharger. Also, the optimal parameter region was further

narrowed down. Figure 8 shows the response surface plot of the

interaction effect on the variable coefficient of fertilizing stability.

Figure 8A shows the response surface of the interaction effect

between the diameter of the spiral blade and the pitch on the

variable coefficient of fertilizing stability when the rotational speed

of the fertilizing shaft was 35 r/min. When the diameter of the spiral

blade was 80-100 mm and the pitch was 50-70 mm, the variable

coefficient of fertilizing stability decreased with the increase in the
TABLE 4 The analysis of the variance results of the multi-factor simulation fertilizing test.

Source of variance Sum of squares Degrees of freedom F-value p-value Significance

Model 250.81 9 29.25 < 0.0001 **

A 6.44 1 6.76 0.022 *

B 32.33 1 33.94 < 0.0001 **

C 196.3 1 206.07 < 0.0001 **

AB 2.11E-03 1 2.22E-03 0.9632

AC 0.099 1 0.1 0.7523

BC 3.85 1 4.04 0.0656

A2 3 1 3.15 0.0991

B2 0.034 1 0.035 0.8539

C2 8.68 1 9.11 0.0099 **

Residuals 12.38 13

Misfit 7.64 5 2.58 0.1125

Error 4.74 8

Total 263.19 22
** indicates that the term is highly significant (p<0.01), * indicates that the term is significant (p<0.05). The same notation are used below.
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diameter of the spiral blade and increased with the increase in the

pitch. The variable coefficient of fertilizing stability can be reduced

by increasing the diameter of the spiral blade and decreasing the

pitch. Figure 8B shows the response surface of the variable

coefficient of fertilizing stability due to the interaction between

the diameter of the spiral blade and the rotational speed of the

fertilizing shaft when the pitch was 60 mm. It can be seen that the

variable coefficient of fertilizing stability decreased with the increase

in the diameter of the spiral blade and increased with the increase in

the rotational speed of the fertilizing shaft when the diameter of the

spiral blade was 80-100mm and the rotational speed of fertilizing

shaft was 15-55 r/min. Therefore, the variable coefficient of

fertilizing stability can be reduced by appropriately increasing the

diameter of the spiral blade and decreasing the rotational speed of

the fertilizing shaft. Figure 8C shows the response surface of the

interaction between the pitch and the rotational speed of the

fertilizing shaft on the variable coefficient of fertilizing stability

when the diameter of the spiral blade was 90 mm, the pitch was 50-

70 mm, and the rotational speed of the fertilizing shaft was 15-55 r/

min. It can be seen that the variable coefficient of fertilizing stability

increased with the increase in the pitch and the rotational speed of
Frontiers in Plant Science 13156
the fertilizing shaft. Thus, reducing the pitch and the rotational

speed of the fertilizing shaft can reduce the variable coefficient of

fertilizing stability. The results of the response surface analysis

indicate that the variable coefficient of fertilizing stability

increases with the pitch and the rotational speed of the

fertilizing shaft.

Therefore, when the diameter of the spiral blade is 90-100 mm,

the pitch is 50-60 mm, and the rotational speed of the fertilizing

shaft is 15-35 r/min, the variable coefficient of fertilizing stability

can be reduced by increasing the diameter of the spiral blade and

decreasing the pitch and the rotational speed of the fertilizing shaft.
4.3 Parameters optimisation of the spiral
fertiliser discharger

The genetic algorithm (GA) is a global search algorithm based

on the principle of biological genetic evolution. It simulates the

phenomenon of reproduction, mating, and mutation in natural

selection and genetic processes. This algorithm can overcome the

shortcomings of traditional nonlinear programming algorithms
TABLE 5 The ANOVA results of the optimised model for the multi-factor simulation fertilizing test.

Source of variance Sum of squares Degrees of freedom F-value p-value Significance

Model 250.67 6 53.4 < 0.0001 **

A 6.44 1 8.23 0.0111 *

B 32.33 1 41.33 < 0.0001 **

C 196.3 1 250.89 < 0.0001 **

BC 3.85 1 4.92 0.0413 *

A2 3.01 1 3.85 0.0675

C2 8.67 1 11.08 0.0043 **

Residuals 12.52 16

Misfit 7.78 8 1.64 0.2501

Error 4.74 8

Total 263.19 22
B CA

FIGURE 8

Interaction effects on the variable coefficient of fertilizing stability (V): (A) The response surface plot of the interaction between the diameter of the
spiral blade and the pitch (AB) on the variable coefficient of fertilizing stability, (B) The response surface plot of the interaction between the diameter
of the spiral blade and the rotational speed of the fertilizing shaft (AC) on the variable coefficient of fertilizing stability, (C) The response surface plot
of the interaction between the pitch and the rotational speed of the fertilizing shaft (BC) on the variable coefficient of fertilizing stability.
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that are easy to fall into local optima. It has the advantages of strong

global optimization ability, robustness, and efficiency, and it has

been widely used and developed (Yang et al., 2019; Bahiraei et al.,

2020; Chen et al., 2021). Therefore, this study adopted the genetic

algorithm to find the optimal parameter combination of the spiral

fertiliser discharger. The specific process of applying the genetic

algorithm is shown in Figure 9.

To improve the fertilizing stability of the spiral fertiliser

discharger, under the premise of ensuring the safe and reliable

operation of the fertiliser discharger, the variable coefficient of

fertilizing stability should be as small as possible. Therefore, the

objective optimization function of the variable coefficient of

fertilizing stability is established, as shown in formula (34).

According to the variables in the objective optimization function,

the parameters to be optimized include the diameter of the spiral

blade A, the pitch B, and the rotational speed of the fertiliser shaft C.

Therefore, the parameter optimization problem of the spiral

fertiliser discharger can be defined as finding an optimal vector X,

as shown in formula (35). Meanwhile, according to the analysis

results of the response surface, the variation ranges of the

parameters to be optimized of the spiral fertiliser discharger are

determined, and the corresponding constraint conditions are

established, as shown in formula (36).

V(x) = minV(A,B,C) (34)

X = A B C½ �T (35)

s : t

90 ≤ A ≤ 100

50 ≤ B ≤ 60

15 ≤ C ≤ 35

8>><
>>: (36)
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In this study, the parameter optimization of the spiral fertiliser

discharger is a nonlinear constrained optimization problem, which

can be effectively solved by the genetic algorithm. The specific

operation steps are as follows:
(1) Parameter coding. The genetic algorithm uses binary

coding. There are three independent variables, namely,

the spiral blade diameter A, the pitch B, and the fertilizer

shaft speed C. Each independent variable is set to 6 genes, a

total of 18 genes.

(2) The initial population is generated, and the population

number is set to 50.

(3) Fitness evaluation function. After weighting the objective

optimization function, the fitness evaluation function is

defined as F(x) = 1=V(x).

(4) Genetic operation, including selection, crossover, and

mutation. Copying is the basic operator of the genetic

algorithm. It reproduces excellent chromosomes in the

next generation of new groups, consistent with the

natural selection principle of ‘ survival of the fittest’.

Whether the chromosomes are copied is determined

according to the size of their fitness. The larger the fitness

is, the more the chromosomes are copied. Meanwhile, the

chromosomes with a smaller fitness is eliminated so that the

total number of chromosomes in the new group is the same

as that of the original group. In this paper, the selection

probability is set to 0.9, and the population is set to 50, so a

total of 50 * 0.9 = 40 chromosomes are saved at each cycle.

In addition, 50 * (1-0.9) = 10 optimal individuals are copied

to ensure the stability of the population in the iterative

process. The number of chromosomes is still 40 + 10 = 50

so that the next round of iteration is conducted. The
FIGURE 9

The flow chart of applying the genetic algorithm,.
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chromosomes are selected by the roulette method. In the

genetic algorithm, exchange is the main way to generate

new chromosomes. It imitates the principle of

hybridization in biology and exchanges some genes of the

two chromosomes. The chromosomes that perform the

exchange are randomly selected. First, the exchange

probability is determined to be 0.75. Then, the above-

mentioned roulette selection method is adopted to select

the exchanged chromosomes according to the fitness size,

and pairwise exchanges are performed in turn. Mutation is

another method for generating new chromosomes in

genetic algorithms. It mutates a character of a

chromosome, such as changing the original gene 0 into 1

or changing the original gene 1 into 0. The selection of

mutant chromosomes and the determination of mutation

location are all generated by random methods. First, the

number of chromosomes that need to be mutated is

determined, e.g., the mutation probability is 0.02, and the

number of populations is 50. Therefore, 50 * 0.02 = 1

chromosome is randomly mutated in each iteration, and

then a position is randomly selected in the gene fragment of

the chromosome to change the original gene value. The

group P (t) is promoted to the next generation group P (t +

1) by three operations with guessing properties.

(5) Termination condition judgment. The maximum

evolutionary algebra method is taken as the stop rule of

the program. In this study, the iterative algebra 100 is set as

the termination condition, i.e., the genetic operation

process is terminated when 100 consecutive generations

do not reproduce a new generation, and the maximum

fitness individual obtained in the previous calculation

process is taken as the optimal solution. The

corresponding iterative convergence curve is presented in

Supplementary Figure 2.
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Through multiple iterative calculations, the optimal parameter

combination of the spiral fertiliser discharger was finally obtained,

i.e., 98.44 mm for the diameter of the spiral blade, 54.8 mm for the

pitch, and 24.43 r/min for the rotational speed of the fertilizing

shaft. In this case, the variable coefficient of fertilizing stability was

6.51%, which could meet the fertilization agronomic requirements

in the national standard “Technical Specification for Quality

Evaluation of Fertilization Machinery” (the total variable

coefficient of fertilizing stability).
4.4 Experimental validation

4.4.1 The flowability verification test of the
granular fertiliser

To further validate the reliability of the results of the discrete

element simulation fertilizing test and the optimal parameters of the

spiral fertiliser discharger, the flowability verification test of the

granular fertiliser was conducted by using a combination of bench

and simulation tests, the mass flow rate was taken as the evaluation

index, and the measured and simulated values of the mass flow rate

were compared as shown in Figure 10. In the fertilizing test, an

appropriate amount of compound fertiliser granules are first added

to the fertiliser box, and the optimal parameters of the fertiliser

discharger are set; then, the power is activated, the speed-controlled

motor drives the fertilizing screw to discharge the fertiliser, and the

granular fertiliser drops into the collection box below the fertilizing

pip. The entire process of the granular fertiliser was recorded by a

camera, the flow time and the mass of the granular fertiliser in the

collection box were recorded, and the mass flow rate of the granular

fertiliser was calculated. The test process was repeated five times.

Subsequently, the digital model of the spiral fertiliser discharger and

the discrete element model of the granular fertiliser were imported

into the EDEM software, and the simulated fertilizing test was
BA

FIGURE 10

The process of granular fertiliser flow verification test: (A) the bench test, (B) the simulation test. 1. JWB-X0.37-8D type electrodeless transmission 2.
coupling 3. fertilising box 4. gathering barrel 5. fertiliser box 6. bearing seat, 7. frame.
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carried out under the same conditions as the bench test. After this

test, the mass flow rate of the granular fertiliser was derived, the

average relative error between the physical value and the simulated

value of the mass flow rate was calculated, and the test results were

compared and analysed.

Figure 11 shows the comparison results of the flowability

verification test of the granular fertiliser. The average relative

error of the fertiliser flow rate between the bench and the

simulated fertilization was calculated to be 2.64%. The small error

indicates that there is no significant difference between the physical

and simulated values of the granular fertiliser flow rate. Meanwhile,

the results demonstrate the high accuracy of the regression

mathematical model developed in this study and the optimal

parameter combination determined for the fertiliser discharger.

4.4.2 The applicability verification test of
different fertilisers

To verify the applicability of different fertilisers to the spiral

fertiliser discharger optimized in this study, three types of fertilisers

(urea, potassium chloride, and compound fertiliser) commonly

used in mango orchards are taken as the research objects, as

shown in Figure 12. The physical characteristic parameters of the
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three fertilisers are measured, and the results are presented in

Table 6. Taking the mass flow rate and the variable coefficient of

fertilizing stability as response indicators, the optimal parameter

combination of the fertiliser discharger determined above was

exploited to conduct different fertiliser applicability verification

tests. Five groups of tests were carried out for each fertiliser, and

each group of tests was repeated three times. The mass flow rate and

the variable coefficient of fertilizing stability of the three fertilisers

were calculated by formulas (26)-(28). Finally, the average relative

error was calculated, and the test results were compared

and analysed.

Figure 13 shows the comparison results of the fertiliser mass

flow rate. According to statistical analysis, the average mass flow

rate of urea particles, potassium chloride particles, and compound

fertiliser particles is 172.35 g/s, 158.42 g/s, and 173.11 g/s,

respectively. When the forward speed of the fertiliser applicator is

2 km/h and the plant spacing of mango trees is 1.82 m, the three

types of fertilisers under the optimal parameter combination of the

spiral fertiliser discharger can meet the fertilization requirements of

0.3-0.5 kg/plant for mango trees. Figure 14 shows the comparison

results of different fertilizing stability tests. The average variable

coefficient of fertilizing stability of urea granules, potassium chloride
FIGURE 11

The comparison results of flowability validation test on the granular fertiliser.
B CA

FIGURE 12

Three types of fertilisers commonly used in mango orchards: (A) urea, (B) potassium chloride, (C) compound fertiliser.
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granules, and compound fertiliser granules is 6.85%, 7.16%, and

6.73%, respectively. It can be seen that the average variable

coefficient of fertilizing stability of the three types of fertilisers is

small, which meets the agronomic fertilization requirements of the

national standard “Technical Specification for Quality Evaluation of

Fertilization Machinery” (the total variable coefficient of fertilizing

stability ≤ 7:8%). The applicability test results of different types of

fertilisers further verified the reliability and accuracy of the discrete

element simulation test results and the optimal parameter

combination determined for the spiral fertiliser discharger. The

designed small spiral fertiliser discharger can be used in the

fertilization operation of mango orchards.

Through theoretical analysis, the error in the fluidity

verification test of granular fertiliser may be due to the difference

between the established discrete element model of granular fertiliser

and the actual fertiliser. Through research, it is found that the

average mass flow rate of potassium chloride particles in the

applicability verification test of different fertilisers is smaller than

that of urea and compound fertiliser particles, and the average

variable coefficient of fertilizing stability of potassium chloride

particles is larger than that of urea and compound fertiliser

particles. It may be because the spherical rate of potassium

chloride particles (87.41%) is smaller than that of urea (91.08%)

and compound fertiliser (92.13%) particles, which leads to a slightly

smaller mass flow rate of potassium chloride particles and a slightly

larger coefficient of variation of fertiliser discharge stability. In
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addition, there are still some shortcomings in this study, such as

considering only one moisture content, granular fertilisers with

different moisture content may have different physical and

mechanical properties and fertilizing performance, which will be

further studied in the future. At the same time, the uniformity of

fertiliser discharge is also an important index of the fertilizing

performance of the spiral fertiliser discharger. The next step will be

to build a relevant test platform and develop a mango orchard

fertilization machine to conduct an experimental study on the

uniformity of fertiliser discharge.
5 Conclusion

Based on the agronomic fertilization characteristics of mango

orchards, a small spiral fertiliser discharger was designed in this

study. First, the fertilizing performance test and parameter

optimization of the spiral fertiliser discharger were conducted by

combining the bench test and simulation test. Then, by taking the

variable coefficient of fertilizing stability as the response value, the

single-factor test and the quadratic regression orthogonal rotation

combination design test were designed by the Design Expert

software. Subsequently, the parameters significantly affecting the

variable coefficient of fertilizing stability were explored, and the

second-order regression mathematical model between the variable

coefficient of fertilizing stability and the significant parameters was
FIGURE 13

The comparison of mass flow rate results for different fertilisers.
TABLE 6 The physical properties parameters of the three types of fertilisers.

Type
Average equivalent diameter

(mm)
Spherical rate

(%)
Density (g/

cm3)
Water content

(%)
Angle of repose

(°)

Urea 3.581 91.08% 0.938 2.53% 33.7

Potassium
chloride

3.463 87.41% 0.965 2.71% 35.9

Compound
fertiliser

3.829 92.13% 0.913 3.28% 32.5
frontiersin.org

https://doi.org/10.3389/fpls.2023.1169091
https://www.frontiersin.org/journals/plant-science
https://www.frontiersin.org


Zhao et al. 10.3389/fpls.2023.1169091
established. Finally, the optimal parameter combination of the

fertiliser discharger was determined by the genetic algorithm. The

accuracy of the simulation test results and the optimal parameter

combination of the spiral fertiliser discharger was further verified by

experiments. Based on the experimental results, the following

conclusions were drawn:
Fron
(1) The single-factor test results showed that the diameter of

the spiral blade, the pitch, and the rotational speed of the

fertilizing shaft have significant effects on the variable

coefficient of fertilizing stability, and the variable

coefficient of fertilizing stability decreases with the

increase in the diameter of the spiral blade and increases

with the pitch and the rotational speed of the fertilizing

shaft.

(2) The quadratic regression orthogonal rotation combination

design test results showed that the established regression

model of the variation coefficient of the fertiliser discharge

stability has good reliability and precision. Meanwhile, the

optimal parameter combination of the spiral fertiliser

discharger optimized by the genetic algorithm is

98.44 mm for the diameter of the spiral blade, 54.8 mm

for the pitch, and 24.43 r/min for the rotational speed of the

fertilizing shaft. The variable coefficient of fertilizing

stability is 6.51%, which meets the fertilization agronomic

requirements of the national standard ‘Technical

Specification for Quality Evaluation of Fertilization

Machinery’.

(3) Under the optimal parameter combination of the fertiliser

discharger, the verification test results on flowability and

applicability of granular fertiliser show that the average

relative error of the mass flow rate of the bench test and the
tiers in Plant Science 18161
simulated fertiliser discharge test is 2.64%, and the error is

small. Meanwhile, the average mass flow rate of three types

of fertilisers commonly used in mango orchards can meet

the fertilization requirements of mango trees; the variable

coefficient of fertilizing stability of the three types of

fertil isers is small , which meets the agronomic

fertilization requirements of mango orchards.
The above test results verify the reliability and accuracy of the

discrete element simulation fertilizer test results and the optimal

parameter combination of the determined fertilizer discharger.

Therefore, the small spiral fertilizer discharger designed in this

paper can be used for fertilization in mango orchards, which can

effectively improve the accuracy of fertilization in mango orchards,

the stability of fertilizer discharge and the utilization rate of

fertilizer, thereby improving the yield and quality of mango, and

playing a certain role in environmental protection. The results of

this study provide basic data and research methods for the

development of mango orchard fertilization machinery and other

orchard related fertilizer performance tests.
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Glossary

DEM discrete element method

GA genetic algorithm

Q the fertilizing amount

D the diameter of the spiral blade

n the rotational speed of the fertilizing shaft

S the pitch

v the forward speed of the fertilizer applicator

f the fertilizer amount per mango tree

R the average spacing length of mango trees

K1 the ratio coefficient between the diameter of the spiral blade and pitch

J the fertiliser composite characteristic coefficient

K the fertiliser synthesis factor

m the mass of fertiliser

r the radius of the spiral

nmax the critical speed of fertilizer shaft

g the gravitational acceleration

D1 the equivalent diameter

L the length

W the width

T the thickness

F the spherical rate

Fn the normal force

Ft the tangential force

Fn
d the normal damping force

Ft
d the tangential damping force

E* the equivalent modulus of elasticity

R* the equivalent radius

Ei, Ej the modulus of elasticity

vi, vj the poisson's ratio

Ri, Rj the radius of contact particle

St the tangential stiffness

Sn the normal stiffness

G* the equivalent shear modulus

m* the equivalent mass

E the recovery factor

nrel
n

the normal component of relative velocity

nrel
t the tangential component relative velocity

Ti the moments

(Continued)
F
rontiers
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Qn
the fertilizing amount from a particular trial collected in the fertiliser
monitoring area

x the number of trials

Y
the total number of data points collected in the fertilizer monitoring
area

V the variable coefficient of fertilizing stability

A the diameter of the spiral blade

B the pitch

C the rotational speed of fertilizing shaft

AB the interaction of the diameter of the spiral blades and the pitch

AC
the interaction of the diameter of the spiral blades and the rotational
speed of fertilizing shaft

BC the interaction of the pitch and the rotational speed of fertilizing shaft

A2 the quadratic term of the diameter of the spiral blades

B2 the quadratic term of the pitch

C2 the quadratic term of the rotational speed of fertilizing shaft

l the fertilizer density

e the coefficient of inclined conveying

f the filling factor

wmax the critical angular velocity of the fertilizer shaft

dt the tangential overlap

dn the normal overlap

b the damping ratio

ms the static friction factor

mr the rolling friction factor

wi
the unit angular velocity vector of the granular fertiliser at the point of
contact

d
the average fertilizing amount for all data in the fertiliser monitoring
area

s
the standard deviation of the fertilizing amount for all data in the
fertiliser monitoring area
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