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Editorial on the Research Topic
Ultrasound micromanipulations and ocean acoustics: from human cells to
marine structures

1 Introduction

This Research Topic focuses on acoustic phenomena spanning from the manipulation of
micro-particles and fluids in micrometer-sized cavities (e.g., [1]; [2]) to ocean exploration at
macro scales (e.g., [3]). From the point of view of physical acoustics, some general theories
and numerical models are uniform. For instance, the form functions of acoustic scattering
from a sphere in an ideal medium are the same for a typical radius a = 1 m at the incident
frequency f = 1 KHz in the field of ocean acoustics and for a = 100 μm at f = 10 MHz in the
field of ultrasound manipulation since the dimensionless frequency ka of these two cases are
the same (with the wavenumber k = 2πf/c and sound speed c in the medium.) This also
convinces readers that the underlying equations and the physical modeling remain the same
over those length scales. The underlying research topic presents a collection of recent
developments in acoustofluidics, wave modulation with artificial materials, and ocean
acoustics. Additional goals of this Research Topic are to help researchers from different
fields to understand the common principles of physical acoustics and conduct
interdisciplinary research or collaborations. More details as well as the collected papers
can be found at the link: https://www.frontiersin.org/research-topics/45393.

2 Recent developments in three groups

In this section, we will briefly introduce the main contents and scientific contributions of
each work into three groups.
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2.1 Acoustofluidics

The paper by Pavlic et al. introduces an efficient hybrid method
combining the Fully Viscous modeling approach with the existing
limiting velocity method for the acoustic streaming computation in
sharp-edge acoustofluidics. This hybrid method was validated in 2D
and extended for 3D configurations. This method may facilitate a
full understanding of 3D streaming and new devices for this rapidly
growing field.

2.2 Wave modulation with artificial materials

Xia et al. demonstrates that near-perfect absorption of low-frequency
sound can be achieved in an open tunnel by using two deep sub-
wavelength Mie resonators composed of a multiple-cavity structure and
an outer frame on three sides. Increasing the number ofMie resonators in
the tunnel enables broadband near-perfect sound absorption. The
proposed Mie resonator has potential applications in architectural
acoustics and mechanical engineering, as well as in sound
communication, bio-sensing, and noise reduction. Qu et al. investigate
interface phenomena in Willis media both analytically and by the finite-
element method. The main findings are that wave transmission at an
interface depends on the magnitude and direction of the coupling vector.
Additionally, they found that edge waves exist at the interface between a
Willis media and a hard boundary, an ordinary fluid, or another Willis
media. The study of Ye et al. presents a general design scheme of
Luneburg lenses for focusing higher-order Lambwaves based on physical
properties of the phase velocity dependence on various plate thickness.
This work may help guide the experimental implementation with the aid
of phononic crystals (PCs) and metamaterials for applications of wave
manipulation and energy harvesting in fields such as non-destructive
testing techniques and spatial modulation of ocean acoustics.

2.3 Ocean acoustics: propagation, radiation,
and scattering

Shi et al. use the spherical microphone arrays (SMAs)
extrapolation method to enlarge the array aperture virtually to
improve the performance of SMA signal processing algorithms for
sound source localization and identification. Although the present
simulation and experimental demonstration are conducted in air,
it shows great potential for the source location and identification
of marine structures in ocean acoustics. Tian et al. study the
influence of physical properties on the compression wave speed of
seafloor sediment with numerical models and experimental
measurements from 42 samples collected from the South China
Sea. The intergranular friction model is demonstrated effective to
show the dependence of the compression wave speed on the
physical properties of seafloor sediments, which could be used
to predict the unknown compression wave speed assuming the
physical parameters are provided. Li et al. proposes a coupled
CFD-BEM approach to predict the acoustic radiation and
scattering of moving bubbles for low velocities. Results indicate
that as the frequency increases, the acoustic directionality of
radiation and scattering exhibit main and side lobes, and the
scattering energy gradually concentrates in the forward direction

of the incident wave. The displacement and velocity of a moving
bubble significantly impact the directionality of the scattered
sound field, making it possible to study bubble localization
based on directionality shift. Yang et al. extend the traditional
semi-analytical and semi-numerical T-matrix method to compute
the acoustic scattering of a pair of rigid spheroids with the
addition theorems of the spherical basis functions. The physical
mechanism of the interference and time delay between specular
reflection and Franz waves is revealed. This work has potential
applications in the detection of underwater objects in ocean
engineering and particle assembly in the field of
acoustofluidics. The study of Tang et al. focuses on the
optimization of complex geometries of underwater vehicle
models with conning tower to improve the acoustic stealth
based on the physical acoustic method. The Kirchhoff-
approximation-based planar element method is verified by on-
site lake experiments. More importantly, this work provides an
option to design new 3D shapes of underwater vehicles with the
good ability of acoustic stealth. Qu et al. conducted a similarity
analysis of the flow-induced noise of a benchmark submarine and
tried to establish a similarity law based on the dimensional
analysis method. An important rule of the sound power level
spectrums is revealed for the scale effect if the inflow speeds are
the same. This work makes it possible to predict the flow-induced
noise of large-scale marine structures by using scaled models if the
similarity law based on the dipole source is followed.
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Broadband low-frequency sound
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We report both experimentally and numerically that near-perfect absorption of

low-frequency sound is realized in an open tunnel embedded with two deep

sub-wavelength (0.085 λ) Mie resonators. The resonators are composed of a

multiple-cavity structure and an outer frame on three sides. In the eigenmode

analysis, we obtain two types of monopolar Mie resonance modes (MMR I&II) in

a single resonator around 250 Hz. The eigenfrequency of MMR I is mainly

determined by the Helmholtz resonance of each cavity in the multiple-cavity

structure, while that of MMR II is closely related to the coupling between the

multiple-cavity structure and its outer frame, showing high performances of

coupling and sound absorption. Based on the thermal viscous loss of sound

energy in the channels created by the mutual coupling of MMR II of both Mie

resonators with different diameters, the near-perfect sound absorption through

the open tunnel is realized around 283 Hz. More interestingly, by increasing the

number of Mie resonators in the tunnel, a broadband near-perfect sound

absorption is observed, and the fractional bandwidth can reach about

0.25 and 0.46 for the tunnels with 6 and 13 resonators, The proposed deep

sub-wavelength Mie resonator and its associated near-perfect sound

absorptions have great potential applications in architectural acoustics and

mechanical engineering.
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acoustics, low-frequency sound absorption, Mie resonance, architectural acoustics,
noise control
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Introduction

Sound absorbers have attracted considerable interest from

both the physics and engineering communities due to their

important potential applications, such as noise control and

architectural acoustics. Recent advancement of metamaterials

[1–20] with the ability of manipulating wave propagation in

unprecedented ways, has motivated a variety of sound absorber

designs, which show superior absorptive features than

conventional structures, such as porous and fibrous materials

and micro-perforated plates. The demonstrated sound absorbers

based on the acoustic metamaterials are usually composed of

deep sub-wavelength resonant unit cells to absorb and dissipate

sound energy inside, such as Helmholtz resonators [21–26],

coiled Fabry-Perot resonators [27–29], sound membranes

[30–33], acoustic metasurfaces [34–36], split-ring-resonators

[37–39], Mie resonators [40, 41], etc. But in most of these

types of absorbers, the structures are almost closed, which

would inevitably affect the exchange of media between both

sides, including heat, air, light and water.

To realize sound absorbers with an open structure, the coherent

perfect sound absorbers [42–45] are proposed by using two sound

beams with the same amplitudes and opposite phases which

propagate into two ports simultaneously. Furthermore, by

introducing lossy Bragg stacks or hybrid membrane resonators in

two-port open systems [46, 47], the sound absorption can also be

obtained. However, these systems usually impose high requirements

in the structure design (such as loss factor and surface tensor). By

attaching Helmholtz resonators with different sizes on both sides of

an open tunnel, the sound absorption can be realized with a simpler

structure [48]. However, these selected Helmholtz resonators

inevitably require larger sizes for the absorption of low-frequency

sound, which significantly affect their practical applications. Thus, the

design of open structures for low-frequency sound absorption with

deep sub-wavelength resonators still remain a technical challenge.

In this work, we demonstrate an open tunnel of near-perfect

sound absorption with two deep sub-wavelength Mie resonators

composed of a multiple-cavity structure and an outer frame on three

sides. We find that two types of monopolar Mie resonance (MMR)

modes exist in a single resonator around 250 Hz, and the

eigenfrequency of MMR II decreases greatly by the coupling

between the multiple-cavity structure and its outer frame. Based

on the thermal viscous loss in the channels created by the mutual

coupling ofMMR II of bothMie resonators with different diameters,

we can realize the near-perfect sound absorption through the open

tunnel at 283 Hz. Additionally, by increasing the number of Mie

resonators, we further increase the bandwidth of near-perfect sound

absorption, and the fractional bandwidth can reach about 0.25 and

0.46 for the cases of 6 and 13 resonators, The measured results also

demonstrate the characteristics of near-perfect sound absorption

through the designed open tunnel, which agree with the simulated

ones. The proposed deep sub-wavelength Mie resonator and its

associated near-perfect sound absorption could potentially be

applied in architectural acoustics, mechanical engineering, and

noise reduction.

Design and performance of unit cell
of Mie resonance

Figure 1A shows the photograph of the unit cell of Mie

resonance, which consists of a circular multiple-cavity structure

with the outer and inner radii R and r surrounded by hard sound

boundaries with a thickness e on three sides. The bottom side of

the unit cell is open with a length L. The unit cell is made of epoxy

resin by the three-dimensional (3D) printing technology, and the

background medium is air. The multiple-cavity structure is

composed of a central circular cavity, surrounded by

8 interconnected cavities, which are divided by 4 channels.

The thickness of all frames is t, the width of 4 channels is w,

and the open width and radial length of all cavities are b and l,

respectively. In our work, the sound absorption is caused by the

visco-thermal loss inside the unit cell. When the acoustic wave

propagates into the deep sub-wavelength resonators with narrow

channels, the sound energy is attenuated owing to the thermal

and viscous losses. Thus, we use the Thermoviscous Acoustic-

Solid Interaction module of COMSOL Multiphysics software to

numerically simulate sound characteristics. In the model, the

structure parameters e = 10.0 mm, t = b = 1.2 mm, w = 2.0 mm,

and l = 17.6 mm, and the other parameters R, r and L are

variables, in which their relations are r = R-2.0 cm and L =

2R + 0.4 cm. The material parameters of epoxy resin are the

density ρ = 1,050 kg/m3, the Young’s modulus E = 5.08 GPa, and

the Poisson ratio v = 0.35, and the material parameters of air are

calculated as density ρ � p0M/R0T and sound speed

c � �������
γR0T/M

√
, respectively, where γ = 1.4, M = 28.97 ×

10−3 kg/mol, R0 = 8.31 J/(mol/K), p0 = 101.325 kPa, and T =

293 K. Here, it is noted that the proposed sound absorber can also

be applied in a 3D open tunnel via 3DMie resonators [49]. In this

work, we mainly design a two-dimensional open tunnel of sound

absorption based on the proposed Mie resonator.

Figure 1B shows the simulated pressure amplitude and phase

eigenfunctions of the unit cell with R = 5.0 cm. We can see that

the pressure amplitude and phase distributions of both

eigenmodes exhibit typical characteristics of monopolar Mie

resonance (MMR), denoting as MMR I and II. Here, note that

the sound amplitude outside the multiple-cavity structure for

MMR II is much larger than that for MMR I, indicating that the

coupling effect between the multiple-cavity structure and outer

frame for MMR II is stronger. Furthermore, we simulate the real

and imaginary eigenfrequencies of both MMR modes with

different values of R, in which the parameters t, b, w and l are

the same as those in Figure 1B. As shown in Figure 1C, with the

increase of R, the real eigenfrequencies of both modes decrease

gradually. However, the imaginary eigenfrequencies of MMR I

are around zero (shown in Figure 1D), which is much lower than
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those of MMR II, showing that performance of sound absorption

for MMR II is much higher than that for MMR I.

Beyond that, we simulate both types of eigenmodes (MMR

I’&II’) for the unit cell without outer frames (see Supplementary

Material). It is worth noting that the real eigenfrequencies of

MMR II’ are much larger than those of MMR II, but those of

MMR I’ and MMR I are almost the same. Therefore, MMR II is

closely related to the coupling between the multiple-cavity

structure and outer frame, but MMR I is mainly created by

Helmholtz resonances of each cavity in the multiple-cavity

structure (see Supplementary Material). Based on the

aforementioned results, we also demonstrate that the coupling

of MMR II is much stronger than that of MMR I.

Performance andmechanism of open
tunnel

Figure 2A shows the schematic of an open tunnel of sound

absorption for the left incidence of sound, which is composed of a

straight waveguide with a height h and two types of unit cells with

different values of R. The distance between both unit cells is d,

and the other parameters of the tunnel are h = 40 cm, RI = 4.9 cm,

RII = 5.0 cm and d = 18.5 cm. Here, it is worth mentioning that

the height ratio between the open tunnel and the resonator is

about 4.0, which is much larger than those of the previously

demonstrated absorber [48]. Beyond that, compared with other

sound absorption structures in the open tunnel, the proposed

Mie resonators have a smaller size. Figure 2B shows the

absorption spectrum through the open tunnel. The absorption

coefficient of sound is calculated as α = 1–R–T, in which R and T

represent the acoustic reflectance and transmittance,

respectively. We can see that, for the tunnel with both unit

cells, three absorption peaks (denoted as A, B and C) can be

observed, which corresponds to 249, 256, and 283 Hz,

respectively. The absorption coefficient at the peak C can

reach about 0.98, which is much larger than those at the

peaks A and B. Therefore, the proposed open tunnel has a

good practical applicability. Additionally, as shown in

Figure 2C, the values of R and T through the tunnel with

both unit cells are almost zero at the peak C, displaying a

typical characteristic of near-perfect sound absorption in the

open tunnel. To theoretically investigate the sound absorption

performance at the peak C, we also calculate the relative

FIGURE 1
(A) Photograph of the unit cell of Mie resonance. (B) Simulated pressure and phase eigenfunctions of the unit cell with R = 5.0 cm. Eigenmodes
of MMR I and II can be observed at 249 and 282 Hz, respectively. (C) Real and (D) imaginary parts of the eigenfrequencies for MMR I and II with
different values of R.
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impedance of the open tunnel by using an acoustic equivalent

circuit, which is shown in Supplementary Material. We can see

that, at the peak C (283 Hz), the real part of the relative

impedance Z/Z0 is close to 1, and its imaginary part is close

to 0, further demonstrating the near-perfect sound absorption of

the open tunnel.

To investigate themechanism of the three peaks, we simulate the

distributions of intensity field in both unit cells created by the acoustic

wave passing through the tunnel at three frequencies, which is shown

in Figure 2D.We can see that, at the peaks A and B, theMMR of the

unit cells II and I are excited, respectively, while those of both unit

cells are obtained simultaneously at the peak C. Additionally, the

frequencies of the peaks A and B are close to those of the MMR I for

the unit cells II (249 Hz) and I (256 Hz), respectively, and the

frequency of the peak C is between those of the MMR II of the

unit cells II (282 Hz) and I (288 Hz). We therefore demonstrate that

the absorption peaks A and B are created by the MMR I of the unit

cells II and I, respectively, while the near-perfect sound absorption at

the peak C is created by the coupling of theMMR II of both unit cells.

To verify this, we simulate the sound absorption spectra with

different values of d, which is shown in Figure 3. We can see that,

with the increase of d, the frequencies of both absorption peaks A

and B remain unchanged, while the frequency of the peak C

FIGURE 2
(A) Schematic of the open tunnel with the unit cells I and II, and the diameters of the unit cells I and II are RI = 4.9 cm and RII = 5.0 cm,
respectively. (B) Simulated absorption spectra through the open tunnels. The frequencies of the peaks A, B and C in (B) are 249, 256 and 283 Hz,
respectively. (C) Simulated transmittance and reflectance spectra through the tunnel with the unit cells I and II. (D) Simulated distributions of intensity
field in both unit cells at 249, 256 and 283 Hz.

FIGURE 3
Simulated sound absorption spectra through the tunnel with
different values of d. Dashed lines represent three absorption
peaks A, B and C.
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changes gradually. Thus, we further demonstrate that the peak C

is created by the coupling of both unit cells I and II.

To further show the characteristic of near-perfect sound

absorption at the peak C, we simulate the pressure amplitude

distribution created by the acoustic wave passing through the

tunnel, which is shown in Figure 4A. We can see from the sky

blue arrows that almost all sound energy is absorbed into

both unit cells, and MMR II of both unit cells are excited

simultaneously. Meanwhile, there is almost no sound energy

reaching the right side of the unit cell II, which is obviously

shown in Figure 4B.

Furthermore, we simulate the distributions of thermal

viscous loss density in a red open rectangle R1 in

Figure 4A, which is shown in Figure 4C. We can see that

the viscous loss is mainly distributed on both sides and output

port of the channels, especially the bottom three channels.

FIGURE 4
(A) Simulated pressure amplitude distribution created by the acoustic wave passing through the tunnel at 283 Hz. Red and sky blue arrows
represent the directions of incident wave and propagating sound energy flux. (B) Simulated pressure amplitude distribution along the white dashed
line in (A). x1 and x2 are the center positions of the unit cells I and II. (C) Simulated distributions of thermal viscous power density, (D) x-direction and
(E) y-direction vibration velocity in R1 in (A). Zooms at the right side are the corresponding distributions in R2-R4.
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This is because the viscous force is closely related to the

vibration velocity gradient of sound, and so is the viscous

loss. To demonstrate it, we present the corresponding

vibration velocity of sound in x and y directions. We can

see that, there exists a large velocity gradient in x direction at

the output port (Figure 4D). For the case of the vibration

velocity in y direction (Figure 4E), the value is large at the

center, but is almost zero at the walls on both sides of the

channel. Therefore, we deduce that the near-perfect sound

absorption at the peak C is created by the thermal viscous loss

of sound energy in the channels under the coupling of MMR II

for both unit cells.

Beyond that, we also discuss the absorption performance

through the open tunnel for the right incidence of sound, in

which the parameters of the open tunnel remain constant. The

simulated results show that the maximum absorption coefficient is

only about 0.66, which is much smaller than that from the left

incidence of sound (see Supplementary Material). Such a

phenomenon arises from sound reflections created by the

asymmetric design of both Mie resonators, and the proposed

open tunnel of asymmetric sound absorption can be applied to

exhaust pipes of cars with the need of unidirectional noise reduction.

Additionally, we simulate the sound absorption through the open

tunnel with a symmetric system of Mie resonators which is

composed of a unit cell I and two unit cells II on both sides, and

the maximum absorption coefficient is about 0.88, which is still

lower than that in Figure 2B. The corresponding results are displayed

in the Supplementary Material.

Bandwidth optimization of open
tunnel

To optimize the bandwidth of sound absorption, we

design another type of open tunnel by using 6 unit cells

with different values of R, which is schematically shown in

Figure 5A. The size of the open tunnel and the distance

between adjacent unit cells are the same as those in

Figure 2A, and the incident plane wave is still placed at the

left port. Figure 5B shows the absorption spectra through the

open tunnel around the peak C. It is found that, in the range

227–292 Hz (shaded region), the absorption coefficients of the

open tunnel with 6 unit cells are larger than 0.5, and thus the

fractional bandwidth can reach about 0.25. Beyond that, in the

range 240–280 Hz, the absorption coefficient can exceed 0.9,

and both coefficients R and T are close to zero (Figure 5C),

showing the characteristic of broadband near-perfect sound

absorption. Moreover, we can further broad the working

bandwidth of the tunnel by increasing the number of the

unit cells, and the fractional bandwidth can reach about

0.46 with 13 unit cells, which is shown in Supplementary

Material.

FIGURE 5
(A) Schematic of the open tunnel with 6 unit cells. The parameters t andw of the unit cells are fixed at 1.2 and 2.0 mm, and the diameters of the
unit cells I-VI are RI = 4.9 cm, RII = 5.0 cm, RIII = 5.2 cm, RIV = 5.4 cm, RV = 5.6 cm and RVI = 5.8 cm, respectively. (B) The absorption spectrum
through the open tunnel with 6 unit cells. (C)Transmittance and reflectance spectra through the open tunnel with 6 unit cells.
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Experimental demonstration

Finally, we experimentally demonstrate the near-perfect

sound absorption of the two types of open tunnels, in which

the detailed description of the experimental setup is shown in

Supplementary Material. As shown in Figures 6A,B, the samples

are placed at the left side of a planar waveguide composed of two

parallel plexiglass plates (dimension 3.0 m × 0.4 m×3 cm), The

height of sample is selected as 3 cm to match the height of the

waveguide, in which the thicknesses of each unit cell and the

cover plate on both sides are 2.7 and 0.15 cm, respectively. The

other parameters of the unit cells in Figures 6A,B are the same as

those in Figures 2A, 5A.

Figures 6C,D show the measured absorption, transmittance

and reflectance spectra through the two types of tunnels. Note

that both results show the typical characteristics of the near-

perfect sound absorption. The measured maximum sound

absorption coefficients in Figures 6C,D can reach about

0.88 and 0.96, respectively, while the measured transmittance

and reflectance are close to zero around the absorption peaks.

However, the measured frequency ranges of the near-perfect

sound absorption are not consistent with the simulated results in

Figures 2, 5. This is because the sound absorption is very sensitive

to the structure parameters of each unit cell, and the measured

parameters of the unit cells in both samples are different from

those in the simulations due to the fabrication accuracy of 3D

printing and the deformation of the unit cells with circular

structure. The error analysis of experimental measurement is

shown in Supplementary Material.

Conclusion

In conclusions, we have experimentally demonstrated an

open tunnel of near-perfect sound absorption by using a type

of deep sub-wavelength Mie resonator composed of a multiple-

cavity structure and an outer frame on three sides. The results

show that there exist two types of MMR modes in a single

resonator around 250 Hz. The eigenfrequencies of MMR I and II

are mainly determined by the Helmholtz resonance of each cavity

in the multiple-cavity structure and the coupling between the

multiple-cavity structure and its outer frame, respectively. By

combining the two Mie resonators with RI = 4.9 cm and RII =

5.0 cm, we can observe the near-perfect sound absorption

through the open tunnel at 283 Hz, which arises from the

thermal viscous loss of sound energy in the channels created

by the mutual coupling of MMR II of both Mie resonators.

Moreover, by increasing the number of Mie resonators in the

tunnel, the broadband near-perfect sound absorption is realized,

and the fractional bandwidths can reach about 0.25 and 0.46 for

the cases of 6 and 13 resonators, respectively. Finally, we

experimentally demonstrate the near-perfect sound absorption

through the two types of tunnels with 2 and 6 Mie resonators, in

which the measured results agree with the simulated ones. The

FIGURE 6
Photographs of the open tunnels with (A) 2 and (B) 6 unit cells in the experiment. Measured absorption, transmittance and reflectance spectra
through the tunnels with (C) 2 and (D) 6 unit cells.
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proposed Mie resonator has the advantages of deep sub-

wavelength size (L/λ ~ 0.085) and high coupling performance,

which has certain application prospect in the fields of

architectural acoustics and mechanical engineering. It also

advanced the deep sub-wavelength coupling resonance with

versatile applications in sound communication, bio-sensing,

and noise reduction.
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The compression wave speed and physical properties of seafloor sediments are
significant in marine engineering and marine acoustics. Although most regression
equations can be satisfactorily fitted to the data and provide a useful predictive
method, there is little insight into the influence of physical properties on the
compression wave speed of seafloor sediment in the South China Sea (SCS). To
characterize the compression wave speed and physical properties of seafloor
sediments, the compression wave speed, porosity, density, and mean grain size
weremeasured and calculated for forty-two samples collected from the South China
Sea. The results show that the RMS roughness of seafloor sediment in the South
China Sea ranges from 0.2 to 15 μm, and the porosity and density are determined by
the RMS roughness andmean grain size. The relationships between the compression
wave speed and physical properties of seafloor sediments are consistent with the
intergranular friction model. When we have the physical parameters but no
compression wave speed, therefore, the intergranular friction model can be used
to predict the compression wave speed of seafloor sediment. Compared with the
Woodmodel curve, we also reveal that the intergranular friction of seafloor sediment
is an important parameter in determining the compression wave speed.

KEYWORDS

compression wave speed, physical properties, theoretical model, seafloor sediment, South
China Sea

1 Introduction

The compression wave and physical properties of seafloor sediments can provide basic
information for use in submarine geomorphology and ocean acoustic field simulations [1–8].
Moreover, these parameters are vital for the theory of wave propagation in unconsolidated
seafloor sediment [9–16]. In addition, these parameters can be used to evaluate the geological
events of marine sedimentary environments and control seismoacoustic propagation in the
ocean [17–23].
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In recent decades, extensive studies have been conducted to reveal
the relationships between compression waves and physical properties
and textural parameters relative to various regions, such as the North
Pacific [17], Yellow Sea of China [2,8,24–26], South China Sea (SCS)
[7,14,15,23,27,28], South Sea of Korea [12,19,20,22,30], West coast of
India [31], and West coast of Scotland [32]. These relationships show
that the density, porosity, and mean grain size play a central role in
determining the compression wave speed of seafloor sediment [33,34].
Furthermore, a number of empirical site-specific equations have been
established for calculating the compression wave speed in seafloor
sediment for different physical properties and textural parameters
[14,30,35–38,40], that are consistent with the data measured at
different sites. Regression equations can be fitted to the data well
and offer a valuable forecasting tool, however, they offer little
understanding of how physical properties influence the
compression wave speed of unconsolidated seafloor sediment.

Although regression equations can be satisfactorily fitted to the
data and provide a useful predictive method, they provide little insight
into the influence of physical properties on the compression wave
speed of unconsolidated seafloor sediment.

The random packing of rough spheres model and the
intergranular friction model were developed by Buckingham to
represent the compression wave propagation in an unconsolidated
granular medium [41,42]. The random packing of rough spheres
model demonstrates that the porosity and density are each
correlated with the mean grain size, and the intergranular friction
model relates the compression wave speed to the porosity, density, and
mean grain size of seafloor sediment. These theoretical models show
compelling agreement with published data [17,18]. However, less
research has been conducted on whether these theoretical models
match the data measured from the SCS and explains the effects of the
physical properties on the compression wave speed.

In this paper, we measured and studied the compression wave
speed and physical properties of seafloor sediment in the SCS. The
purpose of this article is to investigate the influences of physical
properties on the compression wave speed using the random packing
of rough spheres model and the intergranular friction model.

2 Materials and methods

The data analyzed in this study area (11–22°N and 109–119°E)
were collected from 42 stations in the SCS. We obtained 27 samples
from the continental shelf, 3 samples from the continental slope, and
12 samples from the abysmal sea. Sediment samples were obtained
using a box corer. After gathering the seafloor sediments, we used a
box corer to extract small, cylindrical samples that varied in length
from 0.2 to 0.5 m. Using a portable WSD-3 digital sonic instrument,
the compression wave speed of the seafloor sediment was measured in
a typical laboratory (23°C, atmospheric pressure). With the aid of
Vaseline, the acoustic transducers were joined to the top and bottom of
the sediment. The frequency of transducer is 100 kHz. The
compression wave speed (vp) was calculated as follows:

vp � L

t − t0
(1)

where L is the length of the sediment sample, t is the propagation time,
and t0 is the transducer-calibrated time.

The error analysis was performed using the accuracy calculation
method.

ΔA � Sx �
������������
∑ xi − x( )2/n

√
(2)

The uncertainty of the compression wave speed is
approximately ±5 m/s. Sx is the variance value, xi is the measured
value, x is the average value, and n is the number of measurements.

The density and porosity of the seafloor sediment were measured.
The density and porosity were measured and calculated by the core
cutter method. The sediment textures were analyzed using Malvern
Mastersizer 2000 at the South China Sea Institute of Oceanology of the
Chinese Academy of Sciences. The associated standard deviations
were <3%.

3 Results

The compression wave speed of seafloor sediment in the SCS is
between 1,446 and 1773 m/s (Table 1). [14] obtained the compression
wave speed of seafloor sediment in the SCS ranging from 1,420 to
1,880 m/s. The compression wave speed of seafloor sediment in the
middle southern Yellow Sea measured by Sun were 1,456–1,653 m/s
[8]. The measurement results of compression wave speed in this study
are consistent with those measured by Lu and are higher than those in
the middle southern Yellow Sea.

The average values of the density, porosity, and sediment textures
are also given in Table 1. The porosity of seafloor sediment in the
northern SCS ranges from 0.43 to 0.82 and that of the southern Yellow
Sea ranges from 0.39 to 0.76 [8]. Our porosity (0.43-0.81) results are
consistent with the northern SCS and higher than the middle southern
Yellow Sea. The density of seafloor sediment in this study ranges from
1.21 to 2.08 g/cm3, which is lower than that of the southern Yellow Sea
sediment measured by Sun who obtained the density rang of
1.40–2.10 g/cm3 [8]. There are five types of seafloor sediment:
clayey silt, silt, sand-silt-clay, sandy silt, and silty sand (Figure 1).
The clayey silt has smaller compression wave speed, lower density,
lower mean grain size, higher porosity, and higher clay content,
compared with other types of sediment, including silt, sand-silt-
clay, sandy silt, and silty sand.

4 Discussion

4.1 Theoretical models

4.1.1 Wood model
Seafloor sediment is known as a two-phase medium consisting of

loose mineral grains and seawater. In the absence of intergranular
friction, the compression wave speed in such amediumwould be given
by the Wood model [43]. That is, the Wood model can be used to
express the sound speed as a function of the known mechanical
properties of mineral grains and seawater [44]. The Wood model
for compression wave speed in seafloor sediment is defined as follows:

c0 �
��
κ

ρ0

√

(3)

ρ0 � Nρw + 1 −N( )ρg (4)
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TABLE 1 Average values of the physical properties of the seafloor sediments.

Sediment type Compression wave speed
(m/s)

Porosity
(%)

Density
(g/cm3)

Sandy
(%)

Silty
(%)

Clayey
(%)

Mean grain
size (μm)

Clayey silt 1,489 70.10 1.50 7.967 61.923 31.038 9.214

Silt 1,475 59.50 1.70 4.400 77.489 18.112 17.170

Sand-silt-clay 1,540 59.30 1.70 33.615 43.014 23.044 21.246

Sandy silt 1,517 61.20 1.68 30.197 54.163 15.639 31.603

Silty sand 1,633 51.70 1.87 59.114 24.438 12.459 110.363

FIGURE 1
Sediment granularity triangle classification.

TABLE 2 Parameters in the Wood model, random packing of rough spheres model, and the intergranular friction model.

Material parameter Symbol Units Value References

Porosity N — Variable

Mean grain diameter ug μm Variable

RMS grain size Δ μm Variable

Pore fluid density ρw g/cm3 1.02 [44]

Grain density ρg g/cm3 2.70 [44]

Bulk modulus of pore fluid κw Pa 2.25 × 109 [44]

Grains Bulk modulus κg Pa 1.47 × 1010 [44]

Packing factor of a random arrangement of smooth spheres Ps 0.63 [44]

Reference grain diameter u0 μm 1,000 [44]

Compressional frictional rigidity constant μ0 Pa 2 × 109 [44]
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1
κ
� N

1
κw

+ 1 −N( ) 1
κg

(5)

Combining Eqs 3–5, the expression for c0 is

c0 �
��������������������������������

κwκg

Nρw + 1 −N( )ρg[ ] Nκg + 1 −N( )κw[ ]

√

(6)

where c0 is the sound speed without intergranular interactions, κ is the
bulk modulus, ρ0 is the bulk density,N is the porosity of the medium,
ρw is the density of seawater, ρg is the density of mineral grains, κw is
the bulk modulus of the pore water, and κg is the bulk modulus of the
mineral grain (Table 2).

4.1.2 The random packing of rough spheres model
Particle roughness is an important factor in determining the

porosity and density of seafloor sediments [44]. To simulate
porosity, the mineral particles constituting the sediment are
assumed to be rough spheres of uniform size. For a sediment in
which each grain is in close contact with the surrounding grains, the
porosity is the volume fraction of sea water in the medium that can be
expressed as

N � 1 − P (7)
where P is the average volume of contiguous grains per unit volume.

For coarser-grained sediments, particle roughness effects
represent a negligible departure, and thus, the packing is similar to
the random packing of smooth spheres. However, in finer-grained
sediments, the surface roughness may be comparable to or much
greater than the mean grain size, in which case close contact between
adjacent grains is prevented, thus allowing pore water to percolate
between grains, and resulting in an increase in the porosity [45]. Based
on the aforementioned analysis, Eq. 7 has been modified by
Buckingham as follows [42]:

N � 1 − Ps
ug + 2Δ
ug + 4Δ

{ }
3

(8)

where Ps is the packing factor of a random arrangement of smooth
spheres of uniform size, ug is the mean grain size, and Δ is the root
mean square (RMS) roughness height relative to the mean
(Table 2).

4.1.3 Intergranular friction model
The intergranular friction model is derived from the Kroning-

Kramers relationship without considering a specific loss
mechanism [44] and the Hertz theory of deformation of
spherical, elastic bodies in contact [46]. The advantage of using
the intergranular friction model is that the compression wave speed
can be computed using simple algebraic expressions that are
functions of the physical properties of the sediments, including
the porosity, density, and mean grain size. The intergranular
friction model is proposed as follows:

cp � c0
������
1 + xf

√
(9)

xf � ug

u0
( )

1/3
μ0
ρ0c

2
0

(10)

Combining Eqs 9, 10, the expression for cp is

cp �

������������

c20 +
ug

u0
( )

1/3
μ0
ρ0

√√

(11)

where cp is the compression wave speed, xf is the compression
dissipation coefficient, u0 is the reference grain size, and μ0 is the
compressional frictional rigidity constant (Table 2).

Equation 11 gives the compression wave speed in terms of grain
size, which itself is related to the porosity and density through Eqs 4, 8.
Thus, the compression wave speed of the seafloor sediment can be
expressed in terms of the mean grain size, porosity, and density.

4.2 Relationship between physical porosities
and mean grain size

4.2.1 Porosity versus mean grain size
The relationship between porosity and mean grain size from Eq. 8

is represented in Figure 2. The mean grain size varies from 4.12 to
224.07 μm, and the porosity varies from 0.43 to 0.81. As shown in
Figure 2, the RMS roughness values of the random packing of rough
spheres model are 0.2, 1, 3, 4.5, 9, and 15 from the top to down,
respectively. These random packing of rough spheres model curves
show that, the porosity value of seafloor sediment decreases slowly
with increasing the mean grain size when the mean grain size is less
than 100 μm. Because the seafloor sediment has a greater porosity and
smaller mean grain size within this range. The porosity declines
steeply with increasing the mean grain size when it is between 100

and 102 μm. When the mean grain size exceeds 102 μm, the porosity
declines gently and gets closer to a constant as the mean grain size
rises. Because the seafloor sediment has a smaller porosity and greater
mean grain size within this range.

In Eq. 8, the porosity of seafloor sediment is controlled by the RMS
roughness and the mean grain size. When the mean grain size is much
larger than the RMS roughness, the porosity gets closer to its
minimum value. At the limit of a large mean grain size (ug → ∞),
the minimum porosity obtained from Eq. 8 is

Nmin � 1 − Ps � 0.37 (12)
Inversely, when the mean grain size is much smaller than the RMS
roughness, the porosity approaches its maximum value. At the limit of
a large mean grain size (ug → 0), the maximum porosity obtained
from Eq. 8 is

Nmax � 1 − Ps

8
� 0.92 (13)

The lowest measured porosity in clayey silt is 0.43, which is
larger than Nmin (0.37), and the highest measured porosity in silty
sand is 0.81, which is smaller than Nmax (0.92). These measured
data lie betweenNmin andNmax, which is consistent with the result
of [44], demonstrating the influences of the mean grain size and the
RMS roughness on the porosity are notable. It is evident that the
influence of the mean grain size on porosity is greater than that of
the RMS roughness when the mean grain size is much greater than
the RMS roughness, suggesting the porosity of the sandy silt is more
sensitive to the mean grain size than the RMS roughness. When the
mean grain size is much smaller than the RMS roughness, however,
the influence of the RMS roughness on porosity is larger than that
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of the mean grain size in clayey silt. Therefore, the silty sand tends
to have lower porosity and the clayey silt tends to have higher
porosity.

The lower boundary of the measured mean grain size and
porosity data is the random packing of rough spheres model
with the RMS roughness of 0.2, and the upper boundary of the
measured data is the random packing of rough spheres model with
the RMS roughness of 15. In addition, most measured data of the
continental shelf and the continental slope lie on both sides of the
random packing of rough spheres model with the RMS
roughness of 3.

The results demonstrate that there is a complicated relationship
between the porosity and mean grain size of seafloor sediment. The
porosity of seafloor sediment is determined by the mean grain size and
the RMS roughness, which means that the same value of porosity can
have various compositions of the RMS roughness and the mean grain
size. For example, the clayey silt with the porosity of 0.60 can have the
mean grain size with 4.578 μm and the RMS roughness with 0.2, and
the sandy silt with the porosity of 0.61 can have the mean grain size
with 38.583 μm and the RMS roughness with 4.5. Without taking into
account the RMS roughness, errors will be introduced when the
porosity is only expressed using the mean grain size. Therefore, the
RMS roughness of the seafloor sediment needs to be considered when
analyzing the relationship between the compressional wave speed and
porosity.

4.2.2 Density versus mean grain size
The measured density and porosity data of seafloor sediment in

the SCS are shown in Figure 3. The porosity of seafloor sediment is
between 0.43 and 0.81, and the density of seafloor sediment is between
1.21 and 1.78 g/cm3. The measured porosity and density data are in
accordance with the Eq. 4. Thus, the density of seafloor sediment can
be directly evaluated from the porosity when the grain density and the
fluid density are given. The results show that there is a good linear
relationship between the measured porosity and density data in
Figure 3. Therefore, the density can be expressed as porosity when
studying the correlation between the porosity and the compression
wave speed of seafloor sediment.

The correlation between the density and mean grain size from
Eqs 4, 8 is represented in Figure 4. The mean grain size varies from
4.12 to 224.07 μm, and the density varies from 1.21 to 1.78 g/cm3.
And, the RMS roughness values of the random packing of rough
spheres model are 0.2, 1, 3, 4.5, 9, and 15 from the top to down,
respectively. When the mean grain size is less than 100 μm, the
random packing of rough spheres model curve shows that the
density increases slowly with increasing the mean grain size.
Because the seafloor sediment has a lower density and smaller
mean grain size within this range. The density increases steeply
with increasing the mean grain size when it ranges from 100 to
102 μm. When the mean grain size exceeds 102 μm, the density
increases gently again and gets closer to a constant as the mean

FIGURE 2
Relationship between themean grain size and porosity of seafloor sediments. The line represents themean grain size versus porosity and density curve of
RMS (root mean square) roughness = 0.2, 1, 3, 4.5, 9, and 15 μm vfs is very fine sand; fs is fine sand; ms is medium sand; and cs is coarse sand.
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grain size rises. Because the seafloor sediment has a higher density
and greater mean grain size within this range.

Equations 4, 8 show the porosity versus density and the porosity
versus mean grain size, respectively. Because the density can be
expressed as porosity, Eq. 4 can be modified as follows:

ρ0 � 1 + Ps ρg − ρw( )
ug + 2Δ
ug + 4Δ

{ }
3

(14)

In Eq. 14, when the mean grain size is much larger than the RMS
roughness, the density approaches its maximum value. In the limit of a
large mean grain size (ug → ∞), the maximum density obtained from
Eq. 14 is

ρ max � 1 + Ps × 1.7 � 2.01 (15)
when the mean grain size is much smaller than the RMS roughness,
the porosity approaches its minimum value. In the limit of a large
mean grain size (ug → 0), the minimum density obtained from Eq.
14 is

ρ min � 1 + Ps × 1.7
8

� 1.13 (16)

The lowest measured density is 1.21 g/cm3, which is larger
than ρ min (1.13), and the highest measured porosity is 2.08 g/cm3,
which is close to ρ max (2.01). These measured density data lie
betweenNmin andNmax, which is also consistent with the result of
[44], suggesting the influences of the mean grain size and the RMS
roughness on the density are notable. And the influence of the

mean grain size on density is greater than that of the RMS
roughness when the mean grain size is much greater than the
RMS roughness, suggesting the density of the silty sand is more
sensitive to the mean grain size than the RMS roughness. When
the mean grain size is much smaller than the RMS roughness,
however, the influence of the RMS roughness on the density of the
clayey silt is larger than the mean grain size. Therefore, the silty
sand tends to have higher density and the clayey silt tends to have
lower density.

The lower boundary of the measured mean grain size and density
data is the random packing of rough spheres model with the RMS
roughness of 0.2, and the upper boundary of the measured data is the
random packing of rough spheres model with the RMS roughness of
15. On both sides of the random packing of rough spheres model with
the RMS roughness of 3, the most measured mean grain size and
density data of the continental shelf and the continental slope are
located.

The results demonstrate that there is a complicated correlation
between the density and the mean grain size of seafloor sediment. The
density of seafloor sediment is determined by the RMS roughness and
the mean grain size, suggesting that the same value of the density can
have various constitutions of the mean grain size and the RMS
roughness. As shown in Figure 4, the clayey silt with the density of
1.78 g/cm3 can have the mean grain size with 11.975 μm and the RMS
roughness with 1, and the sandy silt with the porosity of 1.77 g/cm3 can
have the mean grain size with 224.067 μm and the RMS roughness
with 15. Without taking into account the RMS roughness, errors will

FIGURE 3
Relationship between the density and porosity of seafloor sediment.
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be introduced when the density is only expressed using the mean grain
size. Thus, the RMS roughness of the seafloor sediment is also
considered when studying the correlation between the density and
the compressional wave speed.

4.3 Relationship between compression wave
speed and mechanical properties

4.3.1 Compression wave speed versus mean grain
size

The relationship between the mean grain size and compression
wave speed can be developed in Eq. 9 by combining Eqs 7, 8. As a
result, in the intergranular friction model, the mean grain size can be

considered the only parameter of the compression wave speed, and the
relationship between the compression wave speed and the mean grain
size is a cubic equation.

The link between the measured compression wave speed and the
mean grain size of seafloor sediment in the SCS is listed in Table 3. The
compression wave speed ranges from 1,446 to 1773 m/s, and the mean
grain size ranges from 4.12 to 224.07 μm. The measured data
(Figure 5) are the compression wave speed and the mean grain size
for different sediment types, and the distribution of these data are in
agreement with the data obtained by [47], [48], and [17,49]. A trend
common to these data is that the clayey silt, silt and sandy silt tend to
exhibit lower compression wave speeds, while the sand-silt-clay and
silty sand tend to exhibit higher compression wave speeds. In addition,
most of these data from the abysmal sea are distributed around the
intergranular friction model and this study curve. However, the
measured data of the continental shelf are slightly higher than the
prediction of the intergranular friction model.

The cubic curve of the mean grain size versus compression wave
speed in this study and the curve of the intergranular friction model
are plotted in Figure 5, where the change trend of the compression
wave speed with the mean grain size is consistent in both curves. In the
intergranular friction model, as the mean grain size grows, so does the
compression wave speed of the seafloor sediments. The intergranular
friction model curve has a very moderate slope when the mean grain

FIGURE 4
Relationship between the mean grain size and density of seafloor sediment from the SCS, respectively. The line represents the mean grain size versus
porosity and density curve of RMS (root mean square) roughness = 0.2, 1, 3, 4.5, 9, and 15 μm vfs is very fine sand; fs is fine sand; ms is medium sand; and cs is
coarse sand.

TABLE 3 Relationships of the compression wave speed with physical porosities.

Cubic equation R

Mean grain size cp � 1457.47 + 3.64ug − 0.02u2g + 5.31 × 10−5 × u3g 0.58

Porosity cp � 6853.41 − 249.80N + 3.88N2 − 0.02N3 0.64

Density cp � −1597.27 + 6343.93ρ0 − 4362.59ρ20 + 1004.26ρ30 0.64
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size is between 10−1–101 μm. The slope of the intergranular friction
model curve steepens and the gradient of the compression wave speed
increases when the mean grain size exceeds 101 μm. This indicates that
when the mean grain size is more than 101 m, the compression wave
speed is more sensitive to the mean grain size. But for the large mean
grain size of seafloor sediment (102–103 μm), it is also found that the
deviation between measurement results and theoretical results is quite
significant. In order to analyze the evident difference, the compression
wave speed (c0) is computed by the Wood model while taking no
account of intergranular friction into account (Figure 5). As with the
cubic curve and intergranular friction model curve, the slope of Wood
model (c0) curve reduces slowly when the mean grain size is low than
101 and increases abruptly as the mean grain size increases
(particularly between 102 and 103 μm). Thus, the intergranular
friction of seafloor sediment is an important parameter
contributing to the difference between the measured and
theoretical values.

4.3.2 Compression wave speed versus porosity
Equation 8 expresses the link between the mean grain size and

the porosity, and Eq. 11 is the link between the compression
wave speed and mean grain size. Combining Eqs 8, 11, the link
between the compression wave speed and the porosity is
established. As a result, in the intergranular friction model, the
porosity can be treated as the sole parameter of the compression
wave speed.

The link between the measured compression wave speed and the
porosity of seafloor sediment in the SCS is listed in Table 3. The
compression wave speed ranges from 1,446 to 1773 m/s, and the
porosity ranges from 0.43 to 0.81. Themeasured data (Figure 6) are the
compression wave speed and the porosity for different sediment types,
and the distribution of these data are in agreement with the data
obtained by [47], [48], and [17,49]. As shown in Figure 6, the sand-silt-
clay and silty sand have lower porosity and higher compression wave
speed, and the clayey silt, silt and sandy silt have lower compression
wave speed and higher porosity. It is evident that most of these data
from the abysmal sea are located under the intergranular friction
model curve. However, the measured data of the continental shelf are
slightly higher than the prediction of the intergranular friction model
curve.

The cubic curve of the porosity versus compression wave speed
and the intergranular friction model curve are plotted in Figure 6,
where the change trend of the compression wave speed with the
porosity is consistent in both curves. The intergranular friction
model curve has a relatively high slope when the sediment porosity
is less than 0.6. And the intergranular friction model curve has a
softer slope when the sediment porosity is greater than 0.6. The
findings indicate that as porosity rises, the compression wave speed
seafloor of sediment decreases. Additionally, the findings on
compression wave speed and porosity match with the
intergranular friction model curve. The intergranular friction
model curve has a steep slope when the porosity is less than 0.6.

FIGURE 5
Relationship between the mean grain size and compression wave speed of seafloor sediments.
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Thus, the compression wave speed of seafloor sediment is more
sensitive to the porosity when the porosity is less than 0.6.
Comparison with the Wood model curve, the measured data lie
above the Wood model curve, suggesting the intergranular friction
is also an important parameter in determining the compression
wave speed.

4.3.3 Compression wave speed versus density
Combining Eqs 4, 8, the density can be expressed by the mean

grain size, and the link between the compression wave speed and the
density can be developed by Eqs 9, 10. As a result, in the intergranular
friction model, the density can be viewed as the sole parameter of the
compression wave speed.

Table 3 shows the correlation between the measured
compression wave speed and the density of seafloor sediment in
the SCS. The density ranges from 1.21 to 1.78 g/cm3, and the
compression wave speed ranges from 1,446 to 1773 m/s.
Figure 6 shows that the measured data are consistent with the
data obtained by [47], [48], and [17,49]. Moreover, the sand-silt-
clay and silty sand have higher porosity and compression wave
speed, but the clayey silt, silt and sandy silt have lower compression
wave speed and porosity. Most of these data from the continental
shelf are slightly higher than those predicted by the intergranular
friction model curve. However, the data in abysmal sea are situated
near the intergranular friction model curve.

The intergranular friction model curve and the cubic curve of the
density versus compression wave speed are also plotted in Figure 6. In
both curves, the compression wave speed changes consistently with

density. The intergranular friction model curve has a relatively
moderate slope when the sediment density is lower than 1.6 g/cm3.
As the density exceeds 1.6 g/cm3, there is a slope in the intergranular
friction model curve. These results demonstrate that the drastically
elevated compression wave speed of seafloor sediment increases with
increasing the density. It is evident that these measured data are
agreement with the intergranular friction model curve. Because when
the density is more than 1.6 g/cm3, the intergranular friction model
curve drastically elevate. Thus, the compression wave speed of seafloor
sediment is more sensitive to the density when the density is more
than 1.6 g/cm3.

According to Figures 5–7, the measured compression wave
speed and physical properties data in the SCS are agreement
with the intergranular friction model curve. When we have the
physical parameters but no compression wave speed, the
intergranular friction model can be used to calculate the
compression wave speed of seafloor sediment. Besides, the
compression wave speed of seafloor sediment is influenced by
many factors. In the intergranular friction model, the
intergranular friction of seafloor sediment is considered to be an
important factor in controlling the compression wave speed. This is
because the particle packing and macroscopic shear strength of
seafloor sediment with different intergranular friction are different.
The stronger the intergranular friction, the denser the particle
packing, and the greater the compression wave speed of seafloor
sediment. Moreover, the compression wave speed and physical
properties of seafloor sediment are also affected by the seafloor
sediment types and geomorphic units, which are affected by the

FIGURE 6
Relationship between the porosity and compression wave speed of seafloor sediments.

Frontiers in Physics frontiersin.org09

Tian et al. 10.3389/fphy.2023.1122617

24

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1122617


mineral composition and depositional environment of seafloor
sediment.

5 Conclusion

The new relationships of seafloor sediment between the
compression wave speed and physical properties are studied.
Detailed comparisons were made between measured data taken
from the SCS and the intergranular friction model of wave
propagation in unconsolidated seafloor sediments. The conclusions
are outlined as follows:

(1) The RMS roughness of seafloor sediment in the SCS is between
0.2 and 15 μm, and the RMS roughness of seafloor sediment
needs to be considered when studying the relationship
between the compressional wave speed and physical
properties.

(2) There are significant effects of the mean grain size and the RMS
roughness on the porosity of seafloor sediment. When the
porosity of seafloor sediment is the same, the seafloor sediment
could be consisted of complicated the mean grain sizes and the
RMS roughness. The measured porosity of seafloor sediment in
the SCS lie between the theoretical minimum porosity (0.37) and
maximum porosity (0.92).

(3) The relationship between the measured porosity and density
of seafloor sediment is linear. Thus, the density can be

calculated directly by the porosity when the fluid density
and the grain density of seafloor sediment are given.
Additionally, the mean grain size and the RMS roughness
affect the density. Even though the density is constant, the
mean grain sizes and RMS roughness of seafloor sediment may
vary. The measured density of seafloor sediment is between
1.21 and 1.78 g/cm3, which is between the theoretical
minimum density (1.13 g/cm3) and theoretical maximum
density (2.01 g/cm3).

(4) The intergranular friction model and the measured data
(compressional wave speed, porosity, density and mean grain
size) are agreement. When the mean grain size is greater than
101 μm, the compression wave speed of seafloor sediment is more
sensitive to the mean grain size; The compression wave speed is
more sensitive to the porosity when the porosity is less than 0.6;
And, the compression wave speed is more sensitive to the density
when the density is more than 1.6 g/cm3. Moreover, the
intergranular friction is an important parameter in determining
the compression wave speed.
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FIGURE 7
Relationship between the density and compression wave speed of seafloor sediments.
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Optimumdesign of acoustic stealth
shape of underwater vehicle model
with conning tower
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Bing Li2 and Zilong Peng1,2

1Unit 92578 of the People’s Liberation Army, Beijing, China, 2School of Energy and Power Engineering,
Jiangsu University of Science and Technology, Zhenjiang, China

We present an optimization algorithm for achieving optimal acoustic stealth
performance during designing an underwater vehicle shape in the free field using
COMSOL-MATLAB integrated software. A component superposition method based
on phase interference is adopted to simplify and decompose a nonaxisymmetric
complex underwater vehicle model into two main parts: the hull and the conning
tower. The shape of underwater vehicle hull is described mathematically with a
sequence of undetermined coefficients for optimization. The basic mathematical
principle of the proposed method is Kirchhoff approximation, also called planar
element method (PEM). Additionally, some examples and experimental results show
that this method can realize the automatic optimization design of acoustic stealth
shapes for underwater vehiclemodel in a given frequency band and acoustic incident
angle range. The underwater vehicle design has a smooth appearance with low
target strength (TS) or angle detection rate for most detection angles and frequency
bands after optimized.

KEYWORDS

target strength, acoustic stealth, phase interference, optimization design, underwater
vehicle model, conning tower

1 Introduction

With the development of underwater acoustic countermeasure technology, developing a
means of designing the shapes of underwater vehicles more scientifically to reduce their TSs and
improve their acoustic stealth ability is a topic of great interest in underwater acoustic physics.
Underwater vehicles constitute the most important type of equipment among the underwater
weapons of all countries, and their shape design is a major and complicated task. The shape
design of early underwater vehicles was generally performed empirically, and the drag
coefficient was obtained through experimentation or simulation (computational fluid
dynamics, CFD). Finally, the performance was compared to determine an optimum shape.
Mackay [1] experimentally measured the drag coefficient of the standard underwater vehicle
model under different Reynolds numbers and compared the results with the DSSP20 simulation
data. Suman et al. [2] calculated and evaluated the hydrodynamic performance of different
ellipsoidal shapes of underwater vehicle heads based on CFD and obtained an optimum
underwater vehicle head shape, which was verified experimentally. Praveen [3] used CFD
simulation and experiments to study the influence of the length of an underwater vehicle on the
hydrodynamic performance caused by the attack angle of an axisymmetric underwater vehicle
and studied the linear variation of the drag coefficient with the length-to-diameter ratio (L/D).
Moh et al. [4] performed CFD analysis on all available equations of the stern shapes of all
underwater vehicles from the perspective of minimum resistance and discussed the optimum
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hydrodynamic shape of the stern of the underwater vehicle. The next
work [5] involved examining an underwater vehicle or torpedo-
segmented bare hull (bow, middle, and stern) using different linear
CFD calculations and comparing the results to obtain an underwater
vehicle hull shape with less resistance. Using the CFD method and
FLOWVISION software, the optimal L/D of the hydrodynamic shape
of a cylindrical hull was proposed [6].

With the introduction of optimization algorithms, the design of
underwater vehicle shapes has entered a new stage. Vasudev et al. [7]
established a multi-objective optimization framework for underwater
vehicle shape design and optimized the internal volume and
hydrodynamic resistance of the underwater vehicle by integrating
the non-dominant sequencing genetic algorithm and Reynolds-
average Navier–Stokes solver into one code. In a follow-up study
[8], a genetic algorithm (GA) was used to solve the design
optimization problem of an autonomous underwater vehicle
(AUV) under the five-parameter axisymmetric description.
Through this approach, the hull shape at a constant speed was
optimized, and the flow resistance coefficient was significantly
reduced. Paz et al. [9] established a comprehensive model of
underwater vehicle conceptual design (hull geometry
parameterization, mobility model based on slender body theory,
and resistance formula) applicable to a multi-objective optimization
technique (GA) to find a design solution that minimized the turning
diameter and created resistance requirements. Ting et al. [10]
proposed an underwater vehicle shape optimization platform
composed of multiple commercial software packages to reduce the
navigation resistance of underwater vehicles and to improve their
energy utilization and endurance. These scholars obtained excellent
results in the automatic optimization design of ship shapes, but their
work did not consider the TS changes caused by the development of
active detection in the shape design of underwater vehicles.

A considerable breakthrough has been made in the method of
calculating the acoustic scattering of underwater targets, but for the
complex structures of underwater vehicles, only numerical
calculations or approximate calculations using acoustic scattering
can be employed. More complete numerical calculation methods
and approximation methods include the finite element method
(FEM) and boundary element method (BEM) [11, 12], T-matrix
method [13–15], time domain finite difference method (TDFDM)
[16, 17], deformation column method (DCM) [18–20], and wave
superposition method (WSM) [21]. There are many other
approximate methods. The highlight model (HM) proposed by
Tang [22] decomposes a target into simple sub-targets, calculates
the highlight parameters of the sub-targets separately, and finally
obtains the TS of the whole target according to the principle of linear
superposition. Abawi [23] used the Kirchhoff Approximation (KA) to
establish a method of obtaining the frequency- and time-domain
solutions of an acoustic scattering field of arbitrary shape. To improve
the calculation rate of the PEM, Lavia [24] proposed using curved
elements instead of planar elements. The numerical solution of the TS
agrees well with the precise solution. Kookhyun [25] proposed a
method of quickly estimating the sonar cross-sections of large and
complex underwater targets such as Underwater vehicles and
torpedoes. This method is based on the deterministic scattering
center model, uses a combination of physical and geometric optics
to construct a scattering center database, and then utilizes the database
to perform polynomial interpolation on the incident angle to
reconstruct the sonar cross-section. Fan et al. [26] established

visual graphical acoustics computing based on the Kirchhoff
approximate equation. Based on OpenGL technology, this method
involves converting the geometric model into the visual pixel graphics
of the target on the screen, obtaining the target surface normal vector
and space distance information contained in the pixel, and finally
converting the surface integral in the prediction of echo characteristics
into the pixel summing calculation of the visual graphics on the screen.
Using the Kirchhoff approximation method, Peng et al. [27]
performed a scattering time-domain echo simulation of a surface
ship radiated through the sonar area, and verified the effectiveness of
this method experimentally. However, the research work of these
scholars only predicts the acoustic target intensities of existing
underwater vehicles and does not include a low-TS underwater
vehicle shape design method. Li et al. proposed an optimal design
method for the acoustic stealth shape of the underwater vehicle head
[28] and bottom object [29] with relatively lower TS, based on the
Nelder–Mead optimization algorithm and finite element method.

To address this shortcoming, a non-axisymmetric complex
underwater vehicle target was simplified and decomposed in this
study using the component phase interference superposition
method into two main parts: the hull and the conning tower
(both considered as rigid targets). Then, the underwater vehicle
hull and conning tower were utilized as the optimization objects to
explore the optimization design of an acoustically concealed shape
in a given incident angle range and frequency band. This approach
overcomes the limitations of the previous underwater vehicle shape
optimization design method that only considers hydrodynamic
performance and opens a new channel for underwater vehicle
shape design.

In this paper, the benchmark underwater vehicle models are
selected as our research object. The optimization method of the
head shape of benchmark hull and conning tower with lower TS
under the incidence of plane wave with multi-frequencies and multi-
angles is studied. This paper is organized as follows. In Section 2, the
physical acoustical method is introduced, which is the basis of
calculating TS of the arbitrary target. In Section 3, we introduce

FIGURE 1
Schematic diagram of the derivation of the physical acoustic
method with the source and receiver separated.
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the optimum design of acoustic stealth shapes of underwater vehicle
hull and conning Tower, respectively. In Section 4, we present the
optimization results of hull and conning tower for a give frequency

band and detection angle. In Section 5, the PEM method is verified by
experimental results. Finally, a summary and a discussion of the results
are presented in Section 6.

2 Physical acoustical method

The difficulty of solving the problem of acoustic scattering from
complex targets such as underwater vehicles has led to many
approximate solution theories, such as physical acoustics. Figure 1
shows a schematic diagram of the derivation of the physical acoustic
method.

Omitting the time factor e−jωt, the basic formula for the scattering
problem based on physical acoustics is given by

ps �r2( ) � 1
4π

∫
S1+S2

ps
z

zn
G �r2( ) − zps

zn
G �r2( )[ ]ds, (1)

where S1 is the area directly illuminated by the incident
sound wave, called the bright area, and S2 is the area not
illuminated by the incident sound wave, called the shadow
area. G( �r2) � eikr2 /r2 is Green’s function. Considering a rigid
target, the KA formulation satisfies the bright and shadow
areas, which can be expressed as

FIGURE 2
Schematic diagram of hull and conning tower optimization method.

FIGURE 3
(A) Geometric description of axisymmetric hull. (B) Original hull.
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ps � pi,
z ps + pi( )

zn
� 0

ps � −pi,
z ps + pi( )

zn
� 0

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

. (2)

where Pi, Ps is the incident sound pressure and the scattering sound
pressure. And the incident pressure is expressed as pi � eikr1 /r1.

Considering the far-field conditions kr1 ≫ 1, kr2 ≫ 1,
cos θ1 � −zr1/zn, and cos θ2 � −zr2/zn, the terms in Eq. 1 can be
expressed as

zps

zn
� −zpi

zn
� ikr1 − 1

r12
eikr1

zr1
zn

≈
ik

r1
eikr1 cos θ1 (3)

zG �r2( )
zn

� z

zn

eikr2

r2
( ) ≈ − ik

r2
eikr2 cos θ2. (4)

Substituting Eqs 2–4 into Eq. 1 yields

ps �r2( ) � − ik

4π
[∫

S1

eik r1+r2( )

r1r2
cos θ1 + cos θ2( )ds

+∫
S2

eik r1+r2( )

r1r2
−cos θ1 + cos θ2( )ds] (5)

In monostatic situation, r1 � r2, θ1 � θ2, and Eq. 5 can be simplified as

ps �r2( ) � − ik

2π
∫

S1

ei2kr1

r12
cos θ1ds (6)

The details of calculation of Eq. 6 can be found in Ref. [28], which
is omitted here.

3 Optimum design of acoustic stealth
shapes of underwater vehicle hull and
conning tower

Based on the PEM, this section considers the underwater vehicle
hull and conning tower (considered as a rigid target at this stage) as the
optimization objects and establishes the method of obtaining an
optimized shape for acoustic concealment with a plane wave of a
given frequency band and incident angle range. The optimized hull is a
simplified benchmark hull model. During the optimization process,
the generatrix line type of underwater vehicle hull is parameterized
and controlled by a specific segment function that uses six hull
optimization variables to describe it quantitatively. Before
optimization, the conning tower is a simplified model of the

benchmark conning tower. During the optimization process, the
shape of the conning tower is regulated by the bottom and top
contour lines and four optimized lofting control curves. The
bottom contour line type remains the same as that of the original
benchmark conning tower, and the top contour line type is obtained
by scaling the bottom contour line type (by a scaling factor a). The
deviation of each optimized lofting control curve from its
corresponding initial lofting control curve is characterized by a
Bernstein polynomial and scaling factor a.

The optimization method takes the displacement change rate of
the hull and conning tower and the gradient of the lofting control
curve as the constraints. The simulated annealing (SA) optimization
algorithm is used to iterate the hull generatrix segmentation function.
The six variables in the segmented function of the generatrix of the
boat body to be determined, parameterized model of the conning
tower of the command board, segmented function of the boat body
generatrix, and contour control of the conning tower of the command
board are iterated when the minimum optimal objective function is
obtained through optimization calculation. Then, the optimal hull and
conning tower shapes for acoustic concealment are determined. The
optimized objective function is obtained by combining the COMSOL-
MATLAB integrated modeling technology and the PEM to calculate
the TSs of the hull and conning tower in a given frequency band and
angle range and is weighted in a specific way. Figure 2 provides the
details of the optimization algorithm flow.

3.1 Underwater vehicle hull geometry
description and optimized variable control

Most underwater vehicle hulls are axisymmetric targets and can be
divided into three parts: bow, middle, and stern. Figure 3A provides a
schematic diagram of the linear piecewise function of the hull.

The overall length of the hull is L � a + b + c � 8d, where a, b, c,
and d can be changed within certain ranges, and d is the diameter of
the hull. Half of the total length is selected as the geometric origin
position, and the line type of the bow and stern is described by a
certain function.

y � 0.5d 1 − x + a − 0.5L
a

( )
2

( )
1
n (7)

y � 0.5d − 1.45d
c2

− tan θ
c

( ) x − c + 0.5L( )2

− d

c3
− tan θ

c2
( ) x − c + 0.5L( )3 (8)

Equation 7 is the bow linear function. Linear bow control can be
achieved by introducing variable n and combining variable a.
Equation 8 is the stern linear function. Through variables c and θ

linear stern control can be realized.
The overall shape of the hull can be controlled by variables a, b, c,

d, n, and θ. To make the optimized hull shape more reasonable, the
range of optimization variables and optimization constraints should
be set. Table 1 shows the ranges of the optimization variables.

It can be seen from Table 1 that the total length L changes with the
diameter of the hull in the optimization process. To obtain a
reasonable shape, additional hull volume constraints need to be
imposed. Figure 3B depicts the initial hull shape. The initial hull

TABLE 1 Optimization variable range settings for hull.

Parameter Initial value Least value Maximum value

a 7.5 m 0.5d 3.5d

b 37.5 m 0 6.5d

c 15 m D 4.5d

d 7.5 m 7.25 m 7.75 m

n 2 1 4

θ 22° 10° 30°
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volume isV0 = 2,220.4 m3. During the optimization process,V satisfies
85% V0 ≤ V ≤ 115% V0.

The stern linear function is more complicated and changeable. To
make the optimized stern result more reasonable and to avoid a
concave stern, the boundary constraints are shown as

dy/dx≥ 0

d2y

dx2 ≤ 0

⎧⎪⎪⎨
⎪⎪⎩

. (9)

3.2 Geometric description of conning tower
and optimal variable control

The conning tower, also known as the underwater vehicle
bridge, is one of the most important parts of a underwater
vehicle. As a complex structure, there is no general function
expression for the shape of a conning tower. Hence, parametric
modeling of the conning tower was performed using the lofting tool
in the geometric modeling software. Basic geometric modeling
software has such a modeling tool.

It can be seen from Figure 4 that parametric modeling of the
conning tower can be realized in the optimization process through
four lofting control curves. The steps of the parametric modeling
process for the conning tower are as follows. Firstly, the contour
shape of the bottom surface of the conning tower remains

unchanged. Then, the uppermost contour of the conning tower
becomes the bottom contour after plane scaling (by a zoom factor
a). Next, moving up 3.5 m along the z-axis, the zoom center is
located at the origin of the x-y coordinate system. Finally, using the
lofting operation, based on the bottom and top contours, lofting is
performed along the four lofting curves to obtain the new conning
tower.

The optimized lofting control curve function can be obtained by
adding the designed deviation function based on the lofting curve
(linear function), as shown in Figure 4.

As shown in Figure 4D, there are two important position points
for the four fitting control curves. Each lofting control curve is
converted into a two-dimensional plane. As shown in Figure 4E,
the corresponding points are converted, where An and Bn are
converted into an and bn, respectively. The coordinates of an
and bn are (a × pn, 4) and (pn, 0), respectively, and p1, p2, p3,
and p4 are −8.85, −1.1, 1.1, and 3.85, respectively. When the first
and second control curves are distributed on the negative semi-axes
in the x and y directions, Figure 4E is not applicable. At this time,
only the corresponding points and curves are mirrored on the
z-axis.

The optimized lofting control curve function is composed of two
items: a linear function item and a deviation function, as shown in
Figure 4E. The deviation function is shown in Eq. 10. The basic
expression of the fifth-order Bernstein polynomial, which serves as the
basis function to express the deviation function (without the i =
0 term) is

FIGURE 4
Basic idea of conning tower parametric modeling in the optimization process. (A)Original benchmark conning tower. (B)Optimized conning tower. (C)
Lofting control curve of the conning tower. (D) Key points of 3D lofting control curve optimization. (E)Two-dimensional deviation function.
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Δz � ∑
5

i�1
Cix

i 1 − x( )5−i. (10)

Taking the third optimized lofting control curve function as an
example, its two-dimensional plane is the y-z plane and the formula is
expressed as

z � 3.5
1 − a

1 − y

p3
( ) + Δz (11)

z � 3.5
1 − a

1 − y

p3
( ) +∑

5

i�1
Ci

y − p3

a − 1( )p3
( )

i

1 − y − p3

a − 1( )p3
( )

5−i
. (12)

Gradient constraints of the optimized lofting control curve are set
to avoid the discontinuity of echoes of the optimized conning tower,
which can be expressed as

dz/dy≥ 0
dz/dy≤ 0
dz/dx≤ 0

⎧⎪⎨
⎪⎩

. (13)

The boundary gradient constraints of the second, third, and fourth
optimized lofting control curves correspond to the first, second, and third
terms of Eq. 13, respectively. In the first one, the lofting control curve is
optimized, and Δz � 0 is set without the boundary gradient constraint.

The volume constraint is also set. The volume of the original
benchmark conning tower is V0 = 28.6 m3, and the volume constraint
is 85% V0 ≤ V ≤ 115% V0.

The overall shape of the conning tower can be controlled by
variables a, C1, C2, C3, C4, and C5, and the ranges of the optimized
variables are set, as shown in Table 2.

3.3 Objective function

In the optimization process, the objective function of the
optimization design must be clarified. Considering the deficiencies
of the optimization objective function, a new type of acoustic stealth
shape optimization objective function suitable for the hull and
conning tower is proposed. The optimized objective function is
determined by taking the product of the energy superposition of
the TS at different incident angles and different frequency points and
the linear average of all TS in the optimization process, to obtain the
underwater vehicle hull and conning tower shapes for acoustic
concealment. Equation 14 gives the optimization target used by
this algorithm.

TST � 10lg ∑
M

φj�m
∑
N

fi�n
10(α fi( )β(φj)TS(fi,φj)/10)⎛⎜⎝ ⎞⎟⎠

× ∑
M

φj�m
∑
N

fi�n
TS fi,φj( )⎛⎜⎝ ⎞⎟⎠/ M1N1( ), (14)

where n and N is the start frequency and end frequency of
optimization, respectively. N1 is the number of frequency points, m
is the start angle of incidence,M is the end angle of incidence,M1 is the
optimized number of angles, TS(fi,φj) is the single-station TS of the
hull or conning tower at the incident angle φj of the plane wave with
frequency fi, TST is the product of the total TS of the hull or conning
tower with different frequencies of incident plane waves at different
incidence angles.

Figure 5 presents the TS calculation diagrams of the underwater
vehicle hull and conning tower used in the optimization process.
When calculating the TS of the conning tower, the z-axis
coordinate of the lowest profile surface of the conning tower is
3.75 m, and the acoustic geometric center of the hull is set at the
center of the hull when calculating the TS. That is, for both the hull
and conning tower, the acoustic geometric center of the TS
calculation is at the coordinate origin (0, 0, 0) to ensure that the
relative positions of the hull and conning tower space remain
unchanged and the correctness of the echoes from the hull and
conning tower assembly are obtained by overlapping the complex
sound pressures of the sub-components.

It should be noted that the parametric modeling method given in
Section 3.1 is only for the conning tower. When calculating the TS of
the conning tower, the z-axis coordinate of the lowest surface of the

TABLE 2 Optimization variable ranges for conning tower.

Parameter Initial value Least value Maximum value

a 1 0.7 1.3

C1 0 −20 20

C2 0 −20 20

C3 0 −20 20

C4 0 −20 20

C5 0 −20 20

FIGURE 5
Schematic diagram for calculating the TSs of the hull and conning
tower. (A) Conning tower. (B) Hull target.
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conning tower is 3.75 m to ensure that the relative position of the
conning tower space remains unchanged.

3.4 Introduction to SA optimization algorithm

The SA algorithm was firstly proposed by Metropolis et al. [30]
in 1953. This approach is a stochastic optimization algorithm based
on the Monte Carlo iterative solution strategy. Its starting point is
based on the similarity between the annealing process of solid
matter in physics and general combinatorial optimization
problems. The SA algorithm starts from a certain high initial
temperature, and with the continuous decrease of the
temperature parameters, combined with probabilistic sudden
jump characteristics, it randomly finds the global optimal
solution of the objective function in the solution space. That is,
the local optimal solution can jump out probabilistically and
eventually tend to the global optimum.

The SA algorithm is an optimization algorithm that can effectively
avoid falling into local minima and finally approaches the global
optimal serial structure by giving the search process a time-varying
probability jump ability that eventually approaches zero. Figure 6
presents a flow chart of the basic concept.

4 Optimization results

4.1 Multi-frequency and multi-angle
optimization of hull

When the plane wave is irradiated onto the underwater vehicle
hull with a frequency modulation signal, the unknown detection angle
greatly increases the possibility of exposure. To reduce the probability
of being discovered, this section presents the optimal hull design for
acoustic concealment considering multiple frequencies and angle. The
optimized objective function under the working conditions in Eq. 14
should be simplified, as shown in Eq. 15:

TST � 10lg ∑
M

φj�m
∑
N

fi�n
10(TS(fi,φj)/10)⎛⎜⎝ ⎞⎟⎠ ∑

M

φj�m
∑
N

fi�n
TS fi,φj( )⎛⎜⎝ ⎞⎟⎠/ M1N1( ),

(15)
where n is the optimized start frequency, N is the optimized stop
frequency, N1 is the number of optimized frequency points, m is the
optimized initial angle of incidence, M is the optimized final angle of
incidence, M1 is the optimized number of angles, TS(fi,φj) is the
single-station TS of the hull or conning tower at the incident angle φj

of the plane wave with frequency fi, and TST is the product of the

FIGURE 6
Basic concept of SA.
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FIGURE 7
Comparison of the hull generatrices before and after optimization and three-dimensional diagram after optimization. (A) Front and rear hull generatrices.
(B) Optimized 3D model of the hull. (C) Angle–frequency spectra of hull TS before optimization. (D) Angle–frequency spectra of hull TS after optimization.

FIGURE 8
Azimuth characteristics and detection rate with respect to angle of the TS of the hull before and after optimization. (A,B) are f = 5.0 kHz. (C,D) are f =
10.0 kHz.
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FIGURE 9
Optimized conning tower models. (A) Lofting control curve comparison. (B) Optimized conning tower model. (C) Angle–frequency spectra of the
conning tower TS before optimization. (D) Angle–frequency spectra of the conning tower TS after optimization.

FIGURE 10
Azimuth characteristics and angle detection rate of the conning tower TS before and after optimization. (A,B) are f = 5.0 kHz. (C,D) are f = 10.0 kHz.
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energy weighted value of the hull TS and the linear mean value
considering different plane wave incident angles and different
frequencies. The optimized incident angle range was set as 0°–180°

with a step length of 1°, and the incident sound wave frequency band
was 5.0–10.0 kHz with the step length of 0.25 kHz. The computer used
for the calculations had a main frequency of 4.20 GHz, running
memory of 32 GB, and the calculation time of 158 h. Based on
iteration of the optimization algorithm, Figure 7 compares the
generatrix types before and after hull optimization and presents the
optimized three-dimensional diagram.

The six optimized variables of the bus-line type control in the
optimized new hull are a = 23.6259 m, b = 5.6487 m, c = 31.2789 m,
d = 7.5690 m, n = 2.1950, and θ = 18.3310°. When the hull before and
after optimization is irradiated by plane acoustic wave at a frequency
of 5.0–10.0 kHz and an incident angle of 0°–180°, the TS
angle–frequency spectrum can be calculated, as shown in
Figures 7C, D.

The TS angle–frequency spectra of hull before and after hull
optimization have their limitations. Therefore, Figure 8 compares
the horizontal azimuth characteristics and angle detection rate of the
hull at different frequency points. Because the azimuth characteristics
and angular detection rate of the hull are the same at each frequency
point, the results are only under two frequency points.

Figures 8A–D compare the azimuth characteristics and angle
detection rate of the TS before and after optimization of the hull at
f = 5.0 kHz and f = 10.0 kHz. The TS of the optimized hull is lower than
that of the original hull at most angles and frequencies. Although the
optimization has a certain effect, the optimized objective function has

certain limitations and does not specifically consider the changes in
the TS at all angles and frequencies. Within the range of 120°–180°, the
TS of the hull before and after optimization does not differ much. After
optimization, it is reduced by approximately 3 dB compared to that
before optimization. The reason is that the echo energy at the stern
part of the hull is relatively weak in this angle range, and the reduction
range is limited, making little contribution to the optimization
objective function. The algorithm ignores this part in the process
of optimization through iteration. The same conclusion can be
obtained from the angle detection rate graph, where the angle is
0°–180° with a step length of 1° and the frequency range is
5.0–10.0 kHz with a step length of 0.05 kHz. After calculation, the
total average TS after optimization is reduced by 5.89 dB compared to
that before optimization. For the abeam direction (90°), the total
average TS after optimization is reduced by 10.37 dB compared to that
before optimization. After optimization, the hull displacement is
85.2% of V0.

4.2 Multi-frequency and multi-angle
optimization of the conning tower

The optimization objective function used for conning tower shape
optimization is given by Eq. 14. The optimized frequency band was
selected to be 5.0–10.0 kHz, and the step length was 0.25 kHz for
optimization. The optimization angle range was 0°–180° with a step
length of 1°. Figure 9 compares the fourth lofting control curve of the
optimized conning tower and shows the optimized three-dimensional

FIGURE 11
(A)Original model. (B)Optimized model. (C) Angle–frequency spectra of the TS of the assembly of the hull with conning tower before optimization. (D)
Angle–frequency spectra of the TS of the assembly of the hull with conning tower after optimization.
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diagram. The calculation time was 113 h, and the computer
parameters were as mentioned earlier.

The six optimized variables of the tower model obtained through
optimization are a = 0.7730, C1 = 3.3020, C2 = 16.0461, C3 = 18.1762,
C4 = 16.0281, and C5 = 8.1101. Figures 9C, D shows the
angle–frequency spectra of the TS of the conning tower before and
after optimization.

The horizontal azimuth characteristics of the TS and angle
detection rate of the conning tower under different frequency were
compared as well, as shown in Figure 10. It can be seen from Figure 10
that in the optimized frequency band and angle range, the optimized
conning tower has a lower TS than the original conning tower. This
conclusion can also be seen from the comparison of the conning tower
detection rate before and after optimization, where the incident angle
range is 0°~180° with a step size of 1° and the frequency range is
5.0–10.0 kHz with a step size of 0.05 kHz. After calculation, the total
average TS after optimization is reduced by 18.21 dB compared to that
before optimization, and the optimized volume is 85.1% V0.

4.3 Evaluation of optimization effect of hull
and conning tower combination

Sections 4.1, Sections 4.2 described the optimization of the
acoustic stealth shapes of the hull and conning tower. The original
benchmark hull and conning tower combination and optimized hull
and conning tower combination were used to calculate the TS

(ignoring the errors caused by assembly). The specific dimensions
were described in the text. TS calculation diagram is shown in
Figure 11.

Using the PEM to calculate the original and optimized benchmark
hull and conning tower combinations, the angle–frequency spectrum
of the TS was obtained in Figure 11. Figure 12 presents the azimuth
angle characteristics and detection rate according to the angle for the
optimized front and rear hull and conning tower combination at
different frequency points.

It can be seen from Figures 11, 12 that the TS of the hull and
conning tower combination before and after optimization are quite
different. In most angle ranges, the sound concealment of the
optimized hull and conning tower combination is obviously better
than that before optimization, where the incident angle range is
0°–180° with a step size of 1° and the frequency range is
5.0–10.0 kHz with a step size of 0.01 kHz. After calculation, the
total average TS after optimization is reduced by 10.58 dB
compared to that before optimization. The total average TS after
optimization is reduced by 10.36 dB at the abeam direction compared
with that before optimization.

5 Experimental verification

The specific Benchmark submarine model and the test equipment
are shown in Figure 13. It is a scale single shell benchmark model with
a scaling value of 1:15.

FIGURE 12
Comparison of azimuth characteristics and angle detection rate of TS of the assembly of the hull and conning tower before and after optimization. (A,B)
are f = 5.0 kHz. (C,D) are f = 10.0 kHz.
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The TS calculation formula is as follows

TS � 20lg
ps@1m

pi

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣
� 20lg

psr2 r1 + r2( )
p1r1

∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣
� 20lg

Vsr2 r1 + r2( )
V1r1

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣, (16)

where ps and ps@1m are the echo pressure from Benchmark submarine
received by the hydrophone and at 1 m, respectively. p1 is sound
pressure of sound source received by hydrophone. r1 and r2 are the
distances between hydrophone and transducer or target center,
respectively. Vs and V1 are voltage amplitudes of target echo and
sound source received by hydrophone, respectively.

The shell is considered as a rigid target in the simulation calculation.
TS comparisons of a Benchmark submarine between the experimental
results and PEM in monostatic configuration are shown in Figure 13.

As illustrated in Figure 13, at the frequency of 5, 6, 8, and 10 kHz,
the TS directivity of Benchmark presents a butterfly shape for both
simulation results and experimental results, that is, the TS is low when

the acoustic wave is incident from bow and stern, and highest during
the abeam incident.

By conducting the acoustic scattering experiment of Benchmark
submarine scale model in lake, the experimental results at different
frequencies are obtained. From Figure 13B, the TS average errors
between PEM and experimental results are within ±3 dB with a good
agreement.

6 Conclusion

In this study, the hull and conning tower of an underwater vehicle
(considered as rigid targets) were used as the optimization objects, and
the method of optimizing the underwater vehicle shape for acoustic
concealment considering incident plane waves of multiple angles and
frequencies was established based on the PEM. Experiment results is

FIGURE 13
(A) Test equipment layout. (B) TS results comparisons between the experimental and PEM results at different frequencies.
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used to prove that PEM and experimental results are in good
agreement. The volume change rates of the hull and the conning
tower, and the gradient of the generatrix or lofting control curve is
chosen as constraints. the. The six variables in the precise section
function of the hull generatrix and the six variables in the parametric
model of the conning tower were determined respectively by applying
SA optimization algorithm. The weight of the TS in the given
frequency band and angle range of the hull and conning tower
shell was chosen as the optimized objective function by applying
COMSOL-MATLAB integrated modeling technology combined with
the PEM. After optimization, the six variables in the segmental
function of the hull generatrix and the shape control function of
the conning tower were obtained to determine the optimal hull and
conning tower shapes for acoustic concealment, when the optimized
objective function was the smallest.

(1) The optimization method proposed in this paper overcomes the
original limitation of relying only on experience or hydrodynamic
performance optimization to modify the line shapes of the
underwater vehicle hull and conning tower. Further, it can be
utilized to perform automatic optimization of the shapes of the
hull and conning tower for acoustic concealment within a given
frequency band and angle range.

(2) When the plane wave was f = 5.0–10.0 kHz and an incident angle
range of 0°–180°, the optimized hull has a total average TS 5.89 dB
lower than that before optimization when this method is applied.
In particular, the abeam angle is reduced by about 10.37 dB, and
the optimized volume is 85.2% V0. The total averaged TS of the
optimized conning tower is 18.21 dB lower than that before
optimization in the optimized frequency band, and the
optimized volume is 85.1% V0.

(3) When the plane wave was f = 5.0–10.0 kHz and the incident angle
range is 0°–180°, the total average TS of the hull and conning tower
combination is reduced by 10.58 dB compared with combination
of hull and conning tower before optimization. When the abeam
angle is 90°, the total average TS after optimization is reduced by
10.36 dB compared to that before optimization.

The optimization method proposed in this paper has still some
deficiencies. For example, one of the constraint conditions is the
volume or displacement of optimization model should be within 15%,
which makes the reduction of TS depends on two factors, i.e., both the
shape modification and the volume variation. However, if the volume
variation can be constrained within 1%, the optimization work will be
more rigorous and convincing. But meanwhile, the convergence
performance of this optimization will be worse and unsatisfied, and
the optimization process will be more time-consuming. Thus the
optimization algorithm need further research and improvement in the
future. In conclusion, the optimization method can greatly reduce the
TS of the hull and conning tower in a given frequency band and

incident angle range, enabling the automatic optimization of
underwater vehicle hull and conning tower shapes for acoustic
stealth. This optimization method can serve as a reference for the
design of underwater acoustic stealth vehicle shapes.
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Acoustics Willis media, known as bianisotropic acoustic media, incorporate
additional coupling between pressure and velocity and between momentum
and volumetric strain in their constitutive equation. The extra coupling terms
have a significant influence on acoustic wave behavior. In this paper, the unusual
wave phenomena relevant to interfaces between homogeneous acoustic Willis
media are theoretically studied. We show that Willis media offer more flexible
control in wave front and energy flow when waves are transmitted through an
interface. Different from traditional acoustic fluid, Willis acoustic media support
edge and interface waves, for which the existence conditions and corresponding
wave features are systematically investigated. The study unveils more possibilities
for manipulating acoustic waves and may inspire new functional designs with
acoustic Willis metamaterials.

KEYWORDS

metamaterial, Willis medium, wavemanipulation, interface transmittance, interface wave

1 Introduction

In the past 20 years, with the emergence and development of metamaterials, the design
space of wave devices and other functionality structures has been enlarged unprecedentedly.
Metamaterials often exhibit abnormal material properties that natural materials usually do
not have, which can lead to many novel wave phenomena, such as negative refraction [1, 2],
super lens [3, 4], and wave cloaking [5–7], providing broad application prospects and
meanwhile appealing more sophisticated homogenization for the characterization of the
dynamic effective properties. In this background, the theory of Willis materials, initially
proposed by Willis [8] in the 1980s for the dynamic behavior of solid composite materials,
has regained much attention [9–12].

Acoustic Willis media (known as acoustic bianisotropic media) incorporate coupling
between pressure and velocity and between momentum and volumetric strain. It has been
found that the local Willis coupling is directly related to the local asymmetry of unit cells
[12]. Accordingly, different designs of acoustic Willis meta-atoms have been proposed, such
as the membrane unit [13, 14], folded channel [15], and Helmholtz resonators [16, 17]. The
extra degree of design freedom offered by the Willis coupling is utilized to realize various
novel wave functionalities. Several studies have observed asymmetric reflection [11, 18–20]
when waves are incident from different directions, based on which the unidirectional
absorber may be realized [21–23]. When Willis meta-atoms are used in metasurfaces [13,
24–26] or metagratings [15, 27, 28] for anomalous refraction or reflections, independent and
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more efficient control of transmission and reflection can be realized.
In addition, active mechanisms can be introduced to enhance the
significance and flexibility of the coupling effect [29, 30], with which
many non-reciprocal phenomena are demonstrated [30, 31].
Although remarkable progress has been made in recent years,
most of the research on acoustic Willis coupling concentrates on
the physical origin and design of Willis meta-atoms. Extended wave
functionalities are usually demonstrated in reduced dimensionality,
such as metasurfaces. Relatively, systematic theoretical study of wave
behaviors in continuous Willis media has not received much
attention. In recent works, some phenomena, such as sound
scattering [32], sound focusing [33], and the topological phase
transition [34] in Willis acoustic media, have been investigated.

In this paper, the unusual wave phenomena relevant to
interfaces between homogeneous acoustic Willis media are
theoretically studied. Section 2 discusses the general properties of
bulk waves in Willis media, such as slowness curves, wave modes,
and impedance. Section 3 explains the interface transmittance when
a wave is incident into aWillis medium, which exhibits more flexible
control in wave front and energy flow through material parameters.
Section 4 considers the edge and interface waves in Willis media,
partly demonstrated in [35]. Here, we present a more systematical
examination considering other possibilities along with the
corresponding parameter conditions and wave modes. Finally,
conclusions are drawn in Section 5.

2 General bulk wave properties

Assuming harmonic motion with circular frequency ω and time
convention e−iωt, the momentum and continuity equations of Willis
media are, respectively, as follows:

iωμ � ∇p and −iωε � ∇ · v , (1)
where p is the acoustic pressure, ε the volumetric strain, v the particle
velocity, and μ the momentum density. Distinct from traditional
acoustic fluid, the constitutive relations of Willis media are
characterized by

−p � κε + S · v,
μ � ρ · v + Sε,

{ (2)

where κ and ρ are the bulk modulus andmass density, respectively. The
density is in tensorial form and can be anisotropic. The vector S
represents the acoustic Willis coupling term, whose fundamental
physics originates from the locally monopolar–dipolar coupling and
non-local phase effects of acoustic scatterers [12]. Here, we assume that
the non-local effects could be ignored; hence, S is purely imaginary.

Combining Eqs 1, 2 gives the wave equation of Willis acoustic
media:

κ − STρ−1S( )
−1
€p � ∇ · ρ−1 + κ − STρ−1S( )

−1
ρ−1S( ) ⊗ ρ−1S( )( ) · ∇p( ).

(3)
The wave equation is quite complex, and to simplify the

analysis and highlight the Willis coupling effect, we consider in
this section the isotropic density ρ, i.e., ρ � ρI. According to [32],
a dimensionless real vector W � iS/

��
κρ

√
is introduced for the

Willis coupling for the sake of convenience. For a plane wave

p � p̂ exp(ik · r) with p̂ and k being the complex amplitude and
the wave vector, respectively, the dispersion equation is

1 +W2( )k2 − W · k( )2 � ρ

κ
ω2, (4)

where W = |W| and k = |k|. Eq. 4 has been formulated by [32]. In a
two-dimensional (2D) case, the scenario of involved directions
regarding the bulk wave propagation is depicted in Figure 1A,
where ϕ is the azimuthal angle of W and ϕ′ is the angle between
W and k.

Eq. 4 clearly shows that the slowness curve is an ellipse because
of W. This is a natural consequence because the coupling vector
brings directionality. Without loss of generality, align the x-axis with
W, then Eq. 4 is simplified as

kx
2 + 1 +W2( )ky

2 � ρ

κ
ω2. (5)

Figure 1C shows the slowness curves of Willis media with
different values of W. The major axis of the ellipse is collinear
with the direction of W, and the ellipse tends to be flatter as W
becomes larger. Compared with ordinary medium (W = 0), the
phase velocity parallel to W remains unchanged, whereas the phase
velocity perpendicular to W increases.

To further characterize the particle movements in Willis media,
we investigate the velocity field of plane waves. Expressing the
velocity field in the medium as v � v̂ exp(ik · r), the complex
amplitude v̂ can be derived as

v̂ � v‖
v⊥

( )

� 1
ωρ

k
1
0

( ) − W2

1 +W2
k cos ϕ′ cosϕ′

sinϕ′( ) − i

�
ρ

κ

√

ω
W

1 +W2

cosϕ′
sinϕ′( )[ ]p̂,

(6)
where the velocity components are decomposed in directions
parallel to and perpendicular to the wave vector, represented by
subscripts “‖” and “⊥,” respectively. Eq. 6 reveals that waves in
the Willis acoustic medium are generally elliptically polarized,
and because |v⊥|≥ |v‖|, the long axis of the ellipse is collinear with
the wave vector direction. This is a typical feature different from
the traditional acoustic media that only supports the longitudinal
wave. A pure longitudinal wave (v⊥ � 0) only happens when the
coupling vector is collinear with the wave vector (ϕ′ � 0 or π). A
typical wave picture is shown in Figure 1B, where the grid points
of solid lines represent the real-time positions of particles,
different colors represent their phases, and the dotted grid
points represent their initial positions. For a wave propagating
to the right, particles rotate clockwise around their equilibrium
position in an elliptical orbit.

In the aforementioned discussion, ρ and κ are assumed to have
positive values. As the Willis medium is often used to characterize
metamaterials, it is reasonable to allow the negative values as well. If
one of ρ and κ is negative, the definition ofW should be modified as
W � iS/

����−κρ√
. As a result, Eq. 5 changes to

k2x + 1 −W2( )k2y � ρ

κ
ω2. (7)

In Eq. 7, if W ≤ 1, the medium does not support any traveling
waves as no real solution of k exists. However, ifW > 1, it is possible
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to find a real solution of k. In that case, the media have hyperbolic
slowness curves, as shown in Figure 1D. The real axis of the
hyperbola is perpendicular to W, and its eccentricity increases
with W.

The group velocity can be determined by calculating the time-
averaged intensity of power flow I � Re(p†v)/2. For different sign
combinations of ρ and κ, fromEqs 5, 7, respectively, they are expressed as

Ix

Iy
⎛⎝ ⎞⎠ � p̂

∣∣∣∣
∣∣∣∣
2

2ωρ

kx
1 +W2

ky

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, for ρ> 0, κ> 0( )or ρ< 0, κ< 0( ),

Ix

Iy
⎛⎝ ⎞⎠ � p̂

∣∣∣∣
∣∣∣∣
2

2ωρ

kx
1 −W2

ky

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, for ρ> 0, κ< 0( )or ρ< 0, κ> 0( ).

(8)

The corresponding directions of group velocity are also plotted
in Figures 1C,D for elliptic and hyperbolic slowness curves. For a
medium with ρ < 0 and κ > 0, the group velocity points to the outer
normal of the hyperbola, whereas for a medium with ρ > 0 and κ < 0,
the group velocity points to the inner normal, as depicted in
Figure 1D. If both ρ and κ are negative, Eq. 5 remains
unchanged, so the slowness curve is elliptic. However, v changes
in the opposite direction, as well as I. Hence, the group velocity

points to the inner normal of the ellipse, as depicted in Figure 1C.
The directions of group velocity can also be derived from the
gradient of Eq. 5 or Eq. 7, but the causality constraint must be
considered as in [36]. Further analysis shows that allowing the
density to be anisotropic only changes the eccentricity of the ellipse
or hyperbola (see Supplementary Material S1).

3 Interface transmittance and abnormal
refraction

Having been acquainted with the wave properties, we consider
in this section the transmittance of acoustic waves through the
interface between an ordinary acoustic medium (Medium I) and a
Willis medium (Medium II), as presented in Figure 2A. A plane
wave is incident from the left side, and the incident, reflection, and
refraction angles are θi, θr, and θt, respectively. The parameters on
both sides are marked in the figure.

The reflected wave is on the side of the ordinary medium, and
the reflection angle follows θr � θi. On the other hand, the refraction
angle in the Willis medium can be determined by the continuity of
the tangential wave vector on the interface (kII sin θt � kI sin θi) as
well as Eq. 4, where kI and kII are wave numbers on both sides,
respectively. The refraction angle θt is ruled by

FIGURE 1
(A) Schematic representation of directions of the coupling vector and wave vector in theWillis acoustic medium. (B) Particle motion of a plane wave
in the Willis acoustic medium. (C) Slowness curve of the positive or double negative Willis medium, k0 � ω

���
ρ/κ

√
. The purple arrows denote the group

velocity of themediumwith ρ > 0 and κ > 0, and the red arrows denote the group velocity of themediumwith ρ < 0 and κ < 0. (D) Slowness curve of a single
negativeWillismedium, k0 � ω

����−ρ/κ√
. The red arrows denote the group velocity of themediumwith ρ < 0 and κ > 0, and the purple arrows denote the

group velocity of the medium with ρ > 0 and κ < 0.

Frontiers in Physics frontiersin.org03

Qu et al. 10.3389/fphy.2023.1141129

44

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1141129


������������������������
1 +W2 −W2(cos (θt − ϕ))2( )

√
sin θi �

���
κ0ρ

κρ0

√

sin θt. (9)

As it is a transcendental equation, in general, θt can only be
calculated numerically. However, for normal incidence (θi = 0), it is
obvious that θt = 0, regardless of the magnitude and direction of the
Willis coupling vector. In this case, the impedance of the Willis
medium in the normal direction of the interface is Zn � p/v‖.
Substituting Eq. 6 and noting that ϕ′ = ϕ, we get

Zn � ±
��
κρ

√ �����������
1 +W2sin 2 ϕ

√
± iW cos ϕ( ). (10)

Therein, “±” represents the different signs when propagating to
the positive or negative direction of the x-axis. In comparison to
traditional acoustic fluid, an extra factor
( �����������

1 +W2sin 2 ϕ
√

± iW cos ϕ) is added to the impedance. As the
absolute value of this factor is greater than 1, the presence of Willis
coupling will always increase the impedance, regardless of its
azimuthal angle. The impedance matching condition at the
interface is

����
κ0ρ0

√ �
����������
κρ 1 +W2( )

√
and cos ϕ � 0 , (11)

which indicates that the direction of the coupling vector must be
perpendicular to the wave vector if the full transmission is
required.

We learn in Section 2 that the direction of energy transmissionmay
differ from the wave vector in the Willis medium. Even for the normal
incidence, the energy flow direction may still deviate. Using Eq. 4, the
reflection power (R � |Ir|/|Ii|) and the two components of the
transmitted power flux (Tx � Itx/|Ii|; Ty � Ity/|Ii|) are calculated.
Figure 2B presents the variation of transmission and reflection
power versus the azimuthal angle ϕ under normal incidence. Other
parameters are set as ρ = ρ0, κ = 0.5κ0 (ρ0 = 1.2 kg/m3, κ0 = 1.4 × 105Pa,
here and after), and W = 1 so that when ϕ = 90° or ϕ = 270°, the
impedance matching conditions are satisfied. The calculated frequency
is 7,000 Hz. Figure 2B shows that at these two points, the full
transmission happens. When W points to other directions, there will
be energy flow in the y direction and reflection. In Figure 2C, the
deflected energy propagation for the case ofWillis coupling with ϕ = 60°

(as indicated by the dot in Figure 2B) is verified by finite element

method (FEM) simulation considering the normal Gaussian beam
incidence. All FEM simulations in this paper study are carried out
via COMSOL software. The energy flux component in the y-direction
corresponding to ϕ = 60° is negative. Correspondingly, it is observed
that the wave beam deflects downward after passing through the
interface.

For oblique incidence and considering negative parameters,
more interesting phenomena can be obtained, as exemplified in
Figure 3, wherein panels in the first row are the refractive patterns
drawn from the slowness curve analysis, whereas the second row
presents the results of FEM simulations of wave beams with
7,000 Hz. As shown in Figures 3A,D, we use a Willis medium
with ρ > 0 and κ < 0, whereas in Figures 3B,E, we use a Willis
medium with ρ < 0 and κ > 0. The used material parameters are
given in Figures 3D,E. Because of the hyperbolic slowness curve,
the wave number ky of the incident wave cannot be less than a
certain critical value to get a real wave number for the refraction
wave, which is opposite to the case of positive parameters. Taking
the 60° incident angle as an example, as indicated by the ki arrow,
the refractive kr is determined from Figures 3A,B. The group
velocity must have a positive x component to ensure energy
always goes forward. For κ < 0 cases, as the group velocity points
to the inner normal of the hyperbolic, negative refraction of
phase velocity and positive refraction of group velocity are
predicted, as shown in Figure 3A. Conversely, for the ρ <
0 case, as shown in Figure 3B, group velocity points to the
outer normal of the hyperbolic. Thus, positive refraction of
phase velocity and negative refraction of energy flow are
predicted. From the FEM simulations in Figures 3D,E, the
aforementioned analysis is confirmed by observing the
refracted wave beam and wave front. As shown in Figures
3C,F, we use a Willis medium with ρ < 0 and κ < 0. The
typical negative refraction is realized like the double ordinary
doubly negative medium.

4 Edge and interface waves

When boundary condition is considered in solving the wave
equation, it is possible to find surface modes, for example, the

FIGURE 2
(A) Problem setup of the wave transmission across an interface between ordinary acoustic and Willis media. (B) Transmission and reflection power
vary with ϕ for normal incidence. (C) FEM simulation of a normal incident Gaussian beam, corresponding to the dot in (B).
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well-known Rayleigh surface wave for solids. For an ordinary
acoustic fluid, surface modes are not supported. However, in the
realm of acoustic metamaterials, surface modes can be found in
acoustic media with negative parameters [3, 37] or with
gyrotropic mass [38]. In [35], we have partly demonstrated
the existence of interface waves at the interface of two Willis
media. Here, we present a more systematic examination of the
edge and interface waves of Willis media.

4.1 Edge waves with sound hard boundary

As sketched in Figure 4A, we consider a semi-infinite of
Willis acoustic medium, and the Cartesian coordinate system is
established to make the open edge along the y-axis. Considering
acoustic field explicitly expressed by p � p̂ exp(ikxx + ikyy), for a
possible edge mode, the field is traveling along the y-direction
and attenuated away from the surface. Thus, ky must be real, and
kx must have a positive (negative) imaginary part when the
surface is on the left (right).

For sound soft (free) boundary, the requisite boundary
condition is p (x = 0) = 0, which holds only for p̂ = 0. Then,
the velocity v̂ vanishes at the same time, and it is concluded that
no edge mode is supported on the sound soft boundary. For
sound hard boundary, it is required that the normal velocity on
the boundary vanishes, that is, vx (x = 0) = 0. Combining the
boundary condition and the requirements of the wave vectors, we
can conclude that surface waves may exist on the hard
boundaries, and the parameter conditions for their existence
are (Supplementary Material S2)

ρyy
κ

> 0 and i Sxρyy − Syρxy( )> 0, when the surface is on the lef t,

ρyy
κ

> 0 and i Sxρyy − Syρxy( )< 0, when the surface is on the right.

(12)

FIGURE 3
Interface refraction of Willis media with negative parameters. (A), (B), and (C) Slowness curves of the medium on the incident side (the gray dashed)
and the refractive side (yellow solid). Blue and green arrows are the incident and refractive wave vectors, with equal tangential components indicated by
the red dotted line. The red or purple arrows indicate the direction of group velocities. (D), (E), and (F) Corresponding FEM simulations of the cases of (A),
(B), and (C), respectively, (pressure field).

FIGURE 4
(A) Schematic representation of the surface mode of a semi-
infinite Willis medium. (B) Typical wave pattern of edgemode for Willis
acoustic media with isotropic density.
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The wave number along the surface is ky � ± ω
�����
ρyy/κ

√
. For the

case of isotropic density and ρ > 0, κ > 0, the aforementioned
condition reduces to be simply

Wx > 0, when the surface is on the lef t,
Wx < 0, when the surface is on the right.

(13)

Eq. 13 has an obvious geometric meaning that the vectorW has
to point away from the edge to find the edge wave. In this case, the
wave mode can be analytically expressed as

p � p̂ exp ikxx + ikyy( ),

vy � ±
1

��
κρ

√
1 +W2

y( )
− iWy

��
κρ

√
1 +W2

y( )
⎡⎢⎣ ⎤⎥⎦p̂ exp ikxx + ikyy( ),

kx � ±
WxWy

1 +W2
y( )

ω
���
ρ/κ

√
+ iWx

1 +W2
y( )

ω
���
ρ/κ

√
, ky � ± ω

���
ρ/κ

√
.

(14)
In Eq. 14, kx is purely imaginary only when W is

perpendicular to the boundary (Wy = 0), and the wave is
exponentially attenuated away from the boundary. In other
cases, kx has both real and imaginary parts, which means that
the edge wave is oscillatory attenuated away from the boundary
(see Supplementary Material S3). In addition, non-zero Wy will
make the imaginary part of kx smaller. Hence, the attenuation will
slow down further. It is also noticed that, unlike the bulk wave,

the edge wave is linearly polarized, and particle velocity possesses
only components along the interface. The wave pattern of the
edge mode is shown in Figure 4B. The grid points on the solid
lines represent the real-time position of particles, and the colors
represent their phases. The dotted lines represent their initial
positions.

FEM simulations are performed to verify the surface wave on the
hard boundaries, as shown in Figure 5. Material parameters of the
Willis medium are ρ = ρ0, κ = κ0, and W = 1. Two directions of the
coupling vector, ϕ = 0° (Figure 5A) and ϕ = 180° (Figure 5B), are used
here. The calculated frequency is 5,000 Hz. A pair of point sources
with a half wavelength distance and opposite phases is set on the
hard boundary to form a dipole, which can stimulate the surface
mode more efficiently. In Figure 5A, the condition that W points
away from the surface is satisfied. Correspondingly, the edge wave is
observed along the y-axis. When W points to the surface, as in
Figure 5B, no surface mode exists, and only the bulk mode is excited.
Figure 5A shows that, for large W perpendicular to the edge, the
wave vectors of edge mode and bulk mode differ much, so they are
not easily coupled with each other. For edge waveguides having
corners not so sharp, the edge wave can pass through without
obvious scattering into the bulk, showing some robustness, as
depicted in Figure 5C.

To design a waveguide with more robustness, we can utilize a
medium supporting edge wave that does not allow bulk waves. A
simple choice is to use a single negative medium with isotropic

FIGURE 5
FEM simulations of surface waves on hard boundaries of Willis media (pressure field). (A)Wpoints away from the surface. (B)Wpoints to the surface.
(C) Waveguide for the edge wave with possible leaking into bulk. (D) Edge wave without bulk leaking using an anisotropic density. (E) Robust edge
waveguide with sharper corners using an anisotropic density.
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density. However, such a medium does not possess edge mode
because Eq. 12 cannot be satisfied, so we seek the possibility in the
Willis medium with anisotropic density. The derived condition for
the Willis medium that does not support bulk waves is (see
Supplementary Material S4)

κ

S2yρxx − 2SxSyρxy + S2xρyy + κ ρ2xy − ρxxρyy( )
< 0 and

ρxxρyy − ρ2xy( ) S2y + S2x − κρxx − κρyy( )> 0.
(15)

If a set of material parameters can satisfy Eq. 12 and 15 at the
same time, the edge wave transmission would be very stable. In
the example in Figure 5D, we choose a set of parameters as
ρxx = – ρ0/2, ρyy = ρ0, ρxy = 0, κ = κ0, Sx � −i ����

κ0ρ0
√

, and Sy = 0 so
that Eqs 12, 15 are simultaneously met for the edge on the left.
All energy is concentrated at the boundary without any bulk
waves. Moreover, in this exclusively edge-mode medium, a
single monopole source is enough to excite the edge wave
without matching its mode. In Figure 5E, a waveguide
containing corners with the right angle is established using
two different Willis media to meet the corresponding
parameter requirements on the boundary of different
orientations. Therein, Medium I is the same as that in
Figure 5D, and Medium II is simply obtained by rotation
from Medium I. The edge wave transmits through the
designed route without energy leaking into the bulk.

4.2 Interface waves between two media

In practice, if the impedance of the Willis and adjacent media
significantly differs, their interface can be treated as an ideal soft or
hard boundary. For other cases, further analysis is required to
estimate whether interface modes exist.

Consider the problem shown in Figure 6A. The ordinary
acoustic medium (Medium I) on the left side and the Willis
medium (Medium II) on the right side form an interface along
the y-axis. In order to simplify the problem, the discussion is limited
to Willis media with isotropic density and ρ > 0, κ > 0. The density

and bulk modulus of the ordinary medium are ρ0 and κ0,
respectively. The parameters of the Willis medium are ρ, κ, and
W. For an interface wave, the pressure fields on the two sides can be
written as pI � p̂ exp(ikIxx + iksy) and pII � p̂ exp(ikIIxx + iksy),
respectively, where ks is the tangential wave vector along the
interface. It must be continuous and real on both sides. kIx and
kIIx are normal wave vectors, which should satisfy Im(kIx)< 0 and
Im(kIIx )> 0 to ensure attenuation in the direction away from the
interface. The conditions for the existence of interfacial waves are as
follows (see Supplementary Material S5):

Wx > 0,
�ρ

�κ
> 1,

W2
x

�κ2
+ �ρ

�κ
1 +W2( )> �ρ

�κ
( )

2

1 +W2( ) 1 +W2
y( ), (16)

where �ρ � ρ/ρ0 and �κ � κ/κ0. The interface mode is difficult to be
expressed analytically, so we demonstrate it with a specific numerical
example in Figure 6B. The parameters are set as �ρ � 0.2, �κ � 0.1,W = 1,
and ϕ = 0°. The grid points in Figure 6B represent the real-time positions
of the particle. Due to the non-zero normal velocity, particles near the
interface rotate in an elliptical trajectory around their equilibrium
positions, which is very different from the edge mode. At the
interface, only the normal velocity maintains continuity. The two
media have a relative slip in the tangential direction. The FEM
simulation of the interface wave is shown in Figure 7A with the
same parameters. The influence of the material parameters on the
robustness of interface waves is analyzed in SupplementaryMaterials S6.

In the problem setup shown in Figure 6A, if the two domains are
both Willis media, the analysis of the interface wave is more
complex, so the general situation is not studied. However, if the
two media meet some specific conditions, the problem will become
intuitive. In Section 4.1, we use the boundary condition that the
normal velocity is zero to derive the existence condition Eq. 12 for
edge waves and the corresponding edge wave number
ky � ± ω

�����
ρyy/κ

√
. The derivation is reversible; that is, if ky �

± ω
�����
ρyy/κ

√
and Eq. 12 holds, the normal velocity on the

boundary must be zero. Thus, we conclude that, in the current
problem of two Willis domains, if the tangential wave numbers on
both sides of the interface are the same and Eq. 12 holds for each
side, the continuity condition of the interface will always be met. In
this situation, the media on both sides are mutually sound hard

FIGURE 6
(A) Schematic representation of the interfacemode between an ordinary medium (Medium I) and aWillis medium (Medium II). The interfacemode is
a traveling mode along the surface and evanescent away from the interface. (B)Wave mode of the interface wave, where the interface expands at a finite
width to clearly display the particle motion on both sides. The insets show typical particle orbits on each side.
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boundaries to each other, so the interface wave can be supported. On
the premise that ρIyy/κ

I � ρIIyy/κ
II, an existence condition for the

interface wave reads

ρIyy/κ
I � ρIIyy/κ

II > 0, i SIxρ
I
yy − SIyρ

I
xy( )< 0, i SIIxρ

II
yy − SIIyρ

II
xy( )> 0.

(17)
An FEM example is shown in Figure 7B. For convenience, the

parameters of Medium II are obtained by the mirror symmetry
operation of Medium I about the y-axis, so if Eq. 17 holds on one
side, it also holds on the other side. The parameters are ρI = ρII

(components are marked in Figure 7B), κI = κII = κ0, SIx � i
����
κ0ρ0

√
,

SIIx � −i ����
κ0ρ0

√
, and SIy � SIIy � 0. Additionally, the parameters in

Figure 7B satisfy Eq. 15, so a pure interface wave is excited
without bulk leaking.

When the density is isotropic, ρ > 0, and κ > 0, Eq. 17 reduces to

ρI/κI � ρII/κII, WI
x < 0,WII

x > 0. (18)
Similarly, Eq. 18 implies that vectorsW on both sides point away

from the interface. An example is shown in Figure 7C. The
parameters in Medium I are ρI = 5ρ0, κ

I = 5κ0, W
I = 1, and ϕI =

180°, and those inMedium II are ρII = ρ0, κ
II = κ0,W

II = 1, and ϕII = 0°.
The density and bulk modulus of the Willis medium on the left side
are both five times those on the right side, so the tangential wave
vector is continuous on the interface. The coupling vector point
away from the interface on both sides. An interface wave is observed
as Eq. 18 is satisfied.

5 Conclusion

In this study, unusual wave phenomena relevant to interfaces
in the homogeneous acoustic Willis media are studied
theoretically. We show that the media exhibit anisotropic
features due to the Willis coupling vector terms, and the
slowness curve can be tuned between elliptical and hyperbolic
shapes. The interface transmittance can be adjusted by the
magnitude and direction of the coupling vector, which offers
more flexible control in the compared with the traditional

acoustic fluids. The Willis acoustic media support edge waves
at acoustic hard boundaries and interface waves at interfaces
between an ordinary acoustic fluid and a Willis medium or
between two Willis media. Particularly, the edge modes may
also exist in certain Willis media that do not support bulk modes,
in which case they can achieve high transmission.

The study unveils more possibilities for manipulating acoustic
waves and may inspire new functional designs with acoustic Willis
metamaterials. It should be noted that this theoretical study
assumes continuous acoustic media already with Willis
coupling. On the experimental side, designing metamaterials
with the wanted coupling effect is still an ongoing and
challenging task. Especially for those wave phenomena calling
for a strong S vector and negative density or modulus, the
experimental demonstration may necessitate a more
sophisticated design.
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FIGURE 7
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Beamforming technology with spherical microphone arrays (SMAs) is often
applied for localizing and identifying noise sources in airplane cabins,
automobiles, and submarines. The performance of a SMA signal processing
algorithm depends on its physical characteristics, especially the array aperture.
The array aperture limits the frequency range of its application, and the small
aperture leads to weak performance at low frequencies. In this paper, a large-
aperture virtual SMA is obtained through the virtual SMA extrapolation method.
Because the radius of the virtual SMA is larger than that of the actual SMA, an
approximate low-frequency signal can be obtained, which may improve the
localization effect of the low-frequency noise source of the SMA. Firstly, the
paper introduces the extrapolation method of SMA, and through the discussion of
several typical parameters such as envelope parameters, SMA aperture and signal-
to-noise ratio (SNR), the application scope and conditions of SMA extrapolation
method are given. In addition, this paper introduces compressed sensing
technology (CS) into the calculation process of virtual SMA extrapolation to
improve the accuracy of virtual SMA element data. The generalized inverse
beamforming (GIB) algorithm is then used to locate and identify noise sources
and verify the benefits of the virtual SMA. Simulation and experimental results
show that the virtual SMA can locate and identify noise sources with high spatial
resolution in the low frequency range.

KEYWORDS

low-frequency sound source, localization and identification, spherical microphone
arrays, array extrapolation, compressed sensing

1 Introduction

Beamforming technology is widely used in detecting marine targets, estimating direction
of arrival, localizing and identifying signals, etc., [1, 2]. Beamforming technology with SMA
is exceedingly popular in localizing and identifying noise sources in the mid-high-frequency
range, because its small-size and full-space directivity [3–5].

SMA with the spherical harmonic beamforming (SHB) algorithm is the most commonly
used noise source localization and identification method in the mid-high-frequency range.
However, SMA with SHB has two drawbacks. On the one hand, SHB uses the orthogonality
of spherical harmonic function to locate the sound source, but it needs to carefully select the
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position and number of array elements, and is vulnerable to noise,
resulting in serious side lobe. On the other hand, the spatial
resolution of low-frequency noise source localization and
identification results is poor, because the aperture of the SMA is
small [5–8].

In order to narrow main-lobe and suppress side-lobes, and
improve the use effect of the array, scholars have also carried out
a lot of research. Scholars have improved the beamforming effect
using algorithms, for example, DAMAS and its derivative algorithm
[9, 10]. Although this algorithm can obtain high-precision noise
source localization and identification results in the mid-high-
frequency range, it cannot solve the problem of poor spatial
resolution in the low-frequency range due to the limitation of
small apertures in the array. The concentric dual-radius SMA
[11, 12] has a wider application frequency range than the single
SMA. In the dual-radius SMA, the large-radius SMA can effectively
compensate for the low-frequency application effect of the small-
radius SMA. However, in general, the two radii of a dual radius
spherical array are fixed values, and the radius cannot be changed
according to the application environment.

This paper proposes a high-resolution low-frequency noise source
localization and identification method. The advantage of this method is
that it can approximately achieve the low-frequency application effect of
the dual-radius SMA without changing the actual SMA. The proposed
method first obtains a large-aperture virtual SMA through virtual SMA
extrapolation [13–16]. The core of virtual SMA extrapolation is to solve
the strength of virtual source from ill-posed inverse problem. In this
paper, the compressed sensing method (CS) is introduced into the
solution process of virtual source strength, which improves the accuracy
of source strength [17]. At the same time, through the discussion and
analysis of parameters such as the aperture of the envelope surface and
the configuration of the virtual source, the radius of the spherical array,
the distribution of the array elements, and the signal-to-noise ratio, the
parameter configuration scheme of the virtual array method and its
application range and conditions are given. Then generalized inverse
beamforming (GIB) is introduced into the localization and identification
of the noise source of the virtual SMA [16, 18]. This solves the problemof
poor spatial resolution of the low-frequency noise source localization and
identification results caused by the small aperture of the SMA.

The remainder of this paper is arranged as follows: Section 2
gives the theory of the SMA extrapolation method and discusses
several factors that affect SMA extrapolation. Section 3 gives the
principle of the GIB algorithm and describes the simulation
experiments of low-frequency noise source localization and
identification with GIB, verifying the effectiveness of the virtual
SMA extrapolation method. Section 4 is devoted to verifying the
accuracy of simulation conclusions and the effectiveness of practical
applications through noise source localization and identification
experiments. The conclusions are provided in Section 5.

2 SMA extrapolation method

2.1 Array extrapolation using the virtual
source method

In this paper, the SMA aperture is extrapolated virtually by
extrapolating the sound field surrounding the SMA. This method

supposes an envelope surface between the sound source and the
actual SMA, and there are some virtual sources on the envelope
surface S. These virtual sound sources are generated by the actual
sound source radiating to the envelope surface S, as shown in
Figure 1. After solving the unknown strength of the virtual
sources, a virtual SMA with a larger aperture can be obtained by
calculating the sound field radiated by the virtual sources in a
forward direction [15–17].

The superposed field generated by the virtual sources can be
given by an integral over S:

p a( ) � ∫
S
G a, r′( )q r′( )dS r′( ) (1)

where p(a) is sound pressure, G(a, r′) is the free-field Green’s
function at a field point a (a is the radius of the SMA) caused by
the source placed at r′, and q(r′) is the vector of strengths of the
virtual sources, satisfying the Helmholtz equation (the time factor
e−iωt omitted):

∇2G a, r′( ) + k2G a, r′( ) � δ a − r′( ) (2)
where k is wavenumber, and k = ω/c, c is sound speed in the air.

ConsiderM virtual sources distributed uniformly on S, Eq. 1 can
be written as a matrix form:

p al( ) � G al, rm′( )q rm′( ) (3)
where q(rm′ ) is virtual sources strengths, G(al, rm′ ) denotes the
transfer function between the mth virtual sources and the lth
array elements, p(al) is the sound pressure vector received by the
L array elements SMA. Therefore, q(rm′ ) can be obtained by solving
Eq. 3 and abbreviated as:

FIGURE 1
Schematic diagram of virtual SMA extrapolation method. The
black sphere represents the actual SMA, the red sphere represents the
virtual SMA, and the purple sphere represents the envelope surface
where the virtual sources are located.
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q � G−1p (4)

2.1.1 Beamforming regularization matrix
method (BRM)

To stabilize the solution of the inverse problem in the presence
of measured noise, the Tikhonov regularization is used:

qreg � arg min ‖p − Gq‖22 + λ2Ω q( )2{ } (5)

where λ is the regularization parameter, ‖•‖2 represents L2 norm, and
Ω(q) = ‖Lq‖ is the smoothing norm of qwith L representing the penalty
matrix. For conventional Tikhonov regularization, L is an identity
matrix. When L is not an identity matrix, the solution is given by:

qreg �
GHp

GHG + λ2LHL
(6)

where [•]H denotes the complex conjugate transpose. To avoid the
lack of information induced by the penalty matrix, the beamforming
regularization matrix is adopted Gauthier et al. [13]:

L � diag
GHp

‖GHp‖∞
( )

−1
(7)

The virtual sources strengths qBF solved by the beamforming
regularization matrix method is

qBF � GHp

GHG + λ2 diag GHp
‖GHp‖∞( )

−1
[ ]

2 (8)

2.1.2 Compressed sensing method
According to the above theory, the virtual source is sparse or

close to sparse. CS can be used to calculate the source strength of
virtual sources. Different from the l2-norm, the l1-norm (‖•‖1)
can promote sparsity and the sparse virtual source strengths can
be obtained. It is preferable to solve the Eq. 4 by minimizing l1-
norm, i.e., [19,20].

arg min
q

‖q‖1 subject to ‖p − Gq‖22 ≤ ε (9)

FIGURE 2
The pressure least square errors as a functon of the frequency for different radii of the envelope surfaces. The simulation results of the BRM and CS
are shown in (A) and (B), respectively.

FIGURE 3
The pressure least square errors as a functon of the frequency for different radii of the number of the virtual source at different frequencies. The
simulation results of the BRM and CS are shown in (A) and (B), respectively.
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where ε is the data fidelity constraint. CS has proved that Eq. 9 can be
solved by using a convex optimization algorithm to obtain a well-
estimated sparse solution with most elements being zero. In the
calculation process, the above CS problem with l1-norm optimization
is solved by the available Matlab CVX package. The result is the source
strengths qBF of the virtual source[21].

2.1.3 Virtual SMA pressure
After solving the strengths of the virtual sources qBF, the sound field

in the envelope surface S can be approximately calculated. Assume that
a virtual SMA is placed at a surface S0 (r is the radius of the virtual SMA)
as shown in Figure 1. Then, a virtual SMA is used to localize and identify
the sound source, the sound pressure pv(rv) received at a point rv on the
virtual SMA can be given by:

pv rv( ) � G rv, r′( )qBF r′( ) (10)

2.2 Analysis of parameters affecting the SMA
extrapolation

Before applying the virtual SMA for noise localization and
identification, it is necessary to analyze the factors affecting the
accuracy of the extrapolation. This section analyzes the parameter
sensitivity of the extrapolation. Here, several dominant parameters

FIGURE 5
The pressure least square errors as a function of SNR at 125 Hz. The simulation results of the BRM and CS are shown in (A) and (B), respectively.

FIGURE 6
Schematic diagram of virtual SMA localization and identification.

FIGURE 4
The pressure least square errors as a functon of the frequency for different spherical array radius. The simulation results of the BRMandCS are shown
in (A) and (B), respectively.
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were considered, including the configuration of the surface where
the virtual source is placed, the aperture of the SMA, and the signal-
to-noise ratio (SNR). Unless specified, the default parameters treated
in the simulations are given as follows: the sound speed c in the air is
340 m/s, the sound source was placed at (5 m, 56°, 201°) in spherical
coordinates, the radius of the open SMA a is 0.3 m, and the number
of array elements is 64. In order to evaluate the accuracy of the

extrapolation, the least square errors of the pressure are defined as
follows Zhang et al. [18]:

η � ∑Q
i�1 ‖pthe r, θi, ϕi( ) − prec r, θi, ϕi( )‖2( )2

∑Q
i�1 ‖pthe r, θi, ϕi( )‖2( )2

× 100% (11)

where pthe and prec are the theoretical and approximate values of
sound pressure on the spherical reference surface, respectively.

FIGURE 7
The simulation results for single source localization and identification using the virtual SMA in (B) and (C) at 125 Hz and SNR = 20dB, and using the
actual SMA shown in (A) and (D) for comparison purposes.

FIGURE 8
The simulation results for single source localization and identification using the virtual SMA in (B) and (C) at 500 Hz and SNR = 20dB, and using the
actual SMA shown in (A) and (D) for comparison purposes.
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2.2.1 The radius of the envelope surface and the
number of the virtual source

Two parameters were considered in the simulations, the radius
of the surface where the virtual source is placed and the number of
virtual sources used [22, 23]. No noise was added during the
simulation process, and the simulation results are shown in
Figures 2, 3.

Figure 2 demonstrates the errors at different radii of the virtual
source surface versus frequency. Here, the radius of virtual source
surface r′was set to be 2, 4, 8, and 16 times that of the open SMA (a =
0.3). In Figure 2, the abscissa represents the product of wave number
k and minimum array element spacing d, and the ordinate
represents the least square error. For a given radius of the virtual
source surface, the error remains stable at around 3% before rapidly
increasing to a cut-off frequency of k × d ≈ 2. The cut-off frequency
corresponds to an acoustic wavelength of 2/d. Thus, an equivalent of
the Nyquist criterion for sampling waveforms is violated at the cut-
off frequency, where a sudden increase in the error can be seen. In
addition, when k is higher than the cut-off frequency, the larger
virtual source radius extrpolation error is smaller. Because the
smaller the envelope surface, the smaller the distance between the
envelope surface and the SMA. Therefore, the correlation of vectors
in the transfer matrix is stronger, and the condition number of the
transfer matrix becomes larger, resulting in instability of the inverse
problem, especially at higher frequencies.

Next, the influence of the number of virtual sources was
researched. Figure 3 displays the errors as a function of the
number of virtual sources at different frequencies. In the figure,
the abscissa represents the product of wave number k and
minimum virtual source spacing d′. In this case, the error curves

exhibit similar behavior as those for different configurations of virtual
sources, significantly decreasing before the number of virtual sources
reaches a specific number M and remaining stable afterward. M also
corresponds to an equivalent of the Nyquist criterion for virtual
sources. This means that the distribution of the virtual sources also
needs to satisfy the Nyquist criterion. At the same time, by comparing
Figures 3A, B, it can be found that the array extrapolation error of CS
method is smaller under the same sampling scheme.

2.2.2 Spherical array aperture
Apart from the virtual source surface configuration, the

aperture of the SMA also affects the extrapolation accuracy.
This section investigates the influence of the radius of the open
SMA. The simulations in this section kept the same default
parameters used in Section 2.1.1. Figure 4 shows the error as a
function of the radius of the open SMA at 125, 250, and 500 Hz.
Four radii, a = 0.1, 0.2, 0.3, and 0.4 m, were considered in the
simulations. And the envelope surface parameter at this time is a
fixed value (the radius of the virtual source surface and the
number of virtual sources are set according to the curve r′/a =
16 in Figure 2). It can be seen from Figure 4 that as r increases, an
overall increasing trend of the error curves can be seen at different
frequencies. Moreover, the higher the frequency, the larger the
increase of error with r. Further, larger radii of the open SMA will
cause smaller errors. This coincides with the observation that
stable results of the inverse problem can be obtained when the
distance between the virtual source surface and the open SMA is
far (small condition number of the transfer matrix). At the same
time, by comparing Figures 3A, B, under the same conditions, the
virtual SMA error obtained by CS method is smaller.

FIGURE 9
The simulation results for double sources localization and identification using the virtual SMA in (B) and (C) at 125 Hz and SNR = 20dB, and using the
actual SMA shown in (A) and (D) for comparison purposes.
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2.2.3 Signal-to-noise ratio
In the actual measurement environment, the received data of

the SMA contains environment noise. Using the received data with
noise could cause the error of the approximate received data of the
virtual SMA to become larger, which affects its subsequent
application effect.

Figure 5 shows the error results of different virtual SMA radii as
the SNR changes at 125 Hz. The radius of the virtual SMA is 1.5, 2,

2.5, and 3 times that of the actual SMA. It can be seen from Figure 5
that the sound pressure extrapolation error at the virtual SMA is
high when the signal to noise ratio is low. Therefore, in order to
obtain a better application effect of the virtual SMA, it should be
ensured that the SNR of the signal received by the actual SMA is
high. An SNR value of at least 20 dB was adopted in the subsequent
noise source localization simulations. At the same time, by
comparing Figures 5A, B, it can be found that the error of CS
method is smaller after SNR is greater than 25 dB. In addition, the
extrapolation error of the virtual SMA increases as its radius
increases at the same SNR.

3 Noise source localization and
identification with GIB

To further improve the resolution of source localization using
the virtual extrapolated array (EA) in the presence of sound sources
in the low-frequency range, GIB is applied in this paper. The GIB
algorithm estimates the source information through the data
measured by the array and its sound field transfer relationship
(Eq. 4). Generally, the number of microphones used is lower than
the number of scanning grid points, thus the general solution of the
unknown strength can be written as:

qλβ � LHL( )
−1
GH G LHL( )

−1
GH + λ2I( )

−1
βp (12)

where β is the scaling parameter to compensate for reduced source
amplitudes caused by over-regularization, with a mathematical
expression of β � ‖GL−1(GL−1)H + λI‖2 Zhang et al. [18].

FIGURE 10
The simulation results for double sources localization and identification using the virtual SMA in (B) and (C)at 500 Hz and SNR = 20dB, and using the
actual SMA shown in (A) and (D) for comparison purposes.

FIGURE 11
Experimental setup.The blue background text at the bottom of
the figure represents an experimental signal transmission system
consisting of a signal generator and loudspeakers. The purple
background text at the top of the figure represents an
experimental receiving system consisting of an SMA, data acquisition
system, and computer.
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The actual SMA and virtual SMA data can be substituted into
the GIB to realize the noise source localization and identification.
Figure 6 shows the schematic diagram of the virtual SMA noise
source localization and identification.

3.1 Single source simulation

In the single sound source simulation experiment, the SMA
was the same as the array in the simulation parameter analysis.
The single sound source was placed at (1m, 91°, 78°) (marked with
‘×’ in the following figures) in the spherical coordinate system

where the SMA was located. The sound source position obtained
through simulation calculation is marked with an arrow at the
upper left corner of the localization result map. During the
simulation calculation, the radius of the virtual SMA was
equal to 0.6 m, which is two times that of the actual SMA (a =
0.3 m). The simulation results of the actual SMA with the same
radius as the virtual SMA (a = 0.6 m) are also displayed for
comparison.

Figures 7, 8 show the simulation results for noise source
localization and identification using the actual and virtual SMA
at 125 and 500 Hz, respectively. Figure 7A shows the localization
result of an open SMA with a radius of 0.3 m, Figures 7B, C show the

FIGURE 12
The experimental results for single source localization and identification using the actual SMA in (A) at 125 Hz, and the virtual SMA shown in (B)
and (C).

FIGURE 13
The experimental results for single source localization and identification using the actual SMA in (A) at 500 Hz, and the virtual SMA shown in (B)
and (C).

FIGURE 14
The experimental results for double sources localization and identification using the actual SMA in (A) at 250 Hz, and the virtual SMA shown in (B)
and (C).
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localization result of a virtual open SMA with a radius of 0.6 m
extrapolated from the open SMA, and Figure 7D shows the
localization result of an actual open SMA with a radius of 0.6 m.
As can be seen from Figure 7, using a virtual open SMAwith a radius
of 0.6 m at 125 Hz can effectively improve the localization effect of
the actual SMA, but the localization effect is slightly worse than a
actual SMA with a radius of 0.6 m. It can be found from Figures 7, 8,
the virtual SMA extrapolation method has obvious advantages. As
can be seen from Figure 4, when the SNR is 20dB, the higher the
sound source frequency, the extrapolation error of the SMA
becomes larger. Therefore, some interference appears in the
localization result graph, but this does not affect the localization
result.

3.2 Double sources simulation

The single sound source localization and identification
simulations described above proved the advantages of the SMA
extrapolation method researched in this paper in the low-frequency
range. In the double sound sources simulation experiment, the SMA
is the same as that in the single sound source simulation. The sound
source position is located at (1 m, 91°, 78°) and (1 m, 89°, 160°) in the
spherical coordinate system where the SMA is located, and the
virtual SMA radius (0.6 m) is set to be 2 times that of the actual SMA.
The simulation results of the actual SMA with the same radius as the
virtual SMA are also displayed for comparison and analysis.

Figures 9, 10 show the simulation results of noise source
localization and identification using the actual and virtual SMA when
SNR= 20 dB at 125 and 500Hz, respectively. It can be seen fromFigure 9
that the actual open SMA with a radius of 0.3 m cannot distinguish the
two sound sources at 125 Hz, but after the extrapolation method is used
to obtain a virtual SMAwith a radius of 0.6 m the two sound sources can
be clearly distinguished. As can be seen from Figures 9B, C, the virtual
SMA obtained by CS method has better resolution effect on two sound
sources. But its effect is not as good as the actual SMA with a radius of
0.6 m. It can be seen from Figure 10 that with the increase of sound
source frequency, the actual SMA with a radius of 0.3 m can effectively
distinguish two sound sources, and the virtual SMA can also distinguish
two sound sources. However, due to the increase of the sound source
frequency, the SMA extrapolation effect becomesworse, and the sidelobe
interference appears in the localization result.

4 Experiments

The simulation experiments of noise source localization and
identification in the case of single and double sound sources
indicate that the SMA extrapolation method explored in this
paper provides some advantages in the low-frequency range. In
this section, an experiment with locating loudspeakers based on
the open SMA (a = 0.3 m) in an empty room is carried out to
verify the accuracy and effectiveness of the extrapolation method
in an actual environment. The signal generator (Agilent33522A)
in the launching system generates signals to drive the
loudspeakers to radiate sound waves. In the receiving system,
the sound waves are received by a 64-element randomly
and uniformly distributed open SMA (BSWA
MPA201 Microphone), collected by the multi-channel data
collector (B&K PULSE 3660D) stored in the computer, and
then displayed by the computer. Photos of the test site are
shown in Figure 11. During the test, the two loudspeakers
were located at (1 m, 91°, 78°) and (1 m, 89°, 160°) in the
spherical coordinate system, which was established with the
center of the open SMA at the origin. In the experiment with
the single sound source, only the sound source at position
1 worked. In the experiment with a double sound source,
both sound sources worked at the same time.

4.1 Single source experiments

Figures 12, 13 show the experimental data processing results
when the sound source frequency is 125 and 500 Hz. It can be
seen from the figure that the position of the sound source could
be accurately localized with the virtual SMA extrapolation
method adopting 125 and 500 Hz. Compared with Figures
12A–C, after adopting the virtual SMA, the width of the
mainlobe of the beam in the GIB algorithm is narrower and
the sound source localization effect is better. At the same time,
through Figures 12B, C, we can see that the virtual SMA obtained
by CS method is better. As shown in Figure 13, the increase of the
sound source frequency, the transmitting ability of the
loudspeaker increases, and the SNR of the signal received by
the SMA is higher, the width of the main lobe is narrower and the
sound source localization effect is better.

FIGURE 15
The experimental results for double sources localization and identification using the actual SMA in (A) at 500 Hz, and the virtual SMA shown in (B)
and (C).
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4.2 Double sources experiments

Next, both loudspeakers were switched on in order to conduct the
experiment with a double source. Figures 14, 15 show the
experimental results for two sound sources at frequencies of
250 Hz (The low frequency emission capability of the loudspeaker
used in the experiment is limited, making it difficult to ensure a high
SNR at 125 Hz. Therefore, 250 Hz was used as the experimental
frequency.) and 500 Hz. It can be seen from the figure that when the
sound source frequency is equal to 250 Hz, the actual SMA cannot
accurately distinguish the two sound sources, while the virtual SMA
can completely distinguish the two sound sources and their positions
accurately. And the localization effect of the virtual SMA obtained by
CS method is better. When the sound source frequency is equal to
500 Hz, the actual and the virtual SMA can distinguish the two sound
sources. And the virtual SMA has higher accuracy, a narrower
mainlobe, and a better localization effect than the actual SMA.

5 Conclusion

This paper proposes a low-frequency noise sources localization
method based on the virtual SMA extrapolation method and resolves
the localization problem of a small-aperture SMA with low-frequency
noise sources. Firstly, this paper introduces the method and principle
of the virtual SMA extrapolation method and discusses in detail the
selection of parameters, the scope of application, and the influence on
the array extrapolation of the envelope surface aperture, SMA
aperture, and SNR. At the same time, the CS technology is
introduced into the extrapolation of the virtual SMA, which
further improves the reception accuracy of the virtual SMA.
Secondly, the GIB algorithm was introduced into the noise source
localization and identification process, and the appropriate virtual
SMA radius was selected according to the above parameter discussion.
The simulation results show that the error of the virtual SMAobtained
by the CS method is smaller, and it also proves the advantages of the
virtual SMA extrapolation method in the low-frequency noise source
localization and identification. Finally, an experiment with noise
source localization and identification of the open SMA was carried

out. The experimental results verify the accuracy of the simulation
calculation and its effectiveness in an actual environment. The
proposed method provides an effective solution for solving the
problem of poor low-frequency spatial resolution of small-aperture
SMAs and expands the application range of small-aperture SMAs. At
the same time, it is proved that themethod simultaneously reduces the
complexity and cost of the measurement system, which has great
engineering application value and prospects.
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As one of the threemajor noise sources of submarines, flow-induced noise plays a
key role for the stealth capability of submarines. Several research studies based on
experiment or simulation have evaluated the sound radiation from the scale
model; however, it is still a great challenge to efficiently evaluate the flow-
induced noise of a large-scale prototype. In order to solve this problem, the
flow-induced noise of different scale submarines is analyzed, and both the
similarity law and the scale effect are discussed in the dimensionless frequency
St = 10–1089. The fully appended DARPA SUBOFF, a famous benchmark
submarine model, is used in our research. The relationship between the sound
power, scale variables, and the speed and scale variables is obtained using the
Buckingham Pi theorem. Then, the sound pressure level and the sound power
level of the SUBOFF, with the scale ratio of 1:24 and 1:48 and the speed of 2, 4, and
8 m/s, are calculated based on the large-eddy simulation (LES)/Lighthill hybrid
method. Finally, the scale effect between a hypothetical prototype (actually, a
benchmark SUBOFF model with a scale ratio of 1:8) and its scale models are
discussed at the same speed. The numerical results show that the submarine’s
sound power level conforms to the similarity relationship of dipole source within
the cut-off frequency St= 100. The error of the sound power level is about 20 lg (φ)
caused by scale effect when the dimensionless frequency is greater than the cut-
off frequency, where φ is the scale ratio from the hypothetical prototype to the
model. The scale error of the sound pressure level at different position and
different frequency exist differently when extrapolating from model results to
prototype according to the similarity law based on dipole source.

KEYWORDS

flow-induced noise, SUBOFF, dipole source, hybrid method, similarity law, scale effect

1 Introduction

There are three main radiated noise sources in submarines, ships, and airplanes,
including mechanical noise, propeller noise, and hydrodynamic/aerodynamic noise.
Among them, hydrodynamic and aerodynamic noises are divided into flow-induced
noise (rigid wall) and flow-excited noise (elastic wall) [1]. The generation mechanism of
various noise sources has been comprehensively discussed by scholars. However, due to the
large size for those vehicles, noise assessment of the prototype has always been a challenge.

For most studies, noise assessment of the full-scale model is usually based on
experiments, for example, measuring different submarines’ noise through sea trial [2],
monitoring hydrodynamic noise generated by different merchant ships on the fixed channel
[3], and determining the location of aerodynamic noise source when the aircraft takes off and
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lands on both sides of the airport runway [4]. Although the
experiment can obtain accurate values under actual conditions, it
is greatly affected by environmental conditions and consumes
considerable manpower and financial resources. Evidently, it is
difficult to carry out experiments for many design studies.

At present, the main solution is to extrapolate from scale model
results to prototype, which requires the similarity law in advance.
The International Towing Tank Conference (ITTC) paid attention
to similarity studies of the ship noise in previous conferences such as
the hydrodynamic noise [5] and propeller noise [6]. During the last
decades, there were abundant experimental research studies on
similarity of the propeller noise. Lee et al. [7] first verified the
similarity law of the propeller tonal noise. Based on the conclusion
proposed by the ITTC in 1987, Tani et al. [8] developed and tested a
similarity relationship of four conventional propellers of different
scales in the cavitation test tunnel. Park et al. [9] established a novel
similarity law to estimate propeller tip vortex cavitation noise and
obtained more consistent prediction than the results of ITTC. In
addition, some scholars also conducted experiments on similarity
studies of the flow-induced noise. Arakeri et al. [10] found a
similarity law where the flow-induced noise of the axisymmetric
body was proportional to the seventh power of inflow velocity. Based
on the same simplified landing gear model, Xing et al. [11] obtained
the sound pressure level spectrums of the flow-induced noise at
different speeds and then normalized the amplitude according to the
dipole characteristics and the frequency according to the Helmholtz
similarity. The low-speed results are in good agreement with those of
high speed, which verified that the acoustic source type of the
landing gear is dipole in the low-frequency range.

With the development of computational fluid dynamics and the
improvement of computer performance, the numerical prediction
method has become a mainstream method [12, 13]. The Lighthill
acoustic analogy and the FfowcsWilliams and Hawkings (FW-H) are
the main numerical methods for predicting radiated noise. Yang et al.
[14] calculated a non-cavitating propeller noise of three different scale
models by using the large-eddy simulation (LES)/Lighthill hybrid
method and found that the scale effect increased with the increase of
the scale ratio. Bosschers et al. [15] proposed a semi-empirical method
to predict the hull pressure fluctuation and radiated noise caused by
propeller tip vortex cavitation noise, and they compared the predicted
results with the measured results using the boundary element method.
In the anechoic chamber wind tunnel, Li et al. [16] verified that the
frequencies of the different scale cylinders satisfy the similarity of the
Strouhal number, and they studied the similarity in different media
based on the FW-H numerical method. There were abundant
numerical calculations to discuss the submarine performance
under small-scale models, including resistance characterization
[17], flow characterization [18], radiated noise [19], and self-noise
[20]. As for the full-scale model, Sezen et al. [21] analyzed the scale
effect of the submarine’s hydrodynamic performance based on the
Reynolds-averaged Navier–Stokes (RANS) method.

As one can notice, under the general computing resource, most
of the numerical methods adopted by scholars only studied the
small-scale model. Numerical calculation of the full-scale
submarines mainly focused on hydrodynamic performance such
as drag and self-propulsion characteristics instead of the radiated
noise performance. The radiated noise characteristics of the full-
scale model can be effectively obtained by studying the acoustic

similarity law. To the best of the authors’ knowledge, there are few
open research studies on the similarity law of submarine’s radiated
noise. Moreover, the reduction technology of mechanical noise and
propeller noise (non-cavitating) has relatively matured [22, 23]. On
this basis, this study is to analyze the similarity of submarine’s flow-
induced noise based on the numerical method.

In order to achieve the aforementioned outlined objectives, the
fully appended SUBOFF (a benchmark submarine) is selected as the
research object, which is fully and deeply submerged by water
(i.e., ignoring the influence of wave resistance and free surface on
sound propagation). Due to the limitation of computer resources,
the similarity of the sound pressure level (SPL) and the sound power
level (SWL) in the low-frequency range St = 10–1089 is discussed
based on the LES/Lighthill hybrid method. This study is organized as
follows: Section 2 introduces numerical methods and numerical
models. In Section 3, the similarity conditions and the relationship
of the far-field unsteady sound pressure are presented. The obtained
similarity laws of the SPL and SWL are verified in Section 4. Section
5 discusses the scale effect of different scale models and the
conclusion is included in Section 6.

2 Numerical models

There are two main calculation methods for flow-induced noise:
direct method and hybrid method. The direct method is based on
the compressible Navier–Stokes equations to calculate the sound
pressure field in the whole fluid domain. The hybrid method
decouples the flow field and acoustic field for calculation, which
ignores the influence of flow on sound propagation. The former is
quite difficult for calculating the large-scale and complex models.
This paper adopted the LES/Lighthill hybrid method, which had
been proved to be effective in predicting flow-induced noise [24, 25].

Figure 1 presents the common flow chart of the coupling
algorithm in predicting the submarine’s flow-induced noise. First,
the SST k-ω turbulence model was used to calculate the steady flow
field. Based on the initial steady results, the LES turbulence model was
used to predict the transient flow field and then obtain the converged
velocity results. The wall-adapting local eddy-viscosity model
(WALE) was selected as the sub-grid model. Then, the unsteady
results were interpolated to the acoustic grids after DFT
transformation. Finally, the acoustic field was calculated based on
the variational Lighthill equation under the volume integral [26]. In
the flow field calculation of this study, the second-order scheme was

FIGURE 1
Flow chart of the flow-induced noise prediction.
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used for spatial discretization, velocity pressure coupling algorithm,
for the SIMPLEC algorithm, and the convection scheme was the
central difference scheme.

2.1 Computational domains and boundary
conditions

A well-known benchmark submarine model named SUBOFF
(no propeller) which was introduced by the Defense Advanced
Research Projects Agency (DARPA) was selected in this study
[27]. The geometric model is shown in Figure 2, the prototype
length L = 104.544 m, maximum diameter D = 12.192 m, sail height
H = 4.944 m, and the surface area S = 3656 m2.

The computational domain of the flow field was established
around the SUBOFF to calculate different scale model, as shown in
Figure 3A. Numerical analysis was performed using the Cartesian
coordinate system with the origin at the top of the SUBOFF head.
The diameter of the cylinder in the fluid domain was 11D. The
upstream of the domain was extended to 0.92 L from the apex of the
SUBOFF head, and the downstream of the domain was extended to
3.58 L from the apex of the SUBOFF tail. The inlet boundary
condition was identified as velocity inlet, and the outlet boundary
condition was defined as pressure outlet. In order to satisfy the
kinematic boundary condition, the cylindrical wall was defined as
symmetry, and the submarine shell was defined as no-slip wall.

Acoustic calculation needs to establish an independent
numerical model, as shown in Figure 3B. The acoustic field was
divided into source region, no-source region, and infinite element
boundary. The source region was the interpolation region of the

stress tensor based on the Lighthill analogy equation. Its boundary
usually needs to be far away from the sound source in consideration
of the truncation error. In this study, selecting a rectangular domain
with the size of 0.92 × 0.92 × 2.75 L as the source region, the wall
boundary was 0.23 L away from the SUBOFF head. The infinite
element boundary surrounding the sound source domain can make
sound propagate to infinity by 1/r. The no-source region was the
area connecting the source region and the infinite element boundary
with the no-source term in the governing equations.

2.2 Grid generation and verification

The fine element of the fluid domain is the precondition for
accurate calculation results, and the element type is structured grid.
Similarity analysis needs to generate different scale mesh models,
but this paper only introduces the condition that the scale ratio of 1:
24 and the speed U = 4 m/s. Under this condition, the fluid domain
was divided into 247 blocks, as shown in Figure 4A. The grids detail
can be seen in Figures 4B, C, most grids are concentrated on the
SUBOFF surface and the wake of submarine. The boundary-layer
grids were encrypted to capture the turbulence details on the surface,
the number of prism layer was 15, the growth rate was 1.1, and the
height of the first layer was 5 × 10−5 m to ensure Y+ ≈ 1 under the
LES turbulence model. The grids of other scale models which have
different number of nodes were produced based on the same blocks.

The resistance coefficient based on the steady SST k-ω
turbulence model and SWL based on the LES/Lighthill hybrid
method are used as the verification of element convergence. The
number of grid models is, respectively, 2.17 million, 5.15 million,

FIGURE 2
Geometric model of DARPA SUBOFF.

FIGURE 3
Computational domains and boundary conditions of (A) flow field and (B) acoustic field.
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7.7 million, and 11.27 million. Figure 5A shows the relative results of
the viscous resistance coefficient (Cν), pressure resistance coefficient
(CP), and total resistance coefficient (CT) in different grid models.
The formula of relative value is (T − Tm)/Tm × 100%, where T is the
resistance coefficient of different mesh models and Tm is the
resistance coefficient under the maximum number. Figure 5B
shows SWL spectrums and the overall sound power level
(OSWL) of different grid models. The calculated results show
that the resistance coefficient and OSWL are basically equal
when the number of elements reaches 7.7 million, and this grid
structure is used for subsequent grid model.

2.3 Verification of the numerical method

Due to the lack of public experimental data of SUBOFF’s flow-
induced noise, calculation results in this paper are compared with

those from other references which also used the numerical
methods. The conditions are scale ratio, 1:24; speed,
3.0506 m/s; and acoustic measuring point, (2.178, −2 m, 0).
The comparison results of the OSPL obtained by the LES/

FIGURE 4
Grid model. (A) Computational domain blocks, (B) grid structure around the SUBOFF, and (C) boundary layer grids details.

FIGURE 5
Grid convergence verification results. (A) Relative value of the resistance coefficient and (B) SPL spectrums.

TABLE 1 Comparison between OSPL calculation results and relevant
references.

Reference Model Method OSPL/dB

Lu YT [28] SUBOFF Simulation 94.5

Yao HL [1] SUBOFF Simulation 102.0

Wang XH [29] SUBOFF Simulation 103.4

Jiang WC [30] Water-drop submarine Experiment 101.3

This study SUBOFF Simulation 100.2
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Lighthill acoustic analogy method in this paper are shown in
Table 1. Among them, Ref. [30] is a “water drop” submarine with
a small difference from the size of SUBOFF, and acoustic results
obtained at the similar measuring points. The calculation results
show that OSPL calculated is within the same order of
magnitude compared with other references, and the error
with OSPL calculated in this paper is within 5.7 dB. This
method can be used as the calculation method for the
subsequent discussion of submarine similarity.

3 Theoretical analysis on the
similarity law

3.1 Dimensional analysis of the sound power

The dimensional analysis method can transform the
dimensional relationship into a dimensionless one. Using this
method, the similarity conditions between model and prototype
can be determined, and then the similarity law can be built to
calculate similar models at arbitrary scales. The power spectral
density of the flow-induced noise with frequency f and position �r
can be expressed as follows:

〈p2
e �r, f( )〉 � ψ M,L, T, ρ, υ, g, U, c, k, �r( ), (1)

where pe is the effective value of sound pressure, M represents the
mass, L represents the length, T represents the time, ρ depicts the
fluid density, v presents the dynamic viscosity coefficient, g presents
the acceleration of gravity,U is the flow speed, c is the sound speed, k
is the wavenumber, andΨ represents the functional relationship of a
series of variables.

M, L, and T are selected as the basic dimension to obtain the
dimensional expression of the remaining physical quantities, as
shown in the following equation

p2
e �r, f( )[ ] � M2L−2T−3[ ], ρ[ ] � ML−3[ ], υ[ ] � L2T−1[ ],

g[ ] � LT−2[ ] U[ ] � LT−1[ ], c[ ] � LT−1[ ], k[ ] � L−1[ ],

�r[ ] � L[ ] �r · r−1[ ]. (2)

Converting the dimensionless relationship into a series of
similarity criterion numbers, the results are given as follows:

π1 � 〈p2
e �r, f( )〉

M2L−2T−4T
� 〈p2

e �r, f( )〉
ρU2/2( )

2
L/U( ), π2 � ρ

ML−3 �
ρL2T−2

ML−1T−2 �
ρU2

P
� 1
Eu

π3 � υ

L2T−1 �
υ

LU
� 1
Re

, π4 � g

LT−2 �
gL

U2 �
1

Fr2

π5 � U

LT−1 �
U

Lf
� 1
St
, π6 � c

LT−1 �
c

U
� Ma, π7 � k

L−1 � He, π8 � r

L
( )

�r
r
.

(3)

The dimensionless relationship of the sound power spectral
density obtained from the Buckingham Pi theorem is as follows:

〈p2
e �r, f( )〉

ρU2/2( )2 L/U( ) � Φ r

L
( )

�r
r
, Eu, Fr, Re, St,Ma,He( ), (4)

where Φ represents a functional relationship; Eu (Euler number), Fr
(Froude number), Re (Reynolds number), St (Strouhal number),Ma
(Mach number), and He (Helmholtz number) are similarity
criterion numbers.

3.2 Similarity law of the submarine

Converting Eq. 4 into sound power spectral in the bandwidth Δf
can be expressed as follows:

〈p2
e �r, f( )〉Δf � ρU2

2
( )

2
L

U
Δf · Φ r

L
( )

�r
r
, Eu, Fr, Re, St,Ma,He( ).

(5)
From Eq. 5, it can be analyzed that the full similarity condition is

that all similarity criteria numbers are equal. However, it is almost
impossible to satisfy in practice. It is necessary to analyze the similarity
conditions and ignore the similarity criterion numbers which have less
impact on flow-induced noise. According to the physical meaning of
each similarity criterion number, a series of assumptions are made to
simplify Eq. 5, as shown in the following section. Assumption (c) and
(d) will be further discussed in the next chapter.

TABLE 2 Calculational parameters of the SUBOFF.

Parameter λ = 48 λ = 24

1 2 3 4 5 6

L/m 2.178 2.178 2.178 4.356 4.356 4.356

U/ms−1 2 4 8 2 4 8

Re/107 0.43 0.86 1.72 0.86 1.72 3.42

Grids/million 3.3 3.3 3.3 7.7 7.7 7.7

Δh/ 10−5m 8 8 8 5 5 5

Δt/ms 0.05 0.05 0.05 0.05 0.05 0.05

n 5,000 2,500 1,250 10,000 5,000 2,500

FIGURE 6
Coefficient drag of the SUBOFF models under different
conditions.
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(1) Flow-induced noise of the SUBOFF has a non-cavitating
phenomenon at low Mach number, and the influence of
Euler number can be ignored.

(2) SUBOFF sailing in deep water is far away from the free surface
without wave resistance, and the influence of Froude number
can be ignored.

(3) There exists a critical Reynolds number, and the influence of
Reynolds number for can be ignored when the Reynolds
number is greater than the critical Reynolds number.

(4) For the flow-induced noise generated when the fluid flows
through the rotating body, and the Strouhal number is
related to the Reynolds number under the condition of a
high Reynolds number.

(5) Flow-induced noise of the SUBOFF in the low-frequency range
is mainly generated by vortex shedding, and the influence of
Helmholtz number can be ignored.

Moreover, sound pressure in the free field is inversely
proportional to the distance. The simplified similarity
relationship is as follows, which ensures the Strouhal number
and the Mach number of the model and prototype are equal.

〈p2
e �r, f( )〉Δf � 1

2
ρU2( )

2 L

r
( )

2

ΔSt ·Φ �r
r
,Ma( ), (6)

where ΔSt represents the dimensionless bandwidth, ΔSt � Δf × L/U.
Curle [31] equated the sound source of flow-induced noise with

monopole source, dipole source, and quadrupole source. This study
assumes that the SUBOFF is a rigid body, so the monopole source
noise can be ignored. In addition, theMach number of all the models
to be discussed is within a low Mach number range, so the radiated
noise of quadrupole source can be ignored. In the scope of this
research, it is considered that the sound source of the SUBOFF’s
flow-induced noise is the dipole type.

Under far-field conditions (k0r≫ 1), the relationship between
sound intensity and variables in the dipole source is shown as
follows [31]:

ID ~ ρ0
U6

c3
L

r
( )

2

cos 2 θ, (7)

where ID is the sound intensity of dipole source and θ is the angle.
Equation 8 shows that the sound intensity of flow-induced

noise is proportional to the sixth power of inflow velocity, and the
radiated sound intensity has the directivity of cos 2 θ. Owing to the
SUBOFF’s flow-induced noise that is generated by the enclosure
and the rudder, this paper considers that SUBOFF is
approximately satisfied with the compact sound source in the
lower frequency range. Combining with Eq. 8, the relationship of
the sound power spectral in the dimensionless bandwidth ΔSt is
obtained as follows:

FIGURE 7
SPL of SUBOFF surface with St = 43.56. (A–C) is the scale ratio of 1:48 and the speed of 2, 4, and 8 m/s, respectively. (D–F) is the scale ratio of 1:
24 and the speed of 2, 4, and 8 m/s respectively.

FIGURE 8
Schematic diagram of measuring point location.
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〈p2
e �r, f( )〉DΔf � 〈p2

e �r, St( )〉DΔSt

� 1
2
ρU2( )

2 L

r
( )

2 U

c
( )

2

ΔSt · cos 2 θ, (8)

where 〈p2
e( �r, f)〉D represents the sound power spectral density of

the dipole source.

4 Verification of the similarity law

4.1 Calculational parameters

Under the same medium condition, the calculational parameters
are designed as shown in Table 2 to verify the similarity of the speed

FIGURE 9
Acoustic directivity of Z = 0 plane at (A) St = 43.56, (B) St = 156.8, and (C) St = 696.9 in the range of St = 10–1089.

FIGURE 10
SPL spectrums of Z = 0 plane under different conditions. (A,B) Calculated results and normalized results of the 0° measuring point. (C,D) Calculated
results and normalized results of the 90° measuring point.
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and scale. There are six groups of calculational conditions, including
the scale ratio of 1:24 and 1:48 and the speed of 2, 4, and 8 m/s,
respectively. To facilitate the analysis, the calculated models are
numbered from 1–6. Fluid material of all calculated models are
water, where ρ � 998.2kg/m3 and c = 1500 m/s. In order to ensure
that the frequency range and frequency resolution are consistent after
spectrum normalization, time step Δt and step number n need to be
controlled before calculation. The calculated dimensionless frequency
range St = 10–1089 and the dimensionless bandwidth ΔSt � 4.356.

4.2 Discussion of the similarity conditions

Similarity conditions of the submarine’s flow-induced noise are
simplified in Section 3.2, and part of them are discussed in this
section. The assumption (a) and (b) in Section 3.2 are satisfied
within the scope of this study and do not need verification; the
assumption (e) can be reflected in the normalized spectrum of the
subsequent section, where it only discusses the assumption (c) and
(d). Evidently, the common premise of the two assumptions is
whether the similarity conditions are met when the Reynolds
number is greater than the critical Reynolds number.

The Reynolds number represents the ratio of inertial force to
viscous force; the higher it is, the less influence of viscous force is.
Therefore, this section first judges the Reynolds similarity from the
viscosity force of models under different cases, Section 4.3 will further
explain that Reynolds number meets similar conditions from the
acoustic spectrum results. The resistance coefficients of each model
in Table 2 were calculated based on the SST k − ω turbulence model of
steady state, as shown in Figure 6. The results show that all resistance
coefficients change slightly, which indicates that Reynolds number has
little influence on viscous force.

Ahlborn et al. [32] obtained the relationship between the
Strouhal number and the drag coefficient of the cylinder with a
high Reynolds number; the equation is given as follows:

St△∞ ≈
1

23/4π

��������
Cd,∞ + 1,

√
(9)

where StΔ∞ represents the universal Strouhal number at a high
Reynolds number and Cd,∞ represents the drag coefficient at
high Reynolds number.

Under different conditions, Figure 7 shows SPL of the SUBOFF
surface at the dimensionless frequency of St = 43.56. It can be found
that flow-induced noise of the SUBOFF is mainly caused by
shedding vortex of the enclosure and the tail rudder. Combining
the conclusion of Figure 6, it can be found that the Strouhal number
in this study is basically equal. In the process of similarity prediction,
frequency can be converted by the Strouhal number.

4.3 Verification of the SPL similarity law

In this section, the dimensionless SPL of far-field measuring
points under different cases were calculated to verify the similarity
relationship of submarine’s flow-induced noise obtained in Chapter
3. Acoustic radiation in the horizontal direction is more important
when the submarine is sailing underwater. The schematic diagram of
the measuring point position in the Z = 0 plane is shown in Figure 8.
Taking the coordinate (0.5 L, 0, 0) as the center of the circle, the
radius r = 11.48 L, and the positive direction of the X axis is regarded
as the starting angle. SPL results of different measuring points in
Figure 8 were calculated based on the numerical method introduced
in Chapter 2, where the computing formula of SPL at dimensionless
frequency is given as follows:

SPL �r, fn( )
∣∣∣∣Δf � SPL �r, Stn( )|ΔSt � 10lg

p2
e �r, Stn( )
p2
ref

⎛⎝ ⎞⎠, (10)

where �r shows the point position, fn is the center frequency, Stn is
the center dimensionless frequency, Δf represents the bandwidth,
pe is the effective value of sound pressure, and pref is the reference
value of sound pressure, which is 1 × 10−6 Pa in water.

Before the verification of the SPL similarity law, this paper made
acoustic directivity of Z = 0 plane at three different dimensionless
frequencies so as to analyze the radiation type of sound source in the
frequency band St = 10–1089 and provide guidance for the
subsequent verification of the similarity law. The SPL directivity
results of St = 43.56, 156.8, and 696.9 are established in Figure 9, and
the following analysis can be obtained. First, at the lower frequency
St = 43.56, it has notable radiation characteristics of dipole “8.” The
radiated direction is perpendicular to the inflow direction, and SPL
in the direction of incoming flow and wake is lower than that on
both sides of the SUBOFF. At higher frequency St = 156.8 and
St = 696.9, especially the latter, the dipole radiation characteristics
become less evident with the increase of frequency. The possible
reasons are the increase in the proportion of quadrupole source at
high frequencies or the gradual change of sound source from
compact to non-compact. Second, under the same dimensionless
frequencies, the directivity at the same speed is in good agreement,
and all acoustic directivity shapes are similar with different speed

FIGURE 11
Measuring point location of radiated sound power under
ISO3744.
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condition. This shows that SPL of the SUBOFF has a certain linear
relationship with the speed, and the relationship is easier to find in
the lower frequency range.

Then, the spectrum results of a single measuring point at
different speeds were analyzed. Assuming that there is a
reference model whose condition Lref = 4.356 m and speed Uref =
4 m/s. Combined with Eqs 8, 10, under the same medium and
dimensionless frequency, the normalized formula of SPL at similar
measuring points can be written as follows:

SPLref St( ) � SPL St( ) − 60lg
U

Uref
( ), (11)

where SPLref represents the reference of the sound pressure level; U
and Uref is the speed of calculated models and reference model,
respectively.

SPL spectrums of 0° and 90° measuring points in the Z = 0 plane are
shown in Figure 10, which includes the direct calculation results and its
normalization results of SPL at dimensionless frequency. From the
calculation results, as shown in Figures 10A, C, SPL spectrum curves
with the same speed but different scales coincide well, and all of them
have the same trend but merely different values, this indicates that the
spectrum has the same conclusion as the directivity. Figures 10B, D are
the normalized spectrum result, according to Eq. 11. At the 0° measuring

point, OSPL of cases 1–6 are, respectively, 34.6, 32.8, 35.3, 34.2, 31.9, and
31.7 dB, and the error value with the reference model (case 5) is within
3.4 dB. At the 90° measuring point, OSPL of cases 1–6 are, respectively,
60.2, 50.6, 54.6, 54.2, 52.3, and 53.7 dB, and the error value with the
reference model is within 7.9 dB. The results show that SPL of the
SUBOFF’s flow-induced noise conforms to the similarity law under the
dipole source. However, we concurrently note that the error of the
normalized results is different at different directions and frequencies, this
paper will analyze the scale error of the SUBOFF model in Chapter 4.

4.4 Verification of the SWL similarity law

Section 4.3 only reflects that the sound power in a certain
direction meets the established SPL similarity law; this section
further verifies the SUBOFF’s SWL similarity law to reflect the
total radiation characteristics in different frequency. As shown in
Figure 11, the layout of SWL measuring points is ISO3744, the
central coordinate is (0.5 L, 0, 0), and the radius R = 2.75 L. The
formula of SWL at dimensionless frequency is shown as follows:

SWL �r, Stn( )|ΔSt � 10lg
P

Pref
( ), P �

4πR2 · 1
N ∑

N

i�1
p2
e �r, Stn( )[ ]

ρ0c0
, (12)

where P shows the mean sound power; Pref is the reference of sound
power; which is 10−12 W in water; R is the radio of the measuring
points; N is the number of measuring points; and pi

e is the effective
sound pressure of measuring points.

Combined with Eqs 8, 12, under the same medium and
dimensionless frequency, the normalized formula of SWL at
similar measuring points can be written as follows:

SWLref St( ) � SWL St( ) − 60lg
UP

Uref
( ) − 20lg

LP

Lref
( ), (13)

where SWLref represents the reference value of the sound power
level.

FIGURE 12
Radiated SWL of (A) calculated results and (B) normalized results under different conditions.

TABLE 3 Calculation parameters of different scales.

Parameter Model1 Model2 Model3 Prototype

λ 48 24 12 8

φ 6 3 1.5 1

L/m 2.178 4.356 8.712 13.068

U/ms−1 4 4 4 4

fmax/Hz 2000 1000 500 334

Δf 8 4 2 1.33
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The simulation results and normalization results of SWL are,
respectively, shown in Figures 12A, B. The latter shows that SWL
spectrum curves under different cases are in good agreement,
meeting the SWL similarity law under dipole source. In addition,
SWL spectrum curves at the same scale but different speeds are
relatively consistent, while at different scales are slightly worse
especially St ≥ 100. In this paper, this frequency is called the
cut-off frequency of the similarity law. Above the cut-off

frequency, the error is evidently caused by scale effect, which will
be analyzed in the next chapter.

5 Scale effect analysis

The similarity analysis in Chapter 4 verifies that the SUBOFF
satisfies the similarity law of dipole source in the low-frequency

FIGURE 13
Extrapolated results and error value between scale models and hypothetical prototype. (A,D) SPL of the 0° mearing point. (B,E) SPL of the 90°

mearing point. (C,F) SWL of the ISO3744 mearing point.

FIGURE 14
Comparison between extrapolated results which added the modified value and hypothetical prototype. (A) SPL of the 90° mearing point. (B) SWL of
the ISO3744 mearing point.
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range, that is, the SPL similarity law of Eq. 11 and the SWL similarity
law of Eq. 13. This chapter analyzes the scale effect generated by the
prediction of the SUBOFF prototype based on the similarity law. All
models and prototype have the same speed, which can ensure that
the Strouhal number and the Helmholtz number meet similar
conditions at the same time. Converting Eqs 11, 13 into the
following formulas

SPLp St( ) � SPLm St( ) + ΔP � SPLD St( ) + ΔP

SWLp St( ) � SWLm St( ) + 20lg
Lp

Lm
( ) + ΔW � SWLD St( ) + ΔW,

(14)
where SPLD and SWLD, respectively, represent the sound pressure
level and the sound power level extrapolated from model to
prototype according to the similarity law of dipole source; ΔP is
the SPL error; ΔW is the SWL error; and p and m represent
prototype and model, respectively.

Due to the lack of experimental data, a SUBOFF model with the
scale radio of 1:8 is taken as a hypothetical prototype, and its
calculation results are regarded as the actual results of the
prototype. φ (φ � LP/Lm) is the scale ratio between the scale
model and the hypothetical prototype, and the related parameters
are shown in Table 3.

The scale effect is discussed under the SPL similarity law of 0° and
90° measuring points in the Z = 0 plane and the SWL similarity law of
ISO3744 measuring points. In order to reduce the numerical error of a
single frequency, the simulation results are converted to 1/3 octave
results, as show in Figures 13A–C. Then, calculating the error value in
each frequency band, respectively, the error results are shown in
Figures 13D–F. The error curves of the 0° measuring points
between models and hypothetical prototype are in good agreement,
which indicates that the extrapolated results parallel to the inflow
direction are less affected by the scale effect within St = 10–1089. At the
90° measuring point, the scale effect increases with the increase of scale
radio φwhen St > 100. The possible reason is that the radiated sound is

mainly caused by the enclosure and tail rudder, which has different
sizes in the 0° and 90° directions, so the sound propagation in the 90°

direction is more affected due to SUBOFF scattering. Thus, compared
with SPL spectrums of the measuring points in the direction of 90° and
0°, the frequency range of the formermeeting the established similarity
law is smaller. Owing to the radiated sound energy is mainly
perpendicular to the inflow direction, and the scale effect of sound
power is similar as the sound pressure at the 90° measuring point.

From the results of St > 100 in 1/3 octave, it can be clearly
seen that SPL of the 90° mearing point and SWL of
ISO3744 mearing points have similar trend. Comparing the
data in the dimensionless frequency range, the error value is
about 20lg(φ), it shows that the ratio of the real value of the
sound pressure at the prototype measuring point to the
predicted value is φ. The corrected spectrums are shown in
Figure 14 after adding the modified value.

In the Z = 0 plane, the SPL spectrum of all measuring points is
analyzed similar to that in Figure 13 to obtain the dimensionless cut-
off frequencies in different directions, as shown in Figure 15. On
both sides of the SUBOFF, the dimensionless cut-off frequencies are
about St = 100. In the head and tail directions, due to the SPL
spectrum having better coincidence within St = 10–1089, the cut-off
frequencies near these directions are greater than the highest
dimensionless frequency within the scope of this study. This
shows that in the similarity prediction based on the dipole
source, the SPL spectrum in different directions has different
dimensionless cut-off frequencies. The cut-off frequencies in the
figure are obtained by observing the normalized spectrum, and there
is no specific calculation method and accurate value, which is only
for readers’ reference. The evaluation method and accurate value of
cut-off frequency need further study.

6 Conclusion

In this study, the LES/Lighthill hybrid method was used to verify
the similarity conditions and similarity laws of the SUBOFF’s flow-
induced noise within the test speed range, and the scale effect under
the similarity law was analyzed. The frequency range of analysis is
St = 10–1089, and the maximum scale ratio is 1:6; certain
conclusions are described as follows:

(1) With the dimensionless frequency in the range of St = 10–1089,
SPL directivity in the Z = 0 plane conform to the dipole
characteristics, and the major radiation direction is
perpendicular to the inflow direction.

(2) When the Reynolds number is greater than the critical Reynolds
number, the submarine’s flow-induced noise meets the
similarity condition, and the frequencies are normalized
according to the Strouhal number. At the same
dimensionless measuring point distance, SPL is proportional
to the sixth power of the speed, and SWL is proportional to the
sixth power of the speed and second power of the scale.

(3) The established similarity law is affected by the scale. At the same
scale, the predicted SPL and SWL spectral curves with different
inflow speeds are generally in good agreement. Under different
scales but the same speed, there exists a dimensionless cut-off
frequency St = 100, below which the SWL spectrums predicted are

FIGURE 15
Cut-off frequencies of the Z = 0 plane in different directions.
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in good agreement; otherwise, the scale error is about 20 lg (φ)
when the dimensionless frequency is greater than it.

(4) The cut-off frequency of SPL similarity law is related to the angle
of the measuring points, which, perpendicular to the incoming
flow direction, is St = 100 (the same as the cut-off frequency of
the SWL similarity law), but the cut-off frequency parallel to the
incoming direction is greater than St = 100.
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Sharp-edge structures exposed to acoustic fields are known to produce a strong
non-linear response, mainly in the form of acoustic streaming and acoustic
radiation force. The two phenomena are useful for various processes at the
microscale, such as fluid mixing, pumping, or trapping of microparticles and
biological cells. Numerical simulations are essential in order to improve the
performance of sharp-edge-based devices. However, simulation of sharp-edge
structures in the scope of whole acoustofluidic devices is challenging due to the
thin viscous boundary layer that needs to be resolved. Existing efficient modeling
techniques that substitute the need for discretization of the thin viscous boundary
layer through analytically derived limiting velocity fail due to large curvatures of
sharp edges. Here, we combine the Fully Viscous modeling approach that
accurately resolves the viscous boundary layer near sharp edges with an
existing efficient modeling method in the rest of a device. We validate our
Hybrid method on several 2D configurations, revealing its potential to
significantly reduce the required degrees of freedom compared to using the
Fully Viscous approach for the whole system, while retaining the relevant physics.
Furthermore, we demonstrate the ability of the presented modeling approach to
model high-frequency 3D acoustofluidic devices featuring sharp edges, which will
hopefully facilitate a new generation of sharp-edge-based acoustofluidic devices.

KEYWORDS

acoustofluidics, microfluidics, acoustic streaming, acoustic sharp edges, finite-element
method (FEM), numerical simulation

1 Introduction

Acoustofluidic devices commonly exploit two phenomena, namely, acoustic streaming
(AS) and acoustic radiation force (ARF), for an increasing variety of tasks due to their ability
to precisely manipulate fluids and objects on the microscale and in a contactless manner [1].
A particular type of acoustofluidic device features sharp-edge structures inside an
acoustically excited device. In such a configuration, sharp edges produce a strong
response in the form of AS [2–5] and ARF [6, 7], as illustrated in Figure 1. The
literature indicates that in most 2D cases, the AS around a single sharp edge manifests
itself in the form of two counter rotating vortices, one on each side of the tip of the sharp
edge, with the flow above the apex directed away from the edge tip [4]. As for the ARF, it has
been shown that “heavy” microparticles get attracted to the excited sharp edge, whereas
“light” particles get repelled from the edge [7].

Acoustically excited sharp edges can be used for micropumping [8, 9], trapping of
biological cells [6, 10, 11], and powerful mixing [12–14]. Numerical models capable of
predicting the behavior inside such devices and, thus, their performance are a valuable tool
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for design optimization. Especially, since the production of most
acoustofluidic devices requires a cleanroom environment, making
prototyping laborious and expensive. Furthermore, numerical
simulations can give deeper insight into the underlying physics
[2, 4, 5].

The modeling of harmonic acoustic fields at the scale of a typical
acoustofluidic device for micromanipulation requires the modeling
of one-half to several acoustic wavelengths λ = c0/f, with the speed of
sound in the fluid c0 and the driving frequency f. Each wavelength is
normally discretized with several tens of elements, making such a
device possible to simulate as a whole 3D multiphysics problem.
However, when analyzing higher-order steady phenomena in
viscous fluids, such as AS, another characteristic length needs to
be discretized-the viscous boundary layer thickness δ � ��������

η/(πρ0f)
√

,
with the dynamic fluid viscosity η and the density of the fluid ρ0. In a
typical acoustofluidic device, filled with water and driven at f =
1 MHz, we have λ ≈ 1.5 mm and δ = 0.56 µm. This indicates a large
separation of length scales, with the device being O(λ), whereas the
discretization at boundaries is required to resolveO(δ). Muller et al.
[15] introduced a Fully Viscous modeling approach based on the
perturbation theory that resolves both λ and δ, requiring significant
computational effort and is, thus, in most cases limited to simplified
2D models. Over the years, alternative approaches were developed
that analytically solve AS in the viscous boundary layer and use the
solution as a boundary condition for the flow in the fluid bulk. This
so-called limiting velocity method (LVM) was already used in [16],
[17, 18], [19], [20, 21], and others. Recently, [22] and [23] improved
the LVM by accounting for the Stokes drift and thermal boundary
layer, respectively. The LVM approach has already enabled 3D
simulations of AS in a whole acoustofluidic device [19, 21, 24].
There is, however, a general limitation of the LVM, in which the
radius of the curvature of boundaries in the system needs to be much
larger than δ. This makes LVM as such unusable for the simulation
of AS in acoustofluidic devices featuring sharp edges, since the
behavior in such devices is greatly influenced by the behavior near
the tips of sharp edges [5].

Sharp-edge acoustofluidics has been successfully modeled in
several studies using the Fully Viscous approach, but typically in 2D
[4, 13, 25, 26] and under further simplifications, such as assuming a
periodicity across the device [3], using systems at low frequencies
with the acoustic wavelength larger than the system (subwavelength
system) [2, 5, 27], or exploiting symmetries [28]. Under these

simplified conditions, a few studies featured the direct numerical
simulations that revealed the threshold amplitude of the oscillatory
excitation velocity at which the perturbation-based computation of
the acoustic streaming near a sharp edge fails [2, 5, 29].

Here, we introduce a Hybrid modeling approach that fully
resolves the viscous boundary layers in the vicinity of sharp
edges, analogous to the approach of [15], while the rest of the
acoustofluidic device is modeled using LVM-based approach
derived by [22]. First, we validate the Hybrid approach against
the Fully Viscous approach on a simple single-sharp-edge geometry,
which is used in several previous studies [4, 5, 26]. Second, we apply
the Hybrid approach to model a more complex acoustofluidic device
that features a pair of sharp edges and is capable of pumping, as
introduced recently in [9]. At last, we apply the Hybrid approach to
model high-frequency sharp-edge acoustofluidics in 3D. The
developed approach, depending on the complexity of the device,
significantly decreases the required degrees of freedom (DOF) in the
model compared to fully resolving the viscous boundary layer.

2 Methodology

In the current work, we model only the behavior of fluids
within microfluidic channels, whereas the solids typically
bounding such channels are replaced by suitable boundary
conditions.

We assume a viscous fluid, the motion of which can be described
by the compressible Navier–Stokes equations

ρ
zv
zt

+ v · ( )v[ ] � −p + η∇2v + ηB +
η

3
( )  · v( ), (1)

and the continuity equation

zρ

zt
� − · ρv( ), (2)

with the velocity v, the dynamic viscosity η, and the bulk viscosity ηB.
The fluid is assumed to be barotropic, and the density ρ, therefore,
depends only on the pressure p, namely,

ρ � ρ p( ). (3)
The equations are linearized using the regular perturbation

approach [30]. Accordingly, the physical fields are expanded in a
series □ = □0 + □1 + □2 + . . ., where □ represents the field and the
subscript denotes the respective order. The amplitude of the first-
order velocity v1 is, therefore, assumed to be small with respect to the
speed of sound c0—small Mach number assumption.

2.1 First-order (acoustic) problem

For a fluid quiescent at the zeroth order (v0 = 0), the substitution
of the first-order perturbed fields into governing Eqs. 1, 2 yields the
set of first-order equations

ρ0
zv1
zt

� −p1 + η∇2v1 + ηB +
η

3
( )  · v1( ), (4)

zρ1
zt

� −ρ0 · v1, (5)

FIGURE 1
Illustration of the main phenomena driven by the oscillations of a
sharp edge relative to the surrounding fluid: (A) the sharp-edge-driven
acoustic streaming [4], (B) the attraction of “heavy” particles to the tip
of the sharp edge due to the ARF [7], and (C) the ARF-based
repulsion of “light” particles by the sharp edge [7].
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with the equilibrium density ρ0. The equation of state, namely Eq. 3,
translates to

ρ1 �
1
c20
p1 (6)

and connects the first-order density with the first-order pressure.
The first-order fields are assumed to have a harmonic time
dependency through the factor eiωt, with the angular frequency
ω = 2πf and the imaginary unit i.

2.2 Second-order (streaming) problem

Applying the perturbation theory to the governing equations up
to second order and taking the time average 〈□〉 � 1

T∫T
□ dt over an

oscillation period T lead to the equations of acoustic streaming [31]

〈p2〉 − η∇2〈v2〉 � −ρ0 · 〈v1v1〉, (7)
 · 〈v2〉 � 0. (8)

The time average of a product of first-order fields □1 � ~□1eiωt, with
the spatially-dependent and time-independent complex amplitude
~□1, is computed as 〈□1■1〉 � 1

2 Re[~□1 ~■1*] with □* denoting a
complex conjugate of □ [32]. For 〈v1v1〉 in Eq. 7, the tensor
product is implied. In Eqs 7, 8, the streaming field is considered
to be incompressible, which is in line with related studies [33–36].

At the second order, the no-slip boundary condition is imposed
on the Lagrangian velocity of the fluid at the fluid boundary. The
Lagrangian velocity is defined as the sum of the Eulerian streaming
velocity 〈v2〉 and the Stokes drift [37, 38]

vSD � 〈 ∫ v1dt · ( )v1〉, (9)
leading to the boundary condition on the Eulerian streaming
velocity

〈v2〉 � −vSD at the boundary. (10)
For rigid boundaries that we assume in this work, vSD reduces
to zero.

This theoretical framework is only applicable as long as the
perturbation theory is valid and as long as the streaming remains
laminar. The validity of the perturbation theory approach in the
context of sharp-edge streaming is further discussed in [2], [5].

2.3 Limiting velocity method

To compute the acoustic streaming one needs to solve the first-
and the second-order problems outlined in the previous sections.
Based on the complexity of the formulation, analytical solutions are
rare and rely on basic geometries, simplified boundary conditions,
and various assumptions regarding the relevant characteristic
lengths, as, for example, performed in [16], [39], [34], [40].
However, under additional assumptions, the so-called limiting
velocity method has been developed by [18], [38], [22], wherein
the aforementioned equations are solved separately in the vicinity of
boundaries, where the viscous boundary layer develops. The main
assumption of the LVM is the smallness of the viscous boundary

layer thickness δ relative to the acoustic wavelength λ = c0/f and
relative to the curvature R of the boundary surface. Additionally, the
displacement of a moving boundary surface tangential to the
boundary surface needs to be small relative to R, while the
displacement normal to the boundary surface needs to be small
relative to δ. The derivation of the fields in the boundary layer
assumes a solenoidal first-order velocity field, and the resulting
(limiting) streaming velocity is then applied to a simplified
streaming problem originating from Eqs 7, 8 as a slip velocity at
certain small distance from the boundary [18] or at the boundary
itself [22], depending on the formulation. It is important to note that
the derivations in [22] are developed for e−iωt time dependence,
whereas the interfaces of the Acoustics Module of COMSOL
Multiphysics that we use for implementation assume eiωt. In the
continuation, the formulation from [22] is, therefore, adapted to the
COMSOL Multiphysics-compatible eiωt.

The first-order problem, in the scope of the LVM, is simplified
by assuming that the velocity field in the fluid bulk is irrotational,
which leads to the Helmholtz equation

∇2p1 + k2cp1 � 0, (11)
with p1 as the only unknown variable and with the viscous
compressional wavenumber

kc � 1 − i
Γ
2

( )
ω

c0
, (12)

with the damping coefficient

Γ � ηB +
4
3
η( )

ω

ρ0c
2
0

. (13)

The first-order velocity is separated as

v1 � vb1 + vδ1, (14)
into a sum of the irrotational ( ×□ = 0) long-range velocity in the
bulk of the fluid vb1 and the solenoidal ( ·□ = 0) short-range velocity
in the viscous boundary layer vδ1. The velocity in the bulk is
connected to the pressure through

vb1 �
i − Γ
ωρ0

p1. (15)

To account for the damping of the viscous boundary layer, the
following condition needs to be applied at the boundary:

n · p1 � ωρ0
i − Γ n · V0

1 −
i
ks
 · V0

1[ ]

− i
ks

ω2

c20 1 + iΓ( )p1 + n · ( )2p1[ ],
(16)

with the outward pointing normal of the unit length n, the velocity of
the harmonic boundary V0

1, and the shear wavenumber

ks � 1 − i
δ

. (17)

The second-order problem for the streaming in the bulk of the
fluid is in LVM governed by

 · vb2 � 0, (18)
〈pb

2〉 − η∇2〈vb2〉 � 〈Lb
ac〉 +

Γω
c20

〈Sbac〉, (19)

Frontiers in Physics frontiersin.org03

Pavlic et al. 10.3389/fphy.2023.1182532

77

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1182532


with the bulk Lagrangian density

〈Lb
ac〉 � 1

2
1

ρ0c
2
0

〈p2
1〉 −

1
2
ρ0〈vb1〉 (20)

and the energy-flux density

〈Sbac〉 � 〈p1v
b
1〉. (21)

The boundary condition that constrains the second-order problem
is given in a form of a slip velocity

vb02 � A · t1( )t1 + A · t2( )t2 + B · n( )n, (22)
with orthogonal unit vectors t1 and t2 that are tangential to the
boundary surface and with

A � − 1
2ω

Re vδ0p1 ·  1
2
vδ01 − iV0

1( ){

+ iV0p
1 · vb1 +

2 − i
2

 · vδ0p1[

+ i  · V0p
1 − n · ( )vbp1n( )]vδ01 },

(23)

B � 1
2ω

Re ivb0p1 · vb1{ }, (24)

with vbp1n � n · vbp1n ; vδ01 follows from the no-slip boundary condition
at the first order as

vδ01 � V0
1 − vb01 . (25)

The superscript □0 indicates that □ is evaluated at the boundary.

2.4 Numerical model

The numerical models implementing the first- and the second-
order problems are developed in the finite-element method
framework of COMSOL Multiphysics 5.6 [41]. In the analysis
that follows, we use three kinds of numerical models, namely, (I)
the Fully Viscous model that numerically solves Eqs. 4–8, 10 in line
with the approach introduced in [15] and used in many studies
since [5, 9, 28, 42], (II) the Full Limiting Velocity Method (FLVM)
model that is based on the LVM of [22] and incorporates Eqs. 11,
16, 18, 19, and 22, and (III) the Hybrid model that uses the
formulation of the Fully Viscous model in the vicinity of sharp
edges and the LVM formulation in the rest of the fluid domain, as
illustrated in Figure 2.

2.4.1 Fully viscous model
The Fully Viscous model is implemented in COMSOL

Multiphysics by using the adiabatic form of the Thermoviscous
Acoustics interface for the first-order problem, which is then solved
with a Frequency Domain study. The second-order problem is
implemented using the Creeping Flow interface, with the
streaming source term −ρ0 · 〈v1v1〉 from Eq. 7, which is the
spatial variation of the Reynolds stress, and added to the
governing equations of the Creeping Flow interface as a volume
force. The second-order problem is solved with the Stationary study.

The boundary conditions in the Fully Viscous model at the first
order are the no-slip condition applied on all the non-moving (rigid)
walls; specifically,

v1 � 0 at the non−movingwalls, (26)
while at the moving walls, the applied wall velocity is imposed as

v1 � vwall at themovingwalls, (27)
with the velocity vwall defined on the case-by-case basis. At the
second order, the no-slip boundary condition is applied to all the
walls, but on the Lagrangian velocity, as in Eq. 10. However, the
Stokes drift that appears in Eq. 10 only at the moving walls.

2.4.2 Full Limiting Velocity Method model
The first-order problem of the FLVM model is implemented

through the Pressure Acoustics interface, with the boundary
condition on the pressure gradient from Eq. 16 that accounts for
viscous boundary layer damping imposed as an inward velocity at all
boundaries. The first-order problem is solved with a Frequency
Domain study. The second-order problem is implemented via the
Creeping Flow interface, same as for the Fully Viscous model. The
source term from Eq. 19 is implemented as a volume force.

The boundary conditions of the FLVM model at the first order
are the slip condition with the additional artificial velocity in the

FIGURE 2
Geometry of the Hybrid model of a single sharp edge in a
rectangular channel. The model is divided into a Fully Viscous domain
(yellow) and a limiting velocity method domain (dark blue). The
boundary conditions of the first-order problem are graphically
indicated. The system is excited by an oscillatory velocity boundary
condition along the x-axis, at x =±a/2 (dash-dotted line) with the
velocity amplitude va. All walls of the LVM domain, including the
driving wall, have an additional artificial velocity imposed according to
[22] that accounts for damping inside the viscous boundary layer δ.
The sharp edge in the Fully Viscous domain is modeled using the no-
slip boundary condition, while the walls at the bottom of the edge are
constrained with a slip boundary condition to improve the fully
viscous-LVM interface. The geometric parameters describing the
model are the channel width a, the Fully Viscous domain width b, the
sharp-edge tip height h, the apex angle of the sharp edge α, and the
radius of the rounding of the sharp-edge tip that is defined as δ/2,
unless specified otherwise.
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direction normal to the wall that imposes viscous damping resulting
from the viscous boundary layer; specifically,

n · v1 � n · p1

iωρ0
at the walls, (28)

where n · p1 is defined in Eq. 16. The case-specific oscillatory
velocity of the moving walls is imposed directly in the expression
from Eq. 16, by setting V0

1 � vwall, with the case-specific vwall. At the
second order, the slip velocity defined in Eq. 22 is imposed to the
fluid at the walls. Specifically,

〈v2〉 � vb02 at the walls. (29)
For the 2D cases, the boundary condition in Eq. 29 simplifies
as t2 = 0.

2.4.3 Hybrid model
In the Hybrid model, the Fully Viscous domain is implemented

analogously to the implementation of the Fully Viscous model,
whereas the LVM domain is implemented analogously to the
FLVM model. The Thermoviscous Acoustics interface and the
Pressure Acoustics interface are coupled through the Acoustic-
Thermoviscous Acoustic Boundary interface. In the Creeping Flow
interface, the gradient of the Lagrangian density (Lac) is omitted
from the LVM domain for numerical stability, since it does not
contribute to the streaming [43]. Consequently, the gradient of the
Lagrangian density needs to be subtracted from the streaming source
term −ρ0 · 〈v1v1〉 in the Fully Viscous domain, to avoid a non-
physical source of streaming at the interface of the LVM and the Fully
Viscous domains. In the LVM domain, we also omit the streaming
source Γω

c20
〈Sbac〉 from Eq. 19 for numerical stability, as it contributes to

bulk-driven streaming, which is insignificant in the cases analyzed
here, but might be important in some other configurations [44].

The boundary conditions in the Fully Viscous domain of the Hybrid
model resemble the boundary conditions applied in the Fully Viscous
model, while the boundary conditions imposed in the LVM domain of
the Hybrid model resemble those in the FLVM model. There are two
exceptions to this at the first order: Thewalls in the FullyViscous domain
are coupled to the LVM domain, where the slip velocity is applied
(indicated in Figure 2) through the following conditions:

n · v1 � 0 at the slip walls, (30)
σn − σn · n( )n � 0 at the slip walls, (31)

with

σn � −p1I + η v1 + v1( )T[ ] − 2
3
η − ηB( )  · v1( )I( )n, (32)

with the identity tensor I; the second exception is at the coupling
boundary between the Fully Viscous domain and the LVM domain,
where the following coupling conditions are applied:

n · p1

iωρ0
|LVM � n · v1|Full. visc. at the coupling boundary, (33)

np1|LVM � σn|Full. visc. at the coupling boundary, (34)
with the left-hand side evaluated in the LVMdomain and the right-hand
side in the Fully Viscous domain, at the coupling boundary. At the
second order, there is no special coupling between the two domains,
except for the volume force accounting for the spatial variation of the

Reynolds stress on the right-hand side of Eq. 7, which is applied only in
the Fully Viscous domain and not in the LVM domain.

The size of the LVM domain in the Hybrid model, here defined
through the length b in Figure 2, should be chosen such that it
surrounds the region of the high curvature of the boundary,
satisfying the condition b ≫ δ under the assumption that δ ≳ 1/R.

For all the models, the Creeping Flow interface contains a
pressure constraint in the form of a zero average across the
whole fluid domain. All the studied 2D cases were solved with
the default solvers, suggested by COMSOLMultiphysics. For the 3D
cases featured here, the solver had to be manually switched to a
Direct solver.

It is important to note that the first-order problem implemented
using COMSOL Multiphysics through the native Thermoviscous
Acoustics or Pressure Acoustics interfaces needs to be consistent
with the time dependency with a factor of eiωt, whereas the
acoustofluidic theories often assume e−iωt, as, for example,
assumed in [22], [23].

For all the studies herein, we assume the fluid to be water with
ρ0 = 1000 kg m−3, c0 = 1481 m s−1, η = 1.02 mPa s, and ηB =
3.09 mPa s [45].

Exemplary 2D meshes for the Fully Viscous model and the
Hybrid model are compared in Figure 3. The inherently larger
bulk element size of the Hybrid model and the absence of mesh
refinements at the boundaries promise a substantial reduction in
the computational effort for the Hybrid model compared to the

FIGURE 3
Comparison of the converged meshes of (A) the Fully Viscous
model with the total DOF of 379′349 and (B) the Hybrid model with
the total DOF of 98′095 at f = 720 kHz in water, with a = 1 mm, h =
100 μm, α = 10°, and b = 150 µm; (C) closeup of the mesh of the
Hybrid model near the sharp-edge tip, where the viscous boundary
layer mesh is distinguishable.
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Fully Viscous model, especially for larger problems. The larger
bulk element size admissible in the LVM domain, compared to
the Fully Viscous domain, stems from the lack of the divergence
of the Reynolds stress in Eq. 19 that requires a refined mesh [22].
The difference in the total DOF is further increased due to the
Fully Viscous model solving the velocity field and the pressure
field in the fluid bulk in the first-order problem, whereas the
hybrid model only solves for the pressure field in the fluid bulk.

The convergence of representative models with respect to the
mesh element size is discussed in Supplementary Material.

In the Fully Viscous model, the first-order pressure and velocity
were discretized using cubic Lagrange and quartic Lagrange
elements, respectively. The second-order pressure and velocity
were discretized with quadratic and cubic elements, respectively.
In the Hybrid model, cubic Lagrange elements were used for the
first-order pressure in the LVM domain, while the pressure and
velocity in the Fully Viscous domain were discretized with quadratic
and cubic Lagrange elements, respectively. At the second order, the
discretization was quadratic and cubic for pressure and velocity,
respectively.

FIGURE 4
Different modeling approaches validated with a rectangular channel without the presence of a sharp edge. We compare the performance of the
Fully Viscous model according to [15], the FLVM model from [22], and the Hybrid model outlined in Figure 2 that combines the two former approaches.
The comparison ismade for the first three resonancemodes in water along the channel width a= 1 mm,with b= 200 μm;mode 1 is shown in (A), (D), (G),
and (J); mode 2 in (B), (E), (H), and (K); and mode 3 in (C), (F), (I), and (L). The first row shows representative acoustic pressure fields (FLVM), the
second row shows representative Eulerian streaming velocity fields (FLVM) with streamlines and arrows revealing the direction of the velocity, the third
row shows the average acoustic energy density Eac, and the fourth row shows themaximalmagnitude of the Eulerian streaming velocity |〈v2〉|. To support
the build-up of the corresponding resonances, the excitation at x =±a/2 with va = 1 mm s−1 is imposed in the same direction (in phase) for modes 1 and
3 and in the opposing directions (π phase shift) for mode 2.
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The results of numerical simulations are evaluated through the
base variables (p1, v1, and 〈v2〉) as well as through the time- and
space-averaged acoustic energy density [46]

Eac � 1
Ω∫

Ω
〈 1
2ρ0c

2
0

p2
1 +

ρ0
2

v1 · v1( )〉dΩ, (35)

within a spatial domainΩ that corresponds to the volume in a 3D or the
area in a 2D configuration. The first term within 〈□〉 in Eq. 35 represents
the potential energy density, while the second term represents the kinetic
energy density. In the LVMsubdomains ofΩ, v1 is computed fromEq. 15.

3 Results

We study several cases using the described numerical models,
which validate the Hybrid model on various 2D geometries in

combination with fluidic channel resonances. In the last part, the
benefit of the Hybrid model is demonstrated on the analysis of an
exemplary 3D case that would have been very difficult if not
impossible to model using preexisting approaches.

3.1 Rectangular channel in 2D

We first analyze a simple case of a 2D rectangular fluidic
channel that is geometrically equivalent to the case presented in
Figure 2, but without the sharp edge. The analysis, presented in
Figure 4, compares the FLVM model and the Hybrid model
against the Fully Viscous model, in order to validate the
implementation in COMSOL Multiphysics and to estimate
the baseline error caused by the coupling of Fully Viscous
and LVM domains within the Hybrid model. In the Hybrid

FIGURE 5
Different modeling approaches validated with a rectangular channel containing a sharp-edge structure. We compare the performance of the Fully
Viscous model according to Muller et al. [15], the FLVM model from [22], and the Hybrid model outlined in Figure 2 that combines the two former
approaches. The comparison is made for the first resonance mode in water along the channel width a = 1 mm, with h = 100 μm, b = 150 μm, and α = 10°.
(A) Average acoustic energy density Eac, (B) maximal root-mean-square acoustic velocity RMS|v1|, and (C) maximal Eulerian streaming velocity
magnitude |〈v2〉|. (D), (G) Half of the acoustic pressure fields that are otherwise antisymmetric. (E), (H) Half of the root-mean-square acoustic velocity
magnitudes that are otherwise symmetric. (F), (I) Half of the Eulerian streaming velocity fields that are otherwise symmetric. (J), (K) Zoomed-in fields
corresponding to (H) and (I), respectively. (D)–(F) From the Fully Viscous model; (G)–(K) from the Hybrid model. All the displayed fields correspond to f =
720 kHz. The fields from the FLVMmodel are omitted, since they are erroneous due to the inherent assumptions of the model (as a note, the direction of
the streaming velocity from the FLVMmodel is inverted relative to the actual pattern). The excitation is imposed in the same direction (in phase) at x=±a/2
with va = 1 mm s−1.
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model, the Fully Viscous domain is defined with length b, while
the LVM formulation is applied to the rest of the rectangular
domain defined with length a, as specified in Figure 2.

The 2D geometry of the rectangular fluidic channel in Figure 4 is
frequently used for studies in acoustofluidics [15, 25, 39, 46, 47]. The
geometry is defined through the lengths a = 1mm and b = 200 µm.
Predictions of the three models are compared around the first three
resonance modes across the width of the rectangular channel in the x-
direction.We apply the excitation at x=±a/2with va = 1mm s−1 imposed
in the samedirection at both sides of the channel (in phase) to support the
build-up of the resonance modes 1 (Figure 4A) and 3 (Figure 4C) across
the channel width. For the resonance mode 2 in Figure 4B, the velocity
va = 1 mm s−1 is imposed in the opposing directions (π phase shift) at the
two sides of the channel.

Qualitatively, the first- and second-order fields look the same
for all models and modes; therefore, only reference normalized
fields are shown in Figures 4A-F. The frequency sweeps around
the three resonance frequencies in Figures 4G-L, which further
validate our COMSOL Multiphysics implementation of the
LVM, as particularly the FLVM model matches the Fully

Viscous model perfectly. While the Hybrid model matches
the Fully Viscous model well for all three modes in terms of
the corresponding resonance frequency, it overestimates the
acoustic energy density Eac and maximal streaming velocity
max(|〈v2〉|). The error for the first mode is 7% and 6% for
Eac and max(|〈v2〉|), respectively. In the case of the two higher
modes, the errors reach up to 76%. The error comes from the
coupling of the LVM with Fully Viscous domains and can be
minimized by reducing the length of the boundary section that
assumes a Fully viscous formulation and by positioning the Fully
Viscous domain close to the pressure node (see Supplementary
Material for further analysis). However, for frequencies away
from the center of the resonance peak, the errors are minimized
and all three models agree well.

3.2 Rectangular channel with a sharp-edge
structure in 2D

In Figure 5, we look at the same 2D rectangular fluidic channel
as in Figure 4, whereas a sharp edge has been added. A comparable

FIGURE 6
Influence of the channel width a on the performance of the
Fully Viscous model and the Hybrid model for a subwavelength
system with a sharp edge. The channel width is varied in the range
of 0.3 mm ≤ a ≤ 50 mm at a fixed low frequency of f = 10 kHz
to avoid channel resonances. The channel contains a single sharp
edge, as indicated in Figure 2, with h = 100 μm, b = 150 μm, α = 10°,
and the sharp-edge rounding radius of 0.3 µm. (A) Average
acoustic energy density Eac, (B) maximal Eulerian streaming
velocity magnitude |〈v2〉|, and (C) scaling of the DOF with the
channel width. The excitation is imposed in the same direction (in
phase) at x =±a/2, with a channel-width-dependent amplitude va �
vmid cos[2xfπ/c0] that enforces a constant acoustic velocity
amplitude vmid = 1 mm s−1 in the middle of the channel at the sharp
edge.

FIGURE 7
Influence of the channel width a on the performance of the Fully
Viscous model and the Hybrid model for a resonant system with a
sharp edge. Channel width is varied in the range of 0.3 mm ≤ a ≤
3.5 mm at a fixed frequency of f = 720 kHz to induce channel
resonances. The channel contains a single sharp edge, as indicated in
Figure 2, with h = 100 μm, b = 150 μm, α = 10°, and the sharp-edge
rounding radius of δ/2. (A) Average acoustic energy density Eac, (B)
maximal Eulerian streaming velocity magnitude |〈v2〉|, and (C) scaling
of the DOF with the channel width. The excitation is imposed in the
same direction (in phase) at x =±a/2, with a fixed amplitude va =
1 mm s−1. The imposed excitation supports the odd resonances
(modes 1, 3, . . . ) that have a symmetric acoustic velocity field about
the plane of the symmetry x =0 at the sharp edge.
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geometry is featured in several prior experimental [2, 4, 7, 14] and
numerical [2, 5, 25, 26] studies of sharp-edge acoustofluidics.

We apply the excitation at x = ±a/2 with va = 1 mm s−1 imposed
in the same direction at both sides of the channel (in phase) to
facilitate the build-up of the first resonance mode across the channel
width. The first resonance mode was chosen for the analysis as it
induces a pressure node and, thus, a velocity antinode at the location
of the sharp-edge tip, producing strong sharp-edge phenomena.

The presence of the sharp edge shifts the resonance frequency of
the first mode in Figure 5 from ~ 740.1 kHz down to ~ 720.8 kHz,

when compared to a channel without the sharp edge in Figure 4. The
lower resonance frequency in the rectangular fluidic channel
featuring a sharp edge, compared to the channel without the
sharp edge, was already observed in simulations in [26]. This
frequency shift might be due to the increased path of waves, as
they have to circumvent the sharp edge, analogously to the presence
of other objects dispersed in an acoustic field that decrease the
resonance frequency, for instance, bubbles [30].

Figure 5 reveals a good agreement between the Hybrid model
and the Fully Viscous model, whereas the FLVM model

FIGURE 8
Different modeling approaches validated on a complex 2D geometry containing a pair of sharp edges that can facilitate pumping. The geometry is
inspired by the experimental device from [9]. We compare the performance of the Fully Viscous model and the Hybrid model that combines the Fully
Viscous domain with the limiting velocity method domain. The comparison is made for one of the resonance modes in water with the dimensions of the
rigid channels defined in (A), (B), (H), and (I), where (H) and (I) show the Fully Viscous domains. The acoustic pressure and the streamlines of the
Eulerian streaming velocity are shown in (A) for the Fully Viscous model and in (B) for the Hybrid model and (C) and (D) show the respective zoomed-in
Eulerian streaming fields near the pair of sharp edges. The compared fields correspond to f = 738.85 kHz, where (E) shows the average acoustic energy
density Eac, (F) shows the maximal Eulerian streaming velocity magnitude |〈v2〉|, and (G) shows the x-component of the Eulerian streaming velocity in
point P, defined in (B). The excitation in a form of an oscillatory velocity in the y-direction with an amplitude va = 1 mm s−1 is imposed on the whole
uppermost boundary.
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quantitatively and qualitatively disagrees with the Fully Viscous
model. The latter is expected based on the underlying
assumptions of the LVM, and the FLVM model is, therefore,
omitted from further analysis. At the resonance peak, the Hybrid
model slightly underestimates the magnitude of the first-order
fields, reflected in ~16% lower Eac maximum compared to the
Fully Viscous model. Similarly, the maximal magnitude of the
Eulerian streaming velocity is underestimated by ~16% at the
resonance peak. However, the agreement between the Hybrid
model and the Fully Viscous model is very good away from the
center of the resonance peak. Specifically, the difference in Eac
and max(|〈v2〉|) is < 5% for frequencies > |± 2 kHz | from the
center frequency of the peak.

In order to understand how the newly developed Hybrid
model is compared to the Fully Viscous model in terms of the
computational demand relative to an increasing size of the
domain, we keep track of the DOF as the channel width a is
increased. The results shown in Figure 6 present Eac,
max(|〈v2〉|), and the DOF for the rectangular channel with a
sharp edge from Figure 2 at f = 10 kHz and across the channel
width range of 0.3 mm ≤ a ≤ 50 mm, making this a
subwavelength problem (λ ≈ 150 mm). The results indicate a
good agreement between the two models in terms of Eac and
max(|〈v2〉|) across the whole range of a. Interestingly, the
behavior below a ≈ 1 mm depends on a, while it remains
independent of a for larger domain sizes. The DOF in the
Fully Viscous model, however, significantly exceeds the DOF
in the Hybrid model, with the DOF reaching > 40-fold

reduction as the domain size is increased, indicating the
benefit of the Hybrid model.

To compare the scaling of the Hybrid model and the Fully
Viscous model at higher frequencies, we vary a from 0.3mm to
3.5 mm at f = 720 kHz. The results in Figure 7 reveal three
resonances in the channel across the investigated range of a, with
the first peak at a ≈ 1 mm corresponding to the resonance peak
previously analyzed in Figure 5. The two models match very well in
terms of Eac and max(|〈v2〉|). The DOF generally exceed those from
Figure 6 due to the higher frequency, and the DOF in the Hybrid
model again show a significant up to ~ 11-fold decrease relative to
the DOF in the Fully Viscous model.

3.3 Sharp-edge-based micropump in 2D

The main advantage of the developed Hybrid model is the
ability to model larger systems that feature sharp-edge structures.
We analyze the performance of the Hybrid model for a larger
system in Figure 8, in the case of a 2D acoustofluidic micropump
inspired by [9] that is capable of fluid pumping and mixing due to
the sharp-edge streaming, as well as microparticle/cell focusing
and trapping by the acoustic radiation force due to the fluidic
channel resonances.

Similar to the previous results, the behavior predicted by the
Fully Viscous model and the Hybrid model matches qualitatively
and quantitatively, except for the resonance peak, where the Hybrid
model underestimates the magnitude of acoustic fields.

FIGURE 9
The Hybridmodel of a rectangular channel containing a sharp-edge structure in 3D. An analysis is performed near the first resonancemode in water
along the channel width a = 1 mm, with h = 100 μm, b = 150 μm, d = 50 μm, and α = 10°. (A) The mesh, (B) the first-order pressure p1, (C) the Eulerian
streaming velocity pattern, and (D) the zoomed-in streaming field corresponding to (C). The analysis of the pressure and streaming velocity fields in
(B)–(D) is performed at themiddle xy-plane (at z= d/2), with some additional xz- and yz-planes for orientation. All the displayed fields correspond to
f = 720 kHz. The excitation is imposed in the same direction (in phase) at x =±a/2 with va = 1 mm s−1.
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3.4 Rectangular channel with a sharp-edge
structure in 3D

Finally, we demonstrate the capability of our efficient
modeling approach by solving a high-frequency acoustic
streaming problem in 3D using a Hybrid model with the
geometry from Figure 2 extruded to a depth of d. The
exemplary mesh and results are shown in Figure 9.

We apply the 3D model to study the influence of the depth d
on the Eulerian streaming pattern on the xy-plane at z = d/2 in
Figure 10. The results show that the pattern is visibly affected by
the presence of the front (z = d) and back (z = 0) covers when d =
10 µm in Figure 10A, but the pattern gradually converges to the
streaming pattern in the 2D model from Figure 5 as d is
increased to 100 µm in Figure 10D. However, as shown in
Figure 10E, the maximal Eulerian streaming
velocity magnitude remains impaired by the 3D effects even
at d = 100 μm, when compared to the magnitudes from
a comparable 2D configuration at f = 720 kHz from Figure 5C.

4 Discussion

We have demonstrated that the novel Hybrid model, combining the
Fully Viscousmodeling of the acoustic phenomena [15] near sharp edges
with the efficient modeling of the viscous boundary layers according to
[22] in the rest of the device, provides up to > 40-fold reduction in the
required DOF in 2D validation studies while capturing the relevant
physics. Furthermore, this approach enables the modeling of 3D sharp-
edge phenomena at high frequencies, where the viscous boundary layer
thickness δ reduces to the rounding radius of sharp edges or below.

While the novel Hybrid model introduces a quantitative
error on the estimated magnitude of fields at the resonance
peaks, it correctly predicts the qualitative behavior throughout
the modeled device. This is of no concern for problems that do
not involve resonances in the fluidic channels, e.g., the
configurations from [2, 5, 14]. Sharp-edge-based devices
operating at higher frequencies, such as the multifunctional
chip reported by [9], can still be effectively modeled, as
demonstrated in Figure 8. Shortcomings in terms of
erroneous magnitudes at resonances are not too important,
since the underlying total damping defining the quality of a
given resonance is generally difficult to model anyway and can
vary due to a plethora of experimental conditions [19], such as
the temperature, material damping, damping in the connecting
glue layers, and many more.

The relative error of the Hybrid model is for a given resonance
similar for both analyzed quantities, Eac and max(|〈v2〉|). This implies
that the error originates from the computation of the first-order fields,
since both quantities rely on the square of a first-order quantity—Eac
directly, whilemax(|〈v2〉|) depends the square of the first-order velocity
as a source term in Eq. 7 and as a boundary condition through Eq. 9.

Our Hybrid model allows the study of 3D sharp-edge effects, as
demonstrated in Figure 10, where we showed that the 3D effects in the
quasi-2D geometry are limited to a certain depth, as previously
hypothesized in [5]. This provides the justification for the use of 2D
models when modeling quasi-2D channels of lab-on-a-chip devices that
typically exceed the depth of 100 µm.

The herein introduced Hybrid modeling approach can be
used to aid the emerging field of sharp-edge acoustofluidics. In
the latter, sharp-edge structures such as needles or wedges in
microfluidic devices are excited with ultrasound for a wide range
of applications, ranging from propulsion of microrobots [48–50]
and enhanced drug delivery [27] to advanced lab-on-a-chip
technology involving sharp-edge-based micropumps and
micromixers [3, 8, 9, 12–14, 51].
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FIGURE 10
Influence of the channel depth d on the sharp-edge streaming
pattern at the middle xy-plane (at z = d/2), studied with the Hybrid 3D
model. The channel depth is varied from d = 10 µm in (A) to d =
100 µm in (D) at a fixed frequency of f = 720 kHz. The
corresponding maximal Eulerian streaming velocity |〈v2〉| is shown in
(E). The channel contains a single sharp edge, as indicated in Figure 2,
with h = 100 μm, b = 150 μm, α = 10°, and the sharp-edge rounding
radius of δ/2. (A)–(D) Eulerian streaming velocitymagnitude |〈v2〉|. The
excitation is imposed in the same direction (in phase) at x =±a/2, with
an amplitude of va = 1 mm s−1.
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Focusing higher-order Lamb
waves based on the Luneburg lens
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In order to improve the spatial resolution and the signal-to-noise ratio of Lamb
waves in structural health monitoring systems or non-destructive testing
techniques, this study presents the construction of Luneburg lenses for
focusing higher-order Lamb waves based on the thickness variation. The
dispersion curves of Lamb waves are calculated firstly, from which the relation
between the phase velocity of a specific mode and the plate thickness is
quantified. After that, the plate thickness is determined via the refractive index
variation. To demonstrate the generality of this design scheme, two lenses, i.e., the
A1-wave-based Luneburg lens and the S2-wave-based Luneburg lens are
constructed, and their focusing abilities are examined via numerical simulations
in both the time domain and frequency domain. It is revealed that the A1 wave and
S2 wave can be focused with a focusing size smaller than one wavelength. The
design methodology is easy to realize and can be used to control higher-order
Lamb waves efficiently, which also provides potential application values in wave
detections and energy collections.

KEYWORDS

higher-order Lamb waves, Luneburg lens, refractive index, wave focusing phenomenon,
ultrasound

1 Introduction

Lamb waves, propagating in a plate-type structure with two traction-free surfaces, have
been widely applied in structural health monitoring (SHM) systems and non-destructive
testing (NDT) techniques [1–3], which dues to their unique characteristics for long-distance
and large-area detection. During the engineering application, efficiently receiving the Lamb
wave signals and improving the signal-to-noise ratio (SNR) poses a considerable challenge.
Accompanying that, wave focusing is viewed as the effective method to overcome it, as the
wave energy is increased to improve the defect detection ability. Many methods have been
proposed to focus Lamb waves, e.g., using the phased array transducer [4–6], forming the
laser arc-array based on the arc-slit [7, 8], etc. With the development of microfabrication
techniques, such as 3D printing, composite structures with multiple components or complex
shapes have already been realized, which allows us to focus Lamb waves with the aid of
phononic crystals (PCs) and metamaterials.

Generally speaking, PCs and metamaterials are artificial structures that assemble
multiple elements or fabricate with a complex configuration, aiming to manipulate the
propagation of structural and acoustic waves. Wave velocity can be easily controlled by
introducing PCs and metamaterials into SHM systems and NDT techniques, such as the
Lamb-wave-based gradient-index (GRIN) lens. The phase velocity and group velocity can be
reduced and controlled by the additional artificial sub-component, which makes the Lamb
wave propagate in a specified route designed previously. The refractive index of a typical
GRIN-PC lens for focusing A0 mode Lamb waves satisfies a hyperbolic secant. For example,
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Yan and Zhu et al. [9] achieved the hyperbolic secant distribution by
using the surface bonded metamaterials with different heights, Tol
and Degertekin et al. [10] formed the distribution by an array of
blind holes with different diameters, Tian and Tan et al. [11]
proposed rotating three-petal epoxy cylinders to satisfy a
hyperbolic secant profile. However, the focusing ability of a
hyperbolic secant lens is dependent on the orientation of the
incident plane wave. A PC Luneburg lens, due to its
omnidirectional focusing characteristics, has gained increasing
attention from researchers. Tol and Degertekin et al. [12]
presented a phononic crystal Luneburg lens numerically and
experimentally, and the focusing performance of the A0 mode
Lambs waves at different angles are confirmed. Jin and Torrent
et al. [13] achieved controlling A0 and S0 Lamb waves
simultaneously via graded phononic crystal plates of a circular
Luneburg lens.

As we know, the A0 mode of Lamb waves in low-frequency
regions can be approximated as the bending wave, with its phase
velocity directly related to the plate thickness. Therefore, a
relatively simple design methodology, i.e., adopting the
thickness variation according to dispersion curves, is proposed
to achieve the focusing and guiding of A0 waves [14–16]. Such as
the Luneburg lens [14, 17] for focusing a plane wave and the
Maxwell Fish-Eye lens [14, 15] for focusing the wave from a point
source. The structure designed consists of only single-phase
material with no joints and conjunctions between different
components, which is beneficial for the fabrication and service
life. To the authors’ knowledge, the existing investigations
concentrate on the A0 and S0 mode Lamb waves and focusing
the higher-order Lamb waves has rarely been studied. However,
the higher-order Lamb wave plays an important role in the NDT
technique. To be more specific, the abundant higher-order modes
provide various displacement and stress patterns for different
detecting situations [18, 19]. Moreover, the non-linear effect of
the higher-order Lamb waves provides high detecting sensitivity
to micro defects, attracting much attention from scientists for
damage detections [20–24]. To some extent, focused higher-
order Lamb waves can further efficiently improve their
performance in NDT and SHM.

This paper proposes two Luneburg lenses for focusing the
higher-order Lamb waves, A1 and S2 modes, based on the
thickness variation. These lenses are constructed according to the
variation principle of the refractive index and the dispersion
relationship of the higher-order Lamb waves. After the detailed
demonstration of the present design scheme, some finite element
simulations are conducted in both time and frequency domains,
which prove the excellent focusing ability of the Luneburg lens for
A1 and S2 waves. Not limited by A1 and S2 waves, the present design
methodology is general and suitable for other higher-order modes of
Lamb waves.

2 Design of the Luneburg lens for
higher-order Lamb waves

Before designing a Luneburg lens for focusing the higher-order
Lamb waves, calculating the frequency spectrum of Lamb waves is
the prerequisite. For a plate with its upper and bottom surfaces

traction-free, the phase velocity of Lamb waves can be obtained from
the dispersion relationship by solving the following Rayleigh-Lamb
equations [25]:

tan qh( )
tan ph( )

� − 4k2pq

q2 − k2( )2
, for symmetricmodes, (1)

and

tan qh( )
tan ph( )

� − q2 − k2( )2

4k2pq
, for anti − symmetricmodes. (2)

Here, the plate thickness is represented by 2h. k is the
wavenumber along the wave propagation direction and p and q
are wavenumbers along the plate thickness with p �

������
ω2

cL2
− k2

√
,

q �
������
ω2

cT2
− k2

√
, where cL �

���������(λ + 2μ)/ρ√
and cT � ���

μ/ρ
√

are the
longitude and transverse velocities, respectively. ω is the angular
frequency, λ and μ are Lamé coefficients, and ρ is the mass density.
These equations show that the dispersion relationship depends on
the material parameters, frequency, and plate thickness, from which
the phase velocities of different modes versus the plate thickness can
be calculated. Taking an aluminum plate as an example, the
corresponding Young’s modulus, Poisson’s ratio, and mass
density of the aluminum plate are 70 GPa, 0.33, and 2,700 kg/m3,
respectively. Figure 1 shows the phase velocity variation with the
plate thickness of the A1 and S2 modes at some specific frequencies
by solving Eqs 1, 2. These two modes exhibit a similar tendency,
i.e., the phase velocity decreases as the plate thickness increases,
allowing us to control them using thickness variation.

Reviewing the Luneburg lens, its refractive index requires [12,
26–28]

n r( ) �
���������
2 − r/R( )2

√
, (3)

where R is the lens radius and n(r) is the refractive index as a
function of the distance r to the center lens. Here, the refractive
index can be calculated via n � c0/c, where c0 is the phase velocity of

FIGURE 1
The phase velocity variation of the A1 and S2 modes with the
plate thickness at some specific frequencies.
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the specific Lamb wave in the base plate and c is that in the lens.
According to Eq. 3, the center of the Luneburg has a relatively higher
refractive index, and if a Luneburg lens for controlling higher-order
modes with the refractive index satisfying Eq. 3 needs to be designed,
the lens will possess a protruding surface with the lens center
highest, such as Figure 2, where h(r) is the thickness of the lens
at distance r to the center lens.

To be noticed that the higher-order modes of the Lamb waves
are converged to the transverse velocity as the frequency-thickness
product increase so that there will be a range suitable for the method.
The phase velocity of the mode at the working frequency should be
higher than

�
2

√
cT, so that the effective frequency-thickness product

range for this aluminum plate is from the cut-off frequency to 4.40,
8.84, 6.60, and 11.04 MHz-mm for A1 mode, A2 mode, S1 mode,
and S2 mode, respectively.

In this paper, two Luneburg lenses for focusing the A1 wave at
1 MHz and the S2 wave at 1.9 MHz in a 2 mm aluminum plate, with
a radius of 25 mm are designed. In that case, the phase velocity of
A1 and S2 waves are 8.9275 km/s and 14.0845 km/s, respectively.
With the help of Eq. 3 and the quantitative relations between the
phase velocity and the plate thickness shown in Figure 1, the
thickness variation of the lens with the radius can be calculated.
The refractive index and the corresponding thickness variations of
A1 and S2 modes along the radius direction are shown in Figure 3.
To simplify the modeling, also facilitate the specimen preparation,
continuous thickness variation of the theoretically designed
Luneburg lens is discretized into ten sections with equal height
variation in the radius direction. The phase velocity of the S2 wave at
1.9 MHz in Figure 1 has a more dramatic variation tendency with
the plate thickness than the A1 wave at 1 MHz. Therefore, the
thickness of the S2-wave-based Luneburg lens is smaller than that of
the A1-wave-based Luneburg lens.

3 Numerical simulation and results

To validate the focusing ability of the Luneburg lenses designed,
the FEM simulations in the time and frequency domains are carried
out with the aid of COMSOL Multiphysics software. The schematic
of the computational model used for the analysis is shown in

Figure 4, where Figure 4A is the schematic model for the time
domain analysis, and Figure 4B is the schematic model for the
frequency domain analysis. The S2-wave-based Luneburg lens or the
A1-wave-based Luneburg lens, constructed by ten concentric
cylinders according to Figure 3, is built with its center at (0,0,0),
with the same material as the aluminum plate. The calculation
region of the plate is divided into finite elements, and to obtain
reliable results, the element size is set to be smaller than one-eighth
of the minimumwavelength of the designed higher-order mode. The
time step is set according to the mesh size and time step length
(Courant–Friedrichs–Lewy number lower than 0.2) to obtain the
optimal solution. Low reflection boundary conditions are applied to
the edge of the plate in the time domain analysis, and perfectly
matched layers (PMLs) of length 2λ are connected to the edge in the
frequency domain analysis to eliminate unwanted reflected waves
from the boundaries.

To observe the focusing ability of the Luneburg lens for the
designed modes at a specific frequency, the pure mode of the
Lamb wave is generated by implementing a comb transducer. A
typical comb transducer is an acoustic buffer with periodic teeth
applied to the test samples, a spatial modulation technique. The
activated mode lies on the intersecting points between the
dispersion curves of Lamb waves and the line, where the slope
of the line depends on the element spacing. The detailed feature
of a comb transducer has been studied by Viktorov [29] and Rose
[30–33], and according to the principle that the comb transducer
requires, the element spacing ls can be calculated according to the
phase velocity c of the generated mode and the excitation
frequency f0 of the comb transducer, i.e.,

ls � c/f0 (4)
Based on the lenses designed in this paper, the element spacing ls

of the comb transducer used for generating A1 mode at 1 MHz is

FIGURE 2
Schematic of the Luneburg lens designed for focusing the
higher-order Lamb waves.

FIGURE 3
The variations of the refractive index and the thickness of the A1-
wave-based Luneburg lens and S2-wave-based Luneburg lens along
the radius direction. The black curve is the refractive index of the
Luneburg lens. Blue and orange curves are the theoretical
thickness profiles of the A1-wave-based Luneburg lens at 1 MHz and
the S2-wave-based Luneburg lens at 1.9 MHz, respectively, and the
discretized profiles are represented by the green and yellow dot-lines.
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8.93 mm, and S2 mode at 1.9 MHz is 7.41 mm. Ten elements located
50 mm away from the Luneburg lens center are implemented, such
as in Figure 4. Moreover, the duty ratio of the comb transducer is set
at 0.5 to achieve the maximal excitation efficiency. The boundary

load with 15 cycles of Gaussian windowed tone-burst signal is
applied at the transducer region with the direction vertical to the
plate surface, which is used to simulate the excitation of the comb
transducer.

FIGURE 5
The dispersion curves and the two-dimensional Fourier transform results from FEM models: (A) the A1 wave at 1 MHz, (B) the S2 wave at 1.9 MHz.
The red and blue curves are corresponding to the anti-symmetric modes and symmetric modes of the Lamb wave, respectively.

FIGURE 4
Schematic of the FEM model in a top view and side view: (A) the time domain analysis, (B) the frequency domain analysis.
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Here, to prove the generation efficiency for pure A1 and
S2 waves from the comb transducer, the two-dimensional Fourier
transform is applied to the out-of-plane displacements, sampling

from 512 points at the plate surface with the sampling interval
0.1 mm on the right side of the comb transducer. The numerical
data in the f-c domain with the theoretical dispersion curves of

FIGURE 6
The focusing phenomenon of the A1-wave-based Luneburg lens at 1 MHz: (A) t = 15 μs, (B) t = 30 μs and (C) t = 45 μs.

FIGURE 7
The focusing phenomenon of the S2-wave-based Luneburg lens at 1.9 MHz: (A) t = 15 μs, (B) t = 30 μs and (C) t = 45 μs.
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FIGURE 8
Spatial energy distribution represented by |uz| of (A) the A1-wave-based Luneburg lens at 1 MHz, and (B) the S2-wave-based Luneburg lens at
1.9 MHz.

FIGURE 9
The spatial distribution of |uz|

2 along the x and y directions: (A) and (B) correspond to the A1-wave-based Luneburg lens at 1 MHz; (C) and (D)
correspond to the S2-wave-based Luneburg lens at 1.9 MHz.
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the Lamb wave in an aluminum plate are shown in Figure 5. The
highlighted part in the f-c spectrum represents the generated
mode, showing that the narrowband Lamb mode of the desired
mode is generated successfully with the help of the comb
transducer and the 15 cycles Gaussian windowed tone-burst
signal. Although other modes with small amplitudes near the
center frequency are generated, A1 or S2 wave is still the
dominant mode propagating in the plate, and the effect of
other modes can be ignored.

Out-of-plane displacement wave fields at some specific time
instants are displayed to observe the focusing phenomenon, such as
the A1-wave-based Luneburg lens at 1 MHz in Figure 6 and the S2-
wave-based Luneburg lens at 1.9 MHz in Figure 7. As shown in
Figure 6A and Figure 7A, the plane A1 wave or S2 wave with a tiny
and ignorable disturbance propagates along both +x and −x
directions. Waves propagating near the lens edge region are
faster than that across the lens center, which makes the
wavefront bend towards the lens center and finally focus at the
opposite point on edge, such as Figures 6B, 7B. After that, the
A1 wave or S2 wave will emit from the focusing point, e.g., the out-
of-plane displacement distribution in Figures 6C, 7C. The A1 or
S2 wave propagation process clearly shows the focusing
phenomenon of the Luneburg lenses designed.

The frequency domain analysis is also performed for
quantitative investigations and further checking the focusing
ability of the Luneburg lens for higher-order Lamb waves. The
boundary load with the force of 100 N/m2 is applied at the
transducer region with the direction vertical to the plate surface
to simulate the comb transducer excitation. Figures 8A, B show the
spatial energy distribution represented by |uz| of the A1-wave-based
Luneburg lens at 1 MHz and the S2-wave-based Luneburg lens at
1.9 MHz, respectively, from which the wave energy focusing
phenomenon is extremely evident, i.e., the energy is successfully
focused at the lens edge as expected. Also, the amplitude is greatly
amplified compared with the corresponding regions on the right of
the comb transducer.

Near the focusing point, the |uz|
2 value is extracted, and its

spatial variations along the x and y directions are illustrated in
Figures 9A,C and B,D, respectively. By contrast, the |uz|

2 value in the
right regions of the comb transducers without lenses is mirrored and
also displayed in Figure 9. Generally speaking, the wave focusing
phenomenon is validated once again. Theoretically, the A1 or
S2 wave focuses at (−25 mm, 0) after it travels across the lens.
However, the |uz|

2 value achieves the maximum, respectively at
(−22.2 mm, 0) for the A1 wave and (−24.1 mm, 0) for the S2 wave, a
little deviated from the theoretical prediction. Two main issues may
lead to the slight difference. One is the discretized variation of the
lens thickness, and the other is the incident quasi-plane wave
generated by the comb transducers. Even though the deviation,
smaller than one wavelength, is acceptable.

The focusing size in the y direction is evaluated by using the −3 dB
attenuation of the displacement amplitude |uz|, the quarter of maximal |
uz|

2 [27], and shown in Figures 9B, D. Specifically, the focusing sizes for
the A1-wave-based Luneburg lens and the S2-wave-based Luneburg
lens are 0.648λ and 0.645λ, respectively, both smaller than one
corresponding wavelength, which efficiently proves the excellent
focusing ability of the Luneburg lens for the higher-order Lamb
waves at the designed frequency.

4 Conclusion and perspectives

In conclusion, a design scheme for focusing the higher-order
Lamb waves, based on the sensitivity of the phase velocity with
the plate thickness, is introduced. To examine the feasibility of
this methodology, two lenses, i.e., the A1-wave-based Luneburg
lens and the S2-wave-based Luneburg lens, are designed via
different thickness variations. The analysis in the time and
frequency domains clearly shows the excellent focusing
phenomenon for higher-order Lamb waves. This design
method and the outcomes in this paper provide theoretical
foundations for wave manipulation and energy harvesting, as
well as the receiving and application of higher-mode Lamb waves
in SHM.

As a final remark, this paper presents a general design scheme
for focusing higher-order Lamb waves, although the Luneburg lens
is designed for a single and fixed working frequency. Any higher-
order mode, not limited by A1 and S2 waves, can be focused using
this method as long as its phase velocity is sensitive to the plate
thickness. For example, this method is suitable for all higher-order
modes if the operating frequency is near their cut-off frequencies.
However, if the working frequency is far from the cut-off
frequencies, the phase velocities of these modes approach the
inherent shear wave, insensitive to the thickness, and thus not be
adopted for the lens design. It should be pointed out that other lenses
can also be constructed using the present method, such as Maxwell’s
fisheye lens, the concentrator lens, and other gradient index lenses.
We expect this method and the Luneburg lenses designed for high-
order Lamb waves will stimulate future experimental work and
extend their practical engineering applications.
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A numerical approach for acoustic
radiation and scattering of moving
bubbles at low frequencies
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The acoustic radiation and scattering of underwater bubbles play an important
role in ocean exploration, target localization, acoustic measurements, etc. The
two-phase fluid flow and moving boundary result in the lack of means to predict
the sound field, which limits the exploration of relevant characteristics and
mechanisms. The present work is intended to introduce a numerical approach
for acoustic radiation and scattering of moving bubbles at low frequencies with
CFD-BEM couplingmethod. The two-phase interface is captured with the volume
of fluid scheme and the sound field is solved with the boundary element method.
After that, some benchmark problems are solved and the results are compared
with data from literatures. Finally, the radiation and scattering ofmoving bubbles at
low frequencies are predicted with our approach. The acoustic radiation pressure
of bubbles shows a slight increase trend during deformation. As the ka value
increases, both the acoustic directionality of radiation and scattering exhibit main
and side lobes, and the scattering energy gradually concentrates in the positive
direction of the incident wave. For a moving bubble, its displacement and velocity
of moving have a significant impact on the directionality of the scattered sound
field. Therefore, the problem of bubble localization can be studied based on
directionality shift.

KEYWORDS

moving bubble, computational fluid dynamics, boundary element method, acoustic
scattering, acoustic radiation

1 Introduction

The research of acoustic radiation in gas-liquid two-phase medium is the theoretical
basis for the development of technologies such as ocean exploration, target localization and
acoustic measurement. For decades, researchers have conducted extensive and in-depth
research on the acoustic radiation and scattering properties of bubbles.

The research of acoustic propagation of bubbles can be traced back to 1917, Rayleigh [1]
derived the pressure equation during collapsing bubble based on the phenomenon of sound
generated by bubble breakage in boiling water. Then the motion equation of a spherical
bubble under incompressible flow conditions was established. Since the Rayleigh’s equation
tended to be idealized and cannot accurately describe the behavior of bubbles in reality, many
researchers subsequently modified the equation under different conditions [2–5]. Zhang
et al. [6] have proposed a bubble dynamic equation that can simultaneously consider the
effects of boundary, bubble interaction, environmental flow field, gravity, bubble migration,
fluid compressibility, viscosity and surface tension, and achieved good results. Minnaert [7]
was the first to study the vibration of bubbles separated from the nozzle He analyzed the
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small oscillation of a single spherical bubble, and gave an expression
for the intrinsic frequency of the bubble. Some researchers paid
attention to the violent bubbles with large amplitude vibration, such
as bubbles generated by underwater explosion, they analyzed the
pulsating pressure and radiation noise produced by collapsing
bubble [8–10]. Twersky [11] used the Bessel-Lejeuneade series to
characterize the acoustic scattering at a relatively small equivalent
frequency (ka) and derived a theoretical solution for the sound
scattering of a small sphere. Subsequently, the results of the
scattering problem of elastic spheres in fluids were also discussed
[12], and these theoretical predictions were confirmed by a large
number of experiments [13]. In 1994, Leighton [14] summarized the
contents of previous studies on bubble acoustics in different fields
and published the book The Acoustic Bubble, and the theoretical
system of bubble acoustics was basically established.

Before the 21st century, due to the incomplete understanding of
bubbles, the research on the acoustic field of bubbles was mainly
focused on the theoretical model. With the rapid development of
computers, the improvement of computational efficiency and
accuracy has provided great convenience for the numerical
simulation of bubble acoustics. Using CFD commercial software
to calculate the motion and acoustics of bubbles has been a widely
used means [15], such as ANSYS Fluent and COMSOL
Multiphysics. The main methods for predicting the acoustic field
include the integral equation method [16], the T-matrix method
[17], the finite element method (FEM) [18], and the boundary
element method (BEM) [19].

The BEM can reduce the computational dimension and improve
the computational efficiency, so it was suitable for the calculation of
acoustic radiation problems [20]. Chen [21] used the BEM to
simulate the underwater acoustic radiation and scattering of
multiple stationary objects. Fan [22] studied the acoustic
scattering problems of stationary bubbles based on the BEM, and
obtained accurate results. Many researchers have also taken different
approaches to calculate the acoustic field in the frequency and time
domains. Liu [23] combined large eddy simulation and acoustic
analogy to predict the acoustic characteristics of bubble formation at
the nozzle. Zhang et al. [24] combined radial point interpolation
with implicit time integration to analyze the underwater acoustic
propagation problem. Cong [25] combined experiments and
numerical simulations to analyze the flow pattern and acoustic
properties of the bubble. In addition, Chai et al. [26, 27] used
FEM and the meshless method to study the distribution of the
acoustic field.

With the deeper understanding of bubble acoustics, the research
of bubble acoustic radiation and scattering has been gradually
improved. However, due to the complexity of flow-acoustic
coupling analysis, most of the current studies on acoustic
scattering were about stationary objects [28], and there were few
studies on the acoustic scattering of moving bubbles. Therefore, this
paper calculated the acoustic radiation and scattering of moving
bubbles at low frequencies based on the coupled CFD-BEMmethod.
The research is as follows: the calculation method of flow field and
the acoustic BEM are introduced in Chapter 2, the calculation
procedure of acoustic field used in this paper is verified in
Chapter 3, the results with analysis of acoustic radiation and
scattering about moving bubbles are shown in Chapter 4 and

Chapter 5 respectively, and the conclusions are included in
Chapter 6.

2 Numerical model

The motion and acoustic scattering of bubbles in water involve
two-phase fluid flow and flow-acoustic coupling process. In this
work, the flow field was predicted by the CFD commercial software,
which captured the boundary information during the bubble motion
based on the volume of fluid method (VOF). Then, the boundary
information is used as the initial condition for BEM to calculate the
acoustic field. The pressure and velocity at the boundary of a bubble
during its movement can be calculated in the flow field, which are
transformed into pulsating pressure and vibration velocity that can
be used for acoustic calculations through Fourier transform. This
CFD-BEM coupling calculation belongs to the one-way coupling
and is an explicit algorithm.

2.1 VOF for flow field

The prediction of flow field in present work is based on the
Navier-Stokes (N-S) equation, which is based on the following
assumptions: 1) the moving of bubble is isothermal and
adiabatic, there is no heat transfer occurs with the external
environment, 2) the gas and liquid in the model are
incompressible Newtonian fluids, 3) the interaction between the
gas and liquid happens only at the interface. According to the law of
conservation of mass, the continuity equation of fluid motion is
deduced as

∇u � 0 (1)
in which u represents the velocity of the fluid flow, ▽ is the Laplace
operator.

∇ � z

zx
+ z

zy
+ z

zz
(2)

According to Newton’s second law, the momentum equation for
an incompressible viscous fluid is derived as

zρu
zt

+ ∇ · ρuu � −∇ρ + ∇ · μ ∇u( )T[ ] + ρg (3)

in which ρ denotes the density of the liquid, t is the time of moving μ
is the viscosity coefficient of the fluid; g is the acceleration of gravity.

Due to the shape of the bubble is changeable, the interface
change has a great influence on the movement of bubbles. Various
complex phenomena in the movement of bubbles are also related to
the interaction of gas-liquid phase at the interface. Therefore, the
VOF model is used for the prediction of the bubble surface, tracking
the moving interface on the basis of a fixed Eulerian grid. Because
the VOF method does not track the movement of fluid particles, it
has the advantages of implementation, the amount of calculation
and accuracy.

The VOF method is proposed by Hirt [29] in 1981, which is
based on the principle that the fluid is divided into target fluid and
non-target fluid. Then the fluid is tracked by calculating the volume
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fraction of each phase in the grid, so as to determine the interface of
two phases. The volume function can be obtained as follows.

C � α

Q
(4)

in which α is the volume of the target fluid in the grid, α represents
the volume of gas in this work, Q is the grid volume.

There are three types of results.

(1) C = 0: there is no target fluid in the grid,
(2) 0 < C < 1: the interior of the grid contains both the target fluid

and the non-target fluid, which represented as an interface,
(3) C = 1: the interior of the grid is target fluid.

The prediction of the flow field of the bubble in this paperwas based
on the commercial CFD software ANSYS Fluent. The VOF model and
the SIMPLE algorithm was used to solve the N-S equation, the Euler
scheme was adopted for the time discretization.t. In addition, the
standard k-ε model was adopted as the turbulence model. Under the
above conditions, the bubble floating and deformation in the gravity
field were simulated. The boundary information of the bubble was
captured for the acoustic field calculation.

2.2 BEM for acoustic field

Sound is a mechanical wave existing in elastic medium. Acoustic
field is the space where acoustic waves exist. Due to the perturbation
of acoustic wave, parameters such as density and pressure of the
medium change with time and space. The calculation of the acoustic
field in this work is based on the following assumptions: 1) the
medium is an ideal fluid without viscosity, 2) themedium is assumed
to be homogeneous and stationary, 3) the process of the sound
propagating is adiabatic, 4) the amplitude of acoustic wave is small.

Based on the above assumptions, according to the law of
conservation of mass (continuity equation), the law of
conservation of momentum (equation of motion) and the
physical state of the medium (equation of matter), the
corresponding linearized equations are obtained by omitting the
higher order minima. So as to obtain the linear acoustic fluctuation
equation in a homogeneous medium.

∇2p r, t( ) − 1
c2

z2p r, t( )
zt2

� 0 (5)

in which p(r, t) represents the pressure function, r is the distance of
the wave propagation., c is the speed of sound.

Supposing there is a simple harmonic wave in the sound field,
the sound pressure at any point can be expressed as

p � Peiωt (6)
in which P is the amplitude of sound pressure at any point, i is an
imaginary unit, and ω is the circular frequency, ω = 2πf, f is the
frequency of the wave.

Helmholtz equation can be obtained by bringing Eq. 6 into Eq. 5:

∇2p + k2p � 0 (7)
in which k represents the wave number, k = ω/c.

The calculation of the acoustic field is to solve Eq. 7 according to
different boundary conditions. The acoustic boundary conditions
are generally divided into the following three types: velocity
boundary condition (Neumann boundary condition), acoustic
pressure boundary condition (Dirichlet boundary condition) and
impedance boundary condition (Robin boundary condition). The
boundary condition of the bubble is the pressure and velocity are
continuous on the bubble surface, Neumann and Dirichlet boundary
conditions are both used in the following simulation. It needs to be
noted that the velocity and pressure obtained from flow field
calculations cannot be directly used as boundary conditions,
which require Fourier transform to be coupled into acoustic
calculations. Since the radius of the bubble is small relative to the
wavelength of the plane wave, the computational situation can be
simplified by using the Born approximation [30].

The BEM is based on the integral theorem to transform the
differential equation in the solution domain into an integral
equation on the boundary. Then the boundary is divided into
finite size boundary elements, finally transformed into the
algebraic equation to solve. The Helmholtz equation is
discretized by Gaussian integration. The types of calculations
include internal and external problems. Solving the radiated and
scattered sound fields of the bubble belongs to the external problem.
The general expression of the boundary integral equation of the field
point can be obtained by numerical derivation of Eq. 7 using Green’s
formula.

∫
v
Ψ∇2p − p∇2Ψ( )dv � ∫

s
Ψ
zp

zn
− p

zΨ

zn
( )ds (8)

in which v is the vibration velocity, s is the area of integration, n is the
normal vector of the integration surface, ψ is the fundamental
solution of the accompanying equation.

Ψ � A
e−ikr

r
+ B

eikr

r
(9)

in which A and B are directional factors, r is the distance from the
measuring point to the boundary.

Assuming that the fundamental solution and the sound pressure
satisfy Eq. 8, the relationship between the sound pressure at the field
point and the boundary information is obtained as follows

p P( ) � ∫
s
Ψ
zp

zn
− p

zΨ

zn
( )ds (10)

Therefore, for the problem of acoustic radiation in the external
field, the sound pressure at any field point in the domain can be
solved by the sound pressure on the surface of the objects and the
vibration velocity of surface particles. However, there is a problem
that the solution of boundary integral equation (CBIE) is not unique
at the characteristic frequency in the common BEM. The following is
the expression of the CBIE for the acoustic scattering problem.

c x( )p x( ) � ∫
Γ
G x, y( )q y( )dΓ y( ) − ∫

Γ

zG x, y( )
zn y( )

p y( )dΓ y( )

+ pin x( ), x ∈ Γ
(11)

In which, G(x, y) represents the Green’s function, p(x) and q(x)
represent the sound pressure and sound flux at the point on the
boundary respectively, c(x) determined by the geometric features at
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point x, pin(x) is the incident sound pressure at point x, Γ represents
the integral region.

In this work, CHIEF method was used to configure some points
(CHIEF points) outside the sound field area. The integral equation of
CHIEF points can be combined with the boundary integral equation to
form an overdetermined equation, thus solving the problem that the
solution is not unique at the characteristic frequency.

In solving the coefficient matrix of boundary nodes, if the
computational source point is close to or even coincides with the
element node, the fundamental solution of Green’s function has
first-order singularity, which affects the calculation accuracy. For the
singular integral problem, this paper used the method of coordinate
transformation to introduce the Jacobi matrix to eliminate the
singular integral.

3 Verification of acoustic BEM program
and flow field simulation

Based on the assumptions of sound field calculation given in
Chapter 2, the acoustic radiation of the bubble can be calculated by
the analytical formula. Then the numerical solution calculated by BEM
was compared with the analytical solution to verify the effectiveness of
BEM. Subsequently, the accuracy of flow field calculation was verified
through grid convergence analysis and literature comparison.

3.1 Acoustic radiation from an infinitely long
rigid cylinder

The analytical formula for the acoustic radiation from an
infinitely long cylindrical surface in Fourier Acoustics [31] is as
follows

p r, ϕ( ) � iρ0cu0
H0 kr( )
H0

′ ka( ) (12)

whereH0 is the Bessel function of the third kind, a is the radius of the
cylinder, r is the distance between the measuring point and the
cylindrical surface, ρ0 is the medium density, u0 is the vibration

velocity of the cylindrical surface, ϕ is the angle in the three-
dimensional space. When calculating, a = 1 m, ka = 1, u0 = 1 m/s.

Based on the BEM program, the circumferential boundary of the
two-dimensional infinitely and long cylinder was discretized, and
was divided into 64 linear elements, as shown in Figure 1A. Due to
the symmetry of the cylinder, a Cartesian coordinate system was
established with the center of the circle as the coordinate origin.
Then, starting from the surface of the cylinder, a total of
40 monitoring points were evenly distributed along the positive
direction of the x-axis with a spacing of 1 m. The decreasing trend of
acoustic pressure along the positive direction of x-axis was analyzed.

Figure 1B shows the results of the analytical and numerical
solutions of the sound pressure at the field points. At low frequency
(ka = 1), the distribution of the sound pressure gradually decreases
with the increase of the radiation distance. The sound pressure
calculated by the two methods is basically the same, which proves
that the analytical solution is in good agreement with the numerical

FIGURE 1
(A) Bubble boundarymeshing. (B)Comparison between numerical and analytical solutions of acoustic radiation from an infinitely long rigid cylinder.

FIGURE 2
A scattering model of infinitely long rigid long cylinder.
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solution. The BEM program used in this work is reliable and can be
applied to the next part of the acoustic calculation of the bubble.

3.2 Acoustic scattering from an infinitely
long rigid cylinder

Supposing there is a plane wave propagating along the x-axis, its
sound pressure can be expressed as

pi x, t( ) � p0e
j ωt−kx( ) (13)

in which p0 is the amplitude of sound pressure, x is the distance
between the field point and the cylindrical surface.

Based on the computational model in Figure 2, the analytical
solution of the scattered sound pressure of the far field can be
obtained from The Fundamentals of Acoustics [32].

ps r,φ, t( ) ≈ p0

			
2a
π

√
ej ωt−kr( )

	
r

√ R φ( ) (14)

in which r is the monitoring distance, R(φ) is represented as the
acoustic directivity function.

R φ( ) � 1
			
ka

√ ∑
∞

n�0
bme

j2n+14 π cos nφ[ ] (15)

bm � − −j( )nεn

dJm μ( )
dμ

dH 2( )
m μ( )
dμ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

μ�ka

εn � 1, n � 0
2, n> 0

{ }( ) (16)

in which J is the Bessel function of the first kind, H is the Bessel
function of the third kind, φ represents the angle between the

monitoring point and the x-axis, εn is a parameter related to n.
When calculating, a = 1 m, r = 100 m, p0 = 1 Pa.

The analytical and BEM solutions of the far-field scattering
sound pressure calculated at different ka values are given in Figure 3.
The distribution of the scattered sound pressure has a clear
relationship with ka, both for the theoretical solution and for the
BEM. The calculation results of the two methods are in good
agreement when ka is small. When ka increases, the finer grid
needs to be used to reduce errors. The consistency of the BEM results
with the theoretical solutions illustrates the effectiveness of the BEM
program used in this work.

3.3 Acoustic scattering from an infinitely
long elastic cylinder

The boundary condition of the bubble is different from the rigid
cylinder. But the acoustic scattering of the bubble is similar to the
scattering result of the infinitely long elastic cylinder [33]. Therefore,
the analytical solution of the bubble can be calculated from the
scattered sound pressure equation of the infinitely long elastic
cylinder.

Psc r, ϕ( ) � p0∑
∞

n�0
εni

nAn x( )H 2( )
n kr( ) cos nϕ (17)

An x( ) � An x( )s � − Jn x( )
H 2( )

n x( ) (18)

in which, ε is a parameter that depends on n, ϕ is the angle between
the measuring point and the x-axis, An(x) is represented as the

FIGURE 3
Far-field scattering comparison of theoretical and analytical solutions for infinitely long rigid cylinder with different ka values. (A) ka= 1. (B) ka= 2. (C)
ka = 3. (D) ka = 4. (E) ka = 5.

Frontiers in Physics frontiersin.org05

Li et al. 10.3389/fphy.2023.1191160

100

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1191160


acoustic directivity function. When calculating, a = 1 m, r = 100 m,
p0 = 1 Pa.

Figure 4 shows the calculation results of analytical solutions and
BEM solutions with different ka values. Unlike the rigid cylinder, the
energy of the scattered wave of the elastic cylinder is concentrated in
the forward direction of the incident wave, which is independent of
the increase of the equivalent frequency ka. With the increase of ka
(Figures 4B, C), half of the scattered wave energy is concentrated in
the positive direction of the incident wave, the other half is evenly
distributed in other directions, and the side lobe energy is small. The
directional characteristic of the sound pressure of the numerical
solution and the theoretical solution at different ka is basically
identical, which proves the correctness of the BEM program. On this
basis, the acoustic scattering of bubbles under the incidence of plane
wave can be discussed.

3.4 The motion of a bubble in water

In order to verify the correctness of the numerical model used
for flow field calculation, it is necessary to conduct simulation of the
floating process of a single bubble in a stationary viscous liquid. The
geometry model is shown in Figure 5A.

In Figure 5A, a bubblewith a radius of 10 mm is used for calculation,
where the width of the calculation domain is 100 mm and the height is
200 mm. The left, right, and lower boundaries of the computational
domain are both no-slip wall conditions, with the upper boundary being
the pressure outlet and set to atmospheric pressure. Bubble moved
upwards from rest under the action of gravity and buoyancy. Three grid
systems of different sizes were used for calculation during the simulation
process. The grids with lengths of 2, 1, and 0.5 mm were selected for
convergence verification. Time steps were all taken as 0.001 s.

FIGURE 4
Comparison of the far-field scattering about theoretical and analytical solutions from infinitely long elastic cylinders with different ka values.
(A) ka = 1. (B) ka = 3. (C) ka = 5.

FIGURE 5
(A) Computation model of fluid field. (B) The variation of bubble shape with motion with a grid size of 0.5 mm. (C) The shape changes of the bubble
with general cases in the literature.
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Figure 5B shows the morphological change of the bubble during
the motion with a grid size of 0.5 mm, which is basically consistent
with the calculation results of Zhang and Li [34, 35] (Figure 5C).
Through calculation, it was found that there was not much
difference in bubble motion among the three grid sizes, and it
can be considered that the calculation has reached a convergence
state. For the sake of calculation accuracy and efficiency, the size of
gird with 1 mm was selected for subsequent calculations.

4 Analysis of acoustic radiation from
bubble

Underwater bubble can be seen as a typical monopole sound
source, and the pressure pulsation from its own volume change is the
main source of its noise generation.

4.1 The capture of bubble boundary

In the calculation of flow field, the movement of bubble within 1s
was selected for analysis. The relevant computational parameters
taken in the simulation in this section were shown in Table 1.

Figure 6 shows the shape changing of the bubble during the
movement. The shape of the bubble after every 0.2 s was shown in
Figure 6A. The bubble rising uniformly changes from a sphere to an
ellipsoid firstly, then the bottom of bubble gradually depresses

inward. With the increase of moving distance, the depression of
bubble gradually deepens, and finally appears a cap shape and
remains stable floating.

It can be found from Figure 6B that the boundary of the bubble is
captured during the process of motion. The method of boundary
capturing selected in this work is based on the air volume fraction.
Firstly, deriving the data of all nodes from the fluid computing
domain. According to Eq. 4 in Section 2, it can be known that 0 <C <
1 represents the bubble boundary. Therefore, fluid particles within
the range of C < 0.5 were selected through programming, and the
bubble boundaries were ultimately captured.

4.2 Discussion of acoustic radiation

In the calculation of BEM with frequency, the calculation
frequency and vibration frequency about bubble need to be
considered. For a spherical bubble in water, the simplified
expression for the resonant frequency can be obtained according
to the literature [36].

fb � 3.25
							
1 + 0.1h

√
a

(19)

where h is the bubble depth and a is the bubble radius. According to
the calculation, the resonant frequency of the bubble was about
300 Hz, so the calculated frequency was chosen as 300 Hz in this
paper.

TABLE 1 Calculational parameters.

Parameter Acoustic velocity Liquid density Bubble radius Bubble velocity

c/m·s−1 ρ/kg·m−3 a/m v/m·s−1

Value 1,500 1,000 0.01 0.1

FIGURE 6
Comparison of the bubble boundary. (A) The contour of the bubble. (B) Capturing the bubble boundary.
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Radiated sound pressure produced by the bubble in uniform
linear motion was calculated. Figure 7A is the result of the
acoustic radiation generated by the volume vibration caused
by the deformation of the moving bubble at the time of 0.2,
0.6, and 1.0 s. The measurement range of the sound field is
defined as within 1–100 m in the horizontal direction of the
bubble. With the increase of the propagation distance of the
sound wave, the pressure of the acoustic radiation decreases
gradually. With the increase of movement time, the extreme
value of the radiated sound field also increases slightly due to the
deformation of the bubble. According to the comparison of
bubble shapes at different time in Figure 7. Since the bubble
size does not change significantly, the difference in the
calculation is not significant.

Figure 7B depicts the acoustic directivity of the bubble at three
moments. It can be clearly seen that the directivity of bubble
acoustic radiation is uniform, and the sound pressure
distribution in all directions is basically the same. The motion
of the bubble has no obvious effect on the directivity of the
acoustic radiation, but it slightly affects its amplitude. There are
two reasons for this phenomenon. One is that the diameter of the
bubble is too small, and the impact of deformation can be
ignored. The other is that the distance of bubble movement is
too short, which can be ignored relative to the length of the
monitoring area.

5 Analysis of acoustic scattering from
moving bubble

In the sound scattering of the bubble, the bubble can be regarded
as a highly compressible elastic sphere. When a free wave encounters
the elastic sphere on the propagation path, the sphere is going to
have a scattering effect on the sound wave. It can also be considered
that the bubble acts as a sound source under the excitation of the
incident wave.

The parameters of bubble in the calculation process were the
same as Table 1 in Chapter 4. The sound pressure amplitude of
incident plane wave was 1 Pa. The calculation domain was taken as a

circle with a radius of 100 m to calculate the acoustic scattering in
the far field of the bubble.

5.1 A bubble moving in a straight line with
uniform velocity

Considering an ideal condition, the bubbles were supposed to
be undeformed, and moving uniformly upward at different
speeds. The sampling points A and B, 100 m away from the
center of the computational domain, were selected as shown in
Figure 8. With coordinates of origin (0, 0), the bubble started to
rise from (0, −10), and the coordinates of the sampling points
were defined as A (−100, 0) and B (100, 0) respectively. The plane
wave was assumed to propagate along the positive direction of the

FIGURE 7
(A) Sound pressure of radiation with monitoring distance at different times. (B) The directivity of acoustic radiation.

FIGURE 8
Location distribution of sampling points A, B and calculation
domain.
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x-axis. The sampling point A was defined as being on the back
side of the wave propagation direction, and sampling point B was
in the forward direction. The bubble has the radius of 1 cm and
the velocity of 1 m/s. The amplitude of the sound pressure of the
incident wave is 1 Pa.

Figure 9 shows the relationship between the scattered sound
pressure and time at A and B from 0 to 20 s when ka = 1. The sound
pressure at A and B both oscillates with time, and the amplitude of

the sound pressure at point B is approximately twice that of point A.
This phenomenon also indicates that due to the presence of the
bubble, most of the energy of acoustic scattering is concentrated in
the front of the sound propagation direction, so the sound pressure
at point B is always greater than that at point A. When t = 10 s, the
bubble is just at the center of A and B, both A and B have the extreme
value of sound pressure. Figure 9A shows the minimum value about
A, and Figure 9B shows the maximum value about B. This represents

FIGURE 9
Variation of scattered sound pressure at (A,B) with time for ka = 1.

FIGURE 10
The change of the directivity of the acoustic scattering under different ka. (A) ka = 1. (B) ka = 2. (C) ka = 3. (D) ka = 4. (E) ka = 5.
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that the forward sound pressure is at its maximum and the reverse
sound pressure is at its minimum, reflecting the effect of the bubble
on the scattered sound field.

At 100 m away from the bubble, the monitoring points were
arranged every 5° and the acoustic directional diagram was
drawn. With the motion of the bubble, the sound field
changes, which can be demonstrated by the change in the
acoustic directivity. This work defined the directional offset
angle θ as shown in Figure 10E. θ represents the angle
between the maximum sound pressure under two working
conditions (the red solid line represents the distribution of
acoustic filed at the initial moment of the bubble, and the blue
dashed line represents the scattered sound field after a period of
bubble movement).

It can be found that ka also has an effect on the distribution of
the acoustic scattering in Chapter 3. Therefore, the comparison of
θ = 10° under different ka was plotted in Figure 10. Figure 10
depicts the change in directionality offset caused by bubble
motion, with the position of measurement points unchanged.
The presence of the bubble has almost no obstruction effect on
the sound wave, so that the energy of the acoustic scattering is
mainly concentrated in the forward direction of the incident
wave. When ka is small (Figure 10A), the directivity of the
acoustic scattering in the far-field of the bubble is not very
obvious, and no side lobes are produced. As ka increases, the
distribution of sound pressure gradually has obvious directivity,

the main lobe and a small part of the side lobes appear (Figures
10D, E).

According to the deviation of acoustic directivity, it is found that
ka does not have much effect on the backward scattering. When ka
increases, the shift of the main lobe becomes more obvious. That is,
the larger the ka is, the more intense the disturbance of bubble
motion on the acoustic field.

In order to further discuss the effect of bubble motion on sound
field, the displacement and velocity of bubble motion required for
θ = 1°, 5°, 10° at different ka were calculated. In Figure 11, H is the
height of the bubble rising in the straight line, V is the speed of
bubble motion, C is the speed of sound, and L is the radius of the
monitoring domain, C = 1,500 m/s, L = 100 m.

Figure 11A depicts the effect of bubble moving displacement
on sound scattering, representing the distance traveled by the
bubble (v = 1 m/s) when the directionality offset angle θ = 1°, 5°,
10°. Obviously, as the displacement of moving increases, the θ

also increases. At the same θ, as the ka increases, the distance of
bubble movement also needs to increase. When the offset angle
θ = 1, the motion distance of the bubble is 100 times radius of
the bubble at least. This proves that the distance the bubble
moves has some effect on the sound pressure of far-field, the
farther the bubble moves, the more pronounced the change in
directivity.

In this paper, the acoustic directivity changing velocity is
defined as

FIGURE 11
Changes of parameters of acoustic scattering when bubble moves at different ka. (A) Movement distance. (B) Movement speed. (C) Percentage of
sound pressure attenuation.
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w i( ) � θ i( )
t i( ) (20)

in which t is the time the bubble moves. w is used to evaluate the
velocity of acoustic directionality shift, representing the angle that a
bubble movement of 1 s can cause the point of maximum sound
pressure to move, the unit is ° s−1.

Figure 11B shows the bubble velocity v corresponding to θ = 1°,
5°, 10° when w = 1°·s−1, representing the relationship between the
offset velocity of acoustic directionality and the velocity of the
bubble. As ka increases, the bubble velocity v also needs to
increase when θ is fixed. When ka is small, the increase of v is
proportional to θ. When ka is large, the speed corresponding to
different offset angles θ has no obvious relationship. The average of
the velocities at the three offset angles θ can be used to represent the
velocity that a bubble needs to reach when w = 1°·s−1. It can be seen
that within the same movement time, the increase in bubble velocity
does not cause a more significant shift in directionality.

Such as shown in Figure 10D, this work defined the percentage
of sound pressure attenuation in the direction of 0° at a certain offset
angle θ as

per � p1 − p2( )
p1

× 100% (21)

where p1 is the sound pressure at point 1 in Figure 10D and p2 is the
sound pressure at point 2.

Figure 11C discusses the percentage of sound pressure attenuation
at different θ under different ka, representing the influence of bubble
motion on the sound pressure in the positive x-axis direction.When θ =
1°, ka has no significant effect on the sound pressure in the direction of
0°. However, the influence of ka on attenuation of sound pressure
increases when the θ increases. In addition, when ka is small, the offset
angle of the acoustic directivity θ has little effect on the sound pressure
attenuation. When ka is large, the increase of the θ will rapidly reduce
the sound pressure value in the direction of 0°. This indicates that within
a fixed monitoring domain, the upward movement of the bubble will
reduce the sound pressure in the x-axis direction, and the farther the
bubble moves, the more significant the decrease in the sound pressure.

5.2 A bubble with uniform circular motion

Given a bubble motion period of 20 s, the uniform circular
motion was carried out with a fixed circumferential radius of 10 m.
During the motion, the measurement point C (100, 0) as shown in
Figure 12A. The bubble moves in a uniform circular motion starting
from (10,0). Figure 12B shows the change law of real sound pressure
with time at the point C when the bubble moves for one cycle. It can
be seen that the sound pressure is constantly oscillating during the
bubble movement, and the influence of the circular movement on
the extreme value of sound pressure is not obvious. Since the point C
is always directly in front of the sound wave, that is, to the right of
the bubble, its sound pressure depends on the distance between the
bubble and point C. The scattered sound pressure increases when
the bubble is close to point C, and decreases when it is far away from
point C. This variation is not obvious, because the circular motion of

FIGURE 12
(A) The arrangement of measuring point. (B) The relationship between sound pressure and time at the point C.

FIGURE 13
Variation of bubble acoustic directivity during uniform circular
motion.
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the bubble is relatively small relative to the far-field measurement
point. When the bubble moves to the x-axis and y-axis, the sound
pressure at point C reach to the maximum (P1, P2, P3).

Figure 13 shows the directivity diagram of the acoustic
scattering at three selected moments in a period of bubble
movement when ka = 1. During the uniform circular motion
of the bubble, the sound energy is mainly concentrated in the
forward direction of the incident wave. Since the direction of
motion about the bubble is counterclockwise, the acoustic
directivity shifts upward with the bubble motion, but the
offset angle θ is small. At the same time, the forward sound
pressure slightly decreases and the backward sound pressure
slightly increases, which shows the effect of the circular motion
of the bubble on the sound field distribution.

To further discuss the effect of bubble circular motion on the
sound field, the circumferential radius and angular velocity for
bubble motion at θ = 1°, 5°, 10° at different kawere calculated. In
Figure 14A, R is the radius of the bubble’s circular motion, and L is
the distance between the measuring point and the bubble. At the
same θ, the ka value increases and the circumferential radius
required for bubble motion increases. When ka is fixed, the
bubble’s circular motion radius increases proportionally with the
increase of θ. This proves that the radius of circular motion of the
bubble has a certain impact on far-field sound pressure, and the
larger the radius of motion, the more significant the change in
directionality.

Figure 14B shows the relationship between the offset velocity of
the acoustic directivity (w = 1°·s−1) and the angular velocity of the
bubble (ω). When the ka value increases, the ω also increases. When
ka is the same, the ω corresponding to different θ is not much
different. Therefore, the average of the three angular velocities can be
selected to represent the relationship between the w and the ω. It can
be seen that within the same movement time, an increase in the
velocity of the bubble’s circular motion will not cause a significant
change in directionality. However, as ka increases, the bubble

requires a greater circumferential velocity to shift the
directionality of the sound by the same angle.

5.3 Small deformation bubbles

In reality, the bubble does not always keep spherical when
moving, but deforms due to the pressure. The shape change of
bubbles can be observed in Chapter 4. Therefore, this section
discussed the property of acoustic scattering about ellipsoidal
bubbles. The ratio of long and short axes of bubbles is defined as
N = a/b, a is the long axes and b is the short axes. When N = 1, it
represents an ideal spherical bubble. Figure 15 is the scattering
directivity diagram of ellipsoid bubble at different
N when ka = 1.

Figure 15A shows that when the bubble volume keeps
constant, as N increases, the long axis a of the bubble
increases and the short axis b decreases, which indicates the
shape of the bubble becomes more and more flat. During this
change, the forward sound pressure increases and the backward
sound pressure decreases. The energy of the acoustic scattering
is also concentrated in the forward direction of the incident
wave, and the amplitude of the sound pressure increases slightly.
By comparing the calculated results in Figure 15A with the
literature [37], it can be found that the scattered sound pressure
of the bubble is close to the minimum value for N = 2. Figure 15B
represents the bubble with a change in volume, its long axis a
remains constant. As the short axis b decreases, the volume of
the bubble decreases, the amplitude of scattered sound pressure
decreases, and the directivity decreases This indicates that the
decrease in bubble volume has a greater impact on sound
radiation than the change in the long and short axes of the
bubble on the scattered sound field. Comparing Figures 15A, B,
it can be found that both the size and thickness of the bubble
have an effect on the scattered sound field.

FIGURE 14
Relationship between the offset angle and circumferential radius (A) and angular velocity (B) during uniform circular motion at different ka values.
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6 Conclusion

Regarding the problem of the sound radiation and scattering of
moving bubbles, this paper introduces a coupled CFD-BEMmethod
to predict the acoustic radiation and scattering of bubbles under low
motion velocity. Based on the motion boundary of bubbles obtained
by CFD, the BEMprogram is used to solve the acoustic radiation and
scattering of stationary spherical and ellipsoidal bubbles, uniform
linear rising bubbles, and uniform circular motion bubbles
respectively. The following conclusions are obtained.

(1) ka has an important influence on the acoustic scattering of the
bubble.When the ka value is small, the directivity of the acoustic
scattering is not obvious. With the increase of ka value, the main
lobe and side lobe appears, and the energy of the acoustic
scattering is gradually concentrated in the forward direction
of the incident wave.

(2) For a bubble moving in a straight line, the distance of moving
can deflect the far-field acoustic directivity (The far field
distance is about 100 m). For a bubble with circular motion,
the radius of motion (R) is positively proportional to the
acoustic directivity changing velocity (w).

(3) For the ellipsoidal bubble, the flatter the bubble, the higher its
forward scattering sound pressure. It is worth noting that the
shape and volume changes of the bubble can both affect the
distribution of scattered sound field.
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FIGURE 15
The relationship between the acoustic directivity of the ellipsoid bubble and themajor andminor axes. (A) The bubble volume remains constant. (B)
The long axis of the bubble remains constant.
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Acoustic scattering of a pair of
rigid spheroids based on the
T-matrix method
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In this study, the T-matrix method combined with the addition theorems of
spherical basis functions is applied to semi-analytically compute the
underwater far-field acoustic scattering of a pair of rigid spheroids with
arbitrary incident angles. The involvement of the addition theorems renders
the multiple scattering fields of each spheroid to be translated into an identical
origin. The accuracy and convergence property of the proposed method are
verified and validated. The interference of specular reflectionwave and Franzwave
can be spotted from the oscillations of the form function. Furthermore, the
propagation paths of specular reflection and Franz waves are quantitatively
analyzed in the time domain with conclusions that the Franz waves reach the
observation point subsequent to specular reflection waves and the time interval
between these two wave series is equal to the time cost of the Franz waves
traveling along the sphere surfaces. Finally, the effects of separation distances,
aspect ratios (the ratio of the polar radius to equatorial radius), non-dimensional
frequencies, and incidence angles of the plane wave on the far-field acoustic
scattering of a pair of rigid spheroids are studied by the T-matrix method.

KEYWORDS

T-matrix method, addition theorems, a pair of rigid spheroids, acoustic scattering, far-
field form function

1 Introduction

The study of underwater target acoustic scattering gains attentions from researchers, and
the relative research studies are widely applied in engineering practices such as underwater
target detection, positioning, imaging, and underwater communication. The mechanism of
multiple-target acoustic scattering is more complex than that of single-target scattering due
to the existence of multiple scattering. In this study, a pair of rigid spheroids is chosen as the
target to investigate the multiple acoustic scattering characteristics.

In the past decades, a series of numerical and analytical methods are proposed to solve
the underwater acoustic scattering problem. Numerical methods such as the finite element
method (FEM) and boundary element method (BEM) can solve acoustic scattering problems
under complex conditions [1–3]. Recently, various extended methods, like the smooth finite
element method and meshfree method [4–7], are proposed to solve the underwater acoustic
scattering issues. However, the computational efficiency of those numerical methods
decreases as the frequency increases because of the requirement of very dense meshes.
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Compared to the numerical methods, the analytical method can
provide precise solutions with a faster convergence speed. In
addition, the physical understanding of the acoustic scattering
wave can be explained by the analytical solutions. Rayleigh first
derived the Bessel–Legendre series (mathematical) solution for the
acoustic scattering of a sphere by the variable separation method.
However, his works are only competent to cases with small non-
dimensional frequencies ka [8]. Based on Rayleigh’s work, various
extended analytical methods, like the partial wave series (PWS)
method and Sommerfeld–Watson transformation (SWT), are
proposed to obtain the mathematical expressions of acoustic
scattering of the single simple target (such as the sphere and
circular cylinder) [9–11]. Záviška proposed the multipole method
to solve the two-dimensional multiple scattering by a series of
circular cylinders [12]. Eyges extended the multipole method to
the multiple scattering of two spheres [13]. The key to the multipole
method is the addition theorems of the spherical basis functions
which transform the multiple scattering fields of different targets to a
field with a uniform origin [14, 15]. Gabrielli derived the analytical
solutions to the acoustic scattering problems of two spheres using
the symmetry properties, which are widely used in quantum physics
[15, 16]. However, there are some limitations to analytical methods
in solving the acoustic scattering of non-spherical targets in the
spherical coordinate system. Consequently, the semi-analytical
method is applied to study the far-field acoustic scattering of a
pair of rigid spheroids.

The T-matrix method, a typical semi-analytical method, is first
proposed by Waterman for electromagnetic scattering problems
[17] and later extended to the acoustic scattering field [18]. The
T-matrix method is defined as the semi-analytical method derived
from the Helmholtz integral equation and null-field theory, and the
infinite matrix needs to be truncated. The crux of the T-matrix
method is to expand all the field quantities by a set of orthogonal
basis functions and solve the unknown expansion coefficients. In
addition, the T-matrix method is suitable for the acoustic scattering
problem with arbitrary incidence and scattering angles. Peterson
derived the T-matrix expression for multi-target scattering based on
the addition theorems of spherical basis functions and calculates the
numerical result of a pair of identical spheres under the plane wave

incidence [19]. Most of the published literature works focus on the
acoustic scattering of a pair of spheres and spheroids with small
aspect ratios (i.e., the ratio of the polar radius to equatorial radius is
less than 2). However, it is important to study the acoustic scattering
mechanism of a pair of rigid oblate spheroids and prolate spheroids,
which are extensively used in hydrodynamics and underwater
engineering.

In this work, the addition theorems are embedded in the
T-matrix method to investigate the underwater far-field acoustic
scattering characteristics of a pair of rigid spheroids with different
aspect ratios ensonified by plane waves at different angles. The
propagation paths of the returning backscattering waves from a pair
of rigid spheres are analyzed by using the geometric and numerical
method in the time domain. The structure of this work is as follows:
In Section 2, acoustic scatterings of a single rigid spheroid are
considered by the traditional T-matrix method; in addition, the
addition theorems are embedded in the T-matrix method to
investigate the scatterings of a pair of rigid spheroids. In Section
3, some numerical experiments are carried out to verify the accuracy
and convergence of the T-matrix method for the acoustic scattering
of a pair of rigid spheroids. Furthermore, the effects of the separation
distance between spheroids, aspect ratios, non-dimensional
frequencies, and incidence angles of the plane wave on the
acoustic scattering of a pair of rigid spheroids are investigated,
while conclusions are provided in Section 4.

2 T-matrix method

In this section, a rigid spheroid and a spheroid pair are
considered. The acoustic scatterings of such models under plane
wave incidence at an arbitrary angle are investigated using the
T-matrix method.

2.1 For a rigid spheroid

As shown in Figure 1, a rigid rotation spheroid with the polar
radius b (distance from the center point to the endpoint of the

FIGURE 1
Geometry model for the acoustic scattering of a rigid (A) prolate and (B) oblate spheroid.
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spheroid located in the rotation axis Oz) and equatorial radius a is
positioned in an ideal fluid medium with density ρ and sound
velocity c. The angle between the incident plane wave P and axis Oz
is θi. The surface shape function S(θ) of the spheroid is only related
to the polar angle θ, such that

S θ( ) � cos 2 θ/b2 + sin 2 θ/a2( )
−1/2. (1)

The entire wave field can be constructed by the scalar velocity
potential because the wave field exists only in the ideal fluid
medium. For convenience, in what follows, the monochromatic
time factor exp(−iωt) of all velocity potentials is omitted. The
total wave field Φ(r) is the sum of the incident field Φi(r) and
scattering field Φs(r):

Φ r( ) � Φi r( ) +Φs r( ). (2)
All of the aforementioned velocity potentials satisfy the

Helmholtz equation:

∇2 + k2( )
Φ r( )
Φi r( )
Φs r( )

⎛⎜⎝ ⎞⎟⎠ � 0, (3)

where k � ω/c is the wave number. Waterman discussed the
aforementioned three field functions in detail [18]. The outer
surface S of the ellipsoid is smooth, so that the
Poincare–Huygens principle and Gauss theorem can be applied.
The Helmholtz integral representation equation can be expressed as

Φi r( ) + ∫
S
Φ+n · ∇g r, r′( ) − n · ∇+Φ( )g r, r′( )[ ] dS

� Φ r( ) r outside S
0 r inside S,

{ (4)

where Φ+ is the velocity potential on the outer surface of the
spheroid. n · ∇+Φ denotes the normal velocity on the outer
surface of the spheroid. g(r, r′) is the free-field Green’s function,
which can be expressed as

g r, r′( ) � exp ik r − r′
∣∣∣∣

∣∣∣∣( )/ k r − r′
∣∣∣∣

∣∣∣∣( ). (5)

The crucial point is to expand the whole field quantities with a
set of orthogonal basis functions and solve the corresponding
unknown coefficients. The scalar spherical basis function is
expressed as

Φnmσ r( ) � h 1( )
n kr( )Ynmσ θ,φ( )

� hn kr( )ξnm′ Pm
n cos θ( ) cos mφ( ), σ � e

sin mφ( ), σ � o
( ), (6)

where Pm
n (cos θ) is the associated Legendre function of order n and

rankm. The azimuthal parity index σ is either even or odd. h(1)n (kr)
is a spherical Hankel function of the first kind. The normalization
coefficients ξ

nm
′ can be expressed as

ξnm
′ � εm 2n + 1( ) n −m( )![ ]1/2 × 4π n +m( )![ ]−1/2, (7)

with εm � 1, m � 0
2, m ≠ 0

{ . The value range of the order index is
n � 0, 1,/, ∞, and the rank index m takes the integer values m �
0, 1,/, n.

The incident and scattered field can be expanded into the form
of the weighted sum of the scalar basis function with the expanded

coefficients. The regular spherical basis function, denoted by
ReΦnmσ , is obtained by substituting the first-kind spherical Bessel
function jn(kr) for h(1)n (kr) into Eq. 6. Therefore, the incident and
scattered fields can be expanded as

Φi r( ) � ∑
nmσ

anmσReΦnmσ r( ), (8)

Φs r( ) � ∑
nmσ

fnmσΦnmσ r( ), (9)

where ∑
nmσ

� ∑
∞

n�0
∑
n

m�0
∑
σ

is the triple summation symbol, anmσ denotes

the expanded coefficient of the incident field, and fnmσ denotes the
unknown expanded coefficient of the scattering field. For a plane
harmonic wave, the expanded coefficient is

anmσ � 4πξnm
′inPm

n cos θi( ) cos mφi( ), σ � e
sin mφi( ), σ � o

( ). (10)

Furthermore, the free-field Green’s function g(r, r′) can be
expanded using the spherical basis function as

g r, r′( ) � ∑
nmσ

ikΦnmσ r>( )ReΦnmσ r<( ), (11)

where r> � r, r> r′
r′, r< r′{ and r< � r, r< r′

r′, r> r′{ . r′ is the modulus of the

point r′ on the surface S of the spheroid. r is the modulus of the field
point r. The expanded expression of the unknown surface fieldΦ+ is

Φ+ r′( ) � ∑
nmσ

αnmσReΦnmσ r′( ), (12)

where αnmσ , which is omitted in the process of deriving the T-matrix,
is the expanded coefficient of the unknown surface field.

For a rigid spheroid, the boundary of the spheroid at r � S(θ)
satisfies the Neumann boundary condition:

n · ∇+Φ r( )∣∣∣∣r�S θ( ) � 0. (13)

Substituting Eqs 6–13 into Eq. 4 yields

i ∑
n′m′σ′

Qnmσ,n′m′σ′αn′m′σ′ � −anmσ , (14)

i ∑
n′m′σ′

ReQnmσ,n′m′σ′αn′m′σ′ � fnmσ , (15)

where

Qnmσ,n′m′σ′ � k∫
S
ReΦn′m′σ′ r′( )n · ∇Φnmσ r′( )dS. (16)

The detailed expression of Qnmσ,n′m′σ′ is obtained by substituting
Eq. 6 into Eq. 16:

Qnmσ,n′m′σ′ � ∫
π

0
ξn′m′
′ jn′ kr( )Pm′

n′ cos θ( )ξnm

×
zhn kr( )

zr
Pm
n cos θ( )−[

rθ
r2
hn kr( )× zPm

n cos θ( )
zθ

]

× r2 sin θdθ∫
2π

0

cosm′φ
sinm′φ

( )
cosmφ

sinmφ
( )dφ,

(17)
where rθ � zr(θ)/zθ and r(θ) � S(θ). In the expression of the
Q-matrix, the symmetry of the scatterer leads to certain elements
in the Q-matrix becoming zero. In this study, the rotational symmetry
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of the spheroidmakes the Q-matrix block diagonal of the submatrices,
and thus, the computation can be simplified.

From Eqs 14, 15, the relationship between scattering and
incident expanded coefficients can be expressed as

fnmσ � Tanmσ , (18)
where the transitionmatrixT, showing the influence of the geometry
of the spheroid, the incident angle, and the frequency of the plane
wave [20, 21], is expressed as

T � − ReQ( )Q−1. (19)

2.2 For a pair of rigid spheroids

In this part, the formula of the T-matrix method for a pair of
rigid spheroids immersed in the idea fluid is derived. The geometry
of the configuration to be considered is shown in Figure 2. The
formula of the T-matrix method for a pair of rigid spheroids is
derived exactly like Eq. 4:

Φi r( ) + ∫
S1+S2

Φ+n · ∇g r, r′( ) − n · ∇+Φ( )g r, r′( )[ ] dS

� Φ r( ) r outside S1 and S2
0 r inside S1 or S2.

{
(20)

The incident field Φi(r) and the free-field Green’s function
g(r, r′) need to be expanded at origins O1 and O2 to obtain the
Q-matrix of each of the spheroids, which are analogous to Eq. 16.
When the field point r is located inside S1,

r � r1 − d, r′ � r1
′, r − r1

′ � r1 − r1
″, r − r2

′ � r1 − r2
″ + 2d( ), (21)

where d � O1O
����→ � OO2

����→
. According to Eq. 11, Green’s functions

g(r, r1′) and g(r, r2′) can be written as

g r, r1
′( ) � ∑

nmσ

ikΦnmσ r1
″( )ReΦnmσ r1( ), (22)

g r, r2
′( ) � ∑

nmσ

ikΦnmσ r2
″ + 2d( )ReΦnmσ r1( ). (23)

From Eqs 8, 21, where r � r1 − d, the incident fields can be
expressed as

Φi r( ) � ∑
nmσ

anmσReΦnmσ r1 − d( ). (24)

The addition theorems of the spherical basis functions are used
in Eqs 23, 24. The translation properties are as follows [22, 23]:

ReΦnmσ r + d( ) � ∑
n′m′σ′

R̂nmσ,n′m′σ′ d( )ReΦn′m′σ′ r( ),

Φnmσ r + d( ) �
∑

n′m′σ′
R̂nmσ,n′m′σ′ d( )Φn′m′σ′ r( ), r| |> d| |,

∑
n′m′σ′

Rnmσ,n′m′σ′ d( )ReΦn′m′σ′ r( ) r| |< d| |,
⎧⎪⎪⎨
⎪⎪⎩

(25)

where the coordinates of the vector d in the spherical coordinate
system are (d, η,ψ). R̂ is the regular form of R by replacing the
spherical Hankel function with spherical Bessel functions. The
matrices R̂nmσ,n′m′σ′(d) are given as

R̂nmσ,n′m′σ′ d( )� −1( )m
2

εm ·εm′[ ]1/2[ −1( )m′Cnm,n′m′ d,η( )cos m−m′( )ψ

+ −1( )σCnm,−n′m′ d,η( )cos m+m′( )ψ],σ�σ′,
R̂nmσ,n′m′σ′ d( )� −1( )m

2
εm ·εm′[ ]1/2[ −1( )σ′+m′Cnm,n′m′ d,η( )sin m−m′( )ψ

+Cnm,−n′m′ d,η( )sin m+m′( )ψ],σ≠σ′,
(26)

FIGURE 2
Geometry model for the acoustic scattering of a pair of rigid spheroids.
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where

Cnm,n′m′ d,η( )

� ∑
n+n′

λ� n−n′| |
−1( )m′+n+ n+n′+λ( )/2 2λ+1( ) 2n+1( ) 2n′+1( ) λ− m−m′( )[ ]!

λ+ m−m′( )[ ]!
[ ]

1/2

×
n n′ λ

0 0 0
( )

n n′ λ

m−m′− m−m′( )
( )jλ kd( )Pm−m′

λ cosη( ),

(27)

where
· · ·
· · ·( ) is theWigner 3-j symbol [24]; its expression is given as

follows:

j1 j2 j3

m1 m2 m3
( )

� −1( )j1−j2−m3δ−m3 ,m1+m2

j1 + j2 − j3( )! j2 + j3 − j1( )! j1 + j3 − j2( )!
j1 + j2 + j3 + 1( )!

{

× Π
i�1,2,3

ji +mi( )! ji −mi( )}∑
v

−1( )vv![ j1 + j2 − j3 − v( )!

× j2 +m2 − v( )! j3 − j1 −m2 + v( )! j3 − j2 +m1 + v( )!

× j1 −m1 − v( )!]−1,δ−m3 ,m1+m2 � 1,δ−m3 ,m1+m2 � 0,−m3 ≠m1 +m2.

(28)
In this study, the expression of the matrices R̂nmσ,n′m′σ′(± d) for

the special case of the offset along the z-axis is

R̂nmσ,n′m′σ′ ± d( ) � ∑
n+n′

λ� n−n′| |
−1( )m′+n+ n+n′+λ( )/2 2λ + 1( ) 2n + 1( ) 2n′ + 1( )[ ]

1/2

×
n n′ λ
0 0 0

( )
n n′ λ
m −m′ 0

( ) ± 1( )λjλ kd( )

× δσσ′δmm′

1, m> 0
1, m � 0, σ � e
1, m � 0, σ � o.

⎧⎪⎨
⎪⎩

(29)

Substituting Eqs 22–25 into the second formula of Eq. 20
yields

0 � ∑
nmσ

∑
n′m′σ′

anmσ R̂nmσ,n′m′σ′ −d( )ReΦn′m′σ′ r1( ) + ∑
nmσ

ik∫
S1
ReΦnmσ r1( ) Φ+ r1″( ){

× n · ∇Φnmσ r1″( ) − n · ∇+Φ r1″( )( )Φnmσ r1″( )}dS + ∑
nmσ

∑
n′m′σ′

ik

× Rnmσ,n′m′σ′ 2d( )∫
S2
ReΦnmσ r1( ) Φ+ r2″( ){ n · ∇Φn′m′σ′ r2″( )

− n · ∇+Φ r2″( )( )ReΦn′m′σ(r2″}dS.
(30)

The expansion coefficients of the unknown surface fields of two
spheroids are α1nmσ and α2nmσ , respectively. The boundary of these
two spheroids satisfies the Neumann boundary condition. In this
way, Eq. 30 can be expressed as

FIGURE 3
Convergence study of the T-matrix method for a pair of rigid spheres. The backscattering modulus |f∞| of a pair of rigid spheres was calculated at
end-on incidence (θi � 0°) with the dimensionless frequency kb � 5 versus Nmax for a pair of rigid spheres with separation distances 2d � 2b and 4b,
respectively.

FIGURE 4
Convergence study of the T-matrix method for a pair of rigid
spheroids with aspect ratio b/a � 4 for the separation distance
2d � 4r0. The backscattering modulus |f∞| of a pair of rigid spheroids
was calculated with the dimensionless frequency kb � 10 versus
Nmax under three incident cases (θi � 0°,45°, and 90°).
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0 � ∑
n′m′σ′

an′m′σ′R̂nmσ,n′m′σ′ −d( ) − i ∑
n′m′σ′

Q1
nmσ,n′m′σ′α

1
n′m′σ′

−i ∑
n′m′σ′

∑
n″m″σ″

Rnmσ,n′m′σ′ 2d( )ReQ2
n′m′σ′,n″m″σ″α

2
n″m″σ″,

(31)
where Q1

nmσ,n′m′σ′ and Q2
nmσ,n′m′σ′ are given by Eq. 17, with the

integrals taken over S1 and S2. Expressing the aforementioned
equation in terms of matrices and vectors yields

R̂
t −d( )a � iQ1α1 + iR 2d( )ReQ2α2, (32)

where R̂
t(−d) � R̂(d) and the superscript “t” denotes the

transposition of the matrix. In the same way, when the field
point r is located inside S2,

R̂
t
d( )a � iR −2d( )ReQ1α1 + iQ2α2. (33)

Considering the field point r located outside the sphere SO
(the smallest external sphere containing both spheroids S1 and
S2 with O as the center of the sphere), according to Eq. 11,
the free-field Green’s functions g(r, r1′) and g(r, r2′) can be
written as

g r, r1
′( ) � ∑

nmσ

ikΦnmσ r( )ReΦnmσ r1
′( )

� ∑
nmσ

∑
n′m′σ′

ikΦnmσ r( )R̂nmσ,n′m′σ′ −d( )ReΦn′m′σ′ r1
″( ),

(34)

g r, r2
′( ) � ∑

nmσ

ikΦnmσ r( )ReΦnmσ r2
′( )

� ∑
nmσ

∑
n′m′σ′

ikΦnmσ r( )R̂nmσ,n′m′σ′ d( )ReΦn′m′σ′ r2
″( ).

(35)

Substituting Eqs 34, 35, 9 into the first formula of Eq. 20 yields

f � −iR̂ −d( )ReQ1α1 − iR̂ d( )ReQ2α2. (36)
From Eqs 32, 33, the surface field coefficients α1 and α2 can be

solved into expressions in terms of the incident field coefficient a.
Afterward, the transition matrix T(1, 2) can be obtained by
substituting the solved α1 and α2 into Eq. 36, such that

T 1, 2( ) � R̂ −d( ) T 1( ) I−[{ R 2d( )T 2( )R −2d( )T 1( )]−1
× I+[ R 2d( )T 2( )R̂ −2d( )]}R̂ d( )
+ R̂ d( ) T 2( ) I−[{ R −2d( )T 1( )R 2d( )T 2( )]−1
× I+[ R −2d( )T 1( )R̂ 2d( )]}R̂ −d( ), (37)

FIGURE 5
Accuracy study of the T-matrix method for a pair of rigid spheres. (A) Backscattering cross section of a pair of rigid spheres at broadside incidence
(θi � 90°) for kb � 2 versus separation distance 2kd. (B) Backscattering cross section of a pair of rigid spheres for kb � 2 and 2kd � 4.5 versus the incidence
angle θi. (C) Backscattering form function |f∞| of a pair of rigid spheres at broadside incidence (θi � 90°) versus kb for the separation distance 2d � 2b. (D)
Backscattering form function |f∞| of a pair of rigid spheres at broadside incidence (θi � 90°) versus kb for the separation distance 2d � 2b.
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where I is the identity matrix and T(1) (T(2)) is the T-matrix
formulation of spheroids S1 (S2), which can be calculated using
Eq. 19.

Since the far-field scattering characteristics are majorly
considered in the current study, the form function f∞ can be
defined by [25, 26]

f∞ kr0, θ,φ( ) � lim
r ����→∞

2r
r0

Φs

Φ0
e−ikr, (38)

where r0 � max(a, b). According to Eq. 38, the factors that affect the
form function are the observation position of the scattering field,
incident angle, and non-dimensional frequency.

FIGURE 6
Backscattering form function |f∞| (solid lines) of a pair of rigid spheres at oblique incidence (θi � 45°) versus kb for the separation distances (A)
2d � 2b and (B) 2d � 4b. The backscattering form function |f∞| of a pair of rigid spheres at end-on incidence (θi � 0°) versus kb for separation distances (C)
2d � 2b and (D) 2d � 4b. The dashed lines represent twice the value of the backscattering form function |f∞| of a single rigid sphere.

TABLE 1 Time intervals regarding the peak-to-peak intervals in Panel (a) of Figure 7.

Time interval Predicted by the geometric model (ms) Obtained from Figure 7 (ms)

t2–t1 3.41 3.29

t3–t1 5.30 5.37

t4–t3 3.41 3.30

TABLE 2 Time intervals regarding the peak-to-peak intervals in Panel (b) of Figure 7.

Time interval Predicted by the geometric model (ms) Obtained from Figure 7 (ms)

t2–t1 3.41 3.32

t3–t1 3.75 3.74

t4–t3 3.41 3.33
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3 Numerical examples and results

In this section, the convergence and accuracy of the T-matrix
method for calculating the acoustic scattering of a pair of rigid
spheres and spheroids are shown by several numerical experiments.
Afterward, the monostatic and bistatic acoustic scattering form
function modulus |f∞| of a pair of rigid spheroids illuminated
by the plane wave are calculated by the T-matrix method
considering various models with a range of aspect ratios b/a,
separation distances 2d, non-dimensional frequencies kr0
(r0 � max(a, b)), and incidence angles θi.

3.1 Numerical validation

The convergence of theT-matrixmethod for calculating the acoustic
scattering of a pair of rigid spheres under the plane wave end-on
incidence (θi � 0+) is verified. According to the aforementioned
theoretical formulation, the infinite summation in the Q-matrix and
R-matrix must be truncated at the appropriate limit Nmax. Figure 3
shows the results of |f∞| versusNmax under the end-on incidence case
with the non-dimensional frequency kb � 5 at separation distances 2d �
2b and 4b. It can be seen from Figure 3 that the T-matrix method
converges faster in calculating the acoustic scattering problem of a pair of
spheres. The relative convergence error of |f∞| can be given by [27]

ε N max( ) � f∞ N max( ) − f∞ N ′
max( )

f∞ N ′
max( )

∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣
. (39)

The truncation factor N ′
max in this study is expressed as

N ′
max � Int(k × (2d + r0)) + 5. When the dimensionless frequency

kb � 5, the values of the truncation factor N ′
max are taken as 20 and

30 for separation distances of d � b and 2b, respectively. As shown in
Figure 3, the form function modulus begins to converge, whereNmax is
greater than 14 and 26, respectively, and the relative convergence error
could reach 10−5 ~ 10−6. Therefore, the expression of the truncation
factor Nmax is verified to be correct and feasible. Furthermore, the
convergence and accuracy of the T-matrix method for calculating the
acoustic scattering of a pair of rigid spheroids are studied. Figure 4 shows
the backscattering modulus |f∞| of a pair of rigid spheroids with b/a �
4 for the separation distance 2d � 4r0 versusNmax with kb � 10 under
three incident cases (θi � 0°, 45°, and 90°). The results show that all the
curves have good convergence and the solutions are stable and accurate.
Similarly, the relative convergence error could reach 10−5 ~ 10−6.

In the following, some numerical experiment results of the
acoustic scattering of a pair of rigid spheres calculated by the
present method are compared with Peterson’s works [19] and the
analytical results. The comparison results are shown in Figure 5. The
circles are values according to the data from Peterson’s works, while
the solid lines are calculated by the present method. Panel (a) of
Figure 5 displays the backscattering cross section of a pair of rigid
spheres at the broadside incidence case (θi � 90+,φi � 0+) for kb � 2
versus the separation distance 2kd. It can be seen from Panel (a) of
the figure that the numerical results are in complete agreement with
Peterson’s solutions. The scattering cross section is defined by

σN r, θs,φs; θi,φi( ) � 4πr2
Φs| |2
Φ0| |2

1
πb2

. (40)

Panel (b) of Figure 5 displays the far-field backscattering cross
section σN versus the incidence angle θi of a pair of rigid spheroids
for kb � 2 and 2kd � 4.5. It is in complete agreement with the results
in Figure 7 of Peterson’s works. It can be assured that the T-matrix
method is sufficiently accurate in calculating the acoustic scattering
of a pair of rigid spheres at arbitrary angular incidence. As shown in
panels (c) and (d), the results of the backscattering form function
|f∞| of a pair of rigid spheres at the broadside incidence case
calculated by the present method are exactly the same as those
calculated by the analytical method [28] for separation distances
2d � 2b and 4b. It can be seen from the aforementioned comparison
that the T-matrix method is effective in computing the acoustic
scattering of a pair of rigid spheres and spheroids.

3.2 Far-field acoustic scattering properties
of a pair of rigid spheres

In this part, the far-field scattering properties of a pair of rigid
spheres under the plane wave at arbitrary incident angles are studied

TABLE 3 Time intervals regarding the peak-to-peak intervals in Panel (c) of Figure 7.

Time interval Predicted by the geometric model (ms) Obtained from Figure 7 (ms)

t2–t1 = t4–t3 3.41 3.54

FIGURE 7
Propagation path of the backscatteringwaves by a pair of spheres
at (A) end-on incidence and (B) oblique incidence.

Frontiers in Physics frontiersin.org08

Yang et al. 10.3389/fphy.2023.1170811

117

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1170811


by the T-matrix method. Figure 6 displays the backscattering form
function |f∞| versus the dimensionless frequency ka of a pair of
rigid spheres with two values of the separation distance (2d � 2b and

4b) under oblique (θi � 45°) incidence and end-on (θi � 0°)
incidence, respectively. As shown in Panels (a) and (b), it can be
seen that the form function |f∞| (solid line) of a pair of spheres is
below the values (dashed line) of twice the form function modulus of
a single rigid sphere under plane wave oblique incidence.
Furthermore, the backscattering form function curves oscillate
faster as the separation distance increases at the oblique
incidence case. This phenomenon is similar to the end-on
incidence case (see Panels (c) and (d) of Figure 6), but the
number of peaks in the backscattering form function curves
under the oblique incidence case at the same separation distance
is less than the end-on incidence case. In the end-on incidence case,
the amplitude of the backscattering form function |f∞| tends to be
stable as kb increases for the separation distance of 2d � 4b (see
Panel (d) of Figure 6). The reason for these oscillations in the
backscattering form function curves is due to the interference
between the specular reflection wave components and Franz
wave components in the backscattering response wave [29, 30]. It
can be seen that the oscillation period in the backscattering form
function curves (solid line) of a pair of rigid spheres is not a constant
compared to that (dashed line) of the single rigid sphere [31, 32].
The propagation mechanisms of the specular reflection and Franz
wave in the backscattering response wave by a pair of rigid spheres
are discussed in the following paragraph.

The path of backscattering waves by a pair of rigid spheres
ensonified by the pulse wave from end-on incidence and oblique
incidence, respectively, is shown in Panels (a) and (b) of Figure 7. P1

and P3 represent specular reflection waves, which propagate
backwards immediately when the incident wave reaches the front
of the first sphere and the second sphere, respectively. P2 and P4

represent the backward Franz waves, which diffracted around the
shadowed surface of the obstacle, from the first sphere and second
sphere, respectively. We define the moments of the arrival of
backscattering response wave components P1, P2, P3, and P4 at
the observation point as t1, t2, t3, and t4, respectively. The time
intervals under end-on incidence can be predicted by the following
equations:

t2 − t1 � CD +DEF + FG( )
c

,

t3 − t1 � 2 × CD +DH( )/c,

t4 − t3 � HI + IJK + KL( )/c,

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(41)

where c denotes the velocity of the specular reflection wave.
Likewise, the time intervals under the oblique incidence can be
predicted as

t2 − t1 � CD +DEF + FG( )/c,

t3 − t1 � 2 ×MN/c,

t4 − t3 � HI + IJK +KL( )
c

.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(42)

The ideal fluid medium around the spheres is water. The
velocity of the specular reflection wave is 1,510 m/s, and the
scattering field point is located at (−30, 0). The time domain
response results obtained by the inverse fast Fourier transform
(IFFT) of the frequency domain response results [33] of a pair of
rigid spheres at three incidence cases (θi � 0°, 45°, and 90°) of

FIGURE 8
Backscattering response waves of a pair of rigid spheres in the
time domain for the separation distance 2d � 4b � 4m under the pulse
wave. (A) End-on incidence (θi � 0°), (B) oblique incidence (θi � 45°),
and (C) broadside incidence (θi � 90°).
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pulse waves for the separation distance 2d � 4b � 4m are shown
in Figures 8A–C. Four obvious peaks can be obtained from
Figures 8A, B. The specular reflection waves from the first
sphere and second sphere lead to two peaks with the largest
values. The two peaks with the smaller values are the Franz
waves of the first sphere and second sphere, respectively. The
values of Franz waves are smaller than those of specular

reflection waves due to radiation damping when the Franz
wave propagates in the shadowed area of the sphere. It can be
seen that there are only two obvious peaks in Panel (c) of
Figure 8 because the two spheres do not block each other in
the direction of the pulse wave. In the case of broadside
incidence (θi � 90°), the specular reflection waves of two
spheres reach the observing point at the same time, and

FIGURE 9
Bistatic 2D directivity pattern (solid line) of a pair of rigid spheres at end-on (θi � 0°) incidence with kb � 2 for separation distances (A) 2d � 2b and (B)
2d � 4b. The bistatic 2D directivity pattern of a pair of rigid spheres at oblique (θi � 45°) incidence with kb � 2 for separation distances (C) 2d � 2b and (D)
2d � 4b. The bistatic 2D directivity pattern of a pair of rigid spheres at broadside (θi � 90°) incidencewith kb � 2 for separation distances (E) 2d � 2b and (F)
2d � 4b. The dashed lines represent twice the value of the 2D directivity pattern of a single rigid sphere under three cases of incident angles (θi � 0°,
45°, and 90°) for kb � 2.
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subsequently, the Franz waves also reach the observing point at
another identical time point. Furthermore, the time intervals
corresponding to the peak-to-peak intervals for a pair of rigid
spheres with three incidence cases (θi � 0°, 45°, and 90°) of the
pulse wave for the separation distance 2d � 4b � 4m in Figure 8

are listed in Tables 1, 2, 3. The predicted results based on the
geometric model are calculated from Eqs 41, 42. As can be seen
from Tables 1, 2, 3, the results calculated by the T-matrix method
are consistent with the predicted results from the geometric
model.

FIGURE 10
Backscattering form function |f∞| (solid lines) of a pair of rigid prolate spheroids under end-on incidence (θi � 0°) versus kr0 (r0 � max(a,b)) for
separation distances (A) 2d � 2r0 and (B) 2d � 4r0. The backscattering form function |f∞| (solid lines) of a pair of rigid prolate spheroids under oblique
incidence (θi � 45°) versus kb for separation distances (C) 2d � 2r0 and (D) 2d � 4r0. The backscattering form function |f∞| of a pair of rigid prolate
spheroids under broadside incidence (θi � 90°) versus kb for separation distances (E) 2d � 2b and (F) 2d � 4b. The dashed lines represent twice the
value of the backscattering form function |f∞| of a single rigid prolate spheroid under three incident cases (θi � 0°, 45°, and 90°).
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In order to quantitatively study the scattering of a pair of rigid
spheres, the bistatic 2D directivity plots of a pair of rigid spheres
under three cases (θi � 0°, 45°, and 90°) of the plane waves for the

dimensionless frequency kb � 2 and separation distances 2d � 2b
and 4b, respectively, are shown in Figures 9A–F. It can be found that
the scattering form function |f∞| (solid line) of a pair of spheres is
mostly below the dashed line, which is twice the value of the form
function of the single sphere. The maximum values of the scattering
form function |f∞| in the 2D far-field directivity plots are in the
forward scattering direction under three cases. The 2D far-field
directivity plots under the oblique incidence are asymmetric in
Figures 9C, D because the obstacles are asymmetric along the
wave axis in the oblique incidence case. It is clearly shown that
the number of petals increased as the separation distance increases at
the same incident angles.

3.3 Far-field acoustic scattering properties
of a pair of rigid spheroids

In this section, the far-field scattering properties of a pair of rigid
spheroids under arbitrary incident angles of the plane wave are
studied by the T-matrix method. The results of the backscattering
form function |f∞| (solid lines) of a pair of rigid prolate (b/a � 2)
spheroids at three incidence cases (θi � 0°, 45° and 90°) versus the
non-dimensional frequency kr0 (r0 � max(a, b)) for the separation
distance 2d � 2r0 and 4r0, respectively, are shown in Figures 10A–F.
The dashed lines represent twice the value of the backscattering form
function |f∞| of a single rigid sphere at broadside incidence. As
shown in Figures 10A–D, the backscattering form function curves
oscillate faster as the separation distance increases in the end-on
incidence and oblique incidence cases. This phenomenon is
consistent with the results of a pair of rigid sphere scattering in
Section 3.2. Those oscillations in backscattering form function
curves are caused by the interference between the specular
reflection wave components and Franz wave components in the
backscattering response wave. The peaks in the backscattering form
function curves occur when the wave path difference Δs between the
Franz wave and specular reflection wave, which is related to the
separation distance 2d, is an integral multiple of the wavelength λ.
The peak-to-peak interval Δ(kr0) in the backscattering form
function curves can be expressed as Δ(kr0) � 2πa

Δs . Obviously,
Δ(kr0) decreases as the separation distance increases, making the
backscattering form function curves oscillate faster. In the broadside
incidence case, the solid line and dashed line overlap at low
frequencies in Panel (e) of Figure 10, implying that there is no
interaction between these two spheroids in this frequency band. As
the separation distance grows, the solid line and dashed line still
overlap at higher frequencies in Panel (f) of Figure 10. This is
because the two spheroids do not block each other in the direction of
the incident wave, and the interactions between these two spheroids
decrease as the separation distance grows.

Figure 11 displays the backscattering form function |f∞| of a
pair of rigid spheroids with different aspect ratios (b/a � 1/2, 1, 2,
and 4) versus kr0 (r0 � max(a, b)) for the separation distance 2d �
4r0 at three incidence cases (θi � 0°, 45°, and 90°). As shown in
Figure 11A, the values of the backscattering form function |f∞| of a
pair of rigid spheroids in the end-on incidence case decrease as the
aspect ratios grow. This is because the backscattering response wave
of a pair of rigid spheroids under plane wave end-on incidence is
mainly composed of the specular reflection wave at the front point of

FIGURE 11
Backscattering form function |f∞| of a pair of rigid spheroids with
different aspect ratios (b/a � 1/2, 1, 2, and 4) versus kr0 for the
separation distance 2d � 4r0 under the plane wave. (A) End-on
incidence (θi � 0°), (B) oblique incidence (θi � 45°), and (C)
broadside incidence (θi � 90°).
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the spheroids, and the intensity of the specular reflection wave
increases as the radius of curvature at the front point of the
spheroids increases [34]. It can be seen from Figure 11 that the
number of peaks in the backscattering form function curves for a
pair of rigid prolate (b> a) spheroids decreases with the increase in
the incidence angle. In order to quantitatively study the scattering of

a pair of rigid spheroids under the plane wave, the bistatic 2D
directivity plots for a pair of rigid spheroids with different aspect
ratios (b/a � 1/2, 1, 2, and 4) at three incidence cases
(θi � 0°, 45°, and 90°) of the plane waves for the non-dimensional
frequency kb � 2 and separation distances 2d � 2r0 and 4r0,
respectively, are shown in Figures 12A–F. The zoomed-in plots

FIGURE 12
Bistatic 2D directivity pattern of a pair of rigid spheroids with different aspect ratios (b/a � 1/2, 1, 2, and 4) at end-on incidence (θi � 0°) with kr0 � 2 for
separation distances. (A) 2d � 2r0 and (B) 2d � 4r0. The bistatic 2D directivity pattern of a pair of rigid spheroids with different aspect ratios (b/a � 1/2, 1, 2,
and 4) at oblique incidence (θi � 45°) with kr0 � 2 for separation distances (C) 2d � 2r0 and (D) 2d � 4r0. The bistatic 2D directivity pattern of a pair of rigid
spheroids with different aspect ratios (b/a � 1/2, 1, 2, and 4) at broadside incidence (θi � 90°) with kr0 � 2 for separation distances (E) 2d � 2r0 and (F)
2d � 4r0.
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regarding the results of the 2D directivity diagrams of a pair of rigid
prolate spheroids (b/a � 4) are also given in these panels. It is clearly
seen that the number of petals in the 2D directivity plots is mainly
influenced by the separation distance, and the number of petals
increased as the separation distance increased. The 2D directivity
plots are asymmetric in Figures 12C, D because the scatterers are
asymmetric along the wave axis in the oblique incidence case, which
is different from the end-on incidence and broadside incidence case.
In the end-on incidence case (see Figures 12A, B), the 2D directivity
plots of a pair of rigid spheroids change from the forward scattering
dominant to the sideward scattering dominant, with the increase in
the aspect ratio. The maximum values in the 2D far-field directivity
plots of a pair of rigid spheroids decrease as the aspect ratio increases
in the end-on incidence and oblique incidence cases. In the
broadside incidence case (Figures 12E, F), the 2D directivity plots
of a pair of oblate spheroids and prolate spheroids are sideward
scattering dominant and backward scattering dominant,
respectively. It can be found that the 2D far-field directivity plots
of a pair of rigid prolate spheroids with different aspect ratios at the
same incident angle and separation distance are very similar, and the
values of the scattering form function |f∞| decreases as the aspect
ratio increases.

4 Conclusion

In this work, the T-matrix method combined with the addition
theorems of spherical basis functions is applied to semi-analytically
compute the far-field acoustic scattering of a pair of rigid spheroids
under the planewave at an arbitrary incidence angle. It is verified that the
T-matrix method can accurately solve the far-field acoustic scattering
problem of a pair of rigid spheres with different separation distances
under the plane wave of any angle. In addition, some numerical
experiments on a pair of rigid (oblate or prolate) spheroids are
carried out by the T-matrix method with the following conclusions:

1) The acoustic scattering by a pair of rigid spheroids is more
complicated than that of a single rigid spheroid, and the values of
the scattering form function of a pair of rigid spheroids are not
equal to twice the far-field scattering form function modulus of a
single rigid spheroid.

2) The peak-to-peak interval of the backscattering response curve
obtained by the IFFT in the time domain is consistent with the
geometric prediction results, which makes it possible to estimate
the geometrical dimension and separation distance of multiple
scatterers from the scattering response wave.

3) The parameters affecting the far-field scattering form function
modulus of a pair of rigid spheroids are aspect ratio b/a,
separation distance 2d, dimensionless frequency kr0
(r0 � max(a, b)), and incident angle θi.
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