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Editorial on the Research Topic

Highlights in psychology: cognitive bias

Cognitive biases are unconscious and systematic errors in thinking that occur when

people process and interpret information in their surroundings and influence their decisions

and judgments (Kahneman et al., 1982). These biases can distort an individual’s perception of

reality, resulting in inaccurate information interpretation and rationally bounded decision-

making (Kahneman, 2011). Cognitive biases may also contribute to psychotic symptoms

(Garety et al., 2007). This Research Topic brings together 13 articles that address these issues.

Two papers are reviews. In the first, Berthet and de Gardelle conduct a systematic

review of heuristics and biases tasks that measure individual differences and reliability in

this Research Topic and provide a heuristics and biases inventory, an open-source catalog of

over 40 previously published individual difference measures. This is useful because it takes

time to find measures and determine their reliability. The second review on this Research

Topic by Liu et al. is about negative-biased implicit memory. According to the literature,

patients with current major depressive disorder have abnormal implicit memory. However,

its function in current and remitted major depressive disorder patients when processing

stimuli with positive, neutral, and negative emotions is unknown. The authors review and

elaborate on the role of implicit memory in these patients found in meta-analyses in the

Web of Science, PubMed, and EMBASE databases between 1990 and 2022. They report

a general deficit in implicit memory in current patients. Furthermore, current patients’

implicit memory performance to neutral stimuli is lower than controls’, but recovered in

remitted patients. Furthermore, both current and remitted patients have an implicit memory

deficit to positive stimuli, and the implicit memory response to negative stimuli in current

patients is similar to controls but worse in remitted patients. As a result, current patients’

negative bias compensates for the general implicit memory deficit. With remission, the

implicit memory of neutral stimuli recovers, but it remains abnormal in processing positive

and negative stimuli. Therefore, abnormal implicit memory of positive and negative stimuli

is relevant to the pathogenesis of depression.

Frontiers in Psychology 01 frontiersin.org5

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2023.1242809
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2023.1242809&domain=pdf&date_stamp=2023-07-03
mailto:professorsergiodasilva@gmail.com
https://doi.org/10.3389/fpsyg.2023.1242809
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1242809/full
https://www.frontiersin.org/research-topics/45189/highlights-in-psychology-cognitive-bias
https://doi.org/10.3389/fpsyg.2023.1145246
https://doi.org/10.3389/fpsyt.2022.1043987
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Da Silva et al. 10.3389/fpsyg.2023.1242809

There are four works in cognitive psychology. (1) The study

on this Research Topic by Melnik-Leroy et al. is about the

intriguing exponential bias, which is the tendency to underestimate

exponential growth systematically and perceive it in linear terms.

Attempts to reduce this bias in graphical representations using a

logarithmic scale rather than a linear scale producemore perceptual

errors. The authors show that the log scale induces more errors

in graph description tasks, whereas the linear scale misleads

people when predicting the future trajectory of exponential

growth. However, a brief mathematical educational intervention

can mitigate both scales’ difficulties. (2) Polyanskaya’s article on

this Research Topic addresses the overconfidence bias or awareness

of what one knows vs. does not know. In particular, it focuses

on individuals’ ability to monitor their cognitive performance

and decisions. Retrospective confidence ratings are used to assess

metacognitive monitoring, in which individuals are asked to

report how certain they are in response or their performance

in high-level cognitive or low-level perceptual tasks. Polyanskaya

contends that the reliability of this measure is affected by factors

such as what is being evaluated, how the confidence response

is elicited, and the overall proportion of different trial types

within one experimental session. It is important to consider

how questions are posed and whether individuals are asked to

evaluate what they know rather than what they do not know.

When individuals are asked to assess positive evidence and the

absence of positive evidence, retrospective confidence ratings are

unreliable. (3) People frequently misestimate the probability of an

event based on uncertain evidence. Various explanations for these

judgment errors have been proposed. Some studies attribute the

errors to underweighting the event’s base rate or overweighting

the evidence for the individual event. The paper on this Research

Topic by Branch andHegdé examines the contributions of potential

explanatory variables to probability judgments under four different

problem scenarios. They discovered that the explanatory variables

accounted for ∼30–45% of the overall variance of responses,

depending on the problem scenario. No single factor can explain

more than 53% of the explainable variance, let alone all of it.

They conclude that attributing probabilistic judgment errors to any

cause, including base rate neglect, is statistically untenable. A more

nuanced explanation is that actual biases result from a weighted

combination of multiple contributing factors, the exact mix of

which depends on the problem scenario. (4) In this Research Topic,

Suomala and Kauttonen define computational meaningfulness

as the ability of humans to make a situation understandable

to respond optimally. Computational meaningfulness takes into

account multidimensional and changing settings. As a result,

computational meaningfulness should moderate biases. Using

the confirmation bias and the framing effect as examples, the

authors argue that computational meaningfulness implies that

these biases are necessary for optimal decision-making and can

thus be deemed rational from this standpoint. The authors propose

using naturalistic stimuli, such as vignettes, to build more realistic

decision-making study environments and evaluate the resulting

data with machine learning to improve behavior modeling.

Four articles on this Research Topic are concerned with

social psychology. (1) Meng and Feng’s paper on this Research

Topic investigates the optimistic bias in young online taxi

users who must choose between convenience and privacy in

digital travel platforms. Using a model of protective motivation

theory, the authors investigate the moderating effect of user

knowledge of privacy settings on the relationship between privacy

concerns and protective behavior. They discovered that increased

privacy-protective behavior is associated with privacy concerns

and positively related to perceived threats, self-efficacy, and

response efficacy. As a result, there is an optimistic bias in

privacy management. Previous research on the impact of intuitive-

deliberative cognitive style and risk style on risky choice framing

has yielded conflicting results. (2) Wyszynski and Diederich

consider a psychophysical data collection approach in this Research

Topic and discover that framing effects strength, cognitive style,

and risk style are related. They conduct two studies, one of which

counts the number of frame-inconsistent choices, and the other

compares the proportions of risky choices on gain-loss frames.

They vary the number of people affected, the chances of surviving

or dying from an unusual disease, the type of disease, and the

response deadlines. They find that risk style moderates the framing

effect on the proportion of risky choices, while cognitive style in

one of the studies moderates the framing effect. However, they

find no link between the number of frame-inconsistent choices

and cognitive or risk styles. (3) The article on this Research Topic

by Korteling et al. contends that perceptions of sustainability

problems, such as climate change, do not lead to sustainable choices

due to cognitive biases. They list social-psychological dimensions

common to most sustainability issues, such as experiential

ambiguity, long-term consequences, complexity and uncertainty,

threats to the status quo and social status, social dilemmas, and

group pressure. They match corresponding cognitive biases using

a neuro-evolutionary perspective for each characteristic. These

are evolved biases that influence our preferences and behavior.

They then propose interventions such as incentives and nudges

to help people make more sustainable choices. (4) Naive realism

is the tendency to believe that our subjective experience of reality

is objective and that others should naturally perceive the world

as we do. The bias that others share one’s knowledge entails

the curse of knowledge, which is the inability to fathom the

reasoning of those who do not share one’s knowledge. In this

Research Topic, Beattie and Beattie apply the curse of knowledge to

political cognition. They argue that overestimating the knowledge

of political opponents is associated with more negative evaluations.

As a result, opponents take on the character of someone who

understands why an opposing viewpoint is correct but continues

to oppose it. This results in political polarization. Fortunately, in a

debiasing experiment, the authors discover that participants who

receive an epistemological treatment evaluate those with whom

they disagree more favorably.

The final three papers focus on psychopathology. (1) The

paper on this Research Topic by Blauth and Iffland addresses the

attentional biases associated with maltreatment and victimization

experiences in childhood and adolescence. Using an online version

of the facial dot-probe task, they investigate attentional processes

for emotional facial expressions (anger, disgust, happiness, and

sadness) in an adult sample. They discovered that attentional biases

in child maltreatment are associated with angry facial expressions,

which can be interpreted as threat-related biases. In contrast,
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biases in the context of peer victimization are related to sad facial

expressions, indicating a mood-congruent bias. (2) Overcoming

persistent negative thoughts is one obstacle in encouraging

depressed individuals to seek assistance. In this Research Topic,

Keeler et al. conducted two randomized pre-post trials to determine

whether a novel online intervention employing mental contrasting

and implementation intentions could increase actual help-seeking

or the intent to seek help for depression. The study takes into

account self-reports from individuals in the United States. These

trials show the viability and preliminary success of such an

intervention to encourage help-seeking, which may be helpful

to clinicians. (3) According to the cognitive model of psychosis,

psychotic symptoms may originate from biased information

processing. The study in this Research Topic by Sanchez-gistau

et al. focuses on the differences in selected cognitive biases

(intentionalizing, catastrophizing, dichotomous thinking, jumping

to conclusions, and emotional reasoning) between individuals

experiencing first-episode psychosis (FEP) with and without

comorbid attention deficit and hyperactivity disorder (ADHD).

The researchers use the Cognitive Biases Questionnaire for

Psychosis to assess the severity and types of cognitive biases in FEP-

ADHD+, FEP-ADHD-, and healthy controls (HCs). According

to the findings, FEP-ADHD+ participants have considerably

greater cognitive biases than FEP-ADHD- individuals and HCs.

In particular, the FEP-ADHD+ group is more strongly related

to intentionalizing and emotional reasoning biases. Cognitive

biases are associated with positive psychotic symptoms in both

groups but only with depressive symptoms in the FEP-ADHD-

group and impaired functioning in the FEP-ADHD+ group. These

findings imply that FEP-ADHD+ individuals may require focused

metacognitive interventions. The study emphasizes the necessity

of treating FEP with ADHD and recommends more research

to develop individualized pharmacological and psychological

interventions for specific FEP subpopulations.

In conclusion, the publications on this Research Topic

demonstrate the rich diversity of theoretical and empirical findings

across a broad spectrum of contemporary cognitive bias research.

Cognitive biases are significant because they can influence how

individuals perceive and interpret information, which may or may

not lead to judgment and decision-making errors. Researchersmust

comprehend cognitive biases to develop interventions designed to

improve decision-making and mental health. We are grateful to all

those who took the time to provide insightful input. We hope that

their research will inspire future investigation.
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Online taxi users’ optimistic bias:
China youths’ digital travel and
information privacy protection

Xiaoyang Meng and Bobo Feng*

School of Journalism and Communication, Southwest University of Political Science and Law,

Chongqing, China

Digital travel platforms not only provided people with convenient travel but

also raised a series of problems regarding information privacy protection.

In order to analyze privacy protection behavior, this study surveyed 441

subjects aged 18–35 who utilized digital travel platforms based on a structural

model of protective motivation theory. The results indicated that a perceived

threat, self-e�cacy, and response e�cacy positively and significantly impacted

youths’ privacy concerns. Furthermore, privacy concerns were positively

related to privacy protection behavior and were an intermediate variable

between the relationships among perceived threat, self-e�cacy, response

e�cacy, and privacy protection behavior. This study identified the moderating

e�ect of youths’ knowledge of platform privacy settings on the relationship

between privacy concerns and protection behavior. In addition, the results

confirmed that an optimistic bias did exist among talented youth with high

privacy knowledge in terms of a practical level of privacy management. These

unique findings represent the exceptional contributions and innovation points

of this study.

KEYWORDS

privacy practice, privacy concern, privacy knowledge, optimistic bias, digital travel

Introduction

Digital travel platforms (DTP) have gradually permeated our daily lives in various

fields due to information technology’s rapid development and evolution. According

to a statistical report of the 49th China Internet Development Status, there were

over 4.53 hundred million online taxi users in China, which accounted for 43.9%

of Chinese Internet users. However, digital travel platforms not only provided them

with convenient travel but also raised a series of problems regarding information

privacy protection. Due to various incidents of serious illegal collection of people’s

personal information known to the public, the National Network Information Office

officially shut down 25 digital travel platforms on July 4, 2021. The practical

levels of this phenomenon illustrated that online taxi users’ personal information

was collected unreasonably and illegally, which reflected a tremendous threat to

privacy loopholes. According to studies of digital travel platforms, youths account

Frontiers in Psychology 01 frontiersin.org

8

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://www.frontiersin.org/journals/psychology#editorial-board
https://doi.org/10.3389/fpsyg.2022.1049925
http://crossmark.crossref.org/dialog/?doi=10.3389/fpsyg.2022.1049925&domain=pdf&date_stamp=2022-11-22
mailto:milk_bravo@163.com
https://doi.org/10.3389/fpsyg.2022.1049925
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpsyg.2022.1049925/full
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Meng and Feng 10.3389/fpsyg.2022.1049925

for the majority of customers of online taxis, and college

students prefer carpooling. The data in DTP include users’ ID

card numbers, names, ages, and other information for privacy

purposes such as audio/video records during the ride, facial IDs,

travel routes, call logs, and sensitive sites. Leakage of information

privacy would seriously damage an individual’s personal safety,

property, and dignity. Thus, this study focused on young users’

attitudes toward online travel platforms’ information privacy

concerns and protection. This study aimed to explore privacy

protection theories among youths and offer practical guidance

regarding information privacy protection.

Few quantitative studies on youths’ attitudes toward digital

travel platform information privacy protection were identified,

but they were very helpful. Protection motivation theory

and social cognitive theory have become significant theories

investigating the relationship between perceived online threats

and online behavior (Milne et al., 2009). Studies argue that

the enhancement of privacy concerns leads to an increase

in protection behavior and a decrease in online privacy

disclosure (Chen and Chen, 2015). From the perspective

of privacy protection, youths’ personal information safety

behavior in social networks was significantly affected by their

perceived threat, self-efficacy, and response efficacy (Wang

et al., 2018). Certain studies showed that college students’

perceived risk of the WeChat application process significantly

triggered their privacy concerns in social networking (Shen,

2017), which illustrated their concerns about information

privacy. In addition, the increase in online privacy concerns

among youths directly affects their privacy protection behavior

and disclosure of information privacy (Jia et al., 2021),

which indicates that the privacy protection behavior of the

youths was affected by multiple predisposing factors and

variables. In contrast to the traditional privacy framework

structure, a study asserted that privacy knowledge level was

an intermediary factor in the relationship between privacy

concerns and self-disclosure behavior (Qiang and Xiao,

2021). Based on current studies of privacy protection, we

expanded privacy protection issues among youths to the

information system of digital travel platforms. We intended

to explore the relationships between protection motivation,

privacy concern, and privacy protection behavior among

young online taxi users. Thus, we listed the following

research questions:

Research Question 1: What is the status of protection

motivation and privacy protection behavior among

young people?

Research Question 2: Does protection motivation affect

privacy concerns and privacy protection behavior among

young people?

Research Question 3: What is the level of privacy

knowledge of young users? Will it affect the relationship

between privacy concerns and privacy protection behavior?

Literature review

Theories and hypotheses

Protection Motivation Theory (PMT) uses the social

cognition perspective to examine an individual’s behavior when

faced with threats (Rogers, 1975). Following a series of research,

PMT described its coping strategies in detail and categorized

the motivation to self-protect from threats into two cognitive

assessment processes: threat assessment (including perceived

susceptibility and perceived severity) and coping assessment

(including self-efficacy and response efficacy). Based on the

assessment results of its cognitive threat, individuals may choose

to engage in protection behavior (Rippetoe and Rogers, 1987).

In terms of the PMT cognitive assessment processes, Witte

argued that perceptual susceptibility and perceived severity

described an individual’s cognition of severity and possibility of

a threatening occurrence, i.e., a perceived threat (Witte, 1992).

Technology Threat Avoidance Theory (TTAT) further proposed

that perceived threat was determined by predisposed variables of

perceptual susceptibility and perceived severity. The perceived

degree of potential threat initiated by technology would affect

subjects’ attitudes and behavior (Liang and Xue, 2009). This

study combined PMT, TTAT, and other related research and

intended to investigate the relationships between perceived

threat, self-efficacy, response efficacy, privacy concern, and

privacy protection behavior among youths who utilized DTP.

Perceived threat, self-e�cacy, response
e�cacy, and privacy concern

The predisposed variables of privacy concern, i.e., perceived

threat, self-efficacy, and response efficacy, were used to measure

the information privacy concerns. “Perceived threat” was

defined as an individual’s expected negative consequence of a

certain technique, product, or even behavior, which affects the

desire and motivation to take protective behavior (De Zwart

et al., 2009). Therefore, this study used it to measure the

perceived threat to personal information privacy among youths

who utilized digital travel platforms. Self-efficacy is defined

as an individual’s capability to carry out expected behavior.

Bandura asserted that self-efficacy was the perceived belief in

individuals’ capability to organize and execute the action process

of established achievements (Bandura, 1977). Self-efficacy was

the core concept of social psychology, which illustrated the

belief in individuals’ ability to execute behaviors successfully,

and was critical to the explanation of subjective motivation.

This study used self-efficacy as an attribute of youths’ capability

and confidence in protecting personal privacy from intrusion.

Response efficacy was identified as the perceptual ability to

reduce the risk effectively. The higher the belief that individuals

benefit from protective behavior, the greater the motivation for
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engaging in such behavior (Maddux and Rogers, 1983), and an

adaptive response to engaging in such protective behavior is

capable of protecting themselves and others (Hanus and Wu,

2016).

The terminology and concept of privacy concern gradually

appeared in academic fields due to the rapid development

of information technology, which raised the issue of privacy

protection and related research. Culnan argued that when

an individual releases personal information to a certain

organization, the issue of privacy concerns arises regarding

how it will use and protect the information (Culnan, 1993).

Information privacy concern refers to an inherent worry of

information privacy loss, which was often applied to the research

of predicting users’ privacy protection behavior (Smith et al.,

1996). Privacy concerns echoed the awareness of how service

providers collect, restore, and use personal information obtained

from customers (Sheng et al., 2008). Previous studies revealed

that the worry about information privacy leakage significantly

influenced the attitude and behavior of social media platforms

(Adhikari and Panda, 2018). In addition, studies delineated that

potential variables of protection motivation, such as perceived

threat, self-efficacy, and response efficacy, tended to affect an

individual’s information privacy concern. Youn identified the

perception of threat as a decisive factor in the internet privacy

concern among youths (Youn, 2009). According to an empirical

study of users’ self-disclosure on the socialized internet, the

greater the perceived risk, the higher the privacy concern (Chen,

2013).

Self-efficacy was another significant predisposing factor

of privacy concern, which predicted the intention of taking

protective behavior. Another study of accurate advertising push

and consumers’ privacy concerns found a positive correlation

between self-efficacy in preventing privacy leakage from accurate

advertising and privacy concern (Yu and Yang, 2019). Finally, a

medical big data cloud study confirmed the significant positive

relationship between self-efficacy and privacy concerns (Wu,

2020). Based on the above evidence, the following hypotheses

were proposed:

H1. Self-efficacy has a positive influence on personal

information privacy concerns.

H2. Response efficacy has a positive influence on personal

information privacy concerns.

H3. A perceived threat has a positive influence on personal

information privacy concerns.

Privacy concern and privacy protection
behavior

An empirical study of internet fraud confirmed that an

increase in victims’ predicted online privacy concerns tended

to amplify privacy protection behavior (Chen et al., 2017). In

addition, a related study of privacy protection delineated that

users of socialized media tended to employ various modes

of privacy protection behavior due to a high level of privacy

concern (Feng and Xie, 2014). A similar Singapore study based

on broadened planned behavior theory also found that the

level of privacy doubt magnified the intention of online privacy

protection (Ho et al., 2017). Another study on college students’

privacy protection behavior verified that their privacy concerns

about the WeChat APP influenced their privacy protection

behavior significantly and positively (Xie and Karan, 2019). In

order to examine the relationship between information privacy

concerns and privacy protection behavior among youths, the

following hypothesis was proposed:

H4. Privacy concern has a positive influence on privacy

protection behavior.

Indirect e�ect of privacy concern

In order to explore the predisposing factors of youths’

privacy concerns, which affect privacy protection behavior

among socialized internet users, a pragmatic study

demonstrated that an indirect effect of privacy concern did exist

in the relationships between perceived threat, self-efficacy, and

privacy protection behavior (Hanus and Wu, 2016). Another

study on the privacy protection behavior among Sina MicroBlog

users also verified this indirect effect between perceived threat

and privacy protection behavior; however, no indirect effect

was found between the relationships of self-efficacy/response

efficacy and privacy safety protection behavior (Wang et al.,

2019). In addition, a Malaysian study of young socialized media

users validated that perceived threat, self-efficacy, and response

efficacy indirectly affect privacy protection behavior through

privacy concerns (Adhikari and Panda, 2018). In order to verify

the indirect effect of privacy concerns, the following hypotheses

were proposed:

H5. Privacy concern mediates the relationship between

perceived threats and privacy protection behavior.

H6. Privacy concern mediates the relationship between

self-efficacy and privacy protection behavior.

H7. Privacy concern mediates the relationship between

response efficacy and privacy protection behavior.

Moderating e�ect of privacy knowledge

Privacy knowledge is a latent variable that could be flexibly

elevated with refinement and training, thus reflecting its

moderating characteristic. The results of a quasi-experimental

study on the development of intelligent mobile phone APP
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software for privacy knowledge showed that APP users tended to

pay more attention to their private personal information and use

active protection means (Gerber et al., 2018). Similar research

on children’s digital literacy training revealed that the boost

in training cost led to a decline in their personal information

disclosure, which means children paid more attention to

protecting their personal information privacy after training and

tended to acquire protective actions (Desimpelaere et al., 2020).

Knowledge regulated the relationship between privacy concerns

and privacy protection behavior to a certain degree. How do

young online taxi users comprehend the extent of privacy and

information safety settings in the digital travel software they are

using in their daily lives? Will it affect their protective manners?

In order to verify these questions, the following hypotheses

were proposed:

H8a. Privacy knowledge moderates the relationship

between privacy concerns and privacy protection behavior.

H8b. Privacy knowledge groups moderate the relationship

between privacy concerns and privacy protection behavior.

Figure 1 summarizes the research model of the study.

Research design

Data collection and implementation

According to the regulation of the “Medium and Long Term

Youth Development Plan (2016-2035)” released by the CPC

Central Committee and the State Council, these study subjects

were limited to Chinese youths aged 18 to 35 who employ DTP.

Questionnaire Star was utilized to sketch the questionnaire and

distribute it via WeChat Moments on August 17 and 30, 2021.

A total of 507 subjects responded to the survey, excluding 66

invalid subjects and responses. A total of 441 subjects remained,

with a sample qualification rate of 86.9%. This study adopted

SPSS v23.0 for descriptive analyses, and AMOS v23.0 was used

for confirmatory factor analyses and research hypotheses testing.

This study consisted of six dimensions, i.e., perceived

threat, self-efficacy, response efficacy, privacy concern, privacy

protection behavior, and privacy knowledge. Except for privacy,

knowledge was segregated by dichotomized categories (yes, no,

don’t know), and a Likert 7-point scale was used for measuring

the other variables (1 = totally disagree, 7 = totally agree). In

order to ensure the reliability and validity of the questionnaire,

a small-scale pilot test was conducted, and the tested subjects’

opinions on questioning, sentencing, and wording were for

modifications. In addition, several experts and scholars were

invited for content validity checks and revision. The final

version of the questionnaire consisted of six dimensions and

27 measurement indicators. The Appendix A shows the detailed

questionnaire measurement items. The structure of the survey is

shown in Table 1.

Statistical analysis and hypothesis
test

Descriptive analysis

Female respondents accounted for 61.2 vs. 38.8% of males.

Regarding age allocation, respondents aged 18–25 accounted

for 46.7%, 26–30 34.9%, and 31–35 18.4%. The majority

of respondents were students (39.9%), enterprise employees

(35.1%), personnel of public institutions, and other occupations

accounted for 25%. Education level of an undergraduate degree

accounted for the majority of 49%. Regarding monthly income,

69.8% reported less than 8,000 RMB, and 30.2% over 8,000 RMB.

SEM-AMOS was used for the confirmatory factor analysis

of the research model. All standardized factor loadings (STD)

were greater than 0.6, Cronbach’s α and composite reliability

(CR) were higher than 0.7, and the convergence effect (AVE)

was higher than 0.5, which illustrated the excellent reliability

and validity of the research model. In addition, Table 2 identified

all the AVE square roots as being greater than the correlation

coefficients between the variables, which indicated outstanding

discriminant validity among the variables. The Appendix B

shows the detailed measurement model reliability.

Structural model

Based on the calculations of AMOS, related indices of model

fitness were as follows: Normed Chi-square (χ2/DF) = 2.947,

GFI= 0.902, NFI= 0.922, IFI= 0.947, TLI (NNFI)= 0.937, CFI

= 0.947, RMSEA = 0.067. All the indexes were in a reasonable

range, which confirmed that the fitness of the research model

was acceptable.

Path analysis and hypothesis test

Figure 2 illustrates the regression coefficients as follows:

perceived threat (β = 0.533, p < 0.001), self-efficacy (β = 0.144,

p < 0.05), and response efficacy (β = 0.150, p < 0.05), which

significantly affect privacy concern (R²=0.441). In addition,

privacy concern (β = 0.586, p< 0.001) significantly affects

privacy protection behavior (R²= 0.344). Therefore, hypotheses

1 4 were accepted to various degrees.

Indirect e�ect of privacy concern

Bootstrapping 5,000 times was utilized to check the indirect

effect, with the bias-corrected 95% CI and percentile 95% CI

not including 0. Table 3 delineated the significant total effect

and total indirect effect of perceived threat, self-efficacy, and

response efficacy on privacy protection behavior (p < 0.05),
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FIGURE 1

The framework of the research model.

TABLE 1 Research variables and sources.

Variables Sources No. of items

Perceived threat (Johnston and Warkentin, 2010; Qi and Li, 2018) 3

Self-efficacy (Schwarzer et al., 1999; Youn, 2009) 5

Response efficacy (Workman et al., 2008) 3

Privacy concern (Taylor et al., 2009; Adhikari and Panda, 2018) 4

Privacy protection behavior (Hanus and Wu, 2016) 4

Privacy knowledge (Park and Jang, 2014; Masur et al., 2017; Rosenthal et al., 2020) 8

TABLE 2 Reliability, convergent and discriminant validities of the research model.

Variable FL CR AVE PT SEEF REEF PC PPB

PT 0.733∼0.857 0.694 0.639 0.799

SEEF 0.765∼0.880 0.700 0.694 0.254 0.833

REEF 0.775∼0.881 0.639 0.700 0.268 0.745 0.837

PC 0.824∼0.887 0.705 0.705 0.603 0.366 0.379 0.840

PPB 0.627∼0.796 0.525 0.525 0.428 0.563 0.499 0.560 0.725

FL, factor loadings; CR, composite reliability; AVE, average variance extracted. SEEF, self-efficacy; REEF, response efficacy; PT, perceived threat; PC, privacy concern; PPB, privacy protection

behavior.

which confirmed the indirect effect of privacy concern. Thus,

hypothesis 5/6/7 were supported.

Moderating e�ect of privacy knowledge

The moderating effect of privacy knowledge was one of

the key interpretations of this study. The following specific

procedures followed:

Step 1: The scores of eight items were summed up for

a total score. All the total scores were divided into three

groups: high (top 27 percentile), medium, and low (bottom

27 percentile) scores, based on Cureton (1957) proposal. In

order to maintain statistical power, the difference only between

high- and low-score groups (120 subjects each) was calculated.

The independent t-test identified significant differences between

high- and low-privacy knowledge level groups (t=−30.933).

Step 2: Grouping regression and identity tests were

conducted using AMOS software. In order to examine the

significant difference, the combination of high- and low-

score groups was designated as the constraint model (all the

parameters are equal) and compared with the default model
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FIGURE 2

Path coe�cients of the structural equation model. *p < 0.05; **p < 0.01, ***p < 0.001.

TABLE 3 Indirect e�ects of privacy concerns.

Hypothesis Effect P. E. C.P. Bias-corrected 95% CI Percentile 95% CI Result

SE Z P LL UL LL UL

H5 Total effect SEEF→ PPB 0.200 0.042 4.762 0.000 0.127 0.291 0.121 0.285 Accept support

TIE SEEF→ PPB 0.200 0.042 4.762 0.000 0.127 0.291 0.121 0.285

H6 Total effect REEF→ PPB 0.223 0.054 4.130 0.000 0.131 0.342 0.125 0.337 Accept support

TIE REEF→ PPB 0.223 0.054 4.130 0.000 0.131 0.342 0.125 0.337

H7 Total effect PT→ PPB 0.452 0.073 6.192 0.000 0.311 0.600 0.311 0.600 Accept support

TIE PT→ PPB 0.452 0.073 6.192 0.000 0.311 0.600 0.311 0.600

(without any restriction) (Wen et al., 2012). Table 4 delineated

significant results of grouping regression: the Chi-square value

change of the constraint model (χ2
95%,1df

= 8.941 > 3.84) with

p = 0.003, which concluded that significant privacy knowledge

moderates the relationship between privacy concern and privacy

protection behavior. In order to consolidate the credibility of the

findings, the following outcomes were identified:

The p values of both models were less than 0.001, and

CMIN/df values were < 3.

The baseline comparison found significant differences in

the NFI, RFI, IFI, TLI, and CFI values.

RMSEA indexes of the models were unequal (0.059

vs. 0.061).

Thus, the default and constraint models were not matched,

i.e., hypothesis 8a should be accepted.

Step 3: Data from grouping regression demonstrated greater

mean values of privacy concern and privacy protection behavior

in the high privacy knowledge group than that of the low privacy

knowledge group, with regression coefficients of 0.371 (high

privacy knowledge group) vs. 0.620 (low privacy knowledge

group), which means the impact of the moderating effect among

the high privacy knowledge group was significantly lower than

that of their counterparts (data not shown in Table 4). Therefore,

hypothesis 8b should be rejected.

Conclusion and discussion

Conclusion

This study expanded privacy protection theory and context

to digital travel platforms that youths employ in their daily

lives, work, and social contact. Based on a comprehensive of

understanding the privacy protection behavior of contemporary

youth online taxi users, this study offered coping strategies

from subjective and objective dimensions of youths’ privacy
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TABLE 4 Grouping regression of the constraint model vs. the default

model.

Model NPAR CMIN df P CMIN/df

Default 51 144.159 57 <0.001 2.529

Constraint 50 153.100 58 <0.001 2.640

NFI RFI IFI TLI CFI

Default 0.926 0.891 0.954 0.931 0.953

Constraint 0.921 0.886 0.950 0.926 0.949

RMSEA Lo 90 Hi 90 PCLOSE

Default 0.059 0.047 0.071 0.102

Constraint 0.061 0.049 0.073 0.057

protection and hoped digital society could protect the personal

information and privacy of youths. The conclusions are

as follows:

A perceived threat, self-efficacy, and response efficacy

positively affected privacy concerns;

Privacy concerns positively affected privacy protection

behavior. Youths tended to have a higher level of privacy

concern (with a mean value of 5.187 over 7) and used

countermeasures to protect their privacy, such as fake

names and shutting off location services;

Privacy concern was an intermediate factor in the

relationships between perceived threat, self-efficacy,

response efficacy, and privacy protection behavior;

Privacy knowledge moderates the relationship between

privacy concerns and privacy protection behavior. The

mean values of privacy concern and privacy protection

behavior in the high privacy knowledge group were

significantly greater than those of their counterparts.

However, the predictive power of privacy concern on

privacy protection behavior in the high privacy knowledge

group was significantly less than that of their counterparts.

Discussion

Perceived threat, self-efficacy, and response efficacy were

significant variables in predicting the relationship between

privacy concerns and privacy protection behavior among youths

utilizing DTP. Of which, the perceived threat was identified

as the main predictive factor of privacy concern, followed

by response efficacy and self-efficacy. In addition, the mean

values of these variables were greater than their average scores,

which denoted that youth online taxi users did not trust digital

travel platforms. The implications of this finding are 2 fold:

on the one hand, at the level of the impact of perceived risk

on privacy concern, the results of this study echo previous

studies on Internet use and the privacy concern of social media

use among youths (Youn, 2009; Ho et al., 2017). Although

youths of internet aborigines handled digital travel platforms

in their daily lives constantly, they still sharply noticed the

threat of digital technology to personal information, data,

and privacy.

On the other hand, previous studies have suggested that

self-efficacy is unrelated to privacy concerns (Yao et al., 2007).

Contrary to previous studies, the statistical results of the two

kinds of efficacy reported in our study indicate that self-

efficacy and response efficacy have significant effects on privacy

concerns. It is precisely because the youths are technologically

proficient and thus believe that they are able to effectively

protect their private information. These findings exposed self-

confidence in information technology among contemporary

youths, i.e., they are capable of employing cutting-edge

technological gadgets to protect their privacy.

Are youths concerned about their privacy? Youths are the

most active and vital force in society. In the era of privacy

transparency, the entire society is questioning privacy concerns

among youths. It is valuable andmeaningful to examine whether

youths pay attention to the information privacy of DTP or

not. This study found an average score of privacy concern

of 5.187 out of 7, which revealed a high level of privacy

concern about digital travel platforms among the youth of

online taxi users. It is noteworthy that privacy concerns not

only directly influenced the privacy protection behavior of the

youths but also functioned as an indirect factor between the

relationships of perceived threat, self-efficacy, response efficacy,

and privacy protection behavior. This finding is in line with the

study of Lee et al. (2017). They suggest that privacy concerns

have a positive impact on online privacy protection behavior

among young people, which means that privacy concerns are an

important element of privacymanagement for youth that cannot

be ignored.

One of the imperative findings of this study was that the

predictive power of privacy concern on privacy protection

behavior among the high privacy knowledge group was

significantly less than that of the low privacy knowledge

group. Schwarzer et al. (1999) suggest that self-efficacy pertains

to optimistic beliefs about coping with a large variety of

stressors. However, excessive optimism can lead individuals to

develop “optimism bias.” Weinstein asserted that individuals

tended to believe in having a greater opportunity to encounter

active events than inactive ones, and negative experience with

privacy protection might depress an individual’s enthusiasm for

acquiring protective action (Weinstein, 1980), which explained

the logic of this finding. Sharot (2012) demonstrated the

existence of optimism bias in human society through an

experimental study and argued that optimism bias is a result

of the evolution of the human brain, which can subconsciously

change the subject’s behavior and enhance individual wellbeing,

but optimism bias may also cause blind optimism due to a lack of

crisis awareness and reduce the individual’s sense of prevention.
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Xu (2011) confirmed the optimism bias of social network users.

People usually believe they may be less vulnerable to privacy

risks than others.

Similarly, another study also shows that users generally

believe that negative events such as privacy leaks or information

trafficking are less likely to happen to them (Campbell et al.,

2007). In line with the above studies, our study also found the

existence of so-called “optimistic bias” among the high privacy

knowledge group. Due to the phenomenon of optimistic bias,

individuals with high privacy knowledge tend to assume that

they cannot confront threats more often than their counterparts.

Therefore, they had a high level of privacy concern but a low

level of privacy protection behavior. On the contrary, individuals

with low privacy knowledge tended to lack IT awareness and

skill, thus paying less attention to privacy and protective settings.

Because they were unfamiliar with the degree of threat and its

damage, which led to anxiety, they tended to enhance privacy

concerns and adopt an aggressive protection mode when facing

threats. This finding supports earlier research on the optimism

bias of privacy risk (Kim and Hancock, 2015; Metzger and

Suh, 2017). In addition, the results illustrated an inadequate

understanding and familiarity with the privacy settings of digital

travel platforms among youths, and approximately two-thirds

were college students, meaning the knowledge of privacy settings

was irrelevant to education level. The probable rationale was that

youths tended to operate DTP when they needed online taxi-

hailing but neglected the concern of privacy settings in their

daily lives.

Youths should enhance their coping abilities with privacy

risks. Firstly, intensifying the threat perception could effectively

promote their concern for personal information and encourage

them to adopt positive protective action on DTP. Secondly,

individuals with extraordinary self-efficacy tended to adopt

more active protective measures when applying digital travel

platforms—for example, downloading travel software via

an authorized APP store instead of a homepage link and

avoiding clicking offensive websites to prevent possible

intrusion of personal information. In addition, youths are

able to promote response efficacy by paying more attention

to related information about upholding privacy protection,

awakening the coping ability of risky behavior, conducting

adaptive training, such as conscious training on specific cases

(i.e., party role-playing), and exercising prompt response

aptitude. Finally, youths must recognize that enhancing their

level of privacy knowledge is the most important method

of preventing privacy threats. The fortification of skills and

knowledge on privacy risk can improve privacy protection

behavior and reduce the probability of infringement. Youths

should improve their identification of various privacy risks

and realize how to avoid them (Marcolin et al., 2000).

Paying attention to the various elements of information

safety, obtaining safety education and related training,

enriching the knowledge of personal privacy protection,

and keeping risk awareness of preparing for a rainy day

are the required courses for youths to elevate personal

information literacy.

From the perspective of platform self-discipline, a digital

travel platform (an immediate information processor) is

responsible for protecting users’ information safety, particularly

youths’ information privacy. DTP must visibly declare the

critical content of its privacy protection policy straightforwardly

and clearly illustrate what kind of personal information was

collected and how it was used. Thus, platform users are

able to know fairly well how to raise awareness of privacy

management. In addition, explicit, informed consent is the core

principle of personal privacy protection and a basic maxim to

comply with. Digital travel platforms should carefully respect

youths’ informational self-determination, exercise withdrawal,

and obtain users’ re-authorization as they employ the platform.

From the perspective of industry supervision, relevant

government authorities should establish proprietary

specifications for digital travel platform information

privacy protection as soon as possible. Due to economies

of scale and capital-seduced self-discipline failure, digital

travel platforms tend to exhibit opportunistic motivations

of so-called “management malfeasance.” From the

perspective of the legal guarantee, the legislations of the

Civil Code, Personal Information Protection Law, and

Data Security Law protected Chinese citizens’ rights and

interests in various information privacy matters effectively.

When serious threats occur, youths should actively

exercise their legal rights to defend personal information

and privacy.

Nowadays, instead of sticking to a specific subject,

communication research should focus on all walks of life

(Schiller, 2018). Privacy is a multifaceted social problem,

and youths are the backbone of society. Therefore, research

on youths’ consumption of DTP and privacy protection

behaviors tended to have more academic value and space.

This study explored the impact factors of digital travel

platform utilization and privacy protection behavior among

youths from a quantitative perspective. Further studies can

examine the concerns and attitudes toward the privacy

protection of DTP among youths. In addition, this study

tried to examine youths’ modes of acquiring knowledge

of personal information privacy protection using test

questions but failed to report the actual knowledge level

objectively. Therefore, further studies are needed to measure

multiple dimensions of knowledge regarding personal

information protection.
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Introduction: In patients with current major depressive disorder (cMDD) a

general abnormal implicit memory has been reported. However, the elaborate

function of implicit memory when processing stimuli with different emotions

(i.e., positive, neutral, and negative) in current and remitted (rMDD) patients is

unclear. The present review examines implicit memory’s general and elaborate

in cMDD and rMDD patients.

Methods: We conducted meta-analyses based on published studies meeting

criteria in Web of Science, PubMed, and EMBASE databases between 1990 and

July 2022. The full sample patients included cMDD = 601 and rMDD = 143.

Results: Initial analysis of cMDD patients revealed a general implicit memory

deficit. Subsequent subgroup analyses showed that the implicit memory

performance to neutral stimuli is poorer in cMDD patients than controls, but

recovered in rMDD patients; the deficient implicit memory to positive stimuli

existed in cMDD and rMDD patients; the implicit memory performance to

negative stimuli in cMDD patients is similar to controls but poorer in rMDD

patients.

Conclusion: These findings indicate that the negative bias in cMDD patients

might compensate for the general implicit memory deficit. Together, the

implicit memory to neutral stimuli could recover with remission, whereas still

abnormal in processing positive and negative stimuli. These results suggested

that the abnormal implicit memory to positive and negative information might

be relevant to depression pathogenesis.

Systematic review registration: https://www.crd.york.ac.uk/prospero,

identifier CRD42020205003.
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1. Introduction

Major depressive disorder (MDD) is a prevalent
mental disorder (1, 2), accompanied by multiple cognitive
abnormalities (3, 4). As one of the cognitive dysfunctions in
MDD patients, the abnormality of implicit memory, which
could be defined as unconscious or unintentional retrieval of
past experience, has been broadly observed in patients who
memorized more negative stimuli than healthy controls (5–7).
This result is consistent with classical depression theories. For
example, Beck et al. (8) suggested that MDD patients possessed
stable and negative-biased representations of self-referential
information like failure, loss, worthlessness, and hopelessness.
Patients prefer to process various inputs toward negative
experiences automatically once the negative representations
stored in memory are activated (8–10). In other words, one
activated negative memory node would automatically activate
all the other associated negative nodes in memory (11–14). Such
processing reflected a maladaptive memory pattern in MDD
patients. As proposed in a study of Beevers (15), a cognitive
vulnerability to depression is derived from the uncontrollable
negative bias. If the stable and automatic bias cannot be
controlled consciously, individuals may be more likely to
develop depression. In contrast, if the implicit memory bias
could be controlled consciously, it is possible to override the
maladaptive pattern. However, the negative implicit memory
bias was found in patients with current depression in most
studies, whereas little was known whether the negative-bias
was improved when they remitted from depression. Thus, a
systematic and elaborate analysis of the implicit memory in
patients with current and remitted major depressive disorder
(i.e., cMDD and rMDD, correspondingly) could help recognize
the stable pattern in patients’ implicit memory, and provide
possible diagnosis and interventions.

As Graf and Schacter (16) have stated, the implicit memory
is revealed when performance on a task is facilitated in the
absence of conscious recollection. This facilitation is usually
measured through the repetition priming effect (17, 18), which
is referring to the facilitation effect of a pre-exposed object to an
identical object (19). Previous studies investigated the implicit
memory in MDD patients by manipulating the emotional types
of stimuli. Generally, the stimuli could be categorized into
three types (i.e., positive, neutral, and negative). For studies
that adopted stimuli with multiple emotional types, participants
were presented a series of stimuli with different emotions,
and they were told to respond to some stimuli characteristics
(e.g., pronounce stimuli or judge the emotional type of each
stimulus). After the presentations, they were asked to recall
or recognize the stimuli presented before. The percentage
or number of recalls in each emotional type is regarded
as indicators to evaluate patients’ implicit memory through
comparisons with healthy controls; For studies only adopted
neutral stimuli, there were always one or more regularities that
were valid to improve performance but untold to participants.

That is, the implicit memory occurs when the facilitation derived
from the practice effect and benefits from the untold regularities.
Importantly, these regularities are unconscious to participants
after experiments (20). Therefore, the indicators to measure
implicit memory are usually differences of reaction time or
accuracy between trials with regularities and random. Most
of these studies have observed that the implicit memory of
cMDD patients was abnormal. However, this conclusion was
inconsistent. For example, patients’ implicit memory bias to
negative stimuli was found in many studies but not observed in
other studies [e.g., see (21–23)]; Likewise, the impaired implicit
memory to neutral regularities was controversial (24, 25). These
in conclusions made it difficult to tell whether the general
function of implicit memory was abnormal.

In summary, one purpose of the present review is to examine
the general function of implicit memory in cMDD patients.
In addition, considering that previous studies were mainly
focused on patients’ negative-biased implicit memory, we would
categorize implicit memory into three sub-function according
to the emotional types of stimuli (i.e., positive, neutral, and
negative) for elaborately examining the abnormalities of implicit
memory when processing different stimuli. Lastly, as proposed
in theories mentioned above, the implicit memory abnormality
should be a stable cognition pattern in MDD patients. Thus,
we will examine whether the general function and three
sub-function of implicit memory was abnormal in patients
remitted from major depressive disorder (rMDD). As depicted
in Figure 1, the meta-analysis was conducted with two steps.
Firstly, we will conduct two initial analyses of cMDD and rMDD
patients separately to examine the general function of implicit
memory in each patient group; then, we divided the data of
included studies into three subgroups according to stimuli types
(i.e., positive, neutral, and negative) and conducted subgroup
analyses to each subgroup of stimuli types in cMDD and rMDD
patients separately.

2. Materials and methods

The primary design of present review was registered on
PROSPERO (CRD42020205003), and was conformed to the
Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) guidelines regarding evidence selection,
quality assessment, evidence synthesis, and research reporting
[Hutton et al. (26)].

2.1. Literature search and inclusion
criteria

Literatures that were written in English between 1990
and April 2022 were primarily sourced in three databases:
PubMed, Web of Science and EMBASE, using the following
combination of key words: (“major depressive disorder” [All
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FIGURE 1

Over view of the analyses procedure. cMDD, patients with
current major depressive disorder; rMDD, patients remitted from
major depressive disorder; A, two initial meta-analyses were
conducted to examine the general function of implicit memory
in cMDD and rMDD patients; B, subgroup analyses of implicit
memory to stimuli with different emotion types (positive,
neutral, and negative) in cMDD and rMDD patients respectively.

Fields] OR “major depression” OR “depression” [All Fields]
OR “depressed” [All Fields] OR “MDD” [All Fields]) AND
(“implicit” [All Fields] OR “automatic” [All Fields]) AND
(“memory” [All Fields] OR “learning” [All Fields]). Two authors
screened studies and extracted data independently, and any
disagreement was resolved by discussion until a consensus was
reached or by consulting a third author.

To be included in the analysis, the selective criteria for
studies were: (1) MDD patients (mean age ≥ 18 years) diagnosed
with the Diagnostic and Statistical Manual of Mental Disorders
(DSM) (27) or International Classification of Diseases (ICD)
(28), which are free from psychotic features, bipolar disorder,
comorbid ADHD, or substance abuse; (2) studies matched
depressed patients with healthy controls; (3) studies using
at least one psychological paradigm to measure the implicit
memory; (4) sufficient data was reported to estimate effect sizes
(e.g., mean and standard deviation or standard error data) for
both groups; and (5) only case-control should be included.

2.2. Study selection and data extraction

All identified titles and abstracts were independently
assessed for eligibility by two authors (XzL and YL) using a
pilot form. Any disagreement in selected studies was resolved
by discussion, and the arbitration of the third author (XW).
One reviewer (XzL) conducted the full-text reviews of the
reports and extracted the data into the structured forms. Then,
another reviewer (XW) verified its completeness and accuracy.
The included studies were attentively studied, the information
collected is listed below: the location, author, and publication
year of study; the age, gender, clinical data of participants,
and outcomes of experiments (mean value and corresponding

standard deviation of each experiment condition). For the
outcome indicators, reaction time, numbers/percentage of
recall, and fixed duration time of eye-tracking were collected.

2.3. Quality assessment

We applied the Newcastle-Ottawa Scale (29) to assess
methodological quality of included studies in view of its’
comparable comprehensive evaluate contents for case-control
studies. The scores of 7-9, 4-6 and ≤ 3 in the Newcastle-Ottawa
Scale are representative of high, moderate, and low quality
in case-control studies accordingly. This part was performed
by two investigators (XzL and XW). Any disagreements were
resolved by consensus discussion with all authors.

2.4. Statistical analysis

As stated above, the analyses were conducted with the
following steps: (1) two initial meta-analyses to data of cMDD
and rMDD patients to examine the general function of implicit
memory, (2) subgroup analyses of implicit memory to stimuli
with different emotion types (i.e., positive, neutral, and negative)
in cMDD and rMDD patients separately.

Stata version 12 was applied for data analysis. We
calculated standardized mean differences (SMDs) and 95%
confidence intervals (CIs) indicating the difference between
patients and healthy controls. When experiment is conducted
to same participants repeatedly (i.e., prior-treatment and
post-treatment), only the performance in prior-treatment
is included for the analysis. The magnitude of SMDs
indicates: (0-0.2) = negligible effect, (0.2-0.5) = small effect,
(0.5-0.8) = moderate effect, (0.8 +) = large effect (30).
Heterogeneity is estimated with the I2 statistic. I2 statistic
of 25, 50 and 75% were generally interpreted as small,
moderate and high heterogeneity, respectively (31). In order
to address heterogeneity, the random effect model is used.
When the heterogeneity is high, we would conduct leave-
one-out sensitivity analyses and random-effects meta-regression
analyses to examine individual moderators, and if more than
one moderator significantly predicted variance in effect size, we
examined the moderators jointly as predictors.

3. Results

3.1. Included studies and quality
assessment

3.1.1. Included studies
The procedure of literature searching is depicted in Figure 2.

It was conducted through four steps (Identification, Screening,
Eligibility, and Inclusion with two authors independently. In
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FIGURE 2

Flowchart of the trial selection process.

Identification, we searched three data bases (PubMed, Web
of Science and EMBASE) with key words: (“major depressive
disorder” [All Fields] OR “major depression” OR “depression”
[All Fields] OR “depressed” [All Fields] OR “MDD” [All Fields])
AND (“implicit” [All Fields] OR “automatic” [All Fields]) AND
(“memory” [All Fields] OR “learning” [All Fields]). There were
2,689 studies in total collected in the three data bases (581
studies in PubMed, 836 studies in EMBASE, 1,272 studies
in Web of Science) and 1,727 studies after removed 962
duplicated studies from these data bases. In Screening, 1,649
of 1,727 studies are excluded because of their irrelevant title
or abstract. In Eligibility and Inclusion, 26 studies are included
in meta-analysis after removed 52 studies that did not meet
standards.

There were total of 744 patients (143 rMDD and 601
cMDD) and 790 healthy controls included in 26 studies,
and a group of healthy controls matched with patients in
each included study. For cMDD patients, the sample size
in these studies was ranged from 10 to 67, with mean age
ranged from 23.5 ± 4.6 to 72.4 ± 9.0 years; for rMDD
patients, the sample size ranged from 20 to 93, the mean

age was ranged from 21.57 ± 1.43 to 36.2 ± 9.6 years;
for healthy controls, the sample size and mean age range
were 20 to 35 and 22.10 ± 1.95 to 35.1 ± 8.9 years. The
detail characteristics of included studies were summarized in
Table 1.

3.1.2. Quality assessment
As illustrated in Table 2, the average of the total score in

NOS was 6.12. 17 studies showed moderate methodological
quality, and nine of the rest are with high methodological
quality.

In Selection part, the diagnostic criteria of all patients were
DSM, ICD, or RDC. MDD patients and healthy controls in most
of the included studies had corresponding representativeness;
19 studies recruited healthy controls from the community,
and 23 studies defined healthy controls without any mental
disorder history. In Comparability part, patients and controls
in 25 studies matched age and/or other factors (e.g., gender,
education, and IQ) to ensure the comparability of groups. There
were only 2 studies that met the ascertainment of exposure
criteria in Exposure part.
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TABLE 1 Characteristic of included studies.

References Patient Control Stimuli type

N (F/M) Age (years) Diagnostic Status Depression severity N (F/M) Age (years)

Elliott and Greene (32) 10 (NR) 31.5 ± NR RDC cMDD HRSD: 27.3 (range = 20 ∼ 36) 10 (NR) 31.9 ± NR Positive, Neutral,
Negative

Bazin et al. (33) 23 (16/7) 43.22 ± 13.07 DSM-III-R cMDD BDI: 21.3 ± 6.30MADRS:
35.26 ± 4.92

37 (25/12) 45.24 ± 14.41 NC

Danion et al. (22) 30 (19/11) 41.2 ± 11.5 DSM-III-R cMDD HAMD-21: 29.5
(range = 18∼49)MADRS: 33.4

(range = 16∼48)

30 (19/11) 41.5 ± 11.6 Positive, Neutral,
Negative

Ilsley et al. (34) 15 (6/9) 47.3 ± 16.2 DSM-III-R cMDD HRSD: 26.4 ± 5.9 15 (4/11) 43.6 ± 12.3 Positive, Negative

Bazin et al. (21) 23 (16/7) 43.2 ± 13 DSM-III-R cMDD BDI: 21.3 ± 6.30MADRS:
35.26 ± 4.92

37 (25/12) 44.2 ± 14 Positive, Negative

Watkins et al. (35) 67 (52/15) NR DSM-IV cMDD BDI-I: NR 67 (52/15) NR Positive, Neutral,
Negative

Ellwart et al. (36) 36 (28/8) 42.06 ± 12.08 DSM-IV cMDD FDD: 39.9 ± 7.99 36 (26/10) 42.47 ± 12.76 Positive, Neutral,
Negative

Tarsia et al. (23) 18 (8/10) 43.11 ± 8.93 DSM-IV
ICD-10

cMDD
cMDD

BDI-I: 25.67 ± 7.31 18 (10/8) 38.00 ± 9.91 Positive, Neutral,
Negative

Aizenstein et al. (37) 11 (6/5) 68.70 ± 6.00 DSM-IV cMDD HAMD-17: 18.5 ± 4.8 11 (6/5) 71.3 ± 6.26 Neutral

Lim and Kim (38) 26 (NR) 36.53 ± 13.58 DSM-IV cMDD BDI-I: 24.20 ± 11.72 33 (16/17) 33.76 ± 7.96 Positive, Neutral,
Negative

Rinck and Becker (39) 27 (NR) 23.5 ± 4.6 DSM-IV cMDD FDD: 25.3 ± 7.7 55 (NR) 21.4 ± 2.4 Positive, Neutral,
Negative

Naismith et al. (40) 21 (NR) 53.9 ± 11.8 DSM-IV cMDD HAMD-17: 21.7 ± 4.4 21 (NR) 50.8 ± 11.7 Neutral

Lamy et al. (41) 18 (7/11) 38.8 ± 12.9 DSM-IV cMDD BDI-I: 24.8 ± 10.4 18 (7/11) 37.6 ± 11.8 Neutral

Vázquez et al. (7) 35 (26/9) 39.6 ± 12.2 DSM-IV cMDD BDI: 26.3 ± 1.1 36 (15/21) 30.4 ± 7.4 Positive, Neutral,
Negative

Exner et al. (42) 26 (20/6)MEL
9 (4/5)Non-MEL

33.0 ± 10.0
35.0 ± 10.5

DSM-IV cMDD BDI MEL: 26.7 ± 10.3
BDI Non-MEL: 21.5 ± 8.3
HAMD-17 MEL: 22.1 ± 4.4

HAMD-17 Non-MEL: 16.3 ± 4.5

26 (18/8) 33.0 ± 8.9 Neutral

Ridout et al. (43) 16 (11/5) 43.7 ± 11.3 ICD-10 cMDD BDI-I: 31.8 ± 1.8 18 (14/4) 39.3 ± 8.8 Positive, Neutral,
Negative

Pedersen et al. (44) 20 (10/10) 36.2 ± 9.6 DSM-IV rMDD BDI: 10.9 ± 6.5
HDRS: 3.9 ± 2.8

20 (10/10) 35.1 ± 8.9 Neutral

Naismith et al. (45) 19 (14/5) 56.1 ± 9.8 DSM-IV cMDD HAMD-17: 21.6 ± 4.2 20 (14/6) 50.6 ± 11.9 Neutral

Elderkin-Thompson
et al. (46)

32 (NR) NR DSM-IV cMDD BDI-I: 26.6 ± 8.2
HAMD-17: 18.3 ± 3.4

45 (NR) NR Neutral
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3.2. Meta-analysis results

3.2.1. Initial meta-analysis
All included studies were divided into two data sets

according to the depression status of patients (cMDD and
rMDD). We then conducted two initial analyses to examine
the general function of implicit memory in cMDD and rMDD
patients (see Figure 3). For cMDD patients, the general function
of implicit memory was significantly poorer than healthy
controls (Effect size = −0.30; 95% CI: −0.53 to −0.08; p < 0.05),
with the I2 of 74.2%. Meanwhile, the Egger’s test revealed no
evidence for a publication bias (Egger’s intercept = −1.21; 95%
CI: −4.98 to 2.31, p = 0.46); for rMDD patients, the implicit
memory was not significantly different between patients and
controls for Effect size = −0.05, 95% CI: −0.32 to −0.22;
p = 0.71, with I2 of 0.0%. The Egger’s test showed no publication
bias to studies of rMDD patients (Egger’s intercept = −1.36; 95%
CI: −18.27 to 11.39, p = 0.21).

On account of the high heterogeneity (I2 = 74.2%) in studies
of current depression, we then applied Galbraith graph to
trace studies that possibly contributed to the heterogeneity (see
Supplementary material). The graph indicated that there were
five studies (32, 35, 41, 42, 48) primarily contributed the high
heterogeneity. After removing these studies, the heterogeneity
was decreased from 74.2 to 40.2%. Therefore, subsequent
analyses would exclude the five studies.

3.2.2. Sub-group analyses
In this phase, we conducted three subgroup analyses

according to the stimuli types (i.e., positive, neutral, and
negative) in cMDD and rMDD separately. The data of cMDD
patients was extracted from 18 studies, and the rest of 3
studies were rMDD patients. In studies of cMDD, one did
not categorize the emotion types of stimuli (33), three only
manipulated positive and negative stimuli (6, 21, 34), and 5
studies only adopted neutral stimuli (24, 37, 40, 45, 46). Two
studies of rMDD patients only adopted positive and neutral
stimuli severally [(50); Pedersen et al. (44)].

For cMDD patients, the implicit memory to neutral
(19 studies) and positive stimuli (11 studies) were
significantly poorer than controls for Effect size = −0.56,
95% CI = −0.86∼−0.25, p < 0.001, I2 = 84.3% and Effect
size = −0.60, 95% CI = −1.01∼−0.20, p < 0.05, I2 = 72.14%,
respectively. However, the implicit memory performance to
negative stimuli was similar between cMDD patients and
controls (Effect size = 0.06, 95% CI = −0.30∼0.40, p = 0.74,
I2 = 79.9%). For rMDD patients, the implicit memory to
positive stimuli was still poorer than controls for Effect size:
−0.80, 95% CI: −1.12 to −0.48; p < 0.001, I2 = 6.2% while
reversed to negative stimuli for rMDD patients could recall
more negative stimuli than controls (Effect size = 0.82, 95% CI:
0.51 to 1.13; p < 0.001, I2 = 0.0%). The performance to neutral
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TABLE 2 Quality assessment of included studies.

References Selection Comparability Exposure Total
scorea

Case
definition

Representa-
tiveness of

case

Selection of
controls

Definition
of controls

Comparability
of cases and

controls

Ascertain-
ment of

exposure

Same
ascertain-
ment for

case/
Control

Elliott and Greene
(32)

I I I I I I 6

Bazin et al. (33) I I I I I 5

Danion et al. (22) I I I I I I 6

Ilsley et al. (34) I I I I I 5

Bazin et al. (21) I I I I I 5

Watkins et al. (35) I I I I I I 6

Ellwart et al. (36) I I I I I I 6

Tarsia et al. (23) I I I I I 5

Aizenstein et al. (37) I I I I I I I 7

Lim and Kim (38) I I I I I I 6

Rinck and Becker
(39)

I I I I I 5

Naismith et al. (40) I I I I I I I 7

Lamy et al. (41) I I I I I 5

Vázquez et al. (7) I I I I I 5

Exner et al. (42) I I I I I I I 7

Ridout et al. (43) I I I I I I 6

Pedersen et al. (44) I I I I I I 6

Naismith et al. (45) I I I I I 5

Elderkin-Thompson
et al. (46)

I I I I I I 6

Romero et al. (47) I I I II I 6

Callahan et al. (5) I I I I I I I I 8

Mörkl et al. (48) I I I I I I I 7

Nemeth et al. (49) I I I I I I I 7

Romero et al. (6) I I I I I I I 7

Janacsek et al. (24) I I I I II I I 8

Brian et al. (50) I I I I I I I 7

A study can be awarded a maximum of 1 star for each item within the selection and exposure categories; a maximum of two stars can be given for comparability (I means yes, a total
score of 7-9 indicates a high methodological quality, 4-6 indicates a moderate quality, and ≤3 indicates a low quality). I I Means studies met all two standards of the item.

stimuli was similar between patients and controls for Effect
size = −0.24, 95% CI: −0.51 to 0.03; p = 0.08, I2 = 0.0%.

4. Discussion

4.1. Results summary

Present review mainly focused on examining the
impairment of implicit memory in patients with current
and remitted depression. Firstly, we conducted two initial
meta-analyses to cMDD and rMDD patients separately to

assess their general function of implicit memory. To further
examine the implicit memory in detail, we categorized included
studies into four groups based on the sub-function types of
implicit memory (i.e., implicit learning group, positive, neutral,
and negative groups of implicit memory bias) and conducted
sub-group analysis to these groups.

The results of initial meta-analysis show that the general
function of implicit memory in cMDD is impaired for Effect
size = −0.30; 95% CI: −0.53 to −0.08; p < 0.001; I2 = 74.2%, but
intact in rMDD for Effect size: −0.05, 95% CI: −0.32 to −0.22;
p = 0.7; I2 = 0.0%. In subsequent sub-group analysis, cMDD
patients are impaired to positive and neutral stimuli (Effect
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FIGURE 3

Forest plots of effect estimates of the general function of implicit memory in patients (A) current depression; (B) remitted depression compared
to controls.

size = −0.66, 95% CI: −1.04 to −0.28; p < 0.05, I2 = 84.8%
and Effect size = −0.60, 95% CI = −1.01∼−0.20, p < 0.05,
I2 = 72.14%, respectively), but similar with controls to negative
stimuli (Effect size = −0.17, 95% CI: −0.61 to 0.28; p = 0.46,
I2 = 89.0%). For rMDD patients, their implicit memory to
neutral stimuli was similar to controls (Effect size = −0.24,
95% CI: −0.51 to 0.03; p = 0.08, I2 = 0.0%), whereas the
implicit memory was still abnormal when processing positive
and negative stimuli: rMDD patients exhibited poorer and
better performance (Effect size = 0.82, 95% CI: 0.51 to 1.13;
p < 0.001, I2 = 0.0%) to positive and negative stimuli (Effect
size = −0.80, 95% CI: −1.12 to −0.48; p < 0.001, I2 = 6.2%)

accordingly compared to controls. In brief, the implicit memory
was generally impaired in cMDD patients, except for the
negative stimuli. For rMDD patients, the implicit memory was
recovered to neutral stimuli, but still abnormal to positive and
negative stimuli.

4.2. Implicit memory to neutral stimuli

The implicit memory to neutral stimuli was assessed
through two aspects. The first aspect was recall performance
of neutral stimuli. In these studies, participants need to
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recall stimuli that they have processed but not intentionally
memorized before (e.g., (22, 23, 32, 35, 36)). The second aspect
regarded the latent regularity as memory content (e.g., (37, 40–
42)). Relevant studies usually adopted visual search paradigms
and shared similar experiment designs and logic. Generally,
all the search displays could be divided into repeated and
random conditions. Unlike random condition, the repeated
condition contains a valid but latent regularity that could predict
target location across trials. The search efficiency in both two
conditions can improve over time by practice effect, but will
be more significant in repeated condition if participants could
memorize the regularities. The present review found that the
recall performance in cMDD patients was poorer than controls,
but recovered in rMDD patients. Therefore, it indicated that the
abnormality of implicit memory to neutral stimuli was caused
by depressive episode, and would recover with remission.

It should be mentioned that, one study of Lamy et al.
(41) applied a unique and different paradigm to measure
the implicit memory to neutral stimuli. They adopted the
contextual cueing effect task that developed firstly by Chun
and Jiang (51). Different from implicit sequence learning
and weather prediction that are commonly used in MDD
studies, the distractors in contextual cueing task share similar
saliency (e.g., shapes, color, or topology) with the target so
that participants need to pay attention (or top-down attention)
for searching the target and making response. That is, the
expression of the contextual cueing effect would be affected
by multiple factors, such as the participations of selective
attention (52, 53), working memory (54, 55), and successful
attentional guidance and response selection (56, 57). Thus,
future studies need to verify the mechanism of absent contextual
cueing effect in MDD patients, and whether it depends on the
development of depression.

4.3. Implicit memory to positive and
negative stimuli

For studies applied the positive and negative stimuli, they
shared same procedure and logic with neutral stimuli. The
subgroup analyses showed that cMDD patients performed
poorer than controls, but similar to controls when recalling
negative stimuli. This indicated that the negative-biased
memory tendency in cMDD patients might compensate the
general impairment of implicit memory. In other words, the
implicit memory in patients was biased to negative information,
and the bias made them perform well as controls while deficit
to neutral stimuli. For rMDD patients, recall performance to
positive and negative stimuli was still abnormal; rMDD patients
recalled more negative and less positive stimuli. These results
might reveal a stable (or trait) cognitive characteristic in MDD
patients for they possessed negative-biased and positive-avoided
memory tendencies. However, whether the abnormal implicit

memory bias was associated with the development of depression
is still unclear. Future studies could longitudinally examine
the abnormal implicit memory tendency to figure out latent
cognitive indicators of depression development.

4.4. Implicit memory paradigms

The implicit memory is one categorization of memory
that could process without participation of the conscious. It
is generally assessed through the repetition priming effect in
various paradigms with reaction time (RT), accuracy (ACC),
and number/percentage of recall as indicators. We summarized
the paradigms that commonly used in MDD patients’ studies
into two parts. The first part introduced the paradigms
adopted emotional stimuli (i.e., positive, neutral, and negative);
The second part focused on the paradigms that regarded
latent regularities (e.g., spatial and semantic associations) as
memory contents.

4.4.1. Emotional paradigms
The emotional paradigms usually manipulated emotional

types of stimuli, and were primarily used to examine the implicit
memory bias to stimuli with different emotional types. In
these studies, the stimuli were regarded as memory contents
and categorized into different emotion types (e.g., positive,
neutral and negative). As listed in Table 1, this function
could be assessed through various tasks, such as Self-referent
incidental recall (6, 7, 38, 47), Mental imagery (36, 39), and
Word-stem completion task (21, 22, 33–35). Most of them
shared one similar procedure: in study phase, the stimuli that
consisted of words or pictures with different emotion types
would present to participants one at time, and they were asked
to pronounce, imagine, or make decisions (e.g., matching faces;
whether the word describes themself; evaluating the emotion
types or valences of stimuli) to each of the presented words.
The requirements were designed to ensure that participants
could process the semantics of each stimulus without intentional
memory. In the test phase, participants were informed to recall
stimuli they processed before, or recognize them freely (or in a
set mixed with new stimuli). The implicit memory bias would be
considered happen if the recall performance (recall, recognition,
or fixation duration with eye-tracking) to specific stimuli is
better in patients/controls compared to another group.

4.4.2. Regularity paradigms
Each time we utilized the library to search for books

of interests, the configuration of book categorizations and
book placement within categorization we frequently browsed
were stable. Such configurations helped us locate the target
book more efficiently even though we have never intentionally
memorized them. Psychologically, this improvement derived
from repeated and stable configuration without conscious
memory could be used to measure implicit memory.
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Generally, most of these paradigms regarded regularities
as memory contents and adopted various visual search tasks
that participants will be asked to search specific targets in a
series of search displays. Each display concluded one target and
several distractors [e.g., single letter and geometric graphics, see
(37, 41)]. All search displays could be divided into repeated
and random conditions. In repeated condition, there was
one or more regularities through trials, they were valid to
predict the target location (or physical characteristics) so
that the search performance would improve more efficiently
than random condition, which has no such regularities. After
completing the search task, participants usually needed to
complete another recognition test to ensure that they were
unconscious of the regularities in repeated condition. Tasks
like implicit procedural learning (24, 37, 40, 42, 44, 45), and
weather prediction (46, 48) tasks were commonly used. In an
example of implicit procedural learning (40), participants need
to judge which one of the four frames target would present
in. All the search displays were categorized into repeated and
random conditions. In repeated condition, the target location
in each display was pseudo-random for the former target
locations were associated with latter locations. Consequently,
participants will perform better in repeated than random
condition over time if they could implicitly memorize these
location associations. Similarly, the weather prediction tasks
(58) presented to participants with stimuli like words (task
1), geometric graphics (task 2), or artificial objects (task 3).
Each display would be presented to participants with different
combination patterns, and participants need to choose one
of two possible outcomes while each combination pattern
could predict the specific outcome with a different probability.
Thus, the performance in each pattern should increase over
time if participants could memorize the associations between
combination patterns and outcomes. Lastly, Lamy et al. (41)
adopted contextual cueing effect task that firstly adopted in
Chun and Jiang (51) to assess patients’ implicit memory. In
this task, participants are informed to search for a target letter
‘T’ among distractor letters ‘L’s in each display. The displays
could be categorized into repeated and novel conditions for the
locations of target and distractors within each search display
are stable in the former, but random in the latter. Over time,
participants would gain an advantage for searching for targets in
repeated condition over novel condition.

5. Limitations and new insights

There are several major limitations: For the first, the
heterogeneity between included studies was moderate to high.
Thus, we conducted a random effects model throughout to
provide a conservative estimate. The second is that the sample
size in some studies is insufficient. For example, the number
of MDD patients in the study of Aizenstein et al. (37) and

Janacsek et al. (24) were 11 and 10. That make it hard to
decrease the affection of extraneous variables, and insufficient in
the statistical validation. In addition, the included studies were
search based on three databases (i.e., PubMed, Web of Science,
and EMBASE). It was possible that some other relevant studies
might not be collected so that limited the final sample size.
Lastly, we did not examine the possible associations between
implicit memory and clinical characteristics (e.g., severity and
recurrence) in MDD patients. Hence, future studies could
include more studies with sufficient sample sizes and conduct
more detailed sub-group analyses for a more elaborate and
accurate investigation of the implicit memory impairment
in MDD patients.

6. Conclusion

The primary purpose of the present review was to examine
the elaborate function of implicit memory in MDD patients with
different statuses (i.e., current and remission). The results of the
initial meta-analysis revealed a general impairment of implicit
memory in both cMDD and rMDD patients. Then, the following
sub-group analyses showed that the implicit memory of positive
and neutral stimuli was abnormal in cMDD patients. Notably,
the implicit memory of negative stimuli in cMDD patients was
intact as healthy controls. This may suggest a compensatory
effect of negative-biased memory tendency to a general memory
deficit in cMDD patients. Further, the implicit memory to
neutral stimuli was recovered in rMDD patients but remained
abnormal to positive and negative stimuli. This result suggested
that the abnormality of implicit memory to positive and negative
stimuli was stable, indicating that implicit memory’s positive-
avoided and negative-biased tendencies might be a stable (or
trait) dysfunction in MDD patients. Thus, we expect to provide
a possible indicator (implicit memory to positive/negative
stimuli) for the diagnosis and prediction of depression.
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Is my visualization better than 
yours? Analyzing factors 
modulating exponential growth bias 
in graphs
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Humans tend to systematically underestimate exponential growth and perceive it 
in linear terms, which can have severe consequences in a variety of fields. Recent 
studies attempted to examine the origins of this bias and to mitigate it by using the 
logarithmic vs. the linear scale in graphical representations. However, they yielded 
conflicting results as to which scale induces more perceptual errors. In the current 
study, in an experiment with a short educational intervention, we  further examine 
the factors modulating the exponential bias in graphs and suggest a theoretical 
explanation for our findings. Specifically, we test the hypothesis that each of the scales 
can induce misperceptions in a particular context. In addition to this, we  explore 
the effect of mathematical education by testing two groups of participants (with a 
background in humanities vs. formal sciences). The results of this study confirm that 
when used in an inadequate context, these scales can have a dramatic effect on the 
interpretation of visualizations representing exponential growth. In particular, while 
the log scale leads to more errors in graph description tasks, the linear scale misleads 
people when they have to make predictions on the future trajectory of exponential 
growth. The second part of the study revealed that the difficulties with both scales 
can be  reduced by means of a short educational intervention. Importantly, while 
no difference between participants groups was observed prior to the intervention, 
participants with a better mathematical education showed a stronger learning effect 
at posttest. The findings of this study are discussed in light of a dual-process model.

KEYWORDS

cognitive bias, exponential growth, graph perception, logarithmic scaling, mathematical 
literacy, dual-process model

1. Introduction

Exponential growth is intrinsic to a large number of phenomena, ranging from the proliferation 
of microorganisms in biology, to compounding interests in economics or the nuclear chain reaction 
in physics (Lamarsh, 1983; Marr, 1991; Levy and Tasoff, 2017). Nevertheless, a growing body of 
literature confirms the difficulty of correctly perceiving this type of growth (Wagenaar and Sagaria, 
1975; Wagenaar and Timmers, 1979). Specifically, people tend to systematically underestimate it and 
perceive it in terms of linear growth (Levy and Tasoff, 2017). This perceptual error has been termed 
‘the exponential growth bias’. Importantly, a biased perception of exponential growth has been 
shown to impact real-world behavior (Christandl and Fetchenhauer, 2009; Levy and Tasoff, 2016) 
and it recently attracted much attention due to its relevance in the context of the Covid-19-pandemic. 
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Namely, the infection rate of this virus follows an exponential trend, as 
according to estimations, the number of positive Covid-19 cases doubles 
every 3 days (Pellis et  al., 2021). This growth has often been shown 
graphically in mainstream media (Engledowl and Weiland, 2021). 
Unfortunately, both the general public and government officials tended 
to misperceive it and to underestimate the risks and the severity of the 
disease (Gaissmaier, 2019; Lammers et al., 2020; Podkul et al., 2020). In 
particular, when asked to intuitively predict the number of COVID-19 
cases in the future, many people underestimated how fast this value will 
increase (Banerjee and Majumdar, 2020; Jäckle and Ettensperger, 2021). 
They tended to think that the infections increase by a constant amount 
over each time interval (as is the case in linear growth), whereas in 
reality, exponential growth accelerates over time. Thus, as the quantity 
increases, so does that rate at which it grows: the more infections occur 
at the beginning of a disease outbreak, the more people will get infected. 
Nevertheless, people not only fail to perceive this growth, but they are 
also unaware of their errors (Cordes et  al., 2019) and are even 
overconfident in their ability to deal with exponential growth (Levy and 
Tasoff, 2017). Growing evidence points to the fact that this has directly 
impacted the compliance with safety measures and therefore the spread 
of the virus (Muñiz-Rodríguez et al., 2020; Banerjee et al., 2021).

Several attempts have been made to find pedagogical ways to 
mitigate this bias. The most straightforward method, i.e., explaining 
about the bias and the potential perceptual mistakes it can induce, seems 
to work in certain cases (Lammers et  al., 2020), but fails in others 
(Schonger and Sele, 2020). Other rather simple interventions, such as 
instructing participants to make estimates through intermediate steps 
(Lammers et al., 2020) or framing the scenario in terms of doubling 
times rather than growth rates (Schonger and Sele, 2020) have been 
shown to significantly reduce the bias. Despite these rather positive 
findings, other studies did not succeed in attenuating the bias via short 
graphical (Levy and Tasoff, 2016) or other types (using tables or direct 
non-numerical ways; Wagenaar and Sagaria, 1975; Wagenaar and 
Timmers, 1979) of interventions.

These mixed results point to the need of understanding better the 
mechanisms that induce the bias in order to mitigate it more effectively. 
In the relatively few studies assessing this question, such factors as the 
level of expertise of the participants (Christandl and Fetchenhauer, 
2009) or the manipulation of the relevance of the topic (Romano et al., 
2020) seem to have little or no effect on the occurrence of the exponential 
growth bias. Recently growing attention has been paid to the choice of 
the scale used in graphical representations of exponential growth 
(usually, line charts or scatterplots). In particular, as the logarithmic 
scale makes the exponential curve look linear, it can eliminate the 
underestimation bias and thus render the graphs more comprehensible 
(Ciccione et al., 2022). For instance, Hutzler et al. (2021) showed that 
participants looking at epidemiological data with logarithmically scaled 
growth curves have made significantly more accurate estimates than 
those who looked at linearly scaled graphs. In addition to this, with 
logarithmic scaling, their predictions were not susceptible to range 
changes on the y-axis as was the case in the linear scale condition, 
suggesting that participants could compare countries in different phases 
of infection growth more accurately. Similarly, Ciccione et al. (2022) also 
identified scaling as one of the factors that can attenuate the 
misperception of exponential growth when making predictions, 
alongside the noisiness of data, the task to be performed by the user 
(pointing vs. guessing a number) and his/her level of mathematical 
knowledge. However, other studies show that the logarithmic scale 
induces even stronger exponential growth bias. For instance, Romano 

et al. (2020) found that when participants are shown exponential growth 
on a logarithmic scale, they have much more difficulty in describing the 
graph and making predictions compared to a graph with a linear scale. 
In a similar vein, Menge et al. (2018) demonstrates that even professional 
scientists in ecology interpret graphs more accurately when they have 
linear rather than log-scaled axes.

In the current study, in an experiment with a short educational 
intervention, we further examine the factors modulating the exponential 
bias in order to shed more light on the somewhat conflicting results 
described above and suggest a theoretical explanation for these findings. 
First, we investigate in more detail the effect of using the linear versus 
the logarithmic scale in graphs when dealing with exponential growth. 
Studies on the visualization of other phenomena point out that 
differences between visualizations of the same data can drastically 
change the viewer‘s interpretation of information (Padilla et al., 2022). 
We hypothesize that the contradictory results found in the studies arise 
from the fact that they test the use of the two scales for different tasks: 
describing the data in the graph (or simply graph-reading) vs. making 
predictions on the trajectory of the growth. Specifically, we suggest that 
when a viewer has to read or describe a graph by attending to the values 
on the axes and extrapolating them, the linear scale is easier to use, as it 
can be  interpreted straightforwardly, using the habitual tendency to 
reason linearly (Van Dooren et al., 2007). Indeed, adults with formal 
Western education tend to map numbers onto space in a linear manner 
(Dehaene et al., 2008). In this context, the log scale can be difficult to 
grasp and seem counterintuitive, as steps on a logarithmic scale are not 
additive but multiplicative (Menge et al., 2018). Several studies have 
shown that when reading a log-scaled graph, participants with different 
educational backgrounds confuse the values of the tick marks (Heckler 
et al., 2013) or tend to make numerical overestimations (Romano et al., 
2020; Ciccione et al., 2022). On the other hand, when a person has to 
make predictions from a graph on the future trajectory of a growth, the 
log scale seems preferable, as it can help him/her notice the exponentially 
increasing growth rate even at its beginning, when it can look 
misleadingly slow on a linear scale (Hutzler et  al., 2021). This is 
especially relevant, when data with differing growth trajectories and/or 
different orders of magnitude is plotted in the same graph (Perneger 
et al., 2020). In other words, the overreliance on linearity characteristic 
to many viewers (Van Dooren et al., 2007) can cause difficulties when 
using each of the scales in an unsuitable context: on one hand, if the log 
scale is perceived as linear, there is a risk of misinterpreting the values 
of the axis in graph description tasks. On the other hand, when the 
linear scale is used in prediction tasks, viewers might fail to perceive the 
slope of the growing curve and its exponential trends, leading to less 
accurate predictions. We investigate this issue by presenting two groups 
of participants with the same data plotted either on the log, or the linear 
scale. In both scale conditions, we ask participants the same questions 
that involve describing the graphs (questions 1–3) and making 
predictions based on it (questions 4–5). If the exponential bias in graphs 
is modulated by the presentation of a particular scale in the suitable 
context, participants in different scale conditions should respond 
differently to the same questions.

A second factor we  examine in this study is the role that 
mathematical education can have on the perception of exponential 
growth in graphs. A body of literature demonstrates that mathematical 
skills and higher levels of numeracy can act as a protective mechanism 
against cognitive biases and oversimplifications through heuristics 
(Munoz-Rubke et al., 2022). For instance, higher numeracy was found 
to be associated with less confirmation bias (Hutmacher et al., 2022), 
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while short educational interventions of mathematical nature were 
shown to reduce whole-number bias (Thompson et al., 2021). In the 
context of the exponential growth bias, only two studies directly 
looked at the effect of mathematical education. While Wagenaar and 
Sagaria (1975) found that mathematical sophistication of the subjects 
nor experience with growth processes modulated the bias, Ciccione 
et  al. (2022) showed that higher mathematical knowledge led to 
smaller underestimation of exponential growth. Nevertheless, these 
papers assessed only indirectly the level of mathematical education 
through subjective questionnaires. Other studies on the exponential 
growth bias just looked at the general education level of their 
participants (Christandl and Fetchenhauer, 2009; Levy and Tasoff, 
2016; Menge et al., 2018). In the current study we tested two groups 
of undergraduate students who had differing levels of math knowledge 
due to the nature of their respective curricula. Specifically, one group 
studied foreign languages and had few basic courses in math at 
secondary school and no math at university, while the other group 
studied computer science and had a substantial number of math 
courses both at secondary school and university. In this way, 
we ensured that alongside subjective self-evaluations of their math 
level, we had objective evidence about the education in math that 
both groups underwent.

For the second part of the experiment, we  designed a short 
educational intervention in order to test if the difficulties of graph 
interpretation leading to exponential growth bias could be reduced in 
both scale conditions and across participant groups. Recent papers 
have called for designing interventions that could increase statistical 
literacy in general (Gal, 2002; Gould, 2017; Weiland, 2017; Engel, 
2021), and the understanding of the exponential bias (Sieroń, 2020; 
Munoz-Rubke et al., 2022) alongside with the scales used (Menge 
et al., 2018; Watson and Callingham, 2020; Ciccione et al., 2022) in 
particular. For each scale condition we  came up with short 
explanations accompanied by graphs that take into account the 
propositions expressed in several recent studies, including 
instructions on the organization of the log scale (Ciccione et  al., 
2022); the presentation and labelling in the graphs (Heckler et al., 
2013; Menge et al., 2018); driving the participants’ attention to certain 
elements of the graph (da Silva et al., 2021) etc.

Finally, following calls to investigate decision making with 
visualizations in terms of human perception and cognitive theory 
(Alhadad and Alhadad, 2018), we propose to interpret the results of this 
study in light of a dual-process model. According to this model, two 
types of decision-making processes exist: System 1 is used for fast 
automatic decisions and can be identified with intuitions; while System 
2, or reasoning, is used for more rational analytical decisions (Stanovich, 
1999; Kahneman and Frederick, 2002; Kahneman and Klein, 2009). This 
model helps to explain how the human mind deals with the limitations 
of its processing capacity and, in our view, can shed more light on the 
causes of the misperceptions arising in graph reading with different 
scales. We will address this issue in the Discussion section of this paper.

2. Part I: Pretest

2.1. Methods

2.1.1. Participants
99 participants took part in this online experiment. They were 

all recruited at Vilnius University and Vilnius Gediminas Technical 

University. 49 participants were enrolled in a BA degree in foreign 
languages, while the remaining 50 participants studied computer 
science. Note that students in computer science were chosen instead 
of students in mathematics intentionally, as we  aimed at testing 
participants with an intermediate to high level of math, who have 
had math courses at university and who could represent a more 
general population with a background in natural/formal science, not 
just professionals in math. For simplicity, the first group will 
be  labelled in this paper “humanities” and the second “science” 
group. Participants in each group were randomly assigned to one of 
the two experimental scale conditions. A between-subject design 
was chosen in order to avoid possible bias when dealing with both 
scales at a time. All participants were free to quit the experiment 
whenever they wanted, thus making sure that only interested and 
fully engaged participants were completing the experiment. After 
an initial screening of the data, 4 participants were excluded based 
on short completion time, resulting in a total of 47 participants in 
the humanities group, and 48 in the science group.

2.1.2. Stimuli
Two line charts for time series representing hypothetical Covid-19 

daily case data from 3 countries were designed for the experiment. 
The Czech Republic, Finland and Spain were chosen for the examples, 
as they are well known for the Lithuanian participants, but are not 
associated with specific Covid-19 surges or containment policies, as 
Italy or Sweden would be. The hypothetical data for the three 
countries was distributed in such a way as to allow comparisons of 
large, small and asynchronous outbreaks (Perneger et  al., 2020). 
Namely, Finland represented a smaller outbreak, while the other two 
showed a larger outbreak that progressed earlier in Spain, compared 
to the Czech Republic (see Figure 1). The line charts differed only in 
the scale used for the y axis (representing the daily new cases). 
Specifically, a linear scale was used for one condition, and a 
logarithmic scale for the other. For both conditions, only the major 
labels were shown (0–200–400-600-800-1,000  in the linear scale 
condition; 1–10–100-1,000 in the log scale condition), as it is common 
practice in online platform and media coverage across countries 
(Clement et al., 2020; Idogawa et al., 2020; Wissel et al., 2020). In both 
conditions the labels went up till 1,000 and were accompanied by grey 
major gridlines in order to facilitate the readability. In addition to 
this, minor tick marks without labels were also included in the graphs. 
This was especially important for the log scale, as there is evidence 
that in the absence of minor tick marks, people tend to interpret the 
logarithmic scale as linear (Heckler et al., 2013).

2.1.3. Procedure
Participants in each condition were presented with the 

corresponding line chart with either the linear or the log scale. In both 
scale conditions they were then asked the same 5 questions. We came up 
with three questions testing different aspects of graph description, and 
two questions assessing prediction-making from graphs. The questions 
and suggestions on the location (which condition) and the nature of the 
perceptual errors participants might make are presented in Table 1.

These questions were followed by two additional questions assessing 
subjective autoevaluation. Participants were asked to assess their 
confidence in their answers on a scale from 1 to 5 and to evaluate how 
difficult the tasks were (scale 1 to 5). At the very end of the experiment 
(following parts 1 and 2) participants had to indicate their level of math 
on a scale from 1 to 10.
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TABLE 1 Questions asked during the experiment and their characteristics.

Question Question type Answer type (and 
proposed answer 
options)

Expected location and nature of misperceptions

 1. Evaluate how many new cases occurred 

on day 6 in Spain.

Graph description Ordinal (150; 300; 500; 

800)

Log condition: while the correct answer is located halfway between the 

major tick marks 100 and 1,000, a linear interpretation of the log scale 

would lead to answering 500 instead of 300.

 2. When did the number of daily new cases 

in Spain increase more?

Graph description Ordinal (between day 4 

and 5; between day 6 and 

7; likewise)

Log condition: if participants interpret steps on this scale as linear, they 

would tend to think that the increase in both periods was identical and 

would fail to perceive the increasing outburst of cases over time.

 3. Look at the difference in daily cases 

between Spain and the Czech Republic. 

How did the difference in cases from day 

3 to day 7 change?

Graph description Ordinal (decreased; 

remained stable; 

increased)

Log condition: An incorrect interpretation of the log scale would lead to 

a faulty perception of the growth dynamics of the two lines and the daily 

increasing difference in cases between them

 4. Are cases in the Czech Republic more 

likely to grow like in Spain or in Finland?

Prediction making Binary (like in Spain; like 

in Finland)

Linear condition: at first glance the growth of daily new cases in Finland 

and the Czech Republic looks more similar than that in Spain due to the 

differing growth rates between the first two and different growth 

progressions between the last two. This can lead to choosing the wrong 

growth trajectory (Finland instead of Spain).

 5. What will approximately be the number 

of new cases in the Czech Republic on 

day 10?

Prediction making Continuous (manual 

entry)

Linear condition: at first glance the growth of daily new cases in Finland 

and the Czech Republic looks more similar than that in Spain due to the 

differing growth rates between the first two and different growth 

progressions between the last two. This might lead the participants to 

providing a much lower estimate of future growth for cases in the 

Czech Republic than they actually are.

2.2. Results

We use an ordered logistic regression model to analyze the data 
from the first three questions, as they had ordered responses, which, 
however, cannot be considered continuous (Long, 1997). These analyses 
were performed using the polr command from the MASS package in R 
(Venables and Ripley, 2002). A logistic regression was used to analyze 
responses from question 4 (binary dependent variable), and a simple 
linear regression for question 5 (continuous dependent variable). For 

each of the five questions we constructed a model with Response to 
question as the dependent variable. Scale condition (linear vs. log) and 
Group (humanities vs. science), as well as their interaction were included 
as contrast-coded fixed factors. In questions 1–4, p-values were obtained 
by Wilks’ likelihood ratio tests of the full model against the model 
without the effect or interaction in question. For question 5, an Anova 
was used for model comparison.

The analysis revealed that for all the questions there was a significant 
effect of Scale condition, but no effect of Group, nor an interaction 

FIGURE 1

The two graphs presented to participants used in the linear and the log conditions, respectively.
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between them. Specifically, in question 1, there was a significant 
difference between the linear and the log conditions [β = 2.00, SE = 0.52, 
χ2(1) = 18.51, p < 0.0001], with 86% of the participants (across groups) 
answering accurately in the linear condition compared to only 42% in 
the log condition (see Figure 2). This indicates that in the log condition 
many participants wrongly interpreted the values of the intermediate 
tick marks. As the target point was located halfway between the tick 
marks 100 and 1,000, they estimated that the value on the y axis was 500, 
instead of 300. Interestingly, although the difference between groups was 
not significant, we can see from the graph that many more participants 

from the science group made this mistake compared to the humanities 
group (62% vs. 31%). Turning to question 2, there were more than twice 
as many correct answers in the linear scale condition (95%) compared 
to the log scale condition (42%) [β = 2.79, SE = 0.67, χ2(1) = 27.22, 
p < 0.0001; see Figure 3]. Importantly, in the log condition a striking  
52% of the participants clearly misunderstood the log scale in terms of 
a linear scale. When describing changes on this single curve, they 
misunderstood the pattern of change between two consecutive points: 
they thought that distances between points on the y axis are the same, 
independently on their location. A similar tendency can be observed in 

FIGURE 2

The barplots present the distribution of the participants’ answers to Question 1 (graph description question). The correct answer is indicated with orange-
colored bars.

FIGURE 3

The barplots present the distribution of the participants’ answers to Question 2 (graph description question). The correct answer is indicated with orange-
colored bars.
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FIGURE 5

The plots present the distribution of the participants’ answers to question 4 (prediction). The correct answer is indicated with orange-colored bars.

FIGURE 4

The barplots present the distribution of the participants’ answers to Question 3 (graph description question). The correct answer is indicated with orange-
colored bars.

question 3 (see Figure 4), where the difference between scale conditions 
[β = −2.45, SE = 0.69, χ2(1) = 19.38, p < 0.0001] was due to the great 
majority of participants (93%) answering correctly in the linear 
condition as opposed to 54% in the log one. This suggests that in the log 
condition participants misperceived the increasing distance between the 
two curves.

Turning to the questions involving predictions, in question 4 
(Figure  5), the effect of Scale condition was again significant 

[β = 2.80, SE = 0.79, χ2(1) = 20.39, p < 0.0001], but this time the 
participants were much more accurate in the log scale condition 
(96% answered correctly) than in the linear scale condition (only 
60% answered correctly). Finally, in question 5, where participants 
had to estimate the approximate number of new cases in the 
Czech Republic on day 10, a difference between the scale conditions 
was also observed [β = 756.23, SE = 163.71, F(1, 91) = 21.34, 
p < 0.0001]. As can be  seen from Figure  6, participants in both 
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groups underestimated the growth in the linear scale condition, but 
overestimated it in the log condition. There was homogeneity of 
variances, as assessed by the Levene’s test for equality of variances, 
for both Group (p = 0.06) and Scale condition (p = 0.2).

Finally, we carried out t-tests to examine whether the participants’ 
answers on the additional questions differed depending on their 
educational background. First, we found that participants from the 
science group reported significantly higher scores on math 
autoevaluation than participants from the humanities group [on a 
scale from 1 to 10: science: mean = 6.94; humanities: mean = 5.06; 
t(91.79) = −4.79, p < 0.0001]. Next, we  looked at the difference 
between groups in their level of confidence. Here too the difference 
was significant, namely, participants with a background in science felt 
more confident in their answers [on a scale from 1 to 5: science: 
mean = 3.56; humanities: mean = 3.02; t(90.75) = −2.98, p < 0.01]. 
Finally, the analyses revealed that participants in science found the 
tasks to be easier than their peers in humanities did [on a scale from 
1 to 5: science: mean = 1.42; humanities: mean = 1.85; t(91.31) = −2.29, 
p = 0.02].

2.3. Discussion

The choice of the scale impacts indeed the responses of the 
participants. However, it is not the case that one scale is overall better 
than the other. Rather, each of the scales can induce errors in a 
particular context. Similarly to previous studies (Heckler et  al., 
2013), our experiment has shown once more that people 
misunderstand the minor tick marks on the log scale, and instead 
process them in terms of a linear scale. For this reason, the 
complexity of the log scale resulted in an inability to use it effectively 
to describe data on a graph. On the other hand, it proved to be very 
helpful in making predictions about future growth. Conversely, the 
experiment showed that the linear scale is much easier to use when 
describing a graph. Note, that participants in the linear scale 

condition reached very high accuracy (around 90% correct) on the 
first three questions. Nevertheless, this tendency was reversed in 
question 4, where participants had to compare the curves and predict 
their future growth. In this case, around 40% of the participants 
chose the wrong answer.

Interesting results were obtained on question 5. Here, participants 
in both conditions gave slightly inaccurate responses, but the nature of 
their mistakes was diametrically opposed. In particular, they 
underestimated the growth in the linear, but overestimated it in the log 
scale condition. Concerning the linear condition, this tendency reflects 
the typical exponential growth bias found in a variety of studies 
(Wagenaar and Sagaria, 1975; Hutzler et al., 2021). The tendency found 
in the log scale condition can seem more surprising, but it has already 
been observed by two other studies (Romano et al., 2020; Ciccione 
et  al., 2022). The latter study found that the overestimation effect 
occurred when participants were presented with a noiseless exponential 
function rather than noisy data, which was also the case in our 
theoretical data scenarios. The overestimation effect found in the log 
scale condition could be  overall considered preferable to the 
underestimation bias in many contexts. For instance, in cases of 
epidemics, the mere detection of exponential growth per se matters, 
while the exact estimate of the final numbers is not indispensable 
(Hutzler et al., 2021). On the other hand, these findings suggest that the 
choice of the scale could be motivated by the message one would wish 
to convey. Specifically, the log scale could be used in order to stress the 
importance of the growth of a phenomenon, while the linear scale 
could help to downplay its gravity. Note, however, that these tactics 
could also be employed to manipulate the viewer, and therefore a better 
understanding of these perceptual effects in the general public would 
be preferable.

Turning to the second factor we  examined in this study, 
mathematical education does not seem to play a major role in the 
perception of exponential bias. Specifically, independently on their 
background in humanities or in science, both groups of participants 
were susceptible to the exponential growth bias when interpreting 

FIGURE 6

The plots present the distribution of the participants’ answers to question 5 (prediction). The correct answer is indicated with a red line.
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graphs plotted with an inappropriate scale. Yet, we  found that 
participants in science group reported significantly higher 
autoevaluation in math levels, they felt more confident in their answers 
and had lower scores on perceived difficulty of the tasks. This points to 
one of the causes for the persistence of this bias: people are simply not 
aware of their lack of understanding of exponential growth. Christandl 
and Fetchenhauer (2009) also found that people are overconfident in 
their capacity to solve problems that involve exponential growth, which 
results in a low demand for corrective tools.

3. Part 2: Intervention and posttest

In order to test whether the difficulties experienced when using the 
log scale in describing a graph, and the linear scale when making 
predictions can be overcome, we designed a short intervention, which 
will be described next.

3.1. Methods

3.1.1. Participants
The same participants were tested as in part 1.

3.1.2. Stimuli
For each of the scale conditions we designed a short intervention 

consisting of two-slides-long instructions with graphs. We presented 
the same data as in part 1, but with additional information on the 
graphs and/or in the description, based on cumulated 
recommendations from several previous studies. For the log 
condition, we encouraged the participants to examine the y axis, and 
explained briefly the principles behind the log scale. We  first 
explicitly drew their attention to the major tick marks and explained 
that each label is 10 times as large as the previous one 
(i.e.,1 > 10 > 100 > 1,000). We then provided information about the 
uneven distribution of the minor tick marks. In order to facilitate the 
understanding of this concept, we  added a higher density of 
numerical labels in between major ticks (Heckler et  al., 2013; 
Ciccione et al., 2022). In addition to this, we included additional 
gridlines at each minor tickmark.

In the linear condition we also added intermediate tick labels and 
gridlines. Moreover, we emphasized the fact that outbreaks can differ in 
their size and/or their timing. We encouraged participants to compare 
the three lines in terms of this information. Similar instructions that 
encourage the noticing of particular elements in the graph have been 
shown to help the viewers (Chang et al., 2016; Boone et al., 2018). The 
materials used for the educational intervention can be found in 
Supplementary materials.

3.1.3. Procedure
Participants were first presented with the educational 

intervention consisting of two slides with graphs and instructions. 
Following these slides, they saw the modified graphs with the same 
data and were asked to answer again the same questions. Participants 
were told that they either could answer as in the pretest, or modify 
their answers if needed. They were then asked to evaluate how useful 
the intervention was. Finally, participants were asked basic 
demographic questions (age, studies, gender) and to evaluate their 
level in math.

3.2. Results

As we have already shown in part 1 each of the scales can cause 
difficulties in a specific context. Therefore, results from the intervention 
will be presented by scale condition for those specific difficult questions, 
namely, the graph description questions for the log scale, and the 
prediction questions for the linear scale.

For the log condition, we looked at the first three questions (i.e., 
description of the graph) and we used an ordered logistic regression 
model to analyze the data. For each of them, we constructed a model 
with Response to question as the dependent variable. Session (pretest vs. 
posttest) and Group (humanities vs. science), as well as their interaction 
were included as contrast-coded fixed factors. p-values were obtained 
by likelihood ratio tests of the full model against the model without the 
effect or interaction in question. A summary of main effects and 
interactions that turned out to be  significant in both parts of the 
experiments is presented in Table 2. The figures presenting the results 
for all five questions of the posttest can be found in 
Supplementary materials. For question 1 we found a significant effect of 
Session [β = 1.04, SE = 0.41, χ2(1) = 6.63, p < 0.01] and an interaction 
between Session and Group [β = −2.11, SE = 0.82, χ2(1) = 6.87, p < 0.01]. 
Post-hoc analyses revealed that the interaction was due to the fact that 
the difference between sessions was significant in the science group 
[β = −3.02, SE = 0.84, χ2(1) = 51.68, p < 0.001], but not in humanities 
(p > 0.05). That is, while in science group the accuracy improved from 
35% to 89%, it only raised from 50% to 58% in the humanities group. 
Thus, there was a learning effect following the intervention in the former 
group, but not in the later. Turning to question 2, there was a significant 
effect of Session [β = −1.57, SE = 0.45, χ2(1) = 13.24, p < 0.001]. 
Specifically, in both study groups the correct answer was chosen only 
42% of the times at pretest. At posttest, however, the accuracy improved 
in both groups, raising to 73% and 96% of correct responses in 
humanities and in science groups, respectively. Although the effect of 
Group was not significant, nor was the interaction, we still can note that 
the participants in science group benefited more from the intervention, 
almost reaching a ceiling effect at posttest. In question 3, we  found 
significant effects of Session [β = 0.94, SE = 0.45, χ2(1) = 4.62, p < 0.05] 
and Studies [β = 1.08, SE = 0.45, χ2(1) = 6.17, p < 0.05]. Although the 
interaction only marginally approached significance (p = 0.06), we can 
observe a much stronger improvement in the science group following 
the intervention (the correct response rate raised from 58% to 89%, 
compared to 50% vs. 54% in the humanities group).

Turning to the linear scale condition and the questions involving 
predictions, a logistic regression was used to analyze responses from 
question 4, and a simple linear regression for question 5. Here too, 
Session (pretest vs. posttest) and Group (humanities vs. science), as well 
as their interaction were included as contrast-coded fixed factors. A 
significant effect of Session was found for question 4 [β = −2.22, 

TABLE 2 Summary of the main effects and interactions that turned out to 
be significant in both parts of the experiment.

Question 1 2 3 4 5

Part 1: Pretest Scale 

condition

Scale 

condition

Scale 

condition

Scale 

condition

Scale 

condition

Part 2: Posttest Session 

Session × 

Group

Session Session 

Group

Session Session 

Group
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SE = 0.71, χ2(1) = 14.02, p < 0.001]. Both groups showed similar levels of 
improvement, on average from 61% at pretest to 93% at posttest.

Finally, for question 5, both the factors Session [β = 162.36, 
SE = 47.39, F(1, 82) = 11.74, p < 0.001] and Studies [β = 170.74, SE = 47.39, 
F(1,81) = 12.98, p < 0.001] turned out to be  significant. While both 
groups showed improvement after the intervention by reducing the 
underestimation tendency, this effect was much stronger in the science 
group (the correct answer to question 5 was 640; the mean predicted 
value in humanities at pretest was 282 and 406 at posttest; while in 
science it was 414 at pretest and 615 at posttest).

3.3. Discussion

The results of part 2 of the experiment show that even a short 
educational intervention can improve the reading and interpretation of 
graphs involving exponential growth bias. Specifically, it proved to 
be helpful in dealing with graphically presented data, under conditions 
when the use of the log and the linear scales causes the most mistakes 
(i.e., the log scale for the description of a graph and the linear scale for 
predictions). This result is important as in present times far-reaching 
measures related to crucial issues such as economic crises and 
hyperinflation or outbreaks of infectious deceases, such as Covid-19, are 
often explained with the help of data visualizations, while the general 
population has low levels of statistical literacy (Bakker and Wagner, 
2020). As providing full-scale courses in statistics would be  hardly 
possible for obvious reasons, the effectiveness of such short interventions 
is encouraging.

Nevertheless, we found a difference between groups in the majority 
of questions, that did not occur at pretest. Namely, participants in the 
science group seemed to benefit more from the intervention and showed 
a greater learning effect. This suggests that the intervention could 
potentially be  adapted to different groups in order to maximize its 
effectiveness. The possible causes of the difference observed between 
groups at posttest are discussed in the following section.

4. General discussion

The current study demonstrated that the choice of the scale used to 
represent exponential growth in graphs can have a dramatic effect on 
the interpretation of these visualizations. The results confirmed our 
hypothesis that one scale is not overall better than the other. Rather, each 
of them can cause difficulties in a specific context. In particular, while 
the log scale leads to more errors when describing a graph, the linear 
scale can mislead people when they have to make predictions on the 
future trajectory of exponential growth. This at least partly explains why 
different studies obtained conflicting results as to which scale is more 
difficult to use. The second part of the study revealed that these 
difficulties with both scales can be  reduced by means of a short 
educational intervention. Interestingly, while in the first part (pretest) 
there was no difference between participants with a background in 
science and those with a background in humanities, this difference was 
observed in the posttest. In particular, although both groups benefited 
to a certain extent from the intervention, the learning effect was much 
stronger in the science group.

We propose that our findings can be interpreted in light of a dual-
process model. In particular, according to this model, reasonably 
accurate and effective decisions provided by System 1 are sufficient 

for the hundreds of decisions one has to make on a daily basis, 
although they might be  prone to some errors (Stanovich, 1999). 
However, in situations where the mental shortcuts are not available 
and/or high levels of accuracy are required, the effortful System 2 
comes at hand. In the field of visual processing, research has 
demonstrated that a limited set of visual features are detected 
preattentively (Healey and Enns, 2012). According to Padilla et al. 
(2018), who proposed an integrated model of decision making with 
visualizations, decisions based on graphs can be made by using either 
System 1 or System 2 processing. In the first scenario, viewers 
unconsciously focus on the aforementioned salient features and use 
minimal working-memory capacity, while in the second one they 
employ top-down attentional search of the visual array, which is 
taxing working memory, but might be more accurate.

In light of this theory, our results could be  interpreted in the 
following manner: when describing graphs (question 1–3) in the linear 
condition, the viewers could rely on the salient graphical features, such 
as slopes, and automatically extract the necessary visual information. In 
other words, they could answer the questions in one or two steps, 
without having to analytically examine the different elements of the 
visualization, thus engaging little working memory. In this case, the use 
of System 1 was sufficient to provide accurate answers to the questions. 
On the contrary, more complex reasoning and more steps had to 
be involved in the log condition for the same questions. In particular, 
the reading and interpretation of the log scale per se required more 
attentional resources (i.e., driving one’s attention to the scale of the 
y-axis, extrapolating the values of the major ticks, then the minor ticks, 
etc.). The resulting difficulty of participants to interpret the graph in this 
condition points to a persistent use of System 1 instead of the required 
System 2. In particular, it is likely that the viewers used heuristics usually 
employed to view graphs on the linear scale, which turned out to 
be misleading in this context.

Conversely, in the prediction question 4, participants could provide 
effortless accurate answers in the log condition, as it required only 
minimal reading and interpretation effort (they only had to look at the 
slopes of the curves and mentally prolongate them, as here the reading 
of the scale was not necessary to provide the correct answer). On the 
contrary, in order to be able to answer these questions in the linear 
condition, one would have to resort to graph analysis and inference 
making (compare the growth rate of all lines, evaluate their level of 
progression and synchronicity etc.). In question 5, where more analysis 
and the use of system 2 was necessary in both scale conditions (in both 
cases the viewers had to identify the 10th day on the x axis, then decide 
on where the line must continue, mentally draw it, after that extrapolate 
a number from the scale on the y axis etc.), many participants still 
applied linear thinking which turned out to be inadequate for the task. 
This resulted in underestimation in the linear condition and in 
overestimation in the log condition.

Thus, the results of the present study suggest that when dealing with 
graphs representing the exponential growth, viewers rely on salient 
features without examining the graph analytically and tend to use 
heuristics characteristic to System 1 processing. These involuntary shifts 
in focus to salient features bias the perception of graphs and can 
be detrimental to decision making (Padilla et al., 2018). Unfortunately, 
we did not record reaction times, which could provide further support 
for this interpretation of the results. The inclusion of reaction times 
along with accuracy scores would allow future studies to examine in 
more detail the possibility of using a computationally high System 2 for 
more difficult graph reading and prediction-making tasks.
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Our second finding that the intervention overall improved the 
performance of both participant groups might also be explained in light 
of dual-processing theories. Specifically, it could be the case that both 
groups made mistakes at pretest as they tried to answer the questions 
intuitively by using System 1 in tasks which required the application of 
System 2. However, the instructions and information provided in the 
educational intervention pushed participants to deliberately pay more 
attention to certain elements of the graphs and to examine them 
analytically, thus employing System 2. This resulted in an overall better 
performance at posttest across groups. This raises the question whether 
the intervention was effective due to its pedagogical content, or rather it 
acted as a trigger to switch to a more analytical mode of processing. A 
future study could address this question by comparing the effect of two 
interventions, one containing pedagogical content, another – simple 
instructions to pay more attention to the different parts of the graph.

Turning to the difference found between groups at posttest, several 
explanations could account for a higher learning effect in participants with 
a background in science. For example, it is likely that the knowledge and 
skills they ought to have acquired during their studies got activated 
following the intervention. Alternatively, it could be the case that these 
participants were more receptive to the educational contents of the 
intervention. Previously acquired mathematical knowledge has been 
found to improve the overall capacities in conditional reasoning (Lehman 
and Nisbett, 1990; Gillard et al., 2009; Toplak et al., 2012). This entails that 
students who took a relatively large number of courses in math were more 
likely to employ strenuous System 2 processing (Borodin, 2016).

Note, however, that even if this was the case, the comparable 
performance of both groups at pretest on difficult questions point to 
a persistent use of System 1 processing. This suggests that when 
viewing graphs which use the inappropriate scale to represent 
exponential growth in the data, even the relatively “trained” viewers 
do encounter problems. For this reason, it is crucial for graph design 
to choose the scale that would direct participants’ attention to the 
most important information. This would allow them to accurately and 
effortlessly extract the necessary information without having to resort 
to System 2. As pointed by Card et al. (1999) visualizations should 
capitalize on those visual biases which are consistent with the correct 
interpretation of the data. In our case, this would mean using the 
linear scale for the description of graphs representing exponential 
growth, and using the log scale to emphasize the growth when 
predictions have to be made. This is especially relevant when graphs 
are used to convey important information to the general public 
(Bakker and Wagner, 2020).

Finally, it is likely that the performance of the viewers, irrespective 
of their background, could be  improved by teaching them general 
principles of graph reading. In particular, these skills are not necessarily 
directly trained in traditional math courses, thus even viewers with a 
background in science might benefit from such training (Bakker and 
Wagner, 2020). At the same time, it would not require specific 
mathematical knowledge, and thus would be  easily applicable in 
curricula in various fields. For instance, da Silva et al. (2021) propose 
that the viewer should be encouraged to engage in four levels of graph 
reading and interpretation (i.e., reading, interpretation, prediction 
making and critical assessment) in order to develop a habit to examine 
graphs analytically and thus improve their accuracy. Overall, it is equally 
important to both avoid common pitfalls when designing graphs, as well 
as to improve the skills of the viewers by means of educational 
interventions. This is in line with the numerous calls to improve the 
didactics of many mathematical and statistical topics, as well as statistical 
literacy and graph-reading skills in the general population, which 

became crucial in our modern data-driven society (Gal, 2002; Sharma, 
2017; Bakker and Wagner, 2020; Watson and Callingham, 2020).
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Metacognition–the ability of individuals to monitor one’s own cognitive performance

and decisions–is often studied empirically based on the retrospective confidence

ratings. In experimental research, participants are asked to report how sure they are

in their response, or to report how well their performance in high-level cognitive

or low-level perceptual tasks is. These retrospective confidence ratings are used as a

measure of monitoring effectiveness: larger difference in confidence ratings assigned

to correct and incorrect responses reflects better ability to estimate the likelihood of

making an error by an experiment participant, or better metacognitive monitoring

ability. We discuss this underlying assumption and provide some methodological

consideration that might interfere with interpretation of results, depending on what

is being asked to evaluate, how the confidence response is elicited, and the overall

proportion of different trial types within one experimental session. We conclude

that mixing trials on which decision confidence is assigned when positive evidence

needs to be evaluated and the trials on which absence of positive evidence needs

to be evaluated should be avoided. These considerations might be important when

designing experimental work to explore metacognitive efficiency using retrospective

confidence ratings.

KEYWORDS

metacognition, decision confidence, retrospective confidence judgments, error detection,
conscious awareness, metacognitive bias

Introduction

Living beings, including humans, constantly monitor environment and their own cognitive
states in order to evaluate their past decisions (Kepecs et al., 2008; Smith, 2009). This is known
as metacognitive monitoring – ability to evaluate one’s own cognition – and it is based on
error-detection mechanisms. Meta-monitoring is an important component of metacognition
because it lays the foundation for meta-control, or adjusting future behavior in accordance with
goodness of past decisions and the ratio of resolved/retained uncertainty about the state of the
world and mind (Nelson and Narens, 1990; Drigas and Mitsea, 2020). Meta-monitoring relies
on estimating the probability of an error on each decision (Ordin et al., 2020). If the estimated
probability of an error is high, then people tend to assign lower confidence to their decisions than
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in the cases when estimated error probability is low. Hence,
confidence ratings assigned tend to better discriminate between
correct and incorrect decisions of those individuals who are better
at estimating the probability of committing an error, i.e., better
metacognitive monitoring skills. Efficient metacognition is reflected
in larger difference in average confidence ratings assigned to correct
and incorrect responses.

Metacognition is not necessarily correlated with cognitive
performance (Flavell, 1979; Nelson, 1996), leading to under- or
overconfidence bias. Some individuals may be very good at a
particular cognitive task without realizing that their performance
is high and thus assigning low confidence to their answers. Other
individuals, on the contrary, may perform in the same task poorly
without realizing it. Regardless of how well these individuals perform
in cognitive tasks, their metacognitive skills are poor. On the other
hand, individuals with good metacognitive abilities do not have to
perform a cognitive task at a high level. Good metacognition is
reflected in being able to realize how well the task is performed and
adjust confidence ratings accordingly (Smith et al., 2003; Persaud
et al., 2007). Metacognitive efficiency is studied most frequently by
explicitly asking people in experimental setting to report how sure
they are in their response on each trial. These confidence ratings
are then used to measure metacognition. Three important concepts
need to be distinguished in the study of metacognition: metacognitive
sensitivity, metacognitive efficiency, and metacognitive bias, which
will be defined below.

Metacognitive sensitivity is the accuracy with which participants
discriminate between potentially correct and incorrect decisions. The
percentage of correct responses on trials to which higher confidence
is assigned, tends to be higher than the percentage of correct decisions
to which lower confidence is assigned. The percentage of correct
decisions on trials assigned the lowest confidence ratings should be
at the chance level, given that overall performance (average accuracy
of decisions) is above chance.

Metacognitive efficiency reflects how well confidence ratings
discriminate between correct and incorrect responses. Efficient
metacognition manifests as bigger differences in confidence between
correct and incorrect decisions. In laboratory settings, this is often
limited by the confidence rating scale. If participants are asked to
report whether they are sure or not sure about a given answer using
a binary scale, estimating metacognitive efficiency as the difference
in confidence assigned to correct and incorrect responses becomes
methodologically more challenging.

Metacognitive bias is the general tendency of an individual
to assign higher or lower confidence ratings to his decisions.
Metacognitive bias can expand or contract the scale for shifting
confidence ratings up or down to reflect fluctuations in the degree
of decision confidence. In extreme cases, over- or under-confidence
can limit the discriminative aspect of confidence: when an under-
confident individual correctly estimates that the likelihood of an error
in a particular case is high, he may not be able to assign a lower
confidence rating to another response because the base reference for
his confidence is already at the lowest level. The opposite logic might
also be true for over-confident individuals, who tend to assign ratings
at ceiling, and are not able to push the ratings higher on trials where
they estimate the likelihood of an error to be very low.

Since task performance and metacognitive bias can influence
metacognitive sensitivity and efficiency (Galvin et al., 2003; Fleming
and Lau, 2014; Rouault et al., 2018), Maniscalco and Lau (2012)
proposed using a signal detection analytic approach. The basic idea

behind this approach is that cognitive hits and correct rejections,
to which high confidence rating is attached, are considered to be
metacognitive hits, and cognitive hits and correct rejections, to
which low confidence is attached, are considered metacognitive
misses. Cognitive false alarms and misses with high confidence are
metacognitive false alarms, and cognitive false alarms and misses
with low confidence are metacognitive correct rejections. Confidence
ratings do not have to be binary, leading to more precise modeling, as
described below.

Metacognitive sensitivity is estimated as task performance (D’)
that would lead to the observed ROC curve for confidence ratings,
given the absence of imprecision in assigned confidence ratings
(modeling an ideal observer for confidence estimates). This fitted
D’ is referred to as meta-D’ and may be higher or lower than D’,
correspondingly signaling better or worse metacognitive sensitivity.
If metacognitive judgments and cognitive decisions are based on
partially parallel processing streams (Fleming and Daw, 2017),
participants can perform at chance in a cognitive or perceptual
task, yet exhibit high metacognitive sensitivity, meaning that their
confidence ratings will discriminate correct and incorrect decisions.
Metacognitive efficiency within this framework is defined as
metacognitive sensitivity relative to individual task performance (e.g.,
M-ratio, measured as meta-D’/D’ or M-difference, measured as meta-
D’-D’). Meta-D’ shows how accurately correct and incorrect decisions
are discriminated, while M-ratio shows how well confidence tracks
performance on a particular task given an individual level of
performance on this task. This then allows comparing meta-efficiency
across tasks of different difficulty, in different domains and modalities
(important is that the task structure remains the same across
modalities and domains, Ruby et al., 2017).

While this approach has clear advantages (e.g., Maniscalco and
Lau, 2012; Fleming, 2017), it is important to also be aware of
its limitations. Metacognitive hits include task cognitive hits and
correct rejections with high confidence, placing, for example, equal
weight on cognitive correct responses, regardless of whether they
are given based on positive evidence (detection of signals, i.e., hits)
or absence of evidence (signals not present and not detected, i.e.,
correct rejections). However, Meuwese et al. (2014) showed that
metacognition is superior on trials that require estimating positive
evidence compared to trials that require estimating absence of
evidence. Kanai et al. (2010) showed that in some cases cognitive
misses and correct rejections are not discriminated by confidence
ratings, while hits and false alarms are discriminated. That said,
the structure of the task (Ruby et al., 2017) and individual decision
making strategies (explore vs. exploit; reject vs. accept, Kanai et al.,
2010; Meuwese et al., 2014) might lead to multiple individual
differences in metacognitive sensitivity and efficiency, as measured
by meta-D’ and M-ratio.

In this report, we will look at discriminability of confidence
ratings between correct and incorrect trials given based on presence
and absence of evidence in an artificial language learning task with
a yes/no recognition test. The task involves familiarizing people
with a continuous sensory input with embedded recurrent discrete
constituents. People detect and memorize these constituents during
familiarization, and then they are subject to a recognition test,
when they hear or see a token and need to respond whether this
token is a constituent from the familiarization input or not. To
measure metacognition, people are asked to assign confidence rating
upon responding “yes” or “no” on each trial. This is a tricky test
because on presenting the actual tokens from the familiarization
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input, participants need to estimate how sure they are in what they
know. By contrast, on trials when foils are presented, participants’
confidence ratings reflect how sure they are in what they do not
know. In SDT approach, however, both types of responses are used
within one framework. But we can calculate individual difference
between correct and wrong responses separately for foils and actual
constituents, hence tapping on whether people “know what they
do not know” (on trials with foils), and whether metacognitive
processing on trials with foils and actual tokens differs. This
might have important methodological considerations for future
experimental designs.

Method

The material for analysis was the same as described in details in
Ordin et al. (2021). No experimental data was collected specifically for
this study, an existing dataset (completely anonymized) was used, the
ethical approval was obtained prior to collecting the primary dataset
for the original study. For the readers’ convenience, the material and
the procedure is outline below, without details, which are presented
in the original article. I used the data collected on 48 Spanish-Basque
bilinguals from students’ population at the university of the Basque
country in Donostia-San Sebastian, Spain.

The data was obtained by running an artificial language learning
experiments to investigate efficiency of statistical learning in the
visual and auditory modalities on linguistic and non-linguistic
material (semi-linguistic stimuli in the original dataset were not used
in this analysis). The study was designed so that each participant
performed all experiments, in a counter-balanced order.

For linguistic material, recurrent triples of syllables (further
referred to as words) were embedded into a syllabic stream and
presented via headphones in the auditory modality. In the visual
modality, a different set of syllables was used to make another set
of tri-syllabic words. Syllables were presented one by one in the
middle of the screen. People listened/watched the familiarization
sequence, and their task was to detect and memorize the words of
this artificial language (explicit instructions were given as to what
they will be tested on following the familiarization phase). Upon
familiarization, we played via headphones or presented visually a tri-
syllabic sequence. Participants had to report whether the sequence is
a word from the artificial language or not, and how sure they were in
their response (confidence rating was collected on a 4-point scale).

For non-linguistic material, we used fractals in the visual
modality and environmental sounds in the auditory modality. The
sounds/fractals were arranged into recurrent triplets embedded
into familiarization input, and participants were explicitly
instructed to detect and memorize these sequences. A yes/no
recognition test followed.

For the recognition test in the auditory modality, eight
words/sequences were created. The tokens for the test represented
either recurrent sequences from the familiarization input (aka
words) or foils. On foils, the transitional probabilities between
separate elements (syllables/fractals/sounds) were 0% (i.e., the
consecutive elements in the foils never occurred consecutively in the
familiarization input). Eight foils preserved the ordinal position of
elements, and eight foils violated the ordinal position of the elements
in the words/sequences (i.e., if a particular element was used in
the unit-initial position, it could only be used in the foil-medial or
foil-final position).

In the visual modality, the number of words and foils was
reduced by two. The order of sessions (modalities∗domains) were
counterbalanced across participants. During the tests, each token was
used twice, yielding 48 trials in the auditory modality and 24 trials in
the visual modality on each type of material.

Results

Data from one participant was discarded because he always gave
the same confidence rating across all trials. The remaining data was
screened for outliers (defined as data values exceeding 3SE deviations
from the mean in z-transformed scores) and for deviations from
normality (using Kolmogorov–Smirnov tests). Neither significant
deviations from normality nor extreme outliers capable of distorting
the test results were detected.

Analysis of metacognitive sensitivity

To analyze metacognitive sensitivity, we calculated the percentage
of correct trials for all trials on which participants assigned high
vs. low confidence ratings (as a number of participants did not
use extreme confidence ratings at all, we lumped together all
responses with confidence ratings 3-“sure” and 4-“absolutely sure”
as high-confidence trails, and responses with confidence ratings 2-
“not very sure” and 1-“unsure” as low-confidence trails). Here, we
calculated the number of responses to which high or low confidence
was assigned, and the number of correct responses among these
responses, and calculated the ratio multiplied by 100. If a participant
gave only 5 responses with high confidence, but all 5 responses were
correct (100%), his metacognitive sensitivity was considered to be
higher than that of a participant who gave 20 responses with high
confidence, but only 10 were correct (50%).

The difference in the percentage of correct responses with high
vs. low confidence ratings was significant for all token types (both
linguistic and non-linguistic, both in visual and auditory modalities).
On triplets, as predicted, responses to which high confidence is
assigned are more likely to be correct than responses to which low
confidence is assigned. On foils, although, the trend is the opposite:
responses with low confidence are more likely to be correct than
those with high confidence. This pattern is evident in Figure 1. All
paired 2-tailed t-tests comparing the number of correct responses
per confidence level in each modality and domain were significant
(p < 0.0005 after Bonferroni correction), except t-tests for both
types of non-linguistic foils in the visual modality (p > 0.5 before
correcting for multiple comparison), also confirming that people are
not sensitive to the likelihood of an error when they need to estimate
how likely it is that they do not know something (evaluate absence of
knowledge).

A more insightful result section below is related to
metacognitive efficiency.

Analysis of metacognitive efficiency

People who exhibit equally high metacognitive sensitivity may
nevertheless differ in metacognitive efficiency, i.e., in the magnitude
of the difference in confidence ratings assigned to correct and
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FIGURE 1

Meta-sensitivity measured as the percentage of correct responses for high and low confidence levels. If a participant gave only 5 responses with high
confidence but all 5 responses were correct (100%), his metacognitive sensitivity was considered to be higher than that of a participant who gave 20
responses with high confidence, with only 10 correct (50%). Meta-sensitivity was calculated separately in the visual and auditory modalities, linguistic and
non-linguistic domains, and on three different token types: random foils (nw_dp), ordered foils (nw_sp) and triplets (w). The horizontal line represents
performance at the chance level.

incorrect responses. Figure 2 shows that correct responses are
assigned higher confidence than incorrect responses only on trials
with triplets, while on trials with foils, higher confidence is more often
assigned to incorrect than correct responses. A series of two-tailed
t-tests showed that the differences in mean confidence assigned to
correct and incorrect responses were significant for all token types
in both modalities and for both stimulus types – linguistic and non-
linguistic - with all p-values, corrected, <0.0005. The only exceptions
where this difference was not observed were for foils in the non-
linguistic domain in the visual modality (corrected, p = 0.72 for
ordered foils and p = 0.12 for random foils). As metacognition is
evidenced by assigning a higher confidence rating to correct than
to incorrect responses (Galvin et al., 2003; Persaud et al., 2007;
Maniscalco and Lau, 2012), the data suggests that metacognitive
processes did not operate on the trials in which foils were presented.
This conclusion agrees with the analysis that revealed metacognitive
sensitivity only on trials in which triplets were presented.

Overall, the data is in line with Kanai et al. (2010) and Meuwese
et al. (2014), showing that metacognitive sensitivity is higher when
people need to estimate how confident they are in what they know.
Our results are even stronger suggesting that metacognition fails
when people need to estimate their confidence in absence of evidence.

Earlier studies showed that on trials, in which the test tokens were
endorsed, participants tend to assign higher confidence than on trials,
in which the test tokens were rejected (Kanai et al., 2010; Maniscalco
and Lau, 2014; Meuwese et al., 2014). To verify whether this pattern
is observed in our sample, the data was re-analyzed conditional on
the response type (yes vs. no), with response type and correctness as
within-subject factors. In audio modality, the analysis on linguistic
material revealed a significant effect of correctness, F(1,44) = 15.06,
p< 0.001, η2

p = 0.255; and of response type F(1,44) = 49.01, p< 0.001,
η2

p = 0.527, with insignificant interaction between the factors,
F(1,44) = 0.92, p = 0.34, η2

p = 0.02. For each response type, correct
responses were assigned higher confidence than wrong responses

(confidence on hits was higher than on false alarms, and confidence
on correct rejections was higher than on misses). On non-linguistic
material in audio modality, the pattern was the same: a significant
effect of correctness, F(1,46) = 14.299, p < 0.001, η2

p = 0.355; and
of response type F(1,46) = 67.64, p < 0.001, η2

p = 0.59; yet the
interaction between the factors was also significant, F(1,46) = 15.18,
p < 0.001, η2

p = 0.25. The interaction is revealed in significant
difference in confidence ratings between hits and false alarms, and
lack of significant difference in confidence ratings between misses and
correct rejections. These patterns are displayed on Figures 3A, B, for
linguistic and non-linguistic material correspondingly.

In the visual modality on linguistic material, the analysis showed
a significant effect of response type F(1,43) = 62.99, p < 0.001,
η2

p = 0.59, while neither effect of correctness, F(1,43) = 2.41,
p = 0.128, η2

p = 0.05, nor interaction between the factors, correctness,
F(1,43) = 1.04, p = 0.314, η2

p = 0.02 turned out significant. On non-
linguistic material in the visual modality, the pattern is identical to
what we observed in the visual modality, with significant effect of
correctness, F(1,43) = 9.38, p = 0.004, η2

p = 0.202; and of response
type F(1,43) = 13.34, p < 0.001, η2

p = 0.265, and with insignificant
interaction between the factors, F(1,43) = 1.82, p = 0.185, η2

p = 0.05.
These patterns are displayed on Figures 3C, D, for linguistic and
non-linguistic material correspondingly.

Higher confidence on correct responses than on incorrect
responses on the constituents extracted from the familiarization
sensory input and the reverse pattern on foils is possible if the
participants exhibit a lenient response criterion on the cognitive
task (i.e., if the tendency to endorse the presented test token is
stronger than the tendency to reject the tokens, irrespective of their
correctness). Given that each test token is presented twice during the
recognition test, participants might develop a lenient criterion via
familiarization with the test tokens after the first presentation. As
“yes” responses tend to attract higher confidence compared to “no”
responses, the lenient criterion may lead to higher confidence on
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FIGURE 2

Confidence ratings assigned to correct and incorrect responses for different token types (random and ordered foils and triplets), stimulus types (linguistic
and non-linguistic), and modalities (visual and auditory).

FIGURE 3

Confidence ratings assigned to correctly endorsed constituents (hits, “yes” responses), incorrectly endorsed foils (false alarms, “yes” responses), correctly
rejected foils (correct rejections, “no” responses), and incorrectly rejected constituents (misses, “no” responses). Confidence ratings are represented
separately for auditory (A) linguistic material, (B) non-linguistic material and visual, (C) linguistic material, and (D) non-linguistic material modalities. Error
bars stand for 95%CI.

hits (endorsed constituents from the sensory input) than on misses
(rejected constituents from the sensory input) and lower confidence
on correct rejections (rejected foils) than false alarms (endorsed foils).
To consider this possibility, we calculated the response bias using the
classical SDT approach. Positive bias signals an overall tendency to
endorse items and negative bias signals an overall tendency to reject
items. A score of 0 indicates no bias, hence significant deviations
from 0 (using four one-sample t-tests, separate for each material type
and perceptual modality) reveal the overall tendency to accept or
reject the test tokens (the normality assumption was tested by the
Shapiro–Wilk test).

For linguistic material, the difference from zero was not
significant, t(47) = 0.98, p = 0.331, d = 0.14 in the auditory modality
and significant, albeit with low effect size, t(47) = 2.305, p = 0.026,
d = 0.33 in the visual modality. For non-linguistic material, the
difference from zero was significant and important, with a moderate
effect size, both for the auditory, t(47) = 3.57, p < 0.001, d = 0.52, and
for the visual, t(47) = 2.944, p = 0.005, d = 0.42, modalities. The result
pattern is displayed in Figure 4 (adapted from Ordin et al., 2021).

Whether lenient criterion fully accounts for the difference in
confidence ratings on foils and constituents remains an open question
because the bias to endorse the test tokens (i.e., to respond “yes”)

FIGURE 4

Response bias. A score of 0 indicates no bias, positive bias reflects a
tendency to accept (endorse) test tokens (a tendency to respond
“yes”). Error bars stand for 95%CI.

is not different between modalities and material types (Ordin et al.,
2021), and that significant deviations from zero were not observed
in the auditory condition on linguistic material, yet the confidence
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pattern conditioned to the stimuli type (foil vs. actual constituent)
was the same across all modalities and material types. Besides,
the difference in confidence ratings assigned to correct and wrong
responses on trials, in which constituents were presented is larger
than the difference in confidence on correct and wrong responses
on trials, in which foils were presented: 1_foils < 1_constituents,
p < 0.001 in paired t-tests for each modality on both linguistic and
non-linguistic material.

Taken together, the data suggest that metacognitive monitoring
is differentially affected on constituents and foils, with metacognitive
monitoring on trials when constituents are presented being stronger
than on trials when foils are presented (weak version of the
hypothesis), or metacognitive failure when foils are presented (strong
version of the hypothesis, which required further empirical testing).

Discussion

We found that the confidence ratings are discriminative of correct
and incorrect responses in the expected manner (i.e., higher on
correct than on incorrect responses) only on trials when people had
to recognize words or recurrent sequences from the familiarization
input. On trials in which foils were presented the confidence
ratings revealed the reverse pattern. This was confirmed across
four experimental sessions: in visual and in auditory modalities
both on linguistic and non-linguistic material. This suggests that
metacognition is efficient in those cases when people need to
evaluate how well they have learnt something. When people need
to report how sure they are in what they have not been learning,
metacognition fails (or we fail to capture metacognitive efficiency
based on retrospective confidence ratings). This should be considered
in experimental design, in terms of wording for the tasks and
structure of the trials.

Intriguingly, there is no observable difference in confidence
assigned to foils of different types, although random foils should be
easier to reject because people need to detect the novel element at
the triplet-initial position in order to be able to reject the foil, the
confidence in decision should increase once the second element, also
violating the expectations, is processed, leading to higher confidence
on rejected foils. On ordered foils, besides positional information,
relational information (which element is expected given preceding
one(s). This can be calculated once the first element has happened
on a test token, giving less time for confidence accumulation toward
the end of the triplet. According to the Relational Complexity Theory
(Halford et al., 1998), in the process of conceptual segmentation
(i.e., during the learning stage of the artificial language learning
experiments), new representations of segmented units are formed by
reducing complexity via collapsing dimensions (sources of variation).
A new holistic representation is easier to process, but different
sources of variation within the segmented and consolidated unit
can no longer be unpacked. Hence we did not observe the effect
of difference in complexity on confidence. However, to further
explore the potential relation between complexity and confidence,
in the future studies we will need to focus on the foils that violate
relational information (ABC–target vs. ABD–foil), introducing
multiple dimensions (sources of variability) of complexity.

Why we observed a reverse result pattern in how confidence
is assigned on trials with foils remains unclear. We expected the
confidence being not discriminative between correct and incorrect

responses, which would indicate a poor metacognitive efficiency.
Neither did we expect any difference in the number of correct
responses per confidence level on the trails with foils. However,
on foils trials participants consistently assigned significantly higher
rating to wrong responses. We propose several explanations why our
expectations were violated on foils trials.

(1) Correct response on foils is rejection, while correct response
on words is acceptance. Rejection and acceptance might rely
on differential neuro-cognitive mechanisms, and monitoring of
these mechanisms might also differ, leading to differential result
patterns on trials with foils and words.

(2) We have twice as many foils as words in each session; hence
people should reject items twice as frequently as accept items.
However, given the dual choice, participant might have expected
an equal distribution of trials when they need to accept and
reject presented test tokens. Thus, with each new token that
had to be correctly rejected, participants’ confidence in their
response might decrease.

(3) Accepting items elicits higher confidence overall, leading to
higher confidence on correct responses on trials with words and
on incorrect responses on trials with foils. In other words, we
can evaluate the changes in mental states based on evidence,
but not absence of evidence. This is an important confounding
factor that also undermines the experimental design that
incorporates the analysis of “yes” versus “no” responses with
the analysis of responses on items (or rules for constructing
novel items) that have been learnt and those that have not been
learnt. A potentially promising approach might be based on the
differences in searching or decision-making time on the trials
in which the uncertainty that the “award” is expected is high,
versus trials in which the uncertainty is low).

Another important consideration is the degree of conscious
awareness into metacognitive judgments. Metacognition relies both
on conscious and unconscious processing (Nelson, 1996; Kentridge
and Heywood, 2000; Jachs et al., 2015). The nature of this task
diminishes the contribution of the latter because people, when
explicitly asked to rate their confidence, are more likely to consciously
contemplate on their decisions (Ordin and Polyanskaya, 2021). This
might highlight awareness of what is learnt and known (Drigas
et al., 2023), but hinders awareness of what has not been learnt,
yielding different result patterns in terms of retrospective confidence
on trials with foils and words. Alternative procedures are also
necessary to study the contribution of unconscious processing
into metacognitive efficiency because the ability to discriminate
on the basis of confidence is often assumed to rely on conscious
awareness of stimuli (Smith et al., 2003; Persaud et al., 2007). Explicit
instructions to evaluate one’s performance with confidence ratings
skew the balance between conscious and unconscious processes in
metacognition in favor of the former.

These methodological considerations do not undermine
the usefulness of the signal detection theoretic approach to
modeling metacognition using confidence ratings. Hits attract
higher confidence rating than false alarms, but correct rejections
attract lower confidence rating than misses. However, the difference
in confidence between hits and false alarms is greater than
between correct rejections and misses, thus the modeling approach
nevertheless provides useful information is we need to compare
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metacognition between groups, between tasks, or between
modalities/domains. The signal detection modeling approach offers
a clear advantage when comparing metacognition across tasks,
domains, and modalities that vary in terms of task performance
and metacognitive bias, which affect alternative measures of
metacognition based on retrospective confidence (Masson and
Rotello, 2009; Maniscalco and Lau, 2012; Barrett et al., 2013).
Also, it provides a clearer link to conscious awareness because
M-ratio effectively shows the extent to which a metacognitively
ideal observer is aware of his task performance. Also, as meta-
D’ and D’ are measured in the same units, sensitivity in the task
and metacognitive sensitivity can be explicitly compared, and given
larger difference in confidence between hits and false alarms than
between misses and correct rejections, the SDT will nevertheless
yield valid results. However, care should be taken in regard how
questions are asked and whether people are indeed asked to evaluate
what they know rather than what they do not know (in the latter
case, differences between conditions might be diminished due to
reverse confidence patterns on hits and false alarms versus misses
and correct rejections. In statistical learning experiments, it might be
useful, for example, to implement alternative forced-choice methods,
when people need to select between a foil and a word, which of
the two tokens is embedded into familiarization stream (e.g., Ordin
et al., 2020; Ordin and Polyanskaya, 2021). Such trials always include
evaluation of what people (supposedly) know. Avoiding mixing
trials that require estimating positive evidence and trails that require
estimating absence of evidence will increase the strength of the SDT
analytic approach.
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Cognitive bias and how to 
improve sustainable decision 
making
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Josephine P. Sassen-van Meer 
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The rapid advances of science and technology have provided a large part of the 
world with all conceivable needs and comfort. However, this welfare comes with 
serious threats to the planet and many of its inhabitants. An enormous amount 
of scientific evidence points at global warming, mass destruction of bio-diversity, 
scarce resources, health risks, and pollution all over the world. These facts are 
generally acknowledged nowadays, not only by scientists, but also by the majority 
of politicians and citizens. Nevertheless, this understanding has caused insufficient 
changes in our decision making and behavior to preserve our natural resources 
and to prevent upcoming (natural) disasters. In the present study, we try to explain 
how systematic tendencies or distortions in human judgment and decision-
making, known as “cognitive biases,” contribute to this situation. A large body of 
literature shows how cognitive biases affect the outcome of our deliberations. In 
natural and primordial situations, they may lead to quick, practical, and satisfying 
decisions, but these decisions may be poor and risky in a broad range of modern, 
complex, and long-term challenges, like climate change or pandemic prevention. 
We first briefly present the social-psychological characteristics that are inherent to 
(or typical for) most sustainability issues. These are: experiential vagueness, long-
term effects, complexity and uncertainty, threat of the status quo, threat of social 
status, personal vs. community interest, and group pressure. For each of these 
characteristics, we describe how this relates to cognitive biases, from a neuro-
evolutionary point of view, and how these evolved biases may affect sustainable 
choices or behaviors of people. Finally, based on this knowledge, we describe 
influence techniques (interventions, nudges, incentives) to mitigate or capitalize 
on these biases in order to foster more sustainable choices and behaviors.

KEYWORDS

cognitive bias, nudging, decision making, behavioral influence, sustainability, 
sustainable behavior

1. Introduction: The challenges of human welfare

Supported by science and technology, the world has undergone an explosively rapid change in 
only a few centuries which offers humanity enormous practical advantages in a large number of 
areas. Misery and misfortune as a result of food shortages, diseases, and conflicts that were 
previously considered unsolvable have been adequately tackled (Pinker, 2018). A large part of the 
world has achieved unprecedented economic growth, and on the waves of globalization, it is 
assumed that the less developed countries can in principle also benefit from this development 
(Harari, 2017). However, the technologies we use to increase our welfare today have effects, not only 
across the whole planet, but also stretching far into the future. In the wake of our pursuit of 
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prosperity, humanity has created a number of new, and possibly even 
greater, problems. The economic growth, that has provided us with an 
abundance of food, energy, medicines, and living comfort, simultaneously 
destabilizes the ecological balance. To date, scientists have gathered 
broad and convincing evidence that under the influence of fossil energy 
consumption, there is a rapid global warming that may have devastating 
consequences for the health, wellbeing, and flourish of future generations. 
This includes sea level rise, droughts, floods, water shortage, and refugee 
flows (e.g., Meadows et al., 1972; Meadows, 1997; Kates and Parris, 2003; 
Millenium Ecosystem Assessment, 2005; Biermann et al., 2012; IPCC, 
2013, 2014, 2021, 2022; Steffen et al., 2015). Other examples of ecological 
destabilization are: environmental pollution, pandemics, and massive 
extinction of plant and animal species. All these ecological imbalances 
pose a serious threat to the continued existence of the world and the 
survival of our civilization. In the Stone Age, the average person had 
around 4,000 cal. of energy per day at their disposal. Today, the average 
American uses around 230,000 cal., sixty times as much (Harari, 2017). 
To offer everyone in this world the same standard of living as persons 
living in the USA, we would need at least four planets, but we only have 
one (OECD, 2012). At the same time, the world seems hesitating to take 
decisive preventative action.1 So, despite that most scientists and an 
increasing number of politicians and citizens acknowledge these facts, 
this common understanding has not caused much change in our 
collective behavior. Humanity thus seems to lack the kind of rationality 
or wisdom that is needed to make substantial financial, social, or material 
changes in order to stop possible disasters that threaten long-term 
wellbeing, i.e., to create a world in which people can flourish and 
be happy.

1.1. Cognitive bias in sustainability issues

How can this be? Human decision making can be  quite 
questionable at times. For example, it often seems to underestimate 
the long-term dangers of things like global warming and species 
extinction. This can make even major future threats seem insufficient 
motivation for determined action (Berger, 2009). In general, we see 
these types of typical, and often flawed, decision making patterns in 
many different contexts of our society (Eigenauer, 2018). For instance, 
Flyvbjerg (2009) showed that 9 out of 10 transportation infrastructure 
projects end up in large cost overrun, which did not improve over 
time, even over a period of 70 years. Other examples of persisting 
problems that for a major part follow from poor decision making are: 
improper and incorrect diagnoses as well as harmful patient decisions 
in medicine and health care (Croskerry, 2003; Groopman, 2007); 
overly optimistic growth assessments and ill-advised lending policies 
in global finance (Shiller, 2015); optimistic decision making in 
personal finance, like susceptibility to scams (Modic and Lea, 2013); 
against all knowledge continue a chosen course or investment with 
negative outcomes rather than alter it (Arkes and Blumer, 1985; 
Garland and Newport, 1991); perpetuating injustice through personal 

1 The problem of climate change was put on the agenda by the Club of 

Rome, with their report Limits to Growth (Meadows et al., 1972). Since then 

numerous countries have agreed that action is needed. Climate goals were 

set numerous times, of which the last two were the Paris climate goals (Paris 

Climate Conference, COP21, 2015, and COP26 in Glasgow, 2021).

prejudice and unjust sentencing (Benforado, 2015); and accepting 
superstitions or conspiracy theories while rejecting scientific findings 
that contradict these beliefs (Yasynska, 2019).

In this article, we will focus on how the human brain and its evolved 
psychological characteristics affect people’s decision making. Effects of 
the workings of our brain and of our evolutionary heritage on decision 
making manifest most prominently in cognitive biases (Kahneman et al., 
1982; Hastie and Dawes, 2001; Shafir and LeBoeuf, 2002; Haselton et al., 
2005; van Vugt et al., 2014; Korteling et al., 2018). Cognitive biases can 
be generally described as systematic, universally occurring, tendencies, 
inclinations, or dispositions in human decision making that may make 
it vulnerable for inaccurate, suboptimal, or wrong outcomes (e.g., 
Tversky and Kahneman, 1974; Kahneman, 2011; Korteling and Toet, 
2022). Well-known examples of biases are hindsight bias (once we know 
the outcome, we tend to think we knew that all along), tunnel vision 
(when we are under pressure, we tend to overfocus on our goal and 
ignore all other things that are happening), and confirmation bias (we 
tend to only see information that confirms our existing ideas and 
expectations). People typically tend to pursue self-interest at the expense 
of the community (Tragedy of the commons). We tend to over-value 
items we possess (Endowment effect) and we have a strong urge to 
persist in courses of action, with negative outcomes (Sunk-cost fallacy). 
What is more, biased decision making feels quite natural and self-
evident, such that we are quite blind to our own biases (Pronin et al., 
2002). This means we often do not recognize it, and therefore do not 
realize how our biases influence our decision making.

Cognitive biases are robust and universal psychological 
phenomena, extensively demonstrated, described, and analyzed in the 
scientific literature. In a wide range of different conditions, people 
show the same, typical tendencies in the way they pick up and process 
information to judge and decide. In line with their systematic and 
universal character, cognitive biases are also prominent in societal 
issues and policymaking (e.g., Levy, 2003; McDermott, 2004; Mercer, 
2005; Baron, 2009; Flyvbjerg, 2009; Vis, 2011; Arceneaux, 2012; 
Shiller, 2015; Bellé et al., 2018). For example, Arceneaux (2012) has 
shown that in discussing political arguments, individuals are more 
likely to be persuaded by arguments that evoke loss aversion, even in 
the face of a strong counterargument. And it has been demonstrated 
in many instances that policy makers tend to make risk-aversive 
decisions when they expect gains, whereas when facing losses they 
accept taking more risk (e.g., McDermott, 2004; Vis, 2011).

There are already many publications on cognitive biases showing 
how human psychological tendencies underly the choices and behaviors 
of people (e.g., Kahneman et  al., 1982; Shafir and LeBoeuf, 2002; 
Kahneman, 2011). There is also some literature on which biases and 
human mechanisms play a role in our difficulties with preventing 
climate change (e.g., Gifford, 2011; van Vugt et al., 2014; Marshall, 2015; 
Stoknes, 2015). However, there is still lack of insight into how biases play 
a role in the process of environmental policymaking and how this 
knowledge may be used to deal with the major systemic challenges that 
the modern world is confronted with. Despite their possible substantial 
effects on society and human wellbeing, cognitive biases have never 
been a serious matter of concern in the social and political domain 
(Eigenauer, 2018). In this paper, we  will therefore analyze the 
constellation of psychological biases that may hinder behavioral and 
policy practices addressing sustainability challenges. We will also look 
for ways to mitigate the potential negative effects of biases through 
influence techniques, like nudging (e.g., Thaler and Sunstein, 2008).
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1.2. The rationale and drawback of biases

Given the inherent constraints of our information processing 
system (i.e., the limited cognitive capacities of the human brain) our 
intuitive inclinations, or heuristics, may be  considered effective, 
efficient, and pragmatic. And indeed, intuitive or heuristic decision 
making may typically be effective in; natural (primal) conditions with 
time-constraints, lack (or overload) of relevant information, when no 
optimal solution is evident, or when we  have built up sufficient 
expertise and experience with the problem (Simon, 1955; Kahneman 
and Klein, 2009; Gigerenzer and Gaissmaier, 2011). In these cases, the 
outcomes of heuristic decision making may be quite acceptable given 
the invested time, effort, and resources (e.g., Gigerenzer et al., 1999).

The fact that heuristic thinking deals with information processing 
limitations and/or data limitations (Simon, 1955) does not alter the 
fact that many of our judgments and decisions may systematically 
deviate from what may be considered optimal, advisable, or utile given 
the available information and potential gain or risk (Shafir and 
LeBoeuf, 2002). This has been demonstrated by a large body of 
literature, showing how cognitive heuristics or biases may lead to poor 
decisions in a broad range of situations, even including those without 
complexity, uncertainty, or time constraints (Korteling et al., 2018). 
Imagine, for instance, a board of directors that has to decide about the 
continuation of a big project. Typically, the more they have invested 
so far, the less likely they are to pull the plug. This is not rational (and 
is therefore called the sunk cost fallacy), because what should matter 
is what the costs and benefits will be from this point forward, not what 
has already been spent. The Sunk-cost fallacy, like various other 
psychological biases affecting decision making, may continuously pop 
up in the world we live in. Examples are the Anchoring bias (Tversky 
and Kahneman, 1974; Furnham and Boo, 2011), Authority bias 
(Milgram, 1963), Availability bias (Tversky and Kahneman, 1973, 
1974), and Conformity bias (Cialdini and Goldstein, 2004).

A large number of different biases have been identified so far and 
specific biases are also likely to occur in the domain of public decision 
making. By public decision making, we mean not only collective and 
democratic decision making, but also individual decision making. For 
different kinds and domains of decision making, different biases may 
occur. It may be  expected that in decision making within the 
sustainability domain, certain (categories of) biases may more often 
occur than others. In this paper, we try to present the most relevant 
biases and the associated nudges, focusing on public decision making 
with regard to sustainability challenges.

2. Methods

Decision making in our modern society may be  done on an 
individual basis, but may also involve many participants or 
stakeholders with their own perspectives and background, i.e., 
citizens, policy makers, company representatives, and interest groups 
(e.g., Steg and Vlek, 2009). To come to a comprehensive 
understanding of which psychological biases are likely to pop up in 
this context, we  selected those biases that would likely be  most 
prominent, given the typical (psychological) characteristics of 
sustainability issues. Next, we described interventions or influence 
techniques (incentives, nudges) to overcome, mitigate, or capitalize 
on these biases. This was done in three steps.

Step 1: Defining psychological 
characteristics of sustainability problems

Sustainability issues have characteristics that may evoke certain 
biases. Here, we define “sustainability” as: a balanced development in 
which the exploitation of resources, the direction of investments, the 
orientation of technological development, and institutional change are 
all in harmony and enhance both current and future potential to meet 
long-term wellbeing. First, on the basis of the literature (e.g., Schultz, 
2002; Steg and Vlek, 2009; van Vugt, 2009; van Vugt et al., 2014; Engler 
et al., 2018; Toomey, 2023) and a workshop with experts we defined a 
set of general social-psychologically relevant characteristics or factors, 
like “experiential vagueness” or “long-term effects” or “threat of the 
status quo” that are associated with most sustainability issues.

Step 2: Biases per sustainability 
characteristic

Each characteristic of sustainability issues may relate to a few 
specific biases that may hamper sustainable choices and behaviors of 
people. For example, the long-term character of sustainability implies 
may be  in conflict with our tendency to short-term thinking 
(Hyperbolic time discounting) or the tendency to underestimate both 
the likelihood of a disaster and its possible consequences, and to 
believe that things will always function the way they normally 
function (Normalcy bias). The subsequent identification of thinking 
tendencies and biases related to these characteristics was based on the 
literature entailing overviews of multiple biases (e.g., Korteling et al., 
2020a), a Neuro-Evolutionary Bias Framework (Korteling et  al., 
2020a,b; Korteling and Toet, 2022), and on the literature on cognitive 
biases and sustainability challenges (e.g., Gardner and Stern, 2002; 
Penn, 2003; Fiske, 2004; Wilson, 2006; Steg and Vlek, 2009; van Vugt, 
2009; van Vugt et al., 2014; Marshall, 2015; Engler et al., 2018).

Step 3: Influence techniques per 
sustainability characteristic

Also, for each group of biases, some relevant intervention techniques 
that can be used, by for example government or policy makers, were 
briefly described. These interventions, incentives, or nudges, may 
be applied to mitigate the relevant biases or to capitalize on them for the 
purpose of stimulating decision making that is more in line with 
sustainability goals in the context of the current world. On the basis of a 
previous literature review (Korteling et al., 2021), we have chosen not to 
advocate specific educational approaches, aiming at bias mitigation 
training in order to foster sustainable decision making. Instead, our 
approach aims at interventions with regard to the context or environment 
in which people live order to promote more sustainable choices.

Example of the approach

Finally, we will illustrate our approach with the help of an example: 
A conflict between personal versus community interest is a typical 
characteristic that is associated with sustainability issues. Natural 
selection has favored individuals who prioritize personal benefits over 

51

https://doi.org/10.3389/fpsyg.2023.1129835
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Korteling et al. 10.3389/fpsyg.2023.1129835

Frontiers in Psychology 04 frontiersin.org

those of unrelated others (Hardin, 1968; van Vugt et al., 2014). This 
means that making choices in the public interest is often hindered by 
our personal interests (Step 1). Sustainability also often involves a 
trade-off between personal interests, such as driving a car or flying, 
against collective interests, such as fresh air and a peaceful 
environment. This conflict relates to the bias called the Tragedy of the 
commons, i.e., the tendency to prioritize one’s own interests over the 
common good of the community (Step 2). Because we share our genes 
with our relatives, this tendency may be  countered by invoking 
kinship as a nudge. Pro-environmental actions or appeals may thus 
be  more effective if they emphasize the interests of our ingroup, 
children, siblings, and grand-children (Step 3).

3. Most relevant psychological 
characteristics of sustainability 
challenges

Below, we list a set of prominent psychological characteristics that 
we consider relevant for sustainability issues. Although biases are 
inherent to the thinking and decision making in all people, it may 
be  supposed that biases may differ depending on peoples’ places, 
functions, and roles in decision situations. On the other hand, there 
are many mutual influences and dependencies in the policymaking 
arena. Therefore, we  have decided not to make clear distinctions 
between the specific roles people play in this arena. So, we do not 
discern biases for citizens, politicians or policy makers.

 • Experiential vagueness: Sustainability problems are slowly and 
gradually evolving. Therefore, the impact of the issue is difficult, 
if not impossible, to perceive or experience directly with our body 
and senses. Our knowledge of the issue is largely built on indirect 
and abstract cognitive information, i.e., on conceptual reasoning, 
abstract figures, written papers, and quantitative models.

 • Long-term effects and future risk: The negative consequences of 
green practices follow directly, whereas the positive aspects of green 
practices may emerge only after many years in the (far) future. The 
same counts for the positive consequences of not taking green 
action. In addition, sustainability concerns an unknown future with 
an abundance of possibilities that easily go beyond our imagination.

 • Complexity and uncertainty: The sustainability issue is very 
complicated (socially, technically, logistically, economically) and 
even “wicked.” Being able to judge and reason over most topics 
within the field requires multi- and transdisciplinary knowledge. 
Sustainability challenges are (therefore) accompanied by a high 
degree of uncertainty about their future progression and how it 
should be tackled and addressed.

 • Threat to the status quo: Many sustainability measures more or less 
have impact on (sometimes even threaten) our established way of 
living and basic societal infrastructure. When new measures have 
an impact on our “normal,” established way of living and basic 
societal infrastructure, this may be experienced as a threat that 
will result in losing our freedom and/or comfort (“fear of falling”).

 • Threat of social status: Many environmental problems result from 
a desire to possess or consume as much as possible, instead of 
consuming “enough” for a good life. Consumptive behavior and 
high energy consumption are intrinsically related to high social 
status, which is something most people do not want to lose.

 • Social dilemma’s: The sacrifices that have to be made in order to 
foster sustainability are mainly beneficial for the collective, 
whereas direct individual gains are often limited. In this “social 
dilemma,” humans tend to prioritize direct personal interests 
relative to more sustainable ones that benefit the planet.

 • Group pressure: Norms, values, and standards for what is 
considered as ‘normal’ or what is considered “desirable” are 
determined and reinforced by group pressure. Also with regard 
to green choices, we are often more strongly influenced by the 
behaviors and opinions of our peers than by our personal views 
and attitudes toward conservation.

4. Biases and interventions per 
psychological sustainability 
characteristic

For each of the above-mentioned general psychological 
characteristics of sustainability issues, the next subsections will 
provide an analysis and inventory of the (kinds of) cognitive biases 
that are probably most relevant and critically involved in the associated 
public and political decision making processes. Finally, for each 
general characteristic, influence techniques (interventions) to mitigate 
or capitalize on the relevant/critical biases will be briefly described. 
These interventions are based on the literature concerning 
“psychological influence” (e.g., Jowett and O’Donnell, 1992; Cialdini, 
2006; Adams et al., 2007; Cialdini, 2009; Hansen, 2013; Heuer, 2013; 
Korteling and Duistermaat, 2018; Toomey, 2023). The influence 
techniques have an informational nature. They can be  utilized in 
public communication, education, and policy making, especially in 
communication to the public, in different forms of media. Because the 
biases mentioned show a great deal of overlap and similarity—it was 
more about groups or types of similar biases—we chose not to make 
explicit links between specific biases and the associated nudge.

4.1. Experiential vagueness

Social scientists have long been puzzled as to why people are so 
poor at recognizing environmental risks and ignore global 
environmental hazards (Slovic, 1987; Hardin, 1995). Such apathy is 
probably a product of our evolutionary heritage that produced a brain 
that is optimized to perform biological and perceptual-motor functions 
(Haselton and Nettle, 2006; Korteling et al., 2018; Korteling and Toet, 
2022). For example, the vertebrate eye evolved some 500 billion years 
ago, compared to 50,000 years ago for human speech; while the first 
cave drawings are dated at 30,000 years, compared to the earliest 
writing system approximately 5,000 years ago (Parker, 2003; see also 
Grabe and Bucy, 2009). This comparatively more ancient visual 
perceptual and communicative apparatus enables us to quickly extract 
meaning from eye-catching images (Powel, 2017). In addition, there 
was always a tangible link between behavior and the environment. That 
is: if you do not eat, you will become hungry and search for food. If it 
starts raining, you may look for shelter in order to prevent becoming 
wet. A critical difference between the modern world and our ancestral 
environment is that we rarely see, feel, touch, hear, or smell how our 
behaviors gradually impact the environment (Uzzell, 2000; Gifford, 
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2011). Because our ancestors were not confronted with the relatively 
remote, slowly evolving, or abstract problems (Toomey, 2023), 
we probably are not well-evolved to be alarmed when confronted with 
potential or novel dangers that we cannot directly see, hear, or feel with 
our perceptual systems (van Vugt et al., 2014).

The human senses and nervous system show a gradual decrease in 
responsiveness to constant situations. In general, we are more sensitive 
to, and more easily triggered by, sudden changes and differences in the 
stimulus (contrasts). Because of this neural adaptation, we often may 
have difficulty with perceiving and appreciating slow and gradual 
processes of change. Therefore, the gradual changes that are implied in 
our environment, like global warming, are not very easily noticed. So, 
most people are generally not really alarmed by the gradual evolving 
and remote environmental challenges that the world is facing. This may 
contribute to the relatively low public interest in the issue of 
environmental threats such as global climate change, pollution of the 
oceans, extinction of species, the negative health effects of particulate 
matter, and decreasing biodiversity (Swim et al., 2011).

4.1.1. Most relevant biases with regard to 
experiential vagueness

 • Experience effect: the tendency to believe and remember things 
easier when they are experienced directly with our physical body 
and senses instead of abstract representations, like graphs and 
statistics, or text about scientific data (van Vugt et al., 2014).

 • Contrast effect: having difficulty with perceiving and appreciating 
gradual changes or differences (instead of contrasting ones), such as 
gradually decreasing biodiversity and climate change (Plous, 1993).

 • Story bias: the tendency to accept and remember more easily than 
simple or basic facts (Alexander and Brown, 2010).

4.1.2. Interventions to mitigate these biases

Key: Make the consequences of possible ecological 
breakdown tangible

 • To increase awareness of environmental threats people should 
experience by their senses (e.g., vision, sound, proprioception, 
and smell) how future situations will look and feel, e.g., by 
gaming, simulation or “experience tanks.” In raising and 
education, positive “nature experiences” can be used in order to 
promote a pro-environmental perspective of the world.

 • People have difficulty with correctly perceiving and judging 
abstract figures. Quantitative data, tables, and numbers do not 
really make an impression and are thus easily ignored or 
forgotten.2 Make people therefore aware of environmental 
challenges using concrete examples and narratives that are related 
to real individuals with whom they can empathize and reinforce 
messages with vivid and appealing images, frames, and metaphors.

 • Use pictures, animations, artist impressions, podcasts, and video’s 
instead of (or to support) written information.

 • Focus on the concrete consequences of severe threats.
 • Humans are evolved to love nature. So, increase the availability 

and number of opportunities (especially for city dwellers) to 

2 Although exact “numbers” may sometimes provide information with an 

aura of objectivity and certainty.

appreciate, experience and protect the healing value of the real 
nature, i.e., the fields, the woods, the waters, and the mountains 
(Schultz, 2002).

 • Sustainability interventions that imply the loss of assets or 
privileges should proceed slowly, gradual, and in small steps. The 
more positive and rewarding aspects of transitions can 
be presented as more contrasting, sudden and discrete events.

 • Narratives and stories consisting of coherent events and 
elements—real or imaginary—are more easily accepted and 
remembered than plain facts, which may be useful to create or 
enhance feelings of connectedness and commitment to 
pro-environmental initiatives.

 • From a psycho-social perspective face-to-face communication is 
probably the richest (and most natural) form of communication 
and interaction. Use therefore face-to-face communication to 
promote pro-environmental behavior.

4.2. Long-term effects and future risk

Sustainable choices are often only rewarded in the long-term 
future, while the costs and sacrifices have to take place in the present. 
Given two similar rewards, humans show a preference for one that 
arrives sooner rather than later. So, humans (and other animals) are 
said to discount the value of the later reward and/or delayed feedback 
(Alexander and Brown, 2010). In addition, this effect increases with 
the length of the delay. According to van Vugt et  al. (2014), our 
tendency to discount future outcomes may have had substantial 
benefits in primitive ancestral environments, suggesting it is an 
evolved psychological trait (Wilson and Daly, 2005). If our ancestors 
had put too much effort into meeting future needs rather than their 
immediate needs, they would have been less likely to survive and pass 
on their genes in the harsh and unpredictable natural environment in 
which they lived (Boehm, 2012). Human psychology is thus naturally 
formed to maximize outcomes in the here and now, rather than in the 
uncertain future (van Vugt et  al., 2014). Thus people in modern 
societies still may weigh immediate outcomes much more heavily than 
distant ones (Green and Myerson, 2004). This preference for today’s 
desires over tomorrow’s needs—and the conflict between people’s 
desire for immediate rather than delayed rewards—may be the cause 
of the persistence of many environmental problems.

Our brain tends to build general conclusions and predictions on 
the basis of a (small) number of consistent, previous observations 
(inductive thinking). A typical and flawed inductive statement is: “Of 
course humanity will survive. Up to now, we have always survived our 
major threats and disasters.”3 Even in highly educated and experienced 
people, inductive reasoning may lead to poor intuitive predictions 
concerning the risks in the (long-term) future (Taleb, 2007). We tend 
to focus on risks that we clearly see, but whose consequences are often 
relatively small, while ignoring the less obvious, but perhaps more 
serious ones. Next to such poor statistical intuitions, we  have a 

3 However, most human-like races, such as the Neanderthals, are now extinct 

and real major threats of humanity are those of a globalized world (which only 

exists for less than a couple of centuries) such as nuclear or biochemical 

weapons, global warming, or pandemics.
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preference for optimistic perspectives. This leads us to ignore 
unwelcome information and to underestimate the severity and 
probability of future (environmental) challenges and hazards 
(Ornstein and Ehrlich, 1989). This may be especially devasting when 
considering rare and unpredictable outlier events with high impact 
(“black swans”). Examples of black swans from the past were the 
discovery of America (for the native population), World War I, the 
demise of the Titanic, the rise of the Internet, the personal computer, 
the dissolution of the Soviet Union, and the 9/11 attacks. Many people 
ignore possible rare events at the edges of a statistical distribution that 
may carry the greatest consequences. According to Taleb (2007), black 
swans (or “unknown-unknowns”) rarely factor into our planning, our 
economics, our politics, our business models, and in our lives. 
Although these black swans have never happened before and cannot 
be precisely predicted, they nevertheless need much more attention 
than we  give them. Also global warming may trigger currently 
unknown climate tipping points when change in a part of the climate 
system becomes self-perpetuating beyond a warming threshold, 
which will lead to unstoppable earth system impact (IPCC, 
2021, 2022).

4.2.1. Most relevant biases related to long-term 
effects

 • Hyperbolic time discounting: the tendency to prefer a smaller 
reward that arrives sooner over a larger reward that arrives later. 
We therefore have a preference for immediate remuneration or 
payment compared to later, which makes it hard to withhold the 
temptation of direct reward (Alexander and Brown, 2010).

 • Normalcy bias: the tendency to underestimate both the likelihood 
of a disaster and its possible consequences, and to believe that 
things will always function the way they normally function 
(Drabek, 2012). By inductive reasoning, we fail to imagine or 
recognize possible rare events at the edges of a statistical 
distribution that often carry the greatest consequences, i.e., black 
swans (Taleb, 2007).

 • Optimism bias: (Positive outcome bias, Wishful thinking): the 
tendency to overestimate the probability of positive (favorable, 
pleasing) outcomes and to underestimate the probability of 
negative events (O’Sullivan, 2015).

4.2.2. Interventions to deal with these biases

Key: Bring the rewards of more sustainable choices to the 
present

 • In general, immediate reinforcements are usually better 
recognized or appreciated and have more effect. Provide thus 
immediate rewards for green choices, e.g., through subsidy and 
tax policy, so that it pays more directly to make them.

 • Bring long-term benefits in line with short-term ones. For 
example: investing in solar panels with a quick payback period, 
subsidizing the purchase of pro-environmental goods, or taxing 
the use of fossil fuels.

 • Make people aware that we live in a world that inherently involves 
unpredictable and (system-) risks with high impact, e.g., like the 
corona pandemic. These risks may have severe negative 
consequences, maybe not yet for themselves in the short term, 
but much more for their beloved children and grandchildren.

 • Present required changes as much as possible in terms of positive 
challenges, that is in terms of potential benefits rather than 
negative terms: a more “relaxed and natural way of life” instead 
of “costs of energy transition.” Green policy will deliver a stable 
and predictable future within the foreseeable future that makes 
prosperity and well-being possible.

4.3. Complexity and uncertainty

The modern global world we live in is very complex with many 
intricate causal relationships. Everything is connected to everything, 
making it very difficult to see what exactly is going on in this dense 
network and how the interplay of societal, technological, economic, 
environmental, and (geo)political forces develops. Our wealth and 
comfort are made possible by many “hidden” enablers, such as child 
labor in third world sweatshops and animal suffering out of sight in 
the bio industry. The complexity of interrelated and hidden causes, 
consequences, or remedies is also very prominent in sustainability 
issues. Sustainability issues are about by a fine-grained logistic 
infrastructure and sophisticated technological inventions and their 
massive application. For example, the energy transition involves 
complex socio-technical systems that usually involve a high degree of 
uncertainty about how this will ultimately work out. Our cognitive 
capacities to pick up and understand all this technical, statistical, and 
scientific information are inherently limited (e.g., Engler et al., 2018; 
Korteling et al., 2018). How can we intuitively calculate how much 
CO2 emission reduction is required and how much (or little) certain 
technical or economical interventions contribute to the reduction of 
greenhouse gases? Many people have also poor capacities for 
calculation and logic reasoning and a poor intuitive sense for 
coincidence, randomness, statistics, and probability reasoning (e.g., 
Monat et al., 1972; Sunstein, 2002; Engler et al., 2018). For instance, 
concepts like “exponential growth”—i.e., when the instantaneous rate 
of change of a quantity in time is proportional to the quantity itself—
are generally poorly understood.

The inherent constraints of our cognitive system to collect and 
weight of all this information in a proper and balanced way may result 
in various biases preventing good judgment and decision making on 
the basis of the most relevant evidence. Our brain tends to selectively 
focus on specific pieces of information that ‘resonate’ with what 
we already know or expect and/or what associatively most easily pops 
up in the forming of judgments, ideas, and decisions (Tversky and 
Kahneman, 1974; Korteling et al., 2018; Toomey, 2023). The fact that 
other (possible relevant or disconfirming) information may exist 
beyond what comes up in our mind may be insufficiently recognized 
or ignored (Kahneman, 2011). This often may lead to a rather 
simplistic view of the world (e.g., populism). We trust and focus on 
what is clearly visible or (emotionally) charged, what we (accidentally) 
know, what we happened to see or hear, what we understand, what 
intuitively feels true, or what associatively comes to mind (the known-
knowns). In contrast, we are rather insensitive to the fact that much 
information does not easily come to us, is not easily comprehensible, 
or simply is unknown to us. So we easily may ignore the fact that there 
usually is a lot that we  do not know (The unknowns). This 
characteristic of neural information processing has been termed: the 
Focus principle (Korteling et al., 2018) or “What You See Is All There 
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Is” (WYSIATI, Kahneman, 2011). An important consequence of this 
principle is that we tend to overestimate our knowledge with regard 
to complex issues about which we lack experience or expertise (Kruger 
and Dunning, 1999). A situation may also be deemed as too uncertain 
or complicated and a decision is never made due to the fear that a new 
approach may be wrong or even worse. An abundance of possible 
options may aggravate this situation rendering one unable to come to 
a conclusion. In sustainability challenges, people may thus be very 
motivated to improve the situation, but still can be  hampered by 
uncertainty and lack of understanding to take action.

4.3.1. Most relevant biases related to complexity 
and uncertainty

 • Confirmation bias: the tendency to select, interpret, focus on and 
remember information in a way that confirms one’s 
preconceptions, views, and expectations (Nickerson, 1998).

 • Neglect of probability: the tendency to completely disregard 
probability when making a decision under uncertainty 
(Sunstein, 2002).

 • Zero-risk bias: The tendency to overvalue choice options that 
promise zero risk compared to options with non-zero risk 
(Viscusi et al., 1987; Baron et al., 1993).

 • Anchoring bias: Biasing decisions toward previously acquired 
information. In this way, the early arrival of irrelevant 
information can seriously affect the outcome (Tversky and 
Kahneman, 1974; Furnham and Boo, 2011).

 • Availability bias: the tendency to judge the frequency, importance, 
or likelihood of an event (or information) by the ease with which 
relevant instances just happen to pop up in our minds (Tversky 
and Kahneman, 1973; Tversky and Kahneman, 1974).

 • Focusing illusion: the tendency to place too much emphasis on 
one or a limited number of aspects of an event or situation when 
estimating the utility of a future outcome (Kahneman et al., 2006).

 • Affect heuristic: basing decisions on what intuitively or 
emotionally feels right (Kahneman, 2011).

 • Framing bias: the tendency to base decisions on the way the 
information is presented (with positive or negative connotations), 
as opposed to just on the facts themselves (Tversky and 
Kahneman, 1981; Plous, 1993).

 • Knowledge illusion (Dunning-Kruger Effect): the tendency in 
laymen to over-estimate their own competence (Kruger and 
Dunning, 1999).

 • Surrogation (means-goal): the tendency to concentrate on an 
intervening process instead of on the final objective or result, e.g., 
concentrating on means vs goals or on measures vs intended 
objectives (Choi et al., 2012).

 • Ambiguity effect: the tendency to avoid options or actions for 
which the probability of a favorable outcome is unknown 
(Baron, 1994).

4.3.2. Interventions to deal with these biases

Key: Provide more information and education especially 
to better understand the environmental consequences of 
human decisions and actions

 • Consistency is more convincing than quantity. We believe that 
our judgments are accurate, especially when available 

information is consistent and representative for a known 
situation. Therefore, conclusions based on a very small body of 
consistent information are more convincing for most people than 
much larger bodies of (less consistent) data (i.e., “The law of 
small numbers”).

 • Repetition of a pro-environmental message has more impact 
than just one attempt. This exposure effect can be enhanced by 
using all possible communication channels and media.

 • Start with providing information the positive way you want it to 
taken by the target audience. Later the message may be extended 
by the less favorable nuances and details.

 • Provide better statistical education and training and improve the 
communication on uncertainty and risk. When it comes to 
numbers, quantities, and changes therein, focus on total amounts 
rather than on proportions.

 • Make pro-environmental information (e.g., about actions, 
initiatives, techniques etc….) salient and conspicuous. Focus (in 
a simple visual way) on the severe consequences of global 
warming and biodiversity loss (desertification, crop failure, and 
famine, millions of homeless and displaced people, risk of wars) 
instead of on the complex underlying mechanisms and processes.

 • Influence is unlikely to fail due to information that is not 
provided. Therefore, in setting up an information campaign, it is 
generally not needed to invest all efforts in providing maximum 
possible “evidence” that is intended to confirm the deception. 
Consistency is dominant. In general, clear, recognizable, and 
simple information will be most easily picked up and accepted.

 • Influence and persuasion is not only determined by what is, or is 
not, communicated (i.e., the content) but also by how it is 
communicated or presented (i.e., the frame or form). These latter 
superficial aspects are more easily, intuitively, and quickly 
processed than the deeper content of the message. This “framing” 
can thus be very well exploited for influencing peoples’ choices. 
Each message can be framed in numerous ways. So it may be very 
effective to analyze how to wrap up a message in the way 
you want it to be taken.

 • Different people value, and pick-up, different information at 
different levels. Therefore, communicate messages at different 
levels of understanding, from the direct immediate consequences 
for the individual (micro) to the overarching long-term 
consequences for the world of the future and for future 
generations (macro).

 • Present and facilitate as much as possible “total solutions.” Which 
are tailor-made to the target audiences.

4.4. Threat of the status quo

A basic premise of evolution is that all organisms strive for the 
continuation of their existence. This not only concerns the existence 
per se, but also the maintenance of stable living conditions (that are 
instrumental to this ultimate goal). For this reason (under normal 
circumstances and to prevent unexpected risk), we tend to strive at 
maintaining the present situation and to remain consistent with 
previous patterns (default effect). So, we easily accept, or prefer, to 
continue on the path taken and to maintain the status quo (default 
options) and we are afraid of choosing alternative, options that may 
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turn out suboptimal (Kahneman and Tversky, 1979; Johnson and 
Goldstein, 2003; Chorus, 2010). Energy transition, as a possible 
solution of a future problem, is by many people experienced as 
threatening, not only to our established comfortable way of living, but 
to our individual and social basic needs as well. A transition to more 
sustainable practices may thus cause bad feelings of losing security 
and possessions, sometimes termed “fear of falling.”

In line with this, people have an overall tendency to 
experience the disutility of giving up an object as greater than the 
utility associated with acquiring it (i.e., Loss aversion). Thaler 
(1980) recognized this pattern, and articulated it as such: people 
often demand much more to give up an object than they would 
be  willing to pay to acquire it. This is called the Endowment 
effect. In contrast to what most authors on cognitive biases 
suppose, we here speculate that the emotions that we feel when 
we anticipate possible loss of our assets are not the cause of our 
bias to avoid loss. Instead, they are the result of our pervasive bias 
for self-preservation and for maintenance our (neurobiological) 
integrity (Korteling et al., 2018). So in brief: we often prefer to 
hold on to the current situation and to continue on previous (al) 
choices. As such, we default to the current situation or status quo.

4.4.1. Most relevant biases related to threat of the 
status quo

 • Status Quo bias: the tendency to maintain the current state of 
affairs (Samuelson and Zeckhauser, 1988).

 • Default effect: the tendency to favor the option that would 
be  obtained if the actor does nothing when given a choice 
between several options (Johnson and Goldstein, 2003).

 • Sunk cost fallacy (also known as Irrational escalation or Concorde 
effect): the tendency to consistently continue a chosen course 
with negative outcomes rather than alter it. The effort previously 
invested is the main motive to continue (Arkes and Ayton, 1999).

 • System justification: the tendency to believe that the current or 
prevailing systems are fair and just, justifying the existing 
inaccuracies or inequalities within them (social, political, legal, 
organizational, and economical) (Jost and Banaji, 1994; Jost 
et al., 2004).

 • Cognitive dissonance: the tendency to search for and select 
consistent information in order to try to reduce discomfort when 
confronted with facts that contradict own choices, beliefs, and 
values (Festinger, 1957).

 • Fear of regret: feeling extra regret for a wrong decision if it 
deviates from the default (Dobelli, 2011; Kahneman, 2011).

 • Loss aversion: the tendency to prefer avoiding losses to acquiring 
equivalent gains. Loss takes an (emotionally) heavier toll than a 
profit of the same size does (Kahneman and Tversky, 1984).

 • Endowment effect: the tendency to value or prefer objects that 
you already own over those that you do not (Thaler, 1980).

4.4.2. Interventions to deal with these biases

Key: Make sustainable options the default or easiest 
choice and present them as a gains rather than losses

 • Make desired pro-environmental choices and behavior the 
default (the normal standard) or easiest choice. For example, 
providing only reusable unless specifically request a single-use 

plastic shopping bag, or designing buildings and cities to make 
walking and biking more convenient.

 • Encourage active participation can be  a major tool for 
triggering cognitive consistency pressures to build more 
sustainable habits. In general: active participation signals 
commitment to subjects, increasing their likely identification 
with the message or goal of the persuasion. Subsequently, 
they will tend to make choices that are consistent with their 
previous—in this case pro-environmental—actions.

 • Based on cognitive dissonance theory (Festinger, 1957), the 
expression of self-criticism in peer (discussion) groups is a major 
influence technique. Making people vocalize promises (or sins) 
in public drives subjects to remain consistent with their 
and words.

 • We believe that our judgements are accurate, especially when 
available information is consistent and representative for a 
known situation. It is therefore always important to provide 
consistent information.

 • People tend to focus on, interpret, and remember information in 
ways that confirm their existing ideas, expectations or 
preconceptions. Therefore, in order to create an open mind, it is 
better to start with undeniable, true evidence and take care to not 
to start with highly disputable information evidence. The more 
complicated and contradictory aspects can be tackled later.

 • The first goal in any effort to change another person’s mind must 
be to ensure that the subject is at least seriously considering the 
desired alternative. This requires to start with strong and obvious 
evidence which fits into the target’s existing conceptions of the 
world. In contrast, starting with less dramatic evidence tends to 
be unsuccessful since the information will be ignored, unnoticed, 
forgotten, or misperceived.

 • Present changes in terms of gains instead of losses and circumvent 
the loss felt by people when they are asked to invest funds and 
provide support to acquire the necessary funds for the transition.

 • Create a story different from loss: what are we  gaining? For 
example: more rest, less rat race. Do not address people as 
consumers, but as citizens, changemakers, parents, etc.

4.5. Threat of social status

People are more focused on relative status than absolute status. 
This is, for example, demonstrated by the fact that people find an 
increase in wealth relative to their peers more important than their 
absolute wealth (Diener and Suh, 2000). In an experimental setting, 
researchers found that when presented with financial options, most 
people chose to earn less in absolute terms, as long as they relatively 
earned more than their peers (Frank, 1985). Not unrelated to our 
status-seeking tendency, humans tend to consume more than they 
need. In many historical civilizations, we find a penchant toward 
(excessive) consumption and showing of materials and riches (Bird 
and Smith, 2005; Godoy et al., 2007). From an evolutionary point of 
view, such displays of status may be rooted in a social advantage 
(Penn, 2003; Saad, 2007; Miller, 2009). Ancestors who strived for 
improvement of their situation and who tried to do better than their 
peers, probably have passed their genes better than those who had a 
more comfortable attitude. The wry side effects, however, are that the 
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tendency to seek status through material goods—nowadays more 
than ever—may contribute substantially to the production of waste 
and the depletion of nonrenewable resources. Because we  seek 
relative wealth, as opposed to seeking an absolute point of satisfaction, 
we are not easily satisfied and we tend to persistently strive for ever 
more status and wealth. Whether it be our smartphone, our sense of 
fashion, or our household appliances, they all rapidly become 
outdated as soon as newer or more fashionable versions enter the 
horizon. As economists say: we compare ourselves continuously with 
our neighbors; we want to “keep up with the Joneses.” Finally, items 
that are scarce or hard to obtain have typically more perceived quality 
and status than those that are easy to acquire. So many environmental 
problems can therefore be the result of a conflict between status-
enhancing overconsumption versus having enough for a good life. 
This ‘Hedonic treadmill’ is encouraged by commercials offering us a 
never ending stream of new products that should make us, in one way 
or the other, happy and thus hungry to buy more.

4.5.1. Most relevant biases related to threat of 
social status

 • Affective forecasting (Hedonic forecasting, Impact bias): the 
tendency to overestimate the duration and intensity of our future 
emotions and feelings regarding events, encouraging putting 
effort into favorable results (greed) and into avoiding threats 
(Wilson and Gilbert 2005).

 • Hedonic adaptation (Hedonic treadmill): the tendency to quickly 
return to a relatively stable level of happiness despite major 
positive or negative life events (Brickman and Campbell, 1971).

 • Social comparison bias: The tendency, when making decisions, 
to favor individuals who do not compete with one’s own 
particular strengths (Garcia et al., 2010).

 • Scarcity bias: the tendency to attribute greater subjective value to 
items that are more difficult to acquire or in greater demand 
(Mittone and Savadori, 2009).

4.5.2. Interventions to deal with these biases4

Key: Connect sustainable options and choices with 
concepts, persons or goods that emanate a high social 
status

 • Frame pro-environmental choices or options (like solar panels, 
bikes, or electric cars) as status symbols that show good beliefs 
and an exemplary way of life.

 • In contrast, frame counter-environmental options (mopeds, 
flying, and meat consumption) as unattractive or associate them 
with low-status.

4 Governments will want to consider the ethical preconditions and 

repercussions of these forms of nudging before engaging in it. Though it is a 

widely applied strategy in our neoliberal system where commercial 

advertisements are deemed acceptable to nudge the potential customer into 

buying their product. However, governments should uphold important ethical 

guidelines that concur with our values of freedom of choice and democracy. 

For a more in depth study of this, please read, e.g., van Vugt (2009) and 

Raihani (2013).

 • Use high-status and admired or popular influencers and 
celebrities to promote pro-environmental options, e.g., in social 
media campaigns.

 • Educate people to assess their quality of life in absolute terms of 
health, freedom, and comfort instead of in relative terms towards 
‘the Jonesses’.

 • Present the benefits of environmental as scarce. This can be done, for 
example, by pointing out others (competitors) who want the same 
goods or by drawing attention to possible future supply problems.

4.6. Personal versus community interest

Individual self-interest is often in conflict with the interest of the 
whole group. This is generally conceptualized as a social dilemma. 
This dilemma is usually referred to as the Tragedy of the Commons 
story (Hardin, 1968). This hypothetical example demonstrates the 
effects of unregulated grazing (of cattle) on a common piece of land, 
also known as “the commons.” In modern economic terms, ‘commons’ 
are any shared or unregulated resources to which all individuals have 
equal and open access, like the atmosphere, roads, or even the fridge 
of the office. Searching for direct individual profit, most individuals 
increase their use or exploitation of these common resources, thereby 
unintentionally causing it to collapse (Hawkes, 1992; Dietz et  al., 
2003). According to Hardin (1968) and van Vugt et al. (2014) the 
human mind is shaped to prioritize their personal interests over 
collective interests because natural selection favors individuals who 
can gain a personal benefit at the expense of unrelated others. Of 
course, there are situations under which the collective benefit will 
be  prioritized over that of the induvial. But the conditions under 
which the human mind is triggered to prioritize the collective good 
over its own are generally less prevalent (Hardin, 1968).

According to Dawkins (1976), natural selection is the replication 
of one’s genes, which often comes at the expense of the survival of 
others’ genes. Power is thereby often instrumentally used for self-
interest at the cost of others. So, survival of the species is not what 
primarily matters. However, this prioritizing of self-interest is 
dependent on the relationship of the individual to the group. In tight-
knit communities where the individual knows himself to be dependent 
on the community, his behavior will be in line with this dependency 
and more likely be  in favor of the in-group’s interests. When the 
individual does not feel this connection to an in-group (community), 
he is probably more likely to prioritize self-interest. Evidence for this 
strategy is seen in social dilemma research showing that most 
individuals tend to make selfish choices when they interact with other 
people in one-shot encounters (Komorita and Parks, 1994; Fehr and 
Gächter, 2002; van Lange et al., 2013). The evolutionary tendency to let 
self-interest prevail at the expense of others has direct implications for 
environmental practice, which often concerns the overexploitation of 
limited resources, such as the oceans, natural areas, fish stocks, clean 
air, etc. Consequently, many sustainability problems result from this 
conflict between personal and collective interests.

4.6.1. Most relevant biases related to personal 
versus community interest

 • Tragedy of the commons (Selfishness and self-interest): the 
tendency to prioritize one’s own interests over the common good 
of the community (Hardin, 1968).
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 • Perverse incentive effect (Cobra effect): the tendency to respond 
to incentives in a way that best serves our own interests and that 
does not align with the beneficial goal or idea behind the 
incentives, which may lead to “perverse behaviors” 
(Siebert, 2001).

 • Anthropocentrism: the tendency to take the own, human 
perspective as the starting point for interpreting and reasoning 
about all sorts of things, such as nature and other living animals 
(Coley and Tanner, 2012).

4.6.2. Interventions to deal with these biases

Key: Introduce and present sustainable options as the 
most favorable and profitable

 • Because we  share our genes with our relatives, kinship may  
be  a good motivator of pro-environmental behavior. 
Pro-environmental appeals may be  more effective if they 
emphasize the interests of our ingroup, children, siblings, and 
grand-children.

 • Create programs where pro-environmental choices result in 
direct personal (or business) gain, e.g., by proper incentives or 
rewards, like tax exemptions.

 • Create close-knit, stable, and small communities to foster 
pro-collective behavior and cooperation.

 • In all species, behaviors reinforced by rewards or positive 
feedback tend to be repeated (Thorndike, 1927, 1933), and the 
more reinforcement, the greater the effect. Therefore, multiple 
reinforcements on desired social choices increase the chance that 
this will remain the case or repeat itself in the future.

4.7. Group pressure

Social psychologists have long known that people tend to 
adapt to the choices and behavior of others (Asch, 1956). Our 
tendency of following the majority is adaptive since for most 
species, the costs of individual learning, through trial and error, 
are substantial (Simon, 1990; Richerson and Boyd, 2006; Sundie 
et al., 2006; Sloman and Fernbach, 2018). Also for our ancestors, 
living in uncertain environments it would probably be better to 
follow and copy others’ behavior than figuring things out for 
yourself (Kameda et al., 2003; Gorman and Gorman, 2016). This 
is therefore probably an ancient and natural adaptive tendency 
which may also help maintaining or strengthening a position 
within the social group (Korteling et al., 2020a). We thus easily 
follow leaders or people with high status and authority in groups. 
We adapt to people around us with which we feel connected, but 
have an aversion against strangers. We  have difficulty being 
indebted to others and we like and support kind, attractive and 
agreeable people. This can lead, for example, to after-talk and 
blind copying of the behavior of others and the faithful following 
of persuasive and charismatic persons. In line with this, it has 
been found that green practices are more strongly influenced by 
the behaviors of our peers than by our personal attitudes toward 
conservation. For example, when people see that their neighbors 

are not conserving, they tend to increase their own energy 
consumption as well, even when they had been conserving energy 
in the past (Schultz et al., 2007). This herd behavior is unconscious, 
and is mediated by mirror neurons in the brain (Chartrand and 
Van Baaren, 2009). However, the unconscious nature of this herd 
behavior is often not acknowledged or even denied by the 
conformers themselves (Nolan et al., 2008) and is thus hard to 
battle. Our modern world is built on the basis of an enormous 
amount of unsustainable methods, tools, practices, and 
applications, so there is still a long way to go to achieve a 
sustainable world. Hence, the human tendency to copy the 
behavior of others and to regard other people’s behaviors as the 
norm and justification of undesirable behavioral choices can 
be very detrimental to the achievement of sustainable goals.

4.7.1. Most relevant biases related to group 
pressure

 • Bandwagon effect: the tendency to adopt beliefs and behaviors 
more easily when they have already been adopted by others 
(Colman, 2003).

 • Conformity bias: the tendency to adjust one’s thinking and 
behavior to that of a group standard.

 • Ingroup (−outgroup) bias: the tendency to favor one’s own group 
above that of others (Cialdini and Goldstein, 2004).

 • Authority bias: the tendency to attribute greater accuracy to the 
opinion of authority figures (unrelated to its content) and to 
be more influenced by their opinions (Milgram, 1963).

 • Liking bias: the tendency to help or support another person the 
more sympathetically they feel, which is largely determined by: 
kindness, attractiveness, and affinity (Cialdini, 2006).

 • Reciprocity: the tendency to respond to a positive action with 
another positive action (“You help me then I help you”) and 
having difficulty being indebted to the other person (Fehr and 
Gächter, 2002).

 • Social proof: the tendency to mirror or copy the actions and 
opinions of others, causing (groups of) people to converge too 
quickly upon a single distinct choice (Cialdini, 2006).

4.7.2. Interventions to deal with these biases

Key: Use social norms and peer pressure to encourage 
sustainable choices and behaviors

 • When a behavioral change is requested, it will probably be better 
to focus peoples’ attention on others who already show the 
desired pro-environmental behavior instead of educating people 
about the bad behavior of others.

 • People can be seduced to choose for a certain option if they see 
this in many other people. So, present desirable 
pro-environmental behaviors as behaviors of the majority of 
the people (or at least large groups) people. Foster, for example, 
the desired behavioral choices by advertisements suggesting 
this behavior is already adopted by groups of people.

 • Use people with authority, powerful people, and/or attractive 
people to promote pro-environmental behavior.

 • Create feelings of commitment and indebtment for people who 
make sacrifices for the community in order to foster sustainability.
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5. Discussion and conclusion

5.1. Biases and nudges

In the present paper we have described how ingrained cognitive 
biases in human thinking may counter the development of green 
policy practices aimed at fostering a more sustainable and livable 
world. We have focused our study on how the form, content and 
communication of information affects our decisions and behavior 
with regard to sustainability. The influence techniques advocated in 
this paper are informational and psychological interventions, 
incentives, and/or nudges that could be effective with regard to biased 
thinking in the context of the current modern world. In general, 
biased information processing has served us for almost our entire 
existence (e.g., Haselton et al., 2005; Korteling et al., 2018). However, 
these natural and intuitive thinking patterns may be  very 
counterproductive for coping with the global and complex problems 
the world is facing today. The many possible incentives and nudges 
presented show that there are many ways to deliberately capitalize on 
biased thinking in people in order to promote more sustainable 
behavioral choices.

In previous publications we have explained how biases originate from 
ingrained neuro-evolutionary characteristics of our evolved brain (e.g., 
Korteling et al., 2018; Korteling and Toet, 2022). This neuro-evolutionary 
framework provides more fundamental explanations for human decision 
making than ‘explanations’ provided by most social- or psychological 
studies. These latter (social-) psychological explanations are more 
‘proximate’ in terms of “limitations of information processing capacity” 
(Simon, 1955; Broadbent, 1958; Kahneman, 1973; Norman and Bobrow, 
1975; Morewedge and Kahneman, 2010), two metaphorical “Systems of 
information processing” (Stanovich and West, 2000; Kahneman, 2003; 
Evans, 2008; Kahneman, 2011), “emotions” (Kahneman and Tversky, 
1984; Damasio, 1994), “prospects” prospects (e.g., Kahneman and 
Tversky, 1979; Mercer, 2005). “lack of training and experience” (Simon, 
1992; Klein, 1997, 1998). Our neuro-evolutionary bias framework 
explains in terms of structural (neural network) and functional 
(evolutionary) mechanisms the origin of cognitive biases, why they are so 
systematic, persistent, and pervasive, and why biased thinking feels so 
normal, natural, and self-evident. Given the inherent/structural (“neural”) 
and ingrained/functional (“evolutionary”) character of biases, it seems 
unlikely that simple education or training interventions would be effective 
to improve human decision making beyond the specific educational 
context (transfer) and/or for a prolonged period of time (retention). On 
the basis of a systematic review of the literature, this indeed appears the 
case (Korteling et al., 2021). When it comes to solving the problems of the 
modern world, it will probably be impossible to defeat or eliminate biases 
in human thinking. Thus, we should always be aware of the pervasive 
effects of cognitive biases and be modest about our cognitive abilities to 
solve complex long-term problems in an easy way.

So, the effects on decision making of bias-mitigation training 
interventions are likely to be rather ineffective, in the same way that it is 
difficult to get people to change their eating habits by persuading them 
that chocolate or meat does not taste good. What is more: denying the 
ultimate and deep-seated neuro-evolutionary causes of the particularities 
and limitations of human thinking, may hamper adequate development 
and usage of effective interventions. For example: if governments strive 
to decrease the demand for energy-inefficient jacuzzi baths, but they 
ignore the influence of human evolutionary biases, this might lead to an 
intervention strategy that fails. Perhaps the government would try to 

persuade people that buying energy-consuming baths is unwise for the 
future. But in the context of our tendency to discount the value of future 
consequences, such a strategy on its own is likely to be rather ineffective. 
It would probably be more effective to use our knowledge of cognitive 
biases to our advantage. For example, the fact that we compare ourselves 
to our peers (Social comparison) might lead to a campaign in which the 
purchase of sustainable solar panels or a sustainable heat pump or fancy 
e-bike is related to status and prestige. Likewise, it is better to convey 
pro-environmental messages in a simple, consistent, repetitive, and 
tangible way and to focus on the consequences (bad or good) of ones 
choices, rather than on complex intervening processes. Finally, it is better 
to communicate information about the many aspects of sustainability at 
different levels of understanding at the same time, i.e., from the instant 
aspects for the individual to the global consequences for the world of 
the future.

5.2. The ethics of nudging

Above we  have listed tips and tricks to provoke “sustainable 
decision making.” But as we write this, we realize all the more that this 
knowledge of how biases work, can be used for all kinds of purposes. 
In the ‘wrong’ hands, this knowledge about biases can be used to 
manipulate or incite the population to destructive. That is not even 
speculative, history has already shown this over and over again. Fossil 
industries that succeeded in holding back measures against global 
warming, doctors recommending brands of cigarettes, smear 
campaigns that led to witch-hunts, and anti-Semitic propaganda 
during World War II are just a few examples.

There is a serious ethical issue with using our knowledge of biases 
to our advantage (e.g., Bovens, 2009; Raihani, 2013). Who decides 
whether it is ethical to nudge citizens and use our knowledge of 
evolutionary biases to steer the choices and behavior of people? It 
sometimes may seem obvious that it is a good thing if you want to 
prevent incitement to hatred and violence, genocide or destructive such 
as smoking. But there is also a gray area. In the current pandemic, for 
example, we  see that governments are doing their best to silence 
dissenting voices “for a good cause.” But counter voices also represent 
the basis of a democratic constitutional state, where counter voices 
must always be welcomed. Can we afford to go beyond our democratic 
boundaries, by nudging our citizens, for the sake of the climate? Our 
thought on this is as follows: Democracy means that everyone is 
allowed to make their voice heard about the goals that you want to 
achieve as a society. This report is about how to make your voice heard 
more effectively. It provides tools that everyone (not just politicians and 
policy makers) can use, for better or for worse. This applies to any 
instrument, AI, weapons, robots, ICT, etc.… The evil is not in the 
instrument, but in the purpose for which it is used. If we democratically 
choose to achieve certain goals, then it can be deemed defendable that 
governments use those instruments as effectively as possible to achieve 
those goals. It leaves people still free to choose their own path and goals.

5.3. A vision-based agenda

Politics can ensure that we as humanity behave more sustainably. In 
that case, our societal and physical environment will have to be organized 
differently, for example with far-reaching legislation (eg CO2 tax), a 
different market-oriented economy and a different transport system. 
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However, these changes are held back by our ingrained preferences for 
short-term thinking, maintaining the status quo, personal interest, or 
herd behavior, which may result in fears like losing jobs or losing 
freedom. These thinking tendencies and fears are exploited by the lobbies 
of many powerful (e.g. fossil) parties with vested interests. That is why 
we have to search for ways to get moving as a society. An important part 
of this is managing well-being, and thereby discovering that there are 
ways to live sustainably, and also to be happy. This means that, more than 
ever, there is a need for knowledge and a substantiated vision about the 
core values that represent us, as humans, and our world, about who 
we are, how we want to live and where we want to go. This is not just a 
vision with long-term goals for human well-being, but also one that 
builds on our natural needs and that takes into account the hidden and 
inherent systemic risks of the modern, globalized world. This is essential 
in determining the course and the agenda for the future of humanity.
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Attentional bias for sad facial
expressions in adults with a
history of peer victimization
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Introduction: Previous research has indicated altered attentional processing in

individuals with experiences of maltreatment or victimization in childhood and

adolescence. The present study examined the impact of child and adolescent

experiences of relational peer victimization on attentional processes in adulthood

when confronted with emotional facial expressions.

Methods: As part of an online study, a community sample of adults completed a

facial dot-probe task. In the present task, pictures of facial expressions displaying

four di�erent emotions (anger, disgust, happiness, and sadness) were used.

Results: The results of the hierarchical regression analyses showed that

retrospective reports of peer victimization made a significant contribution to

the prediction of facilitated orienting processes for sad facial expressions.

Experiences of emotional child maltreatment, on the other hand, made a

significant contribution to the prediction of attentional biases for angry facial

expressions.

Discussion: Our results emphasize the relevance of experiences of emotional and

relational maltreatment in childhood and in adolescence for the processing of

social stimuli in adulthood. The findings regarding emotional child maltreatment

aremore indicative of attentional biases in the context of threat detection, whereas

the altered attentional processes in peer victimization are more indicative of

mood-congruent biases. These altered processesmay be active in social situations

and may therefore influence future social situations, behavior, feelings, and thus

mental health.

KEYWORDS

peer victimization, child maltreatment, attentional bias, emotional facial expressions,

dot-probe task

1. Introduction

There are a variety of studies demonstrating the negative impact of maltreatment

experiences in a peer context in childhood and adolescence on psychosocial adjustment

and particularly mental health (for a review see McDougall and Vaillancourt, 2015).

These experiences, also called peer victimization experiences, include different kinds of

maltreatment experiences that occur in interactions with peers, e.g., overt forms like physical

or verbal violence, or relational maltreatment experiences associated with rejection or

exclusion from a social group (De Los Reyes and Prinstein, 2004; Siegel et al., 2009; Sansen

et al., 2015). Thus, peer victimization can be distinguished from child maltreatment, where

the violence is perpetrated by adults or caregivers, including forms of emotional, physical,

or sexual maltreatment (World Health Organization, 1999). Similar to the negative effects of

child maltreatment (for a review see Carr et al., 2020), peer victimization is associated with

problems in several areas, such as academic achievement or social adjustment (e.g., Schwartz

et al., 2005; Juvonen et al., 2011; Takizawa et al., 2014). In addition to their influence on social

and economic outcome variables, experiences of peer victimization seem to significantly
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increase the risk of experiencing various mental disorders like

depression, anxiety disorders, PTSD, or substance abuse in

childhood and adulthood (e.g., Stapinski et al., 2014; Hébert et al.,

2016; Earnshaw et al., 2017).Moreover, a longitudinal study showed

an association between frequent victimization and suicide attempts

and suicide for girls later in life (Klomek et al., 2009). Thus, the

experience of peer victimization in childhood and adolescence

has long-term consequences that have a particular impact on

mental health even decades after the exposure. Following on from

this, studies indicate that experiences of adverse experiences in

childhood and adolescence are related to an altered stress response,

or structural and functional brain changes which in turn may have

an impact on mental health in adulthood (Brendgen et al., 2017;

Aults et al., 2019; Quinlan et al., 2020). In addition to physiological

factors, altered attentional processes, or attentional biases, have

been discussed in the context of traumatic childhood experiences

and psychopathology in later life (Fani et al., 2011; Günther et al.,

2015; Kelly et al., 2015; Iffland et al., 2019).

Attentional biases refer to the altered attentional focus on

stimuli, are influenced by the valence or relevance of a stimulus,

and are shaped by individual factors, such as emotional states or

psychopathological symptoms (Koster et al., 2004, 2005; Bar-Haim

et al., 2007; Cisler and Koster, 2010; Hankin et al., 2010; Peckham

et al., 2010). Since they can influence perception and interpretation,

and thus cognition and behavior, attentional biases are therefore

considered in theories of the development and maintenance of

mental disorders (for a review see Cisler and Koster, 2010).

Investigating attentional biases in more detail, three different forms

of attentional bias can be distinguished (i.e., facilitated attention,

difficulties of disengagement, and attentional avoidance; Koster

et al., 2004; Cisler and Koster, 2010). Facilitated attention is

reflected in the way that emotional stimuli attract attention and

thus attention is shifted to these stimuli more quickly. Difficulties

in disengagement refer to the extent to which a stimulus attracts

attention. This is accompanied by the difficulty in shifting attention

from one stimulus to another stimulus. Attentional avoidance is

manifested by the avoidance of shifting attention to potentially

threatening stimuli and instead directing it to stimuli that are not

threatening (Koster et al., 2004; Cisler and Koster, 2010).

Attentional biases have robustly been shown in individuals

with depression or various forms of anxiety disorders (for a

detailed overview see Bar-Haim et al., 2007; Cisler and Koster,

2010; Peckham et al., 2010). Furthermore, attentional biases have

been repeatedly reported in victims of abuse and neglect with and

without psychopathology (e.g., Pine et al., 2005; Fani et al., 2011;

Romens and Pollak, 2012; Günther et al., 2015; Kelly et al., 2015).

Previous research has suggested that experiences of maltreatment

appear to influence attentional processes mainly in response to

threatening stimuli (Gibb et al., 2009; Iffland and Neuner, 2020).

In these studies, abused children had a higher tendency to attend

to threatening stimuli, had problems shifting their attention away

from cues of anger, and were faster in recognizing anger with less

information (for a detailed overview see Jaffee, 2017). For example,

using an emotional Stroop task and a dot-probe task, Iffland

and Neuner (2022) found that emotional abuse was a significant

predictor of attentional biases toward negatively associated neutral

faces. In the dot-probe task, this was reflected in facilitated

attention to these facial stimuli (Iffland and Neuner, 2022). Other

studies found attention avoidance of threatening stimuli associated

with child maltreatment (Pine et al., 2005; Kelly et al., 2015).

With respect to studies of attentional biases in depression, there

is evidence that altered attention allocation in the context of

maltreatment does not only refer to a potential threat (Romens

and Pollak, 2012; Günther et al., 2015). Günther et al. (2015)

examined the connection between child maltreatment experiences

and attentional processes using a dot-probe task in adults with a

diagnosis of major depression. The authors found that experiences

of child maltreatment were associated with altered attention

allocation to sad facial expressions. This result was independent of

symptom severity. Sustained attention toward sad faces was shown

to be a stronger mood-congruent bias in depressed individuals with

a history of child maltreatment (Günther et al., 2015). However,

there have also been studies that found no evidence of attentional

biases to emotional stimuli in general or to negative stimuli when

analyzing reaction times within the dot-probe task in maltreated

individuals (Fani et al., 2011; Hoepfel et al., 2022). Thus, although

the results are not entirely conclusive, there is substantial evidence

of attentional bias in the context of child maltreatment experiences.

Similar to child maltreatment perpetrated by adults or

caregivers, relational peer victimization was associated with altered

attention processes. Particularly, peer abused children showed

less interference when confronted with victim-related words

in an emotional Stroop task (Rosen et al., 2007). In another

study examining adult psychiatric patients and healthy controls,

Iffland et al. (2019) reported attentional biases in individuals

who experienced relational peer victimization. Independent of the

presence of mental illness, peer victimized individuals showed

attentional avoidance in response to emotional words. Notably,

avoidance was found not only in response to threatening stimuli

but to emotional stimuli in general. In addition, Iffland and Neuner

(2022) identified attentional biases for neutral faces previously

conditioned with negative stimuli in individuals with experiences

of relational peer victimization. Specifically, retrospective reports

of relational peer victimization made an incremental contribution

to the prediction of attentional biases beyond child maltreatment.

Yet, they found no evidence of attentional avoidance, but rather

an attentional bias toward threatening stimuli (Iffland and Neuner,

2022). Hence, regarding the impact of experiences of peer

victimization on attention allocation, findings are not entirely

conclusive as they have differed concerning the type of attentional

biases and the valence of the stimuli for which biases occur.

To extend existing knowledge regarding the association

between relational peer victimization and attentional processes we

conducted an online facial dot-probe task (MacLeod et al., 1986)

with emotional faces. The present study sought to investigate the

influence of relational peer victimization experiences in childhood

and adolescence on attentional processes and biases when

using stimuli that are relevant in social interactions (emotional

facial expressions). Attentional processes were examined in

relation to positive and negative stimuli, with negative stimuli

distinguished between negative, non-threatening stimuli (sad faces)

and potentially threatening stimuli associated with victimization

experiences (angry and disgusted faces). Social threat and exclusion

are communicated not only through angry facial expressions
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but also through disgusted facial expressions, as there is an

interpersonal aspect of disgust that is elicited by undesirable

individuals to protect the social order (Rozin et al., 2008; Tybur

et al., 2013). This more nuanced stimulus selection including

potentially threatening and non-threatening negative emotions was

used to provide a more accurate analysis of attentional processes

that extends the findings from previous dot-probe studies in

peer-victimized adults (Iffland et al., 2019; Iffland and Neuner,

2022). Drawing from the findings of previous research (Iffland

and Neuner, 2022), relational peer victimization was expected to

make a significant contribution to the prediction of attentional

biases beyond the influence of child maltreatment experiences.

We assumed that this would be particularly the case for emotions

that are relevant in the context of peer victimization (i.e., anger,

disgust). Based on previous results (Iffland and Neuner, 2022) we

expected attentional biases to be evident in heightened attention to

potentially threatening stimuli.

2. Materials and methods

2.1. Participants

Participants were recruited through the distribution of

the participation link or QR code with access to the study via

social media and flyers. In addition, patients receiving care at

two outpatient clinics [Bielefelder Institut für Psychologische

Psychotherapieausbildung (BIPP) and Psychotherapeutische

Ambulanz der Universität Bielefeld (PAdUB)] were recruited for

participation. The flyer contained information about the aims and

methods of the study as well as a notice about the anonymity of

the participation. At the beginning of the experiment information

on general sociodemographic variables such as age, gender,

educational level, and family status were requested. Furthermore,

the instrument assessed the presence of mental illnesses, the

use of medication, and other physical and psychological health

questions in addition to the questionnaires used in this study. The

sociodemographic and psychopathological characteristics of the

90 participants who were included in the analyses can be found

in Table 1.

2.2. Procedure

Questionnaires were administered using the Qualtrics survey

platform. For the experiment, the web version of the program

Inquisit 6 (Millisecond software) was used. At the beginning

of the study, participants were informed that participation was

voluntary and that it was possible to quit the study at any

time without penalty. They were also informed that participation

would not be remunerated and that confidential information about

mental health symptoms and stressful life experiences would be

collected. Participation was only possible after participants had

given their consent to participate by clicking on a box. After

answering the questionnaires, participants were redirected to the

Inquisit homepage, from where the Inquisit application could

be downloaded. The experiment was designed in such a way

that it could be carried out on both computers and mobile

TABLE 1 Subject soziodemographic and psychopathological

characteristics (N = 90).

Characteristics

Gender, % female (n) 80.0 (72)

Age,M (SD) 28.8 (11.1)

Family status, % single (n) 38.9 (35)

Educational status (high school or higher), % (n) 91.1 (82)

Mental disorder in the past/currentlya , % (n) 45.6 (41)/30.0 (27)

Symptoms of depressionb ,M (SD) 14.9 (11.0)

Psychopathologyc ,M (SD) 19.9 (17.2)

Trait anxietyd ,M (SD) 44.9 (13.2)

Child maltreatment experiencese ,M (SD) 40.1 (15.0)

Emotional abuse,M (SD) 10.1 (4.6)

Emotional neglect,M (SD) 10.1 (4.6)

Physical abuse,M (SD) 6.3 (2.5)

Physical neglect,M (SD) 7.1 (2.7)

Sexual abuse,M (SD) 6.6 (3.8)

Minimization/denial,M (SD) 0.4 (0.8)

Peer victimization experiencesf ,M (SD) 10.3 (7.5)

abased on self-report; bBeck Depression Inventory; cSymptom Checklist-27; dState Trait

Anxiety Inventory (Trait); eChildhood trauma questionnaire; f Fragebogen zu belastenden

Sozialerfahrungen.

devices. The procedure was approved by the Ethics Committee of

Bielefeld University.

2.3. Symptoms of psychopathology

To assess general symptoms of psychopathology the Symptom

Check List-27 (SCL-27; Hardt and Gerbershagen, 2001) was

used. This 27-item questionnaire captures different areas of

psychological symptoms (six subscales including depressive,

dysthymic, vegetative, agoraphobic, sociophobe symptoms, and

symptoms of mistrust). For this sample, there was an excellent

internal consistency (Cronbach’s α = 0.94).

The German version of the Beck Depression Inventory

(BDI II; Hautzinger et al., 2006; Kühner et al., 2007) was used

to assess current depressive symptomatology over the last 2

weeks. This questionnaire uses 21 items to assess the severity of

depressive symptoms on a scale from zero (absent) to four (severely

present). The sum value of the items allows conclusions to be

drawn about the severity of depressive symptoms (no/minimal,

mild, moderate, or severe depressive symptoms). In the present

sample, the BDI II showed excellent internal consistency

(Cronbach’s α = 0.94).

The trait subscale of the State-Trait-Anxiety-questionnaire

(STAI; Spielberger et al., 1970; Laux et al., 1981) was used to

measure trait anxiety. This subscale measures anxiety as a trait by

using 20 items rated on a scale from one (almost never) to four

(almost always). The STAI showed excellent internal consistency

for the present sample (Cronbach’s α = 0.95).
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2.4. Experiences of maltreatment and peer
victimization

Experiences of relational peer victimization were assessed

by using the Fragebogen zu belastenden Sozialerfahrungen (FBS,

Adverse Social Experiences Quesstionnaire; Sansen et al., 2013).

This questionnaire retrospectively assesses experiences of various

forms of relational peer victimization, distinguishing experiences

that occurred during childhood (age 6–12) and adolescence (age

13–18) by using 22 items asking about whether a specific social

situation was experienced or not. In the present sample, the

FBS showed excellent internal consistency (Cronbach’s α = 0.90).

Although the FBS consists of two subscales (separating experiences

in childhood and adolescence) it is recommended to use the total

score, as there is evidence that it is superior to the subscales in

capturing stressful social experiences (Sansen et al., 2013).

For examining experiences of child maltreatment, the

German version of the Childhood Trauma Questionnaire (CTQ;

Wingenfeld et al., 2010) was used to retrospectively assess different

forms of child maltreatment experiences. The CTQ consists of 28

items on five subscales (physical maltreatment, physical neglect,

emotional maltreatment, emotional neglect, and sexual abuse).

For the total number of items, the CTQ in our sample showed

excellent internal consistency (Cronbach’s α = 0.90). For the CTQ

subscales of emotional abuse, emotional neglect, physical abuse,

and sexual abuse internal consistency was acceptable to excellent

(all α >0.79). As found in previous research (Klinitzke et al., 2012)

the physical neglect subscale demonstrated only a questionable

internal consistency (Cronbach’s α = 0.60). In addition to the

five subscales, the CTQ captures the tendency to underreport

maltreatment experiences with the minimization/denial scale

(three items). Values above zero indicate response bias (false

negatives) (Bernstein et al., 1994).

2.5. Paradigm and stimuli

For measuring attentional biases, the facial dot-probe paradigm

(MacLeod et al., 1986) was used. A fixation cross was presented

in the center of the screen for 500 ms. This was followed by the

simultaneous and horizontal presentation of two still images for

500ms. In 80% of the trials, one of the images was an emotional face

and the other was a neutral face. In 20% of the trials, both images

were neutral. Then a gray dot appeared on one of the two sides of

the screen and replaced one of the two images. In congruent trials,

the dot replaced the emotional face, in incongruent trials the dot

replaced the neutral one. The participants were asked to indicate as

quickly and accurately as possible if the dot was presented either on

the right or the left side of the screen (by pressing the key ‘E’ for left

and the key ‘I’ for right on the desktop version of the experiment or

by clicking on the right/left side of the screen in the mobile version

of the experiment). Four different emotional facial expressions (sad,

happy, angry, and disgusted) and neutral facial expressions were

used. In addition to the emotional-neutral trials, there were also

neutral-neutral trials serving as baseline trials for measuring the

different kinds of attentional bias scores. A total of 50 different

pictures of 10 actors (five men, five women) were taken from the

Radboud Faces Database (Langner et al., 2010). Each actor with

each emotion was presented twice. Accordingly, the neutral images

were presented more often. The order of trials and the selection of

the individual emotions were randomized.

2.6. Data reduction

Drawing from previous studies, the reaction time data were

adjusted in several steps (Koster et al., 2004; Bardel et al., 2013;

Iffland and Neuner, 2022). Trials in which the location of the

dot was incorrectly reported were removed from the trials to be

analyzed (1.3% of all trials). No participant had an error rate

higher than 25%. In addition, all trials in which subjects had a

reaction time of <150 ms or more than 2,000 ms were not included

in the analyses (0.1% of all trials). Moreover, individuals whose

mean reaction time deviated more than 3 SD from the sample

mean reaction time were excluded from the analyses (n = 1).

In addition, individual trials were removed in which the reaction

time deviated more or less than 2 SD from the individual mean

reaction time (4.4% of all trials). For measuring the attentional

bias scores for each trial type (angry-neutral, sad-neutral, disgust-

neutral, happy-neutral) the overall attentional bias score was

calculated by subtracting the reaction times for congruent trials

(i.e., trials in which the dot replaced the emotional face) from

the reaction time for incongruent trials (i.e., trials in which the

dot replaced the neutral face). Attention biases are reflected in

shorter reaction times for the dot when attention was focused on

this area and longer reaction times for the dot when attention was

not focused there. Based on the calculation of the score, positive

values for the attentional bias score indicated that the attention

was on the emotional faces, whereas negative values indicated

that the attention of the subjects was not on the emotional face,

but the neutral face. To specify altered attentional processes more

precisely with respect to the different types of attentional biases,

the orientation score and the disengaging score were calculated

in addition to the attentional bias score to capture processes of

facilitated attention or difficulties of disengagement (Koster et al.,

2004). For calculating the orienting score, the reaction time for

congruent trials was subtracted from the reaction time for trials

in which two neutral faces were presented. This score provides

information about whether subjects shifted their attention more

quickly to the emotional stimulus. In addition, to gain information

about whether subjects had difficulty shifting their attention away

from the emotional stimuli, the disengaging score was calculated.

For this purpose, reaction times in trials in which two neutral

pictures were presented were subtracted from reaction times in

incongruent trials.

2.7. Statistical analyses

For sample size estimation a statistical power analysis was

calculated for the multiple regression analyses using G Power 3.1

(Faul et al., 2009). Based on previous results (Günther et al., 2015;

Iffland and Neuner, 2020, 2022) a medium to large effect size

(Cohen, 1988) was assumed (Cohen’s f 2 = 0.25). Thus, with α =
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TABLE 2 Pearson correlation coe�cients of peer victimization and the di�erent types of child maltreatment experiences and psychopathological

measures.

Trial type Peer victimizationa Emotional abuseb Emotional neglectb Physical abuseb

r r r r

Peer victimization - - - -

Emotional abuse 0.40*** - - -

Emotional neglect 0.41*** 0.79*** - -

Physical abuse 0.28** 0.62*** 0.52** -

Psychopathology c 0.54*** 0.46*** 0.47*** 0.33**

Trait anxiety d 0.42*** 0.56*** 0.52** 0.27*

Symptoms of depressione 0.44*** 0.46*** 0.45*** 0.21*

*p<0.05, **p<0.01, and ***p<0.001; p values are FDR-adjusted; aFragebogen zu belastenden Sozialerfahrungen; bChildhood trauma questionnaire; cSymptom Checklist-27; dState trait anxiety

inventory (Trait); eBeck depression inventory.

0.05, power = 0.95, and the initially planned inclusion of seven

predictors (age, psychopathology, emotional abuse, emotional

neglect, physical abuse, sexual abuse, peer victimization) the

required sample size was N = 86.

Statistical analyses were performed using the Statistical Package

for the Social Sciences (IBM SPSS Statistics 28). For all analyses,

a significance level of p ≤ 0.05 was used. Correlation analyses

and t-tests were adjusted for multiple comparisons using false

discovery rate (FDR) correction (Benjamini and Hochberg, 1995).

To calculate the influence of peer victimization on the different

attentional bias scores and to control for the influence of child

maltreatment experiences, several sets of hierarchical multiple

regression analyses were calculated. Two subscales of the CTQwere

not included in the analyses: the sexual abuse subscale due to a

lack of variance in our sample, and the physical neglect subscale

due to the weak internal consistency and high intercorrelations

with other subscales (Klinitzke et al., 2012). For completeness and

comparability, the two subscales were nevertheless included in the

descriptive statistics. FDR-adjusted Pearson correlation coefficients

of peer victimization, the three subscales of child maltreatment,

and psychopathological measures are shown in Table 2. To control

for the influence of symptoms of psychopathology and age of the

participants, the first step of all regression models included the

sum score of the SCL-27 and age. Due to the high correlation

of the SCL-27 scores with the BDI II scores (r = 0.84, p <

0.001) and the STAI scores (r = 0.76, p < 0.001), only the SCL-

27 was included in the regression analyses. In a second step, the

sum scores of the CTQ subscales were included in the model

(i.e., subscales of emotional abuse, emotional neglect, and physical

abuse). In a final step, the FBS sum score (i.e., peer victimization)

was included as the last predictor in the model. These regression

analyses were conducted separately for the individual bias indices

and the respective emotion presented. Participants who scored on

all three items of the minimization/denial subscale of the CTQ (n

= 3) were excluded from the analyses (Iffland et al., 2013; Ross

et al., 2019). As the pattern of results did not change, the results

reported refer to the whole sample. Analyses showed no violation of

the multicollinearity assumption (all tolerances≥ 0.31; all variance

inflation factors ≤ 3.28).

TABLE 3 Results of one sample t-tests for the di�erent index scores.

Trial type M (SD) t(89) p Cohen’s d

Attentional bias score

Anger 1.67 (25.04) 0.63 0.634 |0.07|

Disgust −5.63 (27.15) −1.97 0.156 |0.21|

Sadness 1.87 (28.99) 0.61 0.591 |0.06|

Happiness −4.81 (29.74) −1.53 0.340 |0.16|

Orienting score

Anger −0.35 (21.45) −0.16 0.877 |0.02|

Disgust −7.20 (22.50) −3.04 0.018* |0.32|

Sadness −3.53 (23.13) −1.45 0.259 |0.15|

Happiness −8.55 (25.65) −3.16 0.024* |0.33|

Disengaging score

Anger 2.02 (22.42) 0.86 0.591 |0.09|

Disgust 1.57 (20.34) 0.73 0.621 |0.08|

Sadness 5.40 (25.89) 1.98 0.204 |0.21|

Happiness 3.74 (24.21) 1.47 0.292 |0.16|

*p<0.05; p values are FDR-adjusted.

3. Results

A detailed description of the attentional bias index scores

for the different emotions, the mean values, standard deviations,

and one-sample t-tests of the absolute index scores for the

presentation of one emotion each are shown in Table 3. The

results of the t-tests showed that the orienting scores for

disgusted and happy faces differed significantly from zero and were

negative, indicating attentional avoidance of happy and disgusted

facial expressions.

The bivariate Pearson correlation coefficients between

maltreatment experiences and the different index scores for

each trial type can be found in Table 4. The correlations

between the FBS sum score and the different index scores
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for each emotion were not significant (all FDR corrected p’s

> 0.05). The analyses showed a positive correlation between

the emotional abuse score and the disengaging score for

sad-neutral trials as well as a positive correlation between

the emotional neglect score and the disengaging score for

sad-neutral trials.

3.1. Peer victimization

The hierarchical regression analyses for sad-neutral trials are

presented in Table 5. Analyses showed that peer victimizationmade

a significant contribution of variance in the prediction of the

orienting score for sad faces. Here, peer victimization was not only

the strongest predictor but also the only one with a significant

positive association with the orienting score for sad faces. Higher

scores on the FBS, and thus more reported peer victimization

experiences, were associated with higher scores on the orienting

score in the present sample. By including this predictor in the

third step, the contribution to variance was 8% [final model:

F(6,83) = 2.34, adjusted R2 = 0.08, p = 0.039]. There was no

significant relationship between the index scores and the level

of peer victimization experiences for angry faces (see Table 6).

Similarly, no significant effects were found in response to disgusted

faces for the attentional bias score [final model F(6,83) = 0.91,

adjusted R2 = –0.01, p = 0.494], the orienting score [final model:

F(6,83) = 0.62, adjusted R2 = –0.03, p= 0.713] and the disengaging

score [final model: F(6,83) = 1.47, adjusted R2 = 0.03, p =

0.197]. In addition, there were no significant effects for trials in

which happy facial expressions were presented for the attentional

bias score, the orienting score, and the disengaging score

(see Table 7).

3.2. Further analyses of child maltreatment

Regarding the prediction of attentional biases in angry-neutral

trials (see Table 6), the regression models showed that experiences

of emotional abuse and emotional neglect were, besides age, the

only significant predictors in the final regression model [F(6,83)
= 3.08, adjusted R2 = 0.12, p = 0.009]. The associations with

the attentional bias score behaved in opposite ways. Higher scores

on the emotional abuse subscale were associated with higher

attentional bias scores, whereas higher scores on emotional neglect

were associated with lower attentional bias scores on angry faces.

For the orienting score, emotional abuse was a significant predictor,

with an overall non-significant final model [final model: F(6,83)
= 1.97, adjusted R2 = 0.06, p = 0.079]. Associations between

emotional maltreatment experiences and the orienting score for

happy faces could also be found in happy-neutral trials (see

Table 7). This relationship was inverse to that found for angry

faces. Emotional abuse experiences were associated here with lower

scores and emotional neglect with higher scores for happy faces.

However, the overall model for the orienting score in happy-neutral

trials was not significant [final model: F(6,83) = 1.86, adjusted

R2 = 0.06, p= 0.098].

4. Discussion

Given the ambiguous findings on attentional biases in the

context of peer victimization, the present work provided new

insights into the relationship between relational peer victimization

and attentional biases beyond the influence of child maltreatment

experiences. In this context, the present study was designed

to provide differentiated accounts of attentional biases in the

context of maltreatment and peer victimization experiences, thus

extending previous research. Consistent with our hypothesis

we found altered attentional processes in individuals reporting

higher levels of victimization experiences in the present sample.

However, this influence was found in sad faces and not, as

previously hypothesized, in emotions that were expected to be

relevant as threatening stimuli in the context of peer victimization.

Furthermore, altered attention processes were found in individuals

reporting experiences of emotional maltreatment when confronted

with angry facial expressions.

In the present study, the results indicated evidence for

facilitated attention to sad facial expressions in individuals with

higher levels of relational peer victimization experiences beyond

the influence of experiences of child maltreatment. This effect was

seen even when controlling for symptoms of psychopathology.

These findings were consistent with the results of Günther et al.

(2015), who also found facilitated attentional orienting to sad faces

in depressed individuals with experiences of child maltreatment

when controlling for depressive symptoms. Previous research

suggested that attentional biases not only manifest in biased

attention regarding potentially threatening stimuli but could also

be influenced by a person’s mood or are mood-congruent (Koster

et al., 2005; Hankin et al., 2010; Romens and Pollak, 2012; Günther

et al., 2015). Similarly, previous research revealed the existence

of attentional biases in currently depressed or at-risk children

and adolescents (e.g., Joormann et al., 2007; Hankin et al., 2010).

Accordingly, the presentation of faces in the current studymay have

triggered negative emotions associated with social interactions,

which may have facilitated processing of sad stimuli. In line with

this argument, previous research has emphasized the relevance of

sadness in the context of victimization and maltreatment. Victims

of bullying tend to be insecure and fearful and they are more

likely to have a negative view of themselves and rate themselves

as stupid or flawed (Olweus, 1994). In a study by Mahady Wilton

et al. (2000) the authors observed the behavior of elementary school

children and found signs of sadness significantly more often in

victims of bullying than in perpetrators, which could be related to

the perceived failures in achieving one’s goals in social situations.

The authors note that sadness signals to the perpetrator that his

goal of causing suffering is beingmet and thus becomes reinforcing,

increasing the likelihood of becoming a victim (Mahady Wilton

et al., 2000). In addition, previous studies found increased self-

reported sadness among victims of bullying (Camodeca and

Goossens, 2005; Glew et al., 2005). However, heightened attention

for sadness cues is not exclusively associated with experiences

of peer victimization. Romens and Pollak (2012) used a mood

induction before a dot-probe task with depression-relevant cues

and found that children with experiences of physical abuse showed

heightened attention for these cues after the induction of sadness.
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TABLE 4 Pearson correlation coe�cients of the di�erent types of maltreatment experiences and the index scores for each trialtype.

Trial type Peer victimizationa Emotional abuseb Emotional neglectb Physical abuseb

r r r r

Attentional bias score

Anger −0.07 0.03 −0.09 −0.04

Disgust 0.01 −0.16 −0.21 −0.09

Sadness 0.18 0.19 0.13 0.15

Happiness −0.21 −0.13 −0.05 −0.02

Orienting score

Anger 0.02 0.14 0.02 0.00

Disgust 0.01 −0.09 −0.12 −0.05

Sadness 0.21 −0.13 −0.18 −0.04

Happiness −0.10 −0.14 −0.02 −0.03

Disengaging score

Anger −0.10 −0.10 −0.12 −0.04

Disgust −0.01 −0.11 −0.15 −0.07

Sadness 0.02 0.32* 0.31* 0.19

Happiness −0.15 −0.01 −0.04 0.00

*p<0.05; p values are FDR-adjusted; aFragebogen zu belastenden Sozialerfahrungen; bChildhood trauma questionnaire.

This result is in line with various other studies showing altered

responses on a behavioral and neural level in studies using sad

faces in participants with various forms of traumatic childhood

experiences (for a review see Saarinen et al., 2021). Hence, findings

of an altered reaction to sad facial expressions in the wake of

peer victimization in the present study may also apply to adverse

childhood experiences in general. In conjunction with evidence of

mood-congruent bias in depression and at-risk depression (e.g.,

Joormann et al., 2007; Hankin et al., 2010), the present findings may

be indicative of biased information processing in peer victimized

individuals that may be relevant in putting individuals at risk for

the development of psychopathology. Following Rosen et al. (2007),

victims may implicitly associate themselves with victimization

which decisively influences cognitions, behavior, and emotions in

future social situations.

There was no influence of peer victimization on participant

scores when angry or disgusted faces were presented. Further, there

was no significant influence of peer victimization on reaction times

for happy faces although the results of the one sample t-tests

suggest that participants generally showed significant avoidance of

happy and disgusted faces. Therefore, the findings for the overall

sample are not reflected in the analyses for peer victimization. The

present results contradict the findings of Iffland et al. (2019) and

Iffland and Neuner (2022) who found a significant contribution of

peer victimization experiences for attentional biases for potentially

threatening stimuli and positive emotional stimuli in their studies.

Using a social conditioning task or social evaluative words in

these studies, the participants presumably established a reference

to themselves in terms of the potentially threatening nature of

the stimuli, which may have significantly influenced attentional

processes. The simple presentation of emotional faces used in

the present study may not activate the social victim schema in

a way that leads to higher vigilance for threatening stimuli or

emotional stimuli in general. This may lead to the finding that

emotions, which were expected to be relevant in the context of

peer victimization, were not associated with attentional biases here.

We suspect that the mere presentation of emotional faces is more

of a projection screen for one’s emotional state. Since the results

of Iffland et al. (2019) and Iffland and Neuner (2022) also point

in different directions concerning the type of attentional biases, it

can be assumed that stimulus choice is likely to be crucial for the

presence and nature of attentional biases.

Furthermore, analyses showed altered attentional processes

that were related to higher levels of emotional childhood

maltreatment. These processes were particularly evident for angry

faces and suggest that experiences of emotional abuse led to

increased attention toward angry faces. The results confirmed the

assumption that attention processing of angry faces as potentially

threatening stimuli is influenced by adverse childhood experiences

(Gibb et al., 2009; Kelly et al., 2015; Iffland and Neuner, 2020).

In addition, our findings indicated attentional avoidance of

happy facial expressions in individuals reporting emotional abuse

experiences, which may be indicative of dysfunctional emotion

regulation. In support of this hypothesis, Burns et al. (2010)

showed that experiences of emotional abuse were associated with

difficulties in emotion regulation. In contrast to experiences of

emotional abuse, our results showed that emotional neglect was

associated with avoidance of angry faces. These differentiated

findings for different subtypes of maltreatment experiences are

in line with the results of Iffland and Neuner (2020) who

used a face in the crowd task in their study to highlight that

attentional processes differ between the two forms of emotional
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TABLE 5 Hierarchical multiple regression analyses for sad-neutral trials.

Variable β R2 Adjusted R2 △ R2 F

Attentional bias score

Step 1 0.03 0.01 0.03 1.34

Age −0.06

SCL-27 0.04

Step 2 0.05 −0.01 0.02 0.88

Emotional abuse 0.15

Emotional neglect −0.07

Physical abuse 0.04

Step 3 0.06 −0.01 0.01 0.84

Peer victimization 0.11

Orienting score

Step 1 0.03 0.01 0.03 1.35

Age −0.10

SCL-27 −0.02

Step 2 0.07 0.02 0.04 1.29

Emotional abuse −0.08

Emotional neglect −0.27

Physical abuse 0.07

Step 3 0.15 0.08 0.08 2.34*

Peer victimization 0.33**

Disengaging score

Step 1 0.03 0.01 0.03 1.20

Age 0.02

SCL-27 0.06

Step 2 0.12 0.06 0.09 2.18

Emotional abuse 0.25

Emotional neglect 0.17

Physical abuse −0.02

Step 3 0.14 0.07 0.02 2.18

Peer victimization −0.18

*p<0.05, **p<0.01; β coeffizients correspond to those of the final model.

maltreatment. They reported a faster detection of negative faces

in victims of emotional abuse, whereas slower recognition of

negative and neutral faces was more likely in victims of emotional

neglect. However, in contrast to the findings of Iffland and

Neuner (2020), our findings regarding emotional neglect are less

indicative of a general avoidance of emotional faces than of more

differentiated processes, possibly involving the avoidance of highly

salient stimuli (here angry faces). This is supported by the finding

that emotional neglect was associated with an attentional shift

toward happy faces. These findings could thus be the result of

emotion regulation strategies, which in the context of emotional

neglect could be associated with avoidance of threatening stimuli

and a shift toward positive stimuli. However, because the final

regression model for the orienting score for happy-neutral trials

did not reach significance, these conclusions must be viewed

with caution. Against our expectations, there was no relationship

between maltreatment experiences and reaction times for disgust-

neutral trials. Horstmann (2003) showed that disgusted facial

expressions are more likely to be interpreted as expressions of

emotional experience, whereas anger is more likely to be perceived

as having an informative character at the interpersonal level. Future

studies should therefore consider the use of disapproval faces as

stimuli for social rejection (Burklund et al., 2007). Our results

indicate differentiated attentional processes that are influenced by

various forms of maltreatment, but particularly in individuals with

emotional or relational maltreatment experiences.
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TABLE 6 Hierarchical multiple regression analyses for anger-neutral trials.

Variable β R2 Adjusted R2 △ R2 F

Attentional bias score

Step 1 0.12 0.10 0.12 5.67**

Age 0.37***

SCL-27 −0.13

Step 2 0.18 0.13 0.06 3.68**

Emotional abuse 0.42*

Emotional neglect −0.40*

Physical abuse −0.08

Step 3 0.18 0.12 0.00 3.08**

Peer victimization 0.06

Orienting score

Step 1 0.04 0.01 0.04 1.58

Age 0.10

SCL-27 −0.32*

Step 2 0.11 0.06 0.08 2.12

Emotional abuse 0.45*

Emotional neglect −0.19

Physical abuse −0.12

Step 3 0.13 0.06 0.01 1.97

Peer victimization 0.14

Disengaging score

Step 1 0.08 0.06 0.08 3.58*

Age 0.31**

SCL-27 0.16

Step 2 0.12 0.06 0.04 2.20

Emotional abuse 0.04

Emotional neglect −0.26

Physical abuse 0.03

Step 3 0.12 0.05 0.00 1.85

Peer victimization −0.06

*p<0.05, **p<0.01, and ***p<0.001; β coeffizients correspond to those of the final model.

4.1. Limitations

Limitations of the present study must be considered when

interpreting the results. One-third of the participants stated that

they were currently suffering from a mental disorder. For reasons

of anonymity, no information could be collected on whether

participants were patients of the outpatient clinics. It cannot be

excluded that treatment or current medication influenced the

attentional processes or reaction times. However, by including

psychopathological symptom severity in the regressionmodels, and

by adjusting the reaction time data, we were able to reduce the

potential influence on our results. In addition, the data did not

allow us to assert causal relationships due to the cross-sectional

design of our study. Longitudinal studies for analyzing the

relationship tomental health should be addressed in the future. The

retrospective assessment of experiences of child maltreatment and

peer victimization as self-reports also limits the interpretability of

the results as they may be affected by distortions (Baldwin et al.,

2019). However, the questionnaires used in the present study have

repeatedly shown good reliability and validity and are therefore

suitable for the retrospective recording of stressful life experiences

(Klinitzke et al., 2012; Sansen et al., 2013). Another limitation

of the study is the interpretation of reaction times when using

the dot-probe task. However, the reliability can be increased by
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TABLE 7 Hierarchical multiple regression analyses for happy-neutral trials.

Variable β R2 Adjusted R2 △ R2 F

Attentional bias score

Step 1 0.05 0.03 0.05 2.16

Age −0.23*

SCL-27 −0.06

Step 2 0.08 0.02 0.03 1.42

Emotional abuse −0.29

Emotional neglect 0.28

Physical abuse 0.10

Step 3 0.11 0.05 0.03 1.77

Peer victimization −0.23

Orienting score

Step 1 0.06 0.04 0.06 2.81

Age −.21

SCL-27 −.23

Step 2 0.12 0.07 0.06 2.24

Emotional abuse −0.38*

Emotional neglect 0.38*

Physical abuse 0.10

Step 3 0.12 0.06 0.00 1.86

Peer victimization −0.03

Disengaging score

Step 1 0.01 −0.02 0.01 0.21

Age −0.06

SCL-27 0.17

Step 2 0.01 −0.05 0.00 0.16

Emotional abuse 0.05

Emotional neglect −0.06

Physical abuse 0.02

Step 3 0.05 −0.02 0.04 0.74

Peer victimization −0.25

*p<0.05; β coeffizients correspond to those of the final model.

the experimental design of the dot-probe task, e.g., by choosing

a horizontal instead of a vertical stimulus presentation (Price

et al., 2015). Moreover, the findings indicated that the dot-probe

paradigm was sensitive enough to allow differentiation between

emotions. Nevertheless, our results should be interpreted with

caution, especially since the one-sample t-tests for the absolute

orienting scores are only significant for happy and disgusted facial

expressions and not for sad and angry faces. In addition, the results

should be interpreted with caution due to the low controllability

of the entire study, caused by its realization as an online study.

It should be noted that it was not possible to determine which

device was used for participation. It cannot be ruled out that the

type of device (computer or mobile device) had an influence on

the results. In addition, the online study could not control the

situational conditions under which the performance took place.

However, by adjusting the experimental data, we were able to

minimize the influence that the behavior would have had if the

instructions had not been followed or if the subjects had been

unfocused or distracted. Moreover, results were consistent with

the findings of several studies that have used reaction times, and

also neural measures (Günther et al., 2015; Saarinen et al., 2021).

Future research should nevertheless consider additional measures

such as physiological measures to be able to interpret the results

of a dot-probe task more reliably. In this context, physiological
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measurements, and the analysis of event-related potentials could

provide more accurate information about attentional processes,

since cortical responses can be recorded and analyzed in the range

ofmilliseconds. The analysis of reaction times is limited to a specific

point in time (here 500 ms after stimulus onset). So, our results do

not provide information about the course of the attentional process.

It cannot be excluded that attention has already been shifted. Future

studies should therefore include variable presentation durations in

addition to physiological outcomes to capture different stages of the

attentional process (Chapman et al., 2019). Furthermore, it should

be noted that neutral facial expressions were chosen as baseline.

This may have influenced the results, as there is some evidence that

individuals with experience of maltreatment perceive neutral faces

as negative (Pollak et al., 2000). Nevertheless, our results indicate

differences in attentional processes with respect to negative and

neutral facial expressions, yet future work could consider the use

of calm faces instead of neutral faces (Kelly et al., 2015).

5. Conclusion

In line with previous results, our study showed that experiences

of relational peer victimization and emotional child maltreatment

in childhood and adolescence influence attentional processes in

adulthood. Higher levels of peer victimization were associated

with facilitated attention to sad facial expressions in our sample.

The results are thus indicative of mood-congruent attentional

biases in individuals who have experienced relational peer

violence. In addition, altered attentional processes for angry faces

were present in participants with higher levels of emotional

child maltreatment experiences. Adverse childhood experiences,

particularly experiences of emotional maltreatment and relational

peer victimization, can thus be considered relevant to the

development of cognitive schemata that continue to be activated in

adulthood, and therefore can potentially influence new experiences,

feelings, thoughts in social situations, and thus presumably

mental health.
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Individual di�erences moderate
e�ects in an Unusual Disease
paradigm: A psychophysical data
collection lab approach and an
online experiment
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1Department of Mathematics and Computer Science, University of Bremen, Bremen, Germany,
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We report two studies investigating individual intuitive-deliberative cognitive-

styles and risk-styles as moderators of the framing e�ect in Tversky and

Kahneman’s famous Unusual Disease problem setting. We examined framing

e�ects in two ways: counting the number of frame-inconsistent choices and

comparing the proportions of risky choices depending on gain-loss framing.

Moreover, in addition to gain-loss frames, we systematically varied the number

of a�ected people, probabilities of surviving/dying, type of disease, and response

deadlines. Study 1 used a psychophysical data collection approach and a sample of

43 undergraduate students, each performing 480 trials. Study 2was an online study

incorporating psychophysical elements in a social science approach using a larger

andmore heterogeneous sample, i.e., 262 participants performed 80 trials each. In

both studies, the e�ect of framing on risky choice proportions was moderated by

risk-styles. Cognitive-styles measured on di�erent scales moderated the framing

e�ect only in study 2. The e�ects of disease type, probability of surviving/dying,

and number of a�ected people on risky choice frequencies were also a�ected

by cognitive-styles and risk-styles but di�erent for both studies and to di�erent

extents. We found no relationship between the number of frame-inconsistent

choices and cognitive-styles or risk-styles, respectively.

KEYWORDS

individual di�erences, framing e�ects, cognitive-style, risk-style, thinking-style,

cognitive-experiential self-theory, framing susceptibility, frame-inconsistent choice

1. Introduction

Since Tversky and Kahneman (1981) seminal paper on framing, numerous studies have

shown that decisions under risk are often influenced by the way the decision problem is

presented. This phenomenon, known as framing effect, violates the normative principle of

description invariance; that is, a decision must not depend on the way how it is presented.

Presumably, themost famous andmost applied example for framing risky choice alternatives

is Tversky and Kahneman (1981) Unusual Disease Problem.1 The problem describes two

programs to combat a hypothetical disease that is expected to kill 600 people in either a

1 According to the World Health Organization best practices for the naming of new human infectious

diseases, we use a more contemporary term without labeling the disease with a country or region of

origin.
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positive or a negative frame. In the positive (negative) frame, 200

people can be saved (400 will die) for sure with program A (C), or

600 people will be saved (will die) with a probability of 1/3 (2/3)

with program B (D). Most of the participants chose program A

in the positive frame and program D in the negative frame. The

framing effect in Unusual Disease Problems has repeatedly been

demonstrated by more than 40 studies (see e.g., Kühberger, 1998;

Levin et al., 1998; Kühberger et al., 1999; Piñon and Gambara, 2005;

Steiger and Kühberger, 2018, for meta-analytic reviews).

The framing effect is typically accounted for by prospect theory

(Kahneman and Tversky, 1979), but more recently the notion

of dual processes have been brought into play. According to

this approach, framing effects result from the interplay of two

different systems of reasoning. One system, generically called

“System 1,” includes fast and intuitive processes, whereas the

other system, often called “System 2,” is described in terms

of slow and deliberative processing (see e.g., Chaiken and

Trope, 1999; Stanovich and West, 2000; Evans, 2008; Mukherjee,

2010; Guo et al., 2017; Roberts et al., 2021). Framing effects

mainly emerge in the fast and intuitive System 1, and they

tend to disappear when the slow and deliberative System 2

is engaged (see e.g., Sloman, 1996; Kahneman and Frederick,

2002, 2005). Empirical findings support these hypotheses: stronger

framing effects are observed when participants are put under

time pressure (Guo et al., 2017; Diederich et al., 2018, 2020;

Wyszynski et al., 2020; Roberts et al., 2021; Wyszynski and

Diederich, 2022), and weaker framing effects occur when people

are forced to use deliberative reasoning (Miller and Fagley,

1991; Takemura, 1994; Sieck and Yates, 1997; Almashat et al.,

2008).

If experimental manipulations inducing intuitive or

deliberative processing can affect the strength of the framing

effect then it is possible that the decision-makers individual style

of processing information intuitively or deliberately may also

moderate framing effects (Stanovich, 1999; Evans, 2008; Mandel

and Kapler, 2018).

The cognitive-experiential self-theory (CEST; Epstein, 1994)

originally introduced as a global theory of personality (Epstein,

1973) assumes a rational and an experiential system. In both

systems people have constructs about the self and the world,

referred to as schemata (rational) and beliefs (experiential). The

experiential system has been linked to heuristics. Furthermore,

CEST assumes “important individual differences in the relative

degree and effectiveness with which individuals use the two

modes of information processing” (Epstein, 1994, p. 719). Several

scales based on CEST to measure those differences have been

constructed. For instance, Epstein et al. (1996) developed the

Rational-Experiential Inventory (REI) that consists of a modified

version of the Need for Cognition scale (NFC, Cacioppo and Petty,

1982) and the Faith in Intuition scale (FI, Epstein et al., 1996). NFC

is a measure of deliberative-rational cognitive-style. In particular, it

“refers to an individual’s tendency to engage in and enjoy effortful

cognitive endeavors” (Cacioppo et al., 1984, p. 306). Decision

makers with a high NFC score are expected to be less susceptible to

the effect of framing. A person’s FI reflects its intuitive-experiential

processing (Epstein et al., 1996), which is characterized by a rapid,

holistic, and emotional cognitive-style. Decision-makers who score

high in FI are expected to produce more framing effects than those

with lower FI scores.

Another concept of deliberative thinking-style is Actively

Open-Minded Thinking (AOT, Baron, 1993). AOT style is

characterized by the tendencies “to weight new evidence against a

favored belief, to spend sufficient time on a problem before giving

up, and to consider carefully the opinions of others in forming

one’s own” (Haran et al., 2013, p. 189). Higher AOT is associated

with better decision-making performance, i.e., producing fewer

framing effects. The Stimulating-Instrumental Risk Inventory

(SIRI, Zaleskiewicz, 2001) measures individual risk-styles based

on rational-experiential processing modes. Stimulating risk is

associated with experiential risk-style and the enjoyment of risk.

It may lead to faster, less analytical, and more heuristic decisions.

Instrumental risk-taking relates to the rational system. High

instrumental risk-takers are expected to analyze the characteristics

and values of a risky choice carefully and, therefore, produce fewer

framing effects.

Individual differences have been linked to framing

susceptibility but the results are mixed. Some studies indicated that

individual differences in intuitive-deliberative cognitive-styles and

risk-styles moderate framing effects in the expected way (NFC:

e.g., LeBoeuf and Shafir, 2003; Simon et al., 2004; Björklund and

Bäckström, 2008; Peng et al., 2019; AOT: e.g., West et al., 2008;

Erceg et al., 2022; Rachev et al., 2022), and other research, however,

failed to identify a significant relationship (NFC: e.g., Corbin,

2015; Fatmawati, 2015; Stark et al., 2017; Mandel and Kapler,

2018; FI: e.g., Levin et al., 2002; Shiloh et al., 2002; Björklund and

Bäckström, 2008; Stark et al., 2017; AOT: e.g., Erceg et al., 2022,

study 2; Mandel and Kapler, 2018; SIRI: e.g., Mahoney et al., 2011).

These studies, however, differ substantially in the framing effect

interpretations, characteristics of the decision problems presented

in the experiments, sample compositions, and study designs,

which may explain the discrepancy of their results. In particular,

several interpretations of framing effects have been used. Peng

et al. (2019) and Rachev et al. (2022) used the “resistance to

framing” component of the Adult Decision Making Competence

(ADMC) scale (Bruine de Bruin et al., 2007). This involves one

unusual disease-like decision problem framed as gain or loss. West

et al. (2008) and Mandel and Kapler (2018) counted the frame-

(in)consistent choices participants made in one risky decision

problem. Mandel and Kapler (2018) counted a “frame-consistent”

choice if participants chose the sure option in the gain frame,

and the risky option in the loss frame in a between-subjects

design. West et al. (2008) counted a “frame-inconsistent” choice

when participants chose the sure option in one frame and the

risky option in the other frame in a within-subjects study. Other

studies evaluated individual differences in proportions of choosing

the sure and the risky option depending on the framing of the

decision problem (e.g., Shiloh et al., 2002; Simon et al., 2004).

Different framing interpretations may account for differences in

strength of the framing effect and its correlation with psychometric

instruments.

Furthermore, certain characteristics describing the decision

problem, such as probabilities, magnitude of outcome, problem

domain, and different time limits for making a choice, have

been shown to influence risky choice additionally to framing
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(see Kühberger et al., 1999; Mahoney et al., 2011; Diederich

et al., 2018, for overviews). Only a few studies investigating the

impact of cognitive-styles and/or risk-styles on risky choice framing

effects varied one or more problem-describing characteristics in

their experiments (e.g., Mahoney et al., 2011; Corbin, 2015).

None of them report any results about the relationship between

problem-describing characteristics and individual differences in

risky choices.

Whether or not cognitive-style and/or risk-style moderate the

framing effect may further depend on the sample composition. In

previous studies, many samples were composed of undergraduate

or graduate university students. Using student samples could be

seen as a kind of pre-selection or screening because student

samples are more homogeneous and may provide a limited range

of psychometric scores measured using a particular instrument as

compared to a community or online sample (see, e.g., Peterson,

2001).

Finally, the study design may not have been optimal in several

cases. While some studies varied the framing manipulation within

participants (e.g., Levin et al., 2002; Mahoney et al., 2011; Peng

et al., 2019; Erceg et al., 2022; Rachev et al., 2022), other studies

relied on between-subjects designs where a particular decision

problem is described by different frames and each participant

responds to only one of these frames (Shiloh et al., 2002; Simon

et al., 2004; Björklund and Bäckström, 2008; Fatmawati, 2015; Stark

et al., 2017; Mandel and Kapler, 2018). However, several researchers

pointed out that a within-subjects design is more appropriate

when investigating framing effects on the individual level (Frisch,

1993; Baron, 2010; Appelt et al., 2011; Mahoney et al., 2011; Aczel

et al., 2018). It allows analyzing an individual’s susceptibility to

framing effects based on certain individual characteristics such as

cognitive-styles and risk-styles.

A key challenge in investigating framing effects using within-

subjects designs is the transparency of framing manipulation. Once

participants notice the similarity between frames, they may tend

to give the same response in both frames (Aczel et al., 2018). The

common way of dealing with this problem is adding intervening

steps between the two frames, for instance, by inserting a temporal

break (e.g., Levin et al., 2002; Parker and Fischhoff, 2005), inserting

filling questions (e.g., Stanovich and West, 1998; LeBoeuf and

Shafir, 2003; Li and Liu, 2008), or masking the frames by presenting

different problems in random order (e.g., Frisch, 1993). However,

framing effect strengths are often smaller in within-subjects studies

than in between-subjects designs (Piñon and Gambara, 2005; Aczel

et al., 2018). This difference is still commonly explained by the

higher transparency of manipulations in within-subjects designs

(Kahneman and Frederick, 2005).

To overcome these problems, Mahoney et al. (2011) introduced

an alternative approach using a within-subjects design: The

Unusual Disease Problem varied with respect to the specific disease,

the number of affected people, and probabilities of surviving/dying

to create five unique choice problems, each framed as gain and

loss. They found strong framing effects. However, the results did

not support their hypothesis that individual cognitive-styles and

risk-styles moderate the framing effect.

To shed some more light on the mixed results in previous

research, we have the following goals. First, we seek to extend

the within-subjects study of Mahoney et al. (2011) by using a

psychophysical data collection approach in experiment 1. That

is, instead of presenting few trials to many participants as in a

typical social science approach, here fewer participants perform

many more trials. This method had successfully been used in

other framing studies (Guo et al., 2017; Diederich et al., 2020;

Roberts et al., 2021; Wyszynski and Diederich, 2022). Second, we

include two different interpretations of the framing effect: a narrow

interpretation, i.e., comparing the number of frame-inconsistent

choices between participants; and a wide one, i.e., comparing the

proportions of risky choices made by the participants in the two

frames. Third, we include variables defining the choice problems

as explanatory variables. Fourth, we seek to replicate the results

of our first experiment using an online-sample to overcome a

potential homogeneity issue of student samples. For the online

experiment, we incorporate the psychophysical approach from

experiment 1 into a social science approach requiring a larger

sample size in favor of fewer trials per participant. The combined

design has three advantages for our study: (1) a larger and more

heterogeneous sample provides a broader range of psychometric

cognitive-style and risk-style scores; (2) the correlations between

frame-inconsistent choices and scores measured with psychometric

instruments are expected to be more stable in larger samples

(Schönbrodt and Perugini, 2013); and (3) due to the smaller

number of trials, participants are less likely to drop out during the

online session.

2. Experiment 1

The first experiment was done in a lab using a quasi

psychophysical approach. Participants were asked to choose either

the sure or the risky (gamble) option in a series of Unusual Disease

Problems. Choice and response time data are based on Diederich

et al. (2018) who investigated several determinants of risky

decision making utilizing a sample of students receiving monetary

compensation. Similar to Mahoney et al. (2011), the study used

three different diseases embedded into two frames. Details on the

number of affected people, probabilities, and response deadline

variations are described in the following. For the current study, we

elected scores on different psychometric instruments to examine

the influence of cognitive-style and risk-style on choice behavior.

2.1. Materials

In addition to the framing manipulations, i.e., presenting each

trial in a gain and a loss frame, Diederich et al. (2018) included four

variables (characteristics) describing the choice problem: outcomes,

probabilities of surviving/dying, problem domain, and time limits.

Outcomes: The outcomes of the decision were described as the

number of people affected by a certain disease. Diederich et al.

(2018) defined two major categories for the number of affected

people, called Scope here. Category Small included the values 20, 40,

60, and 80. To minimize a possible impact of prominent numbers

on risky choice, each value was flanked by ±1 resulting in four
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triplets of values (19, 20, 21; 39, 40, 41; 59, 60, 61; 79, 80, 81). For

category Large, these numbers were multiplied by 100.

Probabilities: The probability indicated for a particular choice

problem describes the affected peoples’ chance of survival/death.

Probabilities of surviving/dying varied on four levels. The

particular values were 0.3, 0.4, 0.6, and 0.7.

Problem domain: The problem domain was varied by

including three different versions of the Unusual Disease Problem

(scenarios). For the control condition of the disease variable, the

scenario described an outbreak of an unusual infectious disease

(category: Infectious). The other two Unusual Disease Problem

scenarios were about a new agent to treat leukemia (category:

Leukemia) and a new agent to treat AIDS (category: AIDS).

The full texts of the disease scenarios can be found in the

Supplementary material.

Time limits: Two response deadlines were included. A short

time limit of 1 s and a longer time limit of 3 s.

For a given Scope, the twelve numbers of affected people

were paired with the probabilities to 48 combinations (12 × 4)

per frame resulting in 96 individual test trials. The sure option

for each trial was created to match the expected value of the

gamble option. In addition, 24 catch trials (12 per frame) were

constructed to assess accuracy and engagement in the task. The

catch trials had two non-equivalent choice options. One option

had a significantly larger expected value than the other option.

For the catch trials, a probability of 0.9 (0.1) for risky options

was paired with the expected value of the number of affected

people multiplied by 0.1 (0.9). The sure option was preferable

to the risky option for 12 catch trials (6 per frame), and vice

versa for the other 12 catch trials (for details see Diederich

et al., 2018). Altogether, 96 test trials plus 24 catch trials make

120 trials presented in one block. Furthermore, a block of trials

was embedded in one disease category and one level of time

limits.

2.2. Measures

We measured cognitive-styles with two different inventories.

First, similarly to Mahoney et al. (2011), we used the 40-

items Rational-Experiential Inventory (REI-40), with the rational-

analytic (RA) and the experiential-intuitive (EX) sub-scales (Pacini

and Epstein, 1999). RA thinking is equivalent to the concept of

Need for Cognition (NFC). It is measured by an adapted version

of the original NFC instrument (Cacioppo and Petty, 1982). EX

thinking is basically equivalent to the Faith in Intuition (FI) concept

(Epstein et al., 1996). Participants rated all items on a 5-point Likert

scale that ranged from 1 (“definitely not true of myself ”) to 5

(“definitely true of myself ”). We observed a reliability of RA and

EX of α = 0.86 and α = 0.84, respectively.

Second, we used the 7-item short form of the Actively Open-

Minded Thinking (AOT-7) scale as used in Haran et al. (2013),

who investigated the role of AOT in the acquisition, accuracy,

and calibration of information. Participants rated all items on a 7-

point Likert scale from 1 (“completely disagree”) to 7 (“completely

agree”). In the current study, the reliability of the AOT scale was α

= 0.7.

We measured risk-styles with the Stimulating-Instrumental

Risk Inventory (SIRI; Zaleskiewicz, 2001), which is composed

of two sub-scales, the stimulating-risk sub-scale (ST) and the

instrumental-risk sub-scale (IN). Participants have to self-assess

their attitudes to 17 statements (10 ST, 7 IN) using a 5-point Likert

scale from 1 (“does not describe me at all”) to 5 (“describes me very

well”). In the current study, the reliability was α = 0.74 for the ST

scale and α = 0.58 for the IN scale.

The questionnaires, as they were used in this study, are found

in the Supplementary material.

2.3. Design and procedure

The study had a mixed design. Three diseases and two levels of

Scope were paired to six combinations. Each subject was exposed

to two different diseases, one with Small and the other with Large

Scope. The remaining factors were balanced within subjects. Each

participant completed 480 trials in two sessions with two blocks

of 120 trials, the first block of trials with a 3 s deadline and the

second with a 1 s deadline. Note that within a given session, Disease

and Scope conditions were the same. Participants had 5-min breaks

between blocks and sessions.

The experimental trials started by showing the number of

affected people for the corresponding trial. The subsequent screen

showed the choice options (visualized by pie charts) and time limit

for that particular trial. A response had to be made within the given

time limit. The last screen provided feedback about the outcome

of the choice. After offset of the screen, the next trial started (for

screenshots and details see Supplementary material and Diederich

et al., 2018). Participants filled the REI after the first session, the

AOT before the second session, and the SIRI after the second

session. Questions of each scale were presented in random order.

2.4. Data processing and statistical methods

For each instrument, we normalized the values recorded for

the participants by subtracting the smallest measurable value of

the instrument (Imin) from the value recorded for each participant

(Ii) and divide the result by the highest measurable value of the

instrument (Imax) minus Imin: Inorm =
Ii−Imin
Imax−Imin

.

We quantified the number of frame-inconsistent choices (FIC)

of each participant by comparing the responses to gain-framed

trials with those given to the identical counterpart in the loss

frame.We counted a FICwhen a participant’s response to otherwise

identical trials varied depending on the framing as gain or loss.

We first evaluated the data using descriptive statistics and

Pearson correlations between the number of FIC and the

normalized values of the instruments.

To analyze the effects of framing, choice problem

characteristics, and individual differences on the proportion

of choosing the gamble, we used generalized linear mixed

models (GLMM; family: binomial, bound optimization: quadratic

approximation) with random intercept variance across participants

and sequence of stimuli presented (trial sequence). For the

statistical analysis, we used the computing environment R (version
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4.0.3; packages: “lme4,” “descr,” “Hmisc,” “psych,” “simr”; Bates

et al., 2014; Green and MacLeod, 2016; Aquino, 2018; R Core

Team, 2018; Revelle, 2020; Harrell, 2021).2

All models included the relative frequency of choosing the

risky option as the dependent variable. Frame (Loss; Gain), Scope

of affected people, with categories Small (basic values: 20, 40,

60, 80) and Large (100 times the Small values), Probabilities

of surviving/dying (<0.5; >0.5), Disease (Infectious disease;

Leukemia; AIDS), and Time (1 s; 3 s limit) were included as

explanatory variables. The first categories served as references.

Since the scores of some of the instruments are expected to be

highly correlated with each other, a model including all instruments

would be affected by the problem of multicollinearity. Therefore,

we executed the model separately for each of the five instruments

(main effects models), i.e., the sub-scales of the REI (RA and EX),

the AOT, and the sub-scales of the SIRI (ST and IN). Furthermore,

to investigate the relationship between a person’s test score and the

impact of the explanatory variables on risky choice, we included

two-way interactions of the instrument scores by each explanatory

variable in the models (interaction models).

A post-hoc sensitivity analysis indicating the smallest

detectable effect sizes (using the R package “simr”; Green

and MacLeod, 2016) is shown the Supplementary material

(Supplementary Tables S1–S3).

2.5. Participants

Fifty-five undergraduates (26 female, 29 male) of Jacobs

University Bremen participated in two experiment sessions (age:

18–26 years; median = 20; English speakers). Altogether, each

participant performed 480 trials (384 test trials; 96 catch trials). The

experiment lasted for about 90 min. See Diederich et al. (2018) for

details.

2.6. Results

Of the 55 participants, 12 (7 females) have been excluded due

to an unusually high number of catch trial failures (14 inferior

responses in one block). Of the remaining 16,512 test trials (43

× 386), 80 trials were timeouts and were also removed from the

data set. Thus, the following analysis is based on a total of 16,432

trials. In 51.1% of valid trials, the risky option was chosen. Overall,

participants chose the risky option more often in loss trials (60.1%)

than in gain trials (39.9%), indicating a framing effect (for details

see Diederich et al., 2018). Probabilities and Scope had an impact on

choice behavior: (1) The larger the probability of surviving/dying

in the scenario was the higher the proportion of the risky choice

option, and (2) the fewer people were affected (Scope: Small), the

2 Note that previous research often analyzed datawith an ANOVA approach

(e.g., Shiloh et al., 2002; LeBoeuf and Shafir, 2003; Mahoney et al., 2011).

We use GLMMs since they have been shown to be more flexible, accurate,

powerful, and suited for (categorical) data analysis (Kristensen and Hansen,

2004; Jaeger, 2008; Yu et al., 2022).

TABLE 1 Experiment 1: correlations between FIC and scores of risk-style

(stimulating and instrumental risk) and cognitive-style (rational thinking,

experiential thinking, and actively open-minded thinking style).

FIC ST IN RA EX

ST 0.24

p 0.121

IN 0.16 0.47

p 0.315 0.002

RA 0.07 0.43 0.27

p 0.646 0.004 0.075

EX −0.15 −0.27 0.02 −0.13

p 0.327 0.074 0.884 0.398

AOT −0.19 −0.31 −0.42 −0.18 0.09

p 0.214 0.046 0.005 0.257 0.552

FIC, frame-inconsistent choice; ST, stimulating risk; IN, instrumental risk; RA, rational

thinking; EX, experiential thinking; AOT, actively open-minded thinking. Statistically

significant correlations (p < 0.05) are printed in bold and p-values are italicized.

higher the proportion of the risky choice option (for details see

Diederich et al., 2018).

2.6.1. Individual di�erences in frame-inconsistent
choices

The number of frame-inconsistent choices (FIC) ranged from

8 to 64 (overall: mean = 43.2, SD = 15.9) among the participants.

That is, the average proportion of FIC was 67%. Note that the FIC

proportions varied between the conditions of time limit (72% for

1 s, and 62% for 3 s time limit). The individual scores measured

using the instruments varied across a moderate range. Details

and normalized scores are found in the Supplementary material

(Supplementary Table S4). We observed statistically significant

correlations between scores of the following scales: ST and IN, ST

and RA, ST and AOT, and IN and AOT. However, none of the

instruments correlated significantly with FIC (see Table 1).

2.6.2. Individual di�erences in choice proportions
The main effects GLMM analyses (see

Supplementary Tables S5–S9) showed no significant relationship

between the scores measured using the instruments and

proportions of choosing the gamble option. However, we

found significant effects for Frame, Scope, and Probabilities but

not for Disease and Time in each main effects model.

In the following, we report the results of the interaction

effects GLMM analyses, separate for each instrument. Note that we

interpret interactions even if the main effects were not significant.

It is well possible that effects have canceled out due to the specific

response behavior of participants with different risk-styles and

cognitive-styles.

2.6.2.1. Rational-experiential thinking

Table 2 shows the results of the GLMM analyses and Figure 1

illustrates significant interaction effects. We interpret the findings

as follows:
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TABLE 2 Experiment 1: Generalized linear mixed models, Interactions:

rational and experiential thinking-style.

Rational thinking-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) 0.215 0.552 0.389 0.697

RA −1.609 1.056 −1.523 0.128

Frame (Gain) −1.160 0.151 −7.705 <0.001

Scope (Large) −0.611 0.168 −3.637 <0.001

Prob. (>0.5) 1.740 0.155 11.219 <0.001

Leukemia −1.018 0.246 −4.132 <0.001

AIDS −0.530 0.216 −2.455 0.014

Time (3 s) −0.025 0.141 −0.179 0.858

RA× Frame −0.395 0.294 −1.342 0.180

RA× Scope 1.117 0.316 3.537 <0.001

RA× Prob. 2.084 0.302 6.890 <0.001

RA× Leukemia 1.949 0.456 4.275 <0.001

RA× AIDS 0.895 0.420 2.131 0.033

RA× Time 0.160 0.273 0.586 0.558

Random effects: SD (Est.)

Trial seq. (Intercept) 0.024

Subject (Intercept) 0.967

Experiential thinking-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −1.747 0.932 −1.873 0.061

EX 1.697 1.300 1.306 0.192

Frame (Gain) −1.427 0.253 −5.649 <0.001

Scope (Large) 0.589 0.272 2.168 0.030

Prob. (> 0.5) 3.670 0.260 14.114 <0.001

Leukemia −0.001 0.370 −0.001 0.999

AIDS 1.017 0.325 3.128 0.002

Time(3 s) 0.077 0.237 0.324 0.746

EX× Frame 0.112 0.351 0.319 0.749

EX× Scope −1.002 0.381 −2.629 0.009

EX× Prob. −1.275 0.362 −3.519 <0.001

EX× Leukemia −0.107 0.511 −0.210 0.834

EX× AIDS −1.595 0.455 −3.508 <0.001

EX× Time −0.033 0.330 −0.099 0.921

Random effects: SD (Est.)

Trial seq. (Intercept) 0.024

Subject (Intercept) 0.967

16,432 observations from n= 43 participants indicated in a series of 120 trials per block.

Frame: The GLMM analyses revealed no significant interaction

effects of RA by Frame and EX by Frame. That is, the framing effect,

i.e., divergence in proportions of choosing the gamble between gain

and loss frames, was not moderated by rational or experiential

thinking-style.

Scope: The effect of Scope on choosing the gamble was

moderated by RA and EX. In particular, the proportions of

gambling were lower for Scope Large than for Scope Small

for individuals with lower RA scores (about <0.5). However, it

increased with RA scores for Scope Large but not for Scope

Small. The GLMM analysis of the EX scores showed that gambling

increased with EX scores for Scope Small but not for Scope Large.

That is, the effect of Scope reverses with increasing RA scores, and

it becomes stronger with increasing EX scores.

Probabilities: Both RA and EX moderated the effect of

Probabilities on choosing the gamble option. Participants chose

the gamble more often for Probabilities >0.5, and they chose

the sure option more often for Probabilities <0.5. Gambling

proportions decreased with RA scores and increased with EX scores

for Probabilities <0.5, and they increased with RA scores and

decreased with EX scores for Probabilities >0.5. That is, the effect

of Probabilities is getting stronger with increasing RA scores and it

becomes weaker with increasing EX scores.

Disease: The effect of Disease types on the proportion of

choosing the gamble option varied for individuals with different

RA and EX scores, respectively. For Infectious disease, gambling

increased with increasing RA and EX scores. For AIDS, however, it

decreased with increasing RA and EX scores. Moreover, the GLMM

revealed that gambling increased even stronger with RA scores for

Leukemia than for Infectious disease.

Time: No significant interaction effects of RA by Time and EX

by Time were observed.

2.6.2.2. Actively open-minded thinking

Table 3 shows the interaction results when including AOT

scores in the GLMM analysis. Figure 2 illustrates significant

interactions.

Frame: The GLMM showed no interaction

effect of AOT by Frame. That is, AOT did not

serve as a moderator of the framing effect in the

current study.

Scope: Participants chose the gamble option more often

for Scope Small than for Scope Large (main effect; see

Supplementary Table S7). For Scope Small, the proportion of

choosing the gamble decreased with increasing AOT scores, and

for Scope Large it increased with increasing AOT scores. That is,

the effect strength of Scope becomes smaller with increasing AOT

scores.

Probabilities: For Probabilities >0.5, the risky option was

chosen more often, whereas for Probabilities <0.5, the sure option

was chosen more often. As for the other instruments, we found a

significant interaction effect of AOT by Probabilities: Proportions

of choosing the gamble decreased with increasing AOT scores

for Probabilities <0.5, and they increased with AOT scores for

Probabilities >0.5. As observed for rational thinking-style, the

effect of Probabilities is getting stronger with increasing AOT

scores.

Disease: Participants with normalized AOT scores around

0.5. and 0.6, which are lower AOT scores measured in the

sample used for this study, chose the sure option more often for

Leukemia and the gamblemore often for the Infectious disease. The

gambling frequency increased with AOT scores for Leukemia, and

it decreased with increasing AOT scores for the Infections Disease.
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FIGURE 1

Experiment 1: Regression lines of the proportions of choosing the gamble option as a function of rational thinking-style (left column) and

experiential thinking-style (right column), separately for the levels of Scope [patterns (A, B)], Probabilities (C, D), and Disease (E, F). Note that we

applied a smaller range of values on the y-axis for the plots of the patterns (A, B, D, E) to illustrate the interaction e�ect more clearly.

TABLE 3 Experiment 1: Generalized linear mixed model, Interactions:

actively open-minded thinking-style.

Fixed e�ects: Est. SE z-value p-value

(Intercept) 1.000 1.135 0.881 0.378

AOT −2.213 1.531 −1.445 0.148

Frame (Gain) −0.922 0.282 −3.274 0.001

Scope (Large) −0.935 0.383 −2.440 0.015

Prob. (>0.5) −0.754 0.288 −2.619 0.009

Leukemia 1.154 0.555 2.078 0.038

AIDS −0.351 0.388 −0.906 0.365

Time (3 s) 0.092 0.268 0.341 0.733

AOT× Frame −0.603 0.387 −1.559 0.119

AOT× Scope 1.200 0.521 2.302 0.021

AOT× Prob. 4.860 0.398 12.218 <0.001

AOT× Leukemia −1.643 0.748 −2.196 0.028

AOT× AIDS 0.483 0.522 0.926 0.355

AOT× Time −0.052 0.367 −0.143 0.887

Random effects: SD (Est.)

Trial seq. (Intercept) <0.001

Subject (Intercept) 1.014

16,432 observations from n= 43 participants indicated in a series of 120 trials per block.

Time: There were no significant interactions between AOT and

Time.

2.6.2.3. Stimulating-instrumental risk-style

Results of the GLMM analyses are shown in Table 4. Figure 3

displays significant interaction effects. We interpret the findings as

follows:

Frame: The strength of the framing effect increases with

scores of both stimulating risk-style and instrumental risk-style. In

particular, the proportion of choosing the gamble option increases

with ST scores in gain and loss frames. In loss frames, however,

gambling proportions increase more strongly with ST scores than

in gain frames. For the IN scale, there is a tendency of decreasing

gambling proportions with increasing IN scores in the gain frame

and increasing gambling proportions with increasing IN scores in

the loss frame.

Scope: ST moderated the effect of Scope on risky choices.

Overall, participants were less likely to choose the risky option

for the Large Scope category than for Scope Small. However, the

strength of the effect of Scope becomes smaller with increasing ST

scores, and it even reverses at higher ST scores. The interaction

effect of IN by Scope was not significant.

Probabilities: The gamble option was chosen more often for

Probabilities >0.5, whereas, for Probabilities <0.5, the sure option

was chosenmore often. In the latter category (<0.5), the proportion

of choosing the gamble increased with ST and IN scores. For

high probabilities (>0.5), however, gambling frequency increased

weaker or was relatively stable across participants with different

scores of ST and IN, respectively. That is, the strength of the effect

of Probabilities on choice behavior decreased with increasing scores

of stimulating and instrumental risk-style.

Disease type: The GLMM analysis revealed a statistically

significant interaction effect between the disease type “AIDS”

and both risk-styles (ST and IN, respectively). For the reference
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FIGURE 2

Experiment 1: Regression lines of the proportion of choosing the

gamble option as a function of AOT, separately for the levels of

Scope [pattern (A)], Probabilities (B), and Disease (C). Note that we

applied a smaller range of values on the y-axis for the plots of the

patterns (A–C) to illustrate the interaction e�ect more clearly.

category, i.e., “Infectious” disease, the proportion of choosing the

gamble option tends to increase with increasing scores of ST

and IN, respectively. However, for the “AIDS” disease category,

gambling frequency was relatively stable across participants with

different ST scores, and it slightly decreased with increasing IN

scores.

Time: There were no significant interactions of ST by Time and

IN by Time.

2.7. Summary and discussion

To investigate individual differences in susceptibility to

risky choice framing, we used a psychophysical data collection

approach and five different scales for measuring individual

differences in cognitive-style and risk-style. We included two

different interpretations of the framing effect. A narrow one,

i.e., we compared the number of frame-inconsistent choices each

participantmade, and a wide one, i.e., we compared the proportions

of choosing the gamble as a function of framing and other variables

defining the choice problems. Overall, we found a high average

proportion of frame-inconsistent choices (67%) and a strong effect

of framing on the proportion of choosing the gamble (Gain: 40%;

Loss: 60%).

The number of frame-inconsistent choices did not significantly

correlate with the scores of any psychometric instrument used

TABLE 4 Experiment 1: Generalized linear mixed models, Interactions:

stimulating and instrumental risk-style.

Stimulating risk-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −1.330 0.431 −3.087 0.002

ST 1.985 0.998 1.990 0.047

Frame (Gain) −0.824 0.120 −6.885 <0.001

Scope (Large) −0.814 0.134 −6.059 <0.001

Prob. (>0.5) 3.581 0.127 28.180 <0.001

Leukemia −0.285 0.176 −1.619 0.105

AIDS −0.636 0.161 −3.964 <0.001

Time (3 s) 0.021 0.114 0.185 0.853

ST× Frame −1.285 0.274 −4.693 <0.001

ST× Scope 1.664 0.301 5.535 <0.001

ST× Prob. −1.946 0.287 −6.777 <0.001

ST× Leukemia 0.497 0.409 1.213 0.225

ST× AIDS 1.175 0.352 3.339 <0.001

ST× Time 0.081 0.259 0.314 0.753

Random effects: SD (Est.)

Trial seq. (Intercept) 0.033

Subject (Intercept) 0.979

Instrumental risk-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −1.865 0.906 −2.058 0.040

IN 1.981 1.363 1.454 0.146

Frame (Gain) 0.412 0.246 1.676 0.094

Scope (Large) −0.483 0.262 −1.844 0.065

Prob. (>0.5) 4.129 0.256 16.126 <0.001

Leukemia −0.050 0.313 −0.161 0.872

AIDS −0.847 0.375 −2.262 0.024

Time (3 s) −0.332 0.234 −1.419 0.156

IN× Frame −2.654 0.368 −7.214 <0.001

IN× Scope 0.564 0.390 1.448 0.148

IN× Prob. −2.021 0.380 −5.317 <0.001

IN× Leukemia −0.073 0.472 −0.155 0.877

IN× AIDS 1.118 0.548 2.037 0.042

IN× Time 0.583 0.348 1.676 0.094

Random effects: SD (Est.)

Trial seq. (Intercept) 0.026

Subject (Intercept) 1.002

16,432 observations from n= 43 participants indicated in a series of 120 trials per block.

to measure cognitive-styles and risk-styles in the current study.

Our findings are consistent with the results of Mandel and Kapler

(2018), who investigated the impact of cognitive-styles (AOT

Frontiers in Psychology 08 frontiersin.org83

https://doi.org/10.3389/fpsyg.2023.1086699
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Wyszynski and Diederich 10.3389/fpsyg.2023.1086699

FIGURE 3

Experiment 1: Regression lines of the proportions of choosing the gamble option as a function of stimulating risk-style (left column) and instrumental

risk-style (right column), separately for the levels of Frame [pattern (A, B)], Scope [(C), e�ect of EX by Scope was n.s.], Probabilities (D, E), and Disease

(F, G). Note that we applied a smaller range of values on the y-axis for the plots of the patterns (C, F, G) to illustrate the interaction e�ect more clearly.

and NFC) on the susceptibility to framing effects applying a

narrow interpretation of frame-(in)consistent choices. In their

between-subjects experiment, they counted a “frame-consistent

choice” when a participant chose the sure option in the positive

frame condition or the risky option in the negative frame

condition. Neither AOT nor NFC correlated significantly with

the number of frame-consistent choices.3 However, other studies

showed statistically significant (p < 0.05) correlations between

a measure of frame-(in)consistent choices and cognitive-styles

(i.e., AOT, NFC; see e.g., Björklund and Bäckström, 2008; West

et al., 2008; Peng et al., 2019; Erceg et al., 2022; Rachev et al.,

2022), contradicting our results. According to the classification

by Cohen (1988), these correlations are small to moderate.

Furthermore, previous research on individual differences in

framing susceptibility has paid most attention to measures of

cognitive-style (Mandel and Kapler, 2018), and the relationship

between risk-style and a narrow interpretation of the framing effect

such as a measure of frame-(in)consistent choices has not been

investigated so far.

3 Mandel and Kapler (2018) also measured numeracy and cognitive-

ability in their study. They found, that only cognitive-ability (i.e., the

Cognitive Reflection Task; Frederick, 2005) correlated with the number frame

consistent choices.

For the wide framing effect interpretation, we found no impact

of cognitive-style on framing effect strength which supports the

majority of previous research applying a similar wide framing effect

interpretation (Levin et al., 2002; Shiloh et al., 2002; LeBoeuf and

Shafir, 2003; Björklund and Bäckström, 2008; Mahoney et al., 2011;

Stark et al., 2017). Note that a few studies found a relationship

between cognitive-style and framing effect strength in the wide

interpretation. In particular, LeBoeuf and Shafir (2003), study 2 and

Simon et al. (2004) found weaker framing effects for individuals

with higher NFC scores.

In the current study, only stimulating risk-style and

instrumental risk-style moderated the effect of framing on

proportions of choosing the gamble. As expected, the framing

effect becomes stronger as the scores of stimulating-risk increase.

However, we observed the same pattern for instrumental risk-

style, which is the opposite relationship than expected. High

instrumental risk-style is theoretically associated with more

deliberative risk-taking and, therefore, lower susceptibility to

cognitive biases such as the framing effect (Zaleskiewicz, 2001).

Mahoney et al. (2011), who also measured risk-style based on

the intuitive-deliberative processing approach using the SIRI,

found no significant moderator effects of stimulating risk-style

and instrumental risk-style on framing effect strength. Note

that the relationship between risk-style and framing effect

strength has been investigated by previous studies using other
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concepts of risk-style (e.g., group polarization, risk-avoidance).

The findings here are mixed (see Mahoney et al., 2011, for a

review).

Moreover, we found that the effect of different outcomes

(numbers of affected people; called Scope here) on risky choice

behavior wasmoderated by rational thinking, experiential thinking,

actively open-minded thinking, and stimulating risk-style. In line

with the theory, we observed the effect of Scope to become stronger

with increasing scores of experiential thinking-style, and it becomes

weaker with increasing AOT scores. However, the other significant

moderator effects were inconsistent with the basic assumptions of

the scales. In particular, the effect of Scope reverses with increasing

scores of rational thinking-style and stimulating risk-style. That is,

individuals with lower scores chose the gamble less often, and those

with higher scores chose the gamble more often for the large Scope

than for the small one.

Each scale moderated the effects of probabilities of

surviving/dying on choice behavior. Contrary to the theoretical

implications, the effect of probabilities, i.e., selecting the sure

option more often for probabilities <0.5 and the gamble more

often for probabilities >0.5, becomes stronger with increasing

scores of rational thinking-style and actively open-minded

thinking-style, and it becomes weaker with increasing scores

of experiential thinking-style. For the risk-style measures, we

observed that the effect of probabilities becomes weaker with

increasing scores. That is, only instrumental-risk moderated the

effect of probabilities as expected.

The problem domain (different disease problems) was also

moderated by each scale. In line with the theory, the effect of

different disease problems on risky choice was found to become

weaker with increasing AOT scores. However, the other measures

of cognitive-style and risk-style moderated the effect of Disease

in a different way than theoretically predicted. In particular, for

the rational thinking-style, we expected that differences in the

proportions of gambling between the three diseases will become

smaller with increasing scores. For the experiential thinking-style,

we expected to observe the opposite (i.e., differences in gambling

proportion become larger with increasing scores). However, we

observed that the frequency of choosing the gamble was lowest for

Leukemia, higher for the Infectious disease, and highest for AIDS

among individuals with the lowest scores of rational thinking-style.

We observed the reversed order among individuals with the highest

scores of rational thinking. Similarly, gambling proportions were

lower for Leukemia than for AIDS among low experiential thinkers

and lower for AIDS than for Leukemia among high experiential

thinkers. A similar pattern emerged for the risk-style measures: For

AIDS, the proportions of choosing the gamble was about the same

(about 50%) for individuals with different scores of stimulating

and instrumental risk-style. However, for the Infectious disease,

individuals with low scores chose the sure option more often, and

those with high scores chose the risky option more often.

We found no relationship between Time limits and any of the

psychometric measures included in the current study.

Note that the current investigation is based on a reanalysis

of existing data. However, the original study was not designed

to measure correlations between frame-inconsistent choices and

individual differences. Although the sensitivity analysis revealed

a strong statistical power for the GLMM analyses, correlations

require a much higher sample size to be stable (Schönbrodt and

Perugini, 2013). Moreover, the lowest normalized scores of EX and

AOT measured in the current study are 0.45, and 0.43 indicating

a lack of participants with low and very low scores of these

instruments. The small range of scores may be due to the sample

size, which was determined for the analysis of particular effects in

the original study, and the homogeneity of the sample. Using a

student sample may result in a smaller range of scores for particular

psychometric measures.

3. Experiment 2

Experiment 2 somewhat combines the social and

psychophysical data collection approach. The experiment was

conducted online. The composition of online samples might be

more heterogeneous (e.g., age, education, profession) as compared

to a student sample. We further increased the sample size to

stabilize the correlations between frame-inconsistent choices and

risk-style and cognitive-style, respectively. The general setup of

the experiment was similar to the first one with a few exceptions

described in the following. The study was conducted using Amazon

MTurk and the online survey software EFS from TIVIAN. The

statistical methods are the same as before.

3.1. Materials

We used the same three disease problem scenarios as in

experiment 1 (unusual infectious disease, leukemia, and AIDS).

As before, the Scope categories were Small and Large, with Small

including only the values 20, 40, 60, and 80; for condition Scope

Large, these numbers are multiplied by 100. The probabilities of

surviving/dying were 0.3, 0.4, 0.6, and 0.7. For a given Scope, the

16 combinations (4 values × 4 probabilities) were framed as gains

and losses, resulting in 32 test trials. In addition, 8 catch trials (4

per frame) were constructed to assess accuracy and engagement in

the task. In four of the eight catch trials, participants were required

to choose the sure option that offers a 100% chance to save all

affected people. The risky option, however, involved a probability

of 0.3 to save all people (no one will be saved with a probability

of 0.7). In the other four catch trials, participants were required to

choose the risky option that involved a probability of 0.7 to save all

affected people. The sure option offered a 100% chance that no one

will be saved. Based on pretesting, we allowed the participants to

make two catch trial failures. The third catch trial failure led to the

termination of the experiment.

One experimental block consisted of one of the three disease

problem scenarios with 32 test trials and 8 catch trials. Different

from experiment 1, we did not include different deadlines.

As in experiment 1, we used the same three measures (SIRI,

REI, AOT). However, we replaced the 40-items REI with the shorter

10-items REI-short (Epstein et al., 1996). The reliability of the scales

was α = 0.83 for the ST scale, α = 0.76 for the IN scale, α =

0.71 for the RA scale, α =0.84 for the EX scale, and α =0.81 for

the AOT scale. Furthermore, we added attention checks to each
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scale (one to the AOT scale, and three to the REI and SIRI scale,

respectively) where participants were asked to give a particular

rating (e.g., “please rate this item with ‘4’"). An attention check

failure terminated the experiment.

3.2. Design and procedure

The design was similar to the one used in experiment 1,

however, with fewer trials per participant. Instead of completing

480 trials, each participant completed 80 trials in two blocks of

40 trials. Disease and Scope combinations varied between the two

blocks. All trials had a response deadline of 5 s. Responses that were

too slow (timeouts) were recorded as missing values and had no

consequences for the participant. Timeouts in catch trails, however,

were recorded as catch trial failures.

Upon inclusion in the study, participants first received basic

information about the study. They were then introduced in the

experimental procedure. The task was explained using two example

trials (one per frame) with the components (e.g., choice options)

labeled with explanatory comments. After participants remained

for at least 60 s on the explanation page, they performed five

practice trials. The first four practice trials included comments

explaining the display. The first two practice trials had no

response deadline. In practice trials 3 and 4, participants had

to respond within the 5 s deadline. In case of a timeout, they

were asked to repeat the corresponding practice trial. Practice

trial 5 demonstrated how a test trial is displayed (i.e., explanatory

comments disappeared).

Each block started with displaying the respective disease

problem scenario. The procedure of the experimental trials and the

display were similar to those in experiment 1 with the following

modifications: (1) The screen displaying the number of affected

patients was presented for 2 s (instead of 2.5 s). (2) The choice

options were additionally labeled according to the frames (“patients

survive” or “patients die,” respectively). There were no labels in

experiment 1 (framing was only indicated by different gray shades).

(3) The remaining time for a trial was indicated by a clock (instead

of bars) counting down the seconds starting from 5 (screenshots

and details can be found in the Supplementary material). (4)

Participants were asked to use a standard computer mouse or an

comparable input device for indicating their choice (instead of the

left and right arrow-key of the keyboard).

Participants completed the AOT after the first block, the

SIRI and the REI after the second block. Finally, they were

asked for their age and gender. On the final page, participants

received an individual, randomly generated code required to get the

participation fee fromMTurk.

3.3. Participants

We determined the sample size to match the valid observations

in experiment 1 (384 test trials of 43 participants results in 16,512

test trials). The online experiment includes 64 test trials, which then

require 258 participants. We requested participants on Amazon

TABLE 5 Experiment 2: Main e�ects model.

Fixed e�ects: Est. SE z-value p-value

(Intercept) −0.867 0.158 −5.498 <0.001

Frame (Gain) −0.727 0.040 −18.212 <0.001

Scope (Large) −0.025 0.040 −0.630 0.529

Prob. (>0.5) 0.900 0.056 22.454 <0.001

Leukemia −0.065 0.056 −0.1.155 0.248

AIDS −0.069 0.057 −1.210 0.226

Random effects: SD (Est.)

Subjects (Intercept) 2.377

Trial seq. (Intercept) 0.027

16,592 observations provided by n= 262 participants in a series of 40 trials per block.

MTurk. They received a hyperlink that directed to the online

experiment.

The online experiment was open for participation on Amazon

MTurk from August 17th to 19th, and on August 24th 2021. MTurk

workers were not required to meet any additional qualifications to

participate (i.e., minimum HIT approval rate, language, location).

On the fourth day, 1,327 workers accepted the HIT (human

intelligence task) for participation. In total, 262 (117 female,

141 male, 4 preferred not to say) participants completed the

experiment. The mean age was 32.73 years (median: 30, range: 20–

64, SD: 9.64, n = 1 preferred not to say). Participants gave their

informed consent prior to their inclusion in the study. The average

completion time was 20 min and 27 s. Participants were paid a fixed

amount of $4.70.

3.4. Results

Of the 1,327 individuals who accepted the HIT on MTurk

for participation, 1,065 dropped out at the first pages showing

the instructions, gave an incorrect response to an attention

testing scale item, or failed more than two catch trials (see

Supplementary material for an exploratory analysis of reasons for

exclusion). We included data from the remaining 262 participants

who finished the experiment. Of the 16,768 (262 × 64) test trials,

176 were timeouts and treated as missing values. Thus, the analysis

is based on 16,592 trials. In 40.1% of the trials, the risky option was

chosen. Overall, participants chose the risky option more often in

loss trials (45.8%) than in gain trials (34.5%), indicating a framing

effect. Furthermore, participants chose the risky option more often

when Probabilities were large (>0.5: 47.1%) compared to small

(<0.5: 33.1%). We found no effect of Scope and Disease on risky

choice (see Table 5).

3.4.1. Individual di�erences in frame-inconsistent
choices

Participants made between 0 and 32 frame-inconsistent

choices (FIC) with a mean of 11.27 (SD = 9.99). That is,

the mean proportion of FIC was 35%. Scores measured by the

psychometric instruments varied across a wide range. Details
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TABLE 6 Experiment 2: correlations between FIC and values of risk-style

(stimulating and instrumental risk) and cognitive-style (rational thinking,

experiential thinking, and actively open-minded thinking style).

FIC ST IN RA EX

ST 0.08

p 0.225

IN 0.09 0.69

p 0.131 <0.001

RA 0.01 −0.20 −0.05

p 0.874 <0.001 0.380

EX 0.05 0.51 0.52 −0.24

p 0.367 <0.001 <0.001 <0.001

AOT −0.10 −0.61 −0.40 0.52 −0.53

p 0.1210 <0.001 <0.001 <0.001 <0.001

FIC, frame-inconsistent choice; ST, stimulating risk; IN, instrumental risk; RA, rational

thinking; EX, experiential thinking; AOT, actively open-minded thinking. Statistically

significant correlations (p < 0.05) are printed in bold and p-values are italicized.

and normalized values are found in the Supplementary material

(Supplementary Table S4). We found no significant correlations

between the instruments and the number of frame-inconsistent

choices (see Table 6). However, we found a high number of

significant correlations between the scores of the instruments: ST

correlated positively with IN and EX, and it correlated negatively

with RA and AOT. IN correlated positively with EX, and negatively

with AOT. RA correlated positively with AOT, and negatively with

EX. EX correlated negatively with AOT.

3.4.2. Individual di�erences in choice proportions
We found no impact of cognitive-styles and risk-styles on

risky choices. The main effects models showed significant effects

of Frame and Probabilities on the proportion of preferring the

gamble over the sure option (see Supplementary Tables S10–S14).

As before, we show all interactions, separate for each instrument.

Note that we interpret significant interaction effects even when the

main effects were not significant. It is well possible that effects have

been canceled out due to the specific response behavior depending

on individual cognitive-style or risk-style.

3.4.2.1. Rational-experiential thinking

The interaction effect analysis of rational and experiential

thinking-styles revealed significant effects for EX by Frame, RA

and EX by Scope, RA and EX by Probabilities, and RA by

Disease. Table 7 shows the results and Figure 4 illustrates significant

interaction effects. We interpret the results as follows:

Frame: We found a significant interaction effect between EX

and Frame. The frequency of choosing the risky option decreased

with increasing EX scores in loss frames, and it increased with EX

scores in gain frames. That is, the strength of the framing effect

decreases with increasing EX scores. The interaction of RA by

Frame was not statistically significant. Scope: The effect of Scope on

choosing the gamble option was moderated by RA. In particular,

gambling increased with higher RA scores in both categories of

TABLE 7 Experiment 2: Generalized linear mixed models, Interactions:

rational and experiential thinking-style.

Rational thinking-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −1.046 0.507 −2.065 0.039

RA 0.336 0.843 0.398 0.691

Frame (Gain) −0.695 0.130 −5.366 <0.001

Scope (Large) −0.389 0.131 −2.970 0.003

Prob. (>0.5) 0.498 0.130 3.827 <0.001

Leukemia −0.128 0.182 −0.702 0.483

AIDS −0.774 0.188 −4.109 <0.001

RA× Frame −0.059 0.214 −0.277 0.782

RA× Scope 0.647 0.217 2.976 0.003

RA× Prob. 0.699 0.216 3.240 0.001

RA× Leukemia 0.089 0.296 0.301 0.763

RA× AIDS 1.246 0.311 4.005 <0.001

Random effects: SD (Est.)

Subject (Intercept) 2.354

Trial seq. (Intercept) 0.029

Experiential thinking-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −0.986 0.556 −1.774 0.076

EX 0.183 0.863 0.212 0.832

Frame (Gain) −1.561 0.143 −10.919 <0.001

Scope (Large) 0.099 0.141 0.702 0.483

Prob. (>0.5) 1.635 0.144 11.381 <0.001

Leukemia −0.002 0.196 −0.013 0.990

AIDS 0.144 0.209 0.691 0.489

EX× Frame 1.340 0.220 6.104 <0.001

EX× Scope −0.202 0.217 −0.933 0.351

EX× Prob. −1.177 0.221 −5.339 <0.001

EX× Leukemia −0.096 0.297 −0.323 0.747

EX× AIDS −0.345 0.326 −1.057 0.291

Random effects: SD (Est.)

Subject (Intercept) 2.379

Trial seq. (Intercept) 0.021

16,592 observations provided by n= 262 participants in a series of 40 trials per block.

Scope. However, it increased stronger for Large than for Small

Scope. EX did not moderate the effect of Scope.

Probabilities: Both RA and EX moderated the effect of

Probabilities on choosing the risky option. Gambling proportions

increased with RA scores and EX scores for Probabilities <0.5, and

they increased even stronger with RA scores and decreased with EX

scores for Probabilities >0.5. That is, the effect of Probabilities is

getting stronger with increasing RA scores, and it becomes weaker

with increasing EX scores.
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FIGURE 4

Experiment 2: Regression lines of the proportions of choosing the gamble option as a function of rational thinking-style (left column) and

experiential thinking-style (right column), separately for the levels of Scope [pattern (A), interaction e�ects of EX by Scope was n.s.], Frame [(B),

interaction e�ects of RA by Frame was n.s.], Probabilities (C, D), and Disease [(E), interaction e�ect of EX by Disease was n.s.]. Note that we applied a

smaller range of values on the y-axis for the plots of the patterns (A, B, E) to illustrate the interaction e�ects more clearly.

Disease: We found a significant interaction effect between

the RA scale and Disease. Specifically, the choice pattern for the

Infectious disease was differed from that for AIDS. The gambling

frequency increased with RA scores for both diseases. However, it

increased even stronger with RA for AIDS than for the Infectious

disease. No significant interaction effects between EX and the

diseases were found.

3.4.2.2. Actively open-minded thinking

Table 8 shows the results of the interaction effects model

when including actively open-minded thinking scores. We found

significant interaction effects for AOT by Frame, AOT by Scope,

and AOT by Probabilities. Significant effects are illustrated in

Figure 5.

Frame: The higher the AOT scores, the more often the gamble

was chosen in gain frames and in loss frames. However, the increase

was steeper in the loss condition. That is, the framing effect

becomes stronger with increasing AOT values.

Scope: The proportions of choosing the gamble option

increased with increasing AOT scores in both categories of Scope.

However, this increase was stronger for Scope Large than for Scope

Small.

Probabilities: Gambling strongly increased with AOT scores for

Probabilities (>0.5). This effect was much weaker for Probabilities

(<0.5). That is, the effect of Probabilities on risky choices becomes

stronger with increasing AOT scores.

No interactions of AOT by Disease were found.

TABLE 8 Experiment 2: Generalized linear mixed model, Interactions:

actively open-minded thinking-style.

Fixed e�ects: Est. SE z-value p-value

(Intercept) −1.215 0.545 −2.231 0.026

AOT 0.569 0.858 0.664 0.507

Frame (Gain) −0.436 0.141 −3.104 0.002

Scope (Large) −0.332 0.140 −2.371 0.018

Prob. (> 0.5) −0.017 0.141 −0.120 0.905

Leukemia −0.152 0.194 −0.785 0.432

AIDS 0.002 0.203 0.008 0.993

AOT× Frame −0.483 0.222 −2.174 0.030

AOT× Scope 0.508 0.220 2.305 0.021

AOT× Prob. 1.509 0.225 6.719 <0.001

AOT× Leukemia 0.155 0.309 0.501 0.616

AOT× AIDS −0.114 0.317 −0.359 0.719

Random effects: SD (Est)

Subjects (Intercept) 2.369

Trial seq. (Intercept) 0.025

16,592 observations provided by n= 262 participants in a series of 40 trials per block.

3.4.2.3. Stimulating Instrumental Risk Inventory (SIRI)

The results of the interaction effect models show that

both stimulating and instrumental risk-style moderate the
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FIGURE 5

Experiment 2: Regression lines of the proportion of choosing the

gamble option as a function of AOT, separately for the levels of

Frame [pattern (A)], Scope (B), and Probabilities (C).

effects of Frame and Probabilities. Based on the statistical

significance shown in Table 9, we interpret the interaction effect

as follows:

Frame: Participants chose the gamble less often in the gain

frame than in the loss frame. As illustrated in Figure 6, gambling

increased in the gain frame with ST and IN scores. In the loss

frame, however, gambling proportions did not change substantially

with ST scores, and they slightly decreased with increasing IN

scores. The findings suggest that framing effects become weaker

with increasing stimulating and instrumental risk-style.

Probabilities: For Probabilities (>0.5), the proportions of

choosing the risky option were relatively stable for participants with

different scores of ST and IN. However, gambling increased with

IN and EX scores when probabilities were low (<0.5). That is, the

strength of the effect of Probabilities on choice behavior decreased

with increasing scores of stimulating and instrumental risk-style

(Figure 6).

3.5. Summary and discussion

The risky choice framing of the choice options as gains and

losses and the probabilities of surviving/dying influenced choice

behavior: Participants chose the gamble option more often in

the loss frame than in the gain frame, and they chose it more

often for probabilities >0.5 than for probabilities <0.5. In contrast

to experiment 1, no effect of the number of affected people

TABLE 9 Experiment 2: Generalized linear mixed models, Interactions:

stimulating and instrumental risk-style.

Stimulating risk-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −1.101 0.435 −2.530 0.011

ST 0.493 0.895 0.551 0.582

Frame (Gain) −1.356 0.116 −11.690 <0.001

Scope (Large) 0.030 0.114 0.262 0.794

Prob. (>0.5) 1.579 0.117 13.486 <0.001

Leukemia 0.106 0.158 0.671 0.502

AIDS −0.205 0.174 −1.177 0.239

ST× Frame 1.366 0.235 5.801 <0.001

ST× Scope −0.108 0.233 −0.463 0.644

ST× Prob. −1.472 0.237 −6.206 <0.001

ST× Leukemia −0.374 0.321 −1.165 0.244

ST× AIDS 0.293 0.357 0.821 0.412

Random effects: SD (Est.)

Subject (Intercept) 2.385

Trial seq. (Intercept) 0.023

Instrumental risk-style

Fixed e�ects: Est. SE z-value p-value

(Intercept) −0.778 0.654 −1.190 0.234

IN −0.166 1.029 −0.161 0.872

Frame (Gain) −2.416 0.179 −13.502 <0.001

Scope (Large) −0.033 0.175 −0.189 0.850

Prob. (>0.5) 1.815 0.178 10.170 <0.001

Leukemia 0.091 0.237 0.383 0.702

AIDS −0.485 0.281 −1.730 0.084

IN× Frame 2.692 0.276 9.745 <0.001

IN× Scope 0.028 0.272 0.104 0.917

IN× Prob. −1.450 0.276 −5.257 <0.001

IN× Leukemia −0.266 0.371 −0.718 0.473

IN× AIDS 0.652 0.431 1.514 0.130

Random effects: SD (Est.)

Subject (Intercept) 2.409

Trial seq. (Intercept) 0.022

16,592 observations provided by n= 262 participants in a series of 40 trials per block.

(Scope) was found. That is, the social science approach involving

psychophysical elements was able to replicate the effects of framing

and different probabilities, but it failed to replicate the effect of

Scope on choice behavior.

We found no significant correlations between our narrow

framing effect interpretation, i.e., frame-inconsistent choices, and
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FIGURE 6

Experiment 2: Regression lines of the proportions of choosing the gamble option as a function of stimulating risk-style (left column) and instrumental

risk-style (right column), separately for the levels of Frame [patterns (A, B)] and Probabilities (C, D).

the scores measured using the psychometric instruments (REI,

AOT, SIRI), supporting the results of experiment 1.

For the wide framing effect interpretation, i.e., the difference in

proportions of choosing the gamble between the frames, we found

that stimulating and instrumental risk-style, and experiential and

actively open-minded thinking served as moderators of the framing

effect in experiment 2. This finding is different from the results of

experiment 1, where we found only stimulating and instrumental

risk-style moderating the framing effect. In experiment 2, only

instrumental risk-style moderated the framing effect as predicted

by the theory. The other moderator effects have the opposite

direction. In particular, the strength of the framing effect decreased

with increasing scores of stimulating and instrumental risk-style.

These are the opposite effects as observed in experiment 1.

Moreover, the framing effect strength decreased with increasing

scores of experiential thinking-style, and it increased with scores

of actively open-minded thinking-style.

Furthermore, the results of experiment 2 show that, apart

from the framing, other effects influencing the proportion of

choosing the gamble option are moderated by cognitive-styles and

risk-styles. As before, we found that some scales moderated the

effects differently than one would expect from their underlying

assumptions. In particular, the relationship between rational

thinking-style and the effect of Scope was similar in both

experiments. The effect of Scope reverses with increasing scores

of rational thinking-style. Participants who scored low in rational

thinking chose the gamble less often, and those scoring high

chose the gamble more often for the Large than for Small

Scope. Moreover, the same relationship was observed for the

moderator effect of actively open-minded thinking-style on Scope

in experiment 2. However, this was different from the finding in

experiment 1, where the effect strength of Scope decreased with

increasing scores of actively open-minded thinking. Note that, due

to a higher heterogeneity of the sample composition, we observed

a wider range of cognitive-style scores in experiment 2. Specifically,

the sample of experiment 2 includes more participants with low

scores of rational, experiential, and actively open-minded thinking.

This finding might be an explanation for the failed replication of

the main effect of Scope. It may simply have been canceled out due

to the reversed effect direction for participants with low scores.

As in experiment 1, all measures of cognitive-style and risk-

style moderated the effect of probabilities of surviving/dying for

the (hypothetical) affected people. The findings replicate those of

experiment 1. That is, only instrumental risk-style moderated the

effect in a way that is in line with the theoretical assumptions. The

other moderators show the opposite effect direction than expected

according to the theory: The strength of the effect increased with

scores of rational and actively open-minded thinking-style, and it

decreased with increasing scores of experiential thinking-style and

stimulating risk-style.

We found a relationship between disease problems and rational

thinking-style in experiment 2. As compared to the Infectious

Disease condition, gambling increased with scores of rational

thinking for the AIDS problem. In experiment 1, however, we

found that gambling decreased with the scores for the same

scenario. Moreover, no other significant moderator effects of a scale

on the effect of Disease on risky choice were found in experiment

2. This result is different from our findings in experiment 1, where

we found that each of the scales moderated that particular effect in

some way.

4. General discussion and conclusions

In the current study, we investigated the impact of individual

intuitive and deliberative processing styles, i.e., rational,

experiential, and actively open-minded thinking-style (Baron,

1993; Epstein, 1998), and stimulating and instrumental risk-styles

(Zaleskiewicz, 2001), on the strength of risky choice framing effects.

Previous research on that has shown mixed results, which might be

explained by the large variety of methodological implementations.

In particular, study designs varied (within vs. between-subject
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designs), framing effects have been interpreted in different ways,

variables describing the decision problem beyond the framing of

the choice options have been mostly ignored so far, and the studies

often used student samples which are more homogeneous than,

e.g., community or online samples.

We report two experiments involving elements of

psychophysical data collection. For both experiments, we

evaluated framing effects using two different interpretations: a

narrow one, that is, we counted and compared the number of

frame-inconsistent choices (FIC) participants made, and a wide

interpretation, that is, we looked at the proportions of choosing

the risky option depending on framing. Furthermore, our analysis

considered other variables describing the decision problem, such

as outcomes, probabilities, problem domains, and response time

constraints. Experiment 1 was conducted in the lab using a student

sample, and experiment 2 was conducted online using a more

heterogeneous (with respect to e.g., age, education, and profession)

online sample.

Once again, the psychophysical data collection approach has

been shown to be an excellent method for measuring framing

effects (see also, e.g., Guo et al., 2017; Diederich et al., 2020;

Roberts et al., 2021; Wyszynski and Diederich, 2022). In addition

to framing, we found other effects influencing the proportion

of choosing the gamble. The findings of the strongest effects,

i.e., framing and surviving/dying probability of the hypothetical

people affected by a disease, could be replicated in experiment 2

using an approach that combined the social science approach with

psychophysical elements. In both studies, participants chose the

gamble more often in loss than in gain trials and for probabilities

higher than 0.5 as compared to probabilities lower than 0.5.

However, the less pronounced effect of Scope on choice behavior,

i.e., fewer risky choices when more hypothetical people are affected

by a disease, could not be replicated in our second experiment.

Results of both experiments consistently show no relationship

between the number of FIC and cognitive-styles or risk-styles.

The findings are in line with Mandel and Kapler (2018), who

found no moderating effect of need for cognition (equivalent to

rational thinking-style) and actively open-minded thinking on a

similarly narrow interpretation of framing effects. However, other

studies showed small (according to the classification of Cohen,

1988) but significant positive correlations suggesting the number

of FIC to decrease with increasing scores of rational (LeBoeuf

and Shafir, 2003; Björklund and Bäckström, 2008; Peng et al.,

2019) and actively open-minded thinking-style (West et al., 2008;

Erceg et al., 2022; Rachev et al., 2022). Note that the relationships

between FIC (or a similar measure) and experiential thinking-style,

and between FIC and stimulating-instrumental risk-styles have not

been investigated so far. Taken together, our findings and those of

previous research show, at best, a small effect of cognitive-styles and

risk-styles based on the intuitive-deliberative processing approach

on the number of FIC (or a similarly narrow interpretation of risky

choice framing effects).

A different picture emerges when examining individual

differences in cognitive-style and risk-style on framing effects in

the wide interpretation, i.e., the impact of risky choice framing

on the proportion of choosing the gamble: Although we did

not find any impact of rational, experiential, and actively open-

minded thinking-style on framing effect strength in experiment

1, experiment 2 showed that risky choice framing effects become

weaker with increasing scores of experiential thinking-style and

stronger with scores of actively open-minded thinking-style.

According to the classification of Cohen (1988), the effect sizes

are large and medium, respectively. Inconsistent with theoretical

assumptions, the vast majority of previous research investigating

rational-experiential thinking-style as moderator of the influence

of framing on choice behavior have not found a direct relationship

(see e.g., Levin et al., 2002; Shiloh et al., 2002; Björklund and

Bäckström, 2008; Mahoney et al., 2011; Stark et al., 2017). Our

findings on rational-thinking style support these studies. However,

Simon et al. (2004) found a small (according to Cohen, 1988)

moderator effect of rational thinking-style: in line with the theory,

they observed stronger framing effects for individuals with lower

need for cognition scores. Moreover, Mahoney et al. (2011) found

in one of the five decision problems they used in their study that the

strength of the framing effect increased with experiential thinking-

style supporting the theory. In contrast, our second study revealed

a strong relationship exhibiting the opposite direction (i.e., framing

effect strength decreased with experiential thinking-style).

In contrast to previous research (Mahoney et al.,

2011), we found in both experiments that stimulating

and instrumental risk-style moderated the framing effect.

However, the results of our two experiments are different:

For both risk-styles, experiment 2 showed stronger framing

effects for increasing scores; we found the opposite

results (weaker framing effects with increasing scores)

in experiment 1.

Furthermore, we found that the scores of the psychometric

instruments we used to measure cognitive-styles and risk-styles

moderated the effects of other problem-describing characteristics

on risky choice. However, as for the framing effect, the directions

of the effects, i.e, whether they were stronger or weaker for

particular scale scores, were often different from what we expected

according to the basic assumptions of the scales and also between

our experiments. Some of the discrepancies could be explained

by the more heterogeneous sample composition in experiment 2,

where the scores of the instruments were measured on a broader

range. It is also possible that other effects not considered in

the current studies, as well as further interaction effects (e.g.,

3-way-interactions), influence choice behavior. For instance, we

know from previous studies that short time limits for making

the risky choice enhance the framing effect (e.g., Guo et al.,

2017; Diederich et al., 2018, 2020; Wyszynski and Diederich,

2022). In the current study, the effect of time limits was

not moderated by scores of the psychometric instruments (see

experiment 1), but it is well possible that individual cognitive-

styles and risk-styles influence the relationship between time and

framing or other interactions. However, the analysis of three-

way interactions was not part of the current investigation, but

they are worth being explored in future research. Moreover, it

should also be questioned whether the scales actually measured

precisely the individual differences they were supposed to

measure.
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Toward a more nuanced 
understanding of probability 
estimation biases
Fallon Branch  and Jay Hegdé *

Department of Neuroscience and Regenerative Medicine, Medical College of Georgia, Augusta 
University, Augusta, GA, United States

In real life, we often have to make judgements under uncertainty. One such judgement 
task is estimating the probability of a given event based on uncertain evidence for the 
event, such as estimating the chances of actual fire when the fire alarm goes off. On 
the one hand, previous studies have shown that human subjects often significantly 
misestimate the probability in such cases. On the other hand, these studies have 
offered divergent explanations as to the exact causes of these judgment errors (or, 
synonymously, biases). For instance, different studies have attributed the errors to the 
neglect (or underweighting) of the prevalence (or base rate) of the given event, or 
the overweighting of the evidence for the individual event (‘individuating information’), 
etc. However, whether or to what extent any such explanation can fully account for 
the observed errors remains unclear. To help fill this gap, we studied the probability 
estimation performance of non-professional subjects under four different real-world 
problem scenarios: (i) Estimating the probability of cancer in a mammogram given the 
relevant evidence from a computer-aided cancer detection system, (ii) estimating the 
probability of drunkenness based on breathalyzer evidence, and (iii & iv) estimating 
the probability of an enemy sniper based on two different sets of evidence from a 
drone reconnaissance system. In each case, we quantitatively characterized the 
contributions of the various potential explanatory variables to the subjects’ probability 
judgements. We found that while the various explanatory variables together accounted 
for about 30 to 45% of the overall variance of the subjects’ responses depending on 
the problem scenario, no single factor was sufficient to account for more than 53% 
of the explainable variance (or about 16 to 24% of the overall variance), let alone all 
of it. Further analyses of the explained variance revealed the surprising fact that no 
single factor accounted for significantly more than its ‘fair share’ of the variance. Taken 
together, our results demonstrate quantitatively that it is statistically untenable to 
attribute the errors of probabilistic judgement to any single cause, including base rate 
neglect. A more nuanced and unifying explanation would be that the actual biases 
reflect a weighted combination of multiple contributing factors, the exact mix of 
which depends on the particular problem scenario.

KEYWORDS

base rate neglect, cognitive rules of thumb, individuating information, inverse fallacy, 
judgement and decision-making under uncertainty, miss rate neglect, 
representativeness heuristic

Introduction

In everyday life, ordinary people and trained professionals alike often encounter situations 
where they must estimate the probability of an event using imperfect evidence for the event. If 
the lawn is wet in the morning, what are chances that it rained during the previous night (Pearl, 
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1988)? What is the probability that there is an intruder in your yard if 
the dog barks? If someone is positively identified in a police lineup, 
how likely is it that this person is the actual culprit? What are the 
chances that the patient actually has cancer when a physician 
diagnoses one? Obviously, errors in estimating these probabilities can 
have significant real-world consequences.

A large number of previous studies have examined how well human 
subjects solve this problem in a wide variety of contexts (Kahneman and 
Tversky, 1973; Eddy, 1982; Kahneman et  al., 1982; Fischhoff and 
Bar-Hillel, 1984; Thompson and Schumann, 1987; Bar-Hillel, 1991; 
Koehler, 1996; Villejoubert and David, 2002; Raacke, 2005; Kalinowski 
et al., 2008; Mandel, 2014; Raab and Gigerenzer, 2015; Dahlman et al., 
2016). While these studies understandably vary in the exact task they 
used, they typically have the following design: The subjects are presented 
with a problem scenario, including the actual binary outcome (e.g., a 
patient is positively diagnosed with cancer or not) and the three 
underlying probabilistic factors: (i) true positive rate of the diagnosis, i.e., 
the probability that the patient actually has cancer given a positive 
diagnosis, (ii) false positive rate, the patient does not actually have cancer, 
and the diagnosis was a ‘false alarm’, and (iii) the prevalence, or base rate, 
of cancer in the given patient population. The subjects are then asked to 
estimate the actual probability of the outcome given the evidence for the 
outcome (e.g., probability that the patient actually has cancer given the 
diagnosis). The studies then compare the subjects’ probability estimates 
with the corresponding theoretically expected probabilities (see General 
Methods below for technical details).

Using this general approach, previous studies have consistently 
found that human subjects substantially misestimate the probabilities. 
That is, the subjects’ estimates typically deviate substantially from the 
theoretically expected probabilities (Eddy, 1982; Kahneman et al., 
1982; Koehler, 1996; Mandel, 2014; Raab and Gigerenzer, 2015). 
Actually, for most real-world scenarios where the base rate is low, the 
subjects tend to overestimate the probability (Eddy, 1982; Kahneman 
et al., 1982; Koehler, 1996; Mandel, 2014; Raab and Gigerenzer, 2015).

An obvious next question is why. About this, previous studies have 
offered widely differing explanations: One longstanding view has been 
that these errors arise because the subjects attach too little weight to (or 
‘underweight’, or neglect) the underlying prevalence, or base rate, of 
the event (Kahneman and Tversky, 1973; Fischhoff and Bar-Hillel, 
1984; Bar-Hillel, 1991). This is why these judgements have been 
referred to as base rate fallacy, base rate neglect, or base rate bias 
(Kahneman and Tversky, 1973; Fischhoff and Bar-Hillel, 1984; 
Thompson and Schumann, 1987; Koehler, 1996; Dahlman et al., 2016). 
Some studies have also attributed the judgement errors to overweighting 
(i.e., attaching too much importance to) the evidence for a given 
individual event (or ‘individuating’ information; Kahneman and 
Tversky, 1973; Bar-Hillel, 1980; Kahneman and Tversky, 1982); the 
inverse fallacy (Villejoubert and David, 2002; Raacke, 2005; Kalinowski 
et al., 2008); and the so-called ‘miss rate neglect’, which actually refers 
to the neglect of false positive rates (Dahlman et al., 2016). On the one 
hand, few studies have explicitly claimed that any of these individual 
causes fully account for all of the observed errors. For instance, even 
those studies that attribute the estimation errors to base rate neglect 
stop short of explicitly offering base rate neglect as the sole explanation. 
On the other hand, it remains unclear as to whether and to what extent 
base rate neglect or any other aforementioned cause can, by itself fully 
account for the empirically observed errors.

The present study seeks to help fill this gap by focusing on a simple, 
straightforward question: When subjects estimate the probability of an 

event using the aforementioned established task paradigm, how much do 
various predictor variables contribute to the subjects’ estimated 
probabilities? We  addressed this question using multiple different 
problem scenarios, and replicated the aforementioned biases in each case. 
We then quantitatively evaluated the extent to which the various potential 
causes contributed to the observed biases in each case. While we make no 
claims that our findings are the final word on this topic (see Discussion), 
we do show that there are principled reasons to call into question the 
prevailing explanations of what causes the observed biases.

General methods

Participants

The present study consisted of four mutually independent 
experiments. All procedures used in each experiment were approved in 
advance by the Institutional Review Board (IRB) of Augusta University, 
Augusta, GA, United States, where the experiments were carried out. 
Subjects were recruited using IRB-approved ads posted on various 
campus sites. All the subjects who participated in this research were adult 
volunteers with normal or corrected-to-normal vision, and provided 
informed consent prior to participating in the study. All were 
non-professional subjects, in the sense that none of the subjects had any 
known expertise in the task used in any of the four experiments, and that 
no subject was recruited, included, or excluded based on their education, 
training, or expertise. A total of 23 different subjects (mean age, 22.23 years 
±4.23 [SD], excluding one subject whose age was not available; 16 women 
and one non-binary person) participated in this study. Some subjects 
participated in more than one experiment (see Supplementary material).

Procedure

As noted above, accurately judging the probability of an actual 
outcome or event A (e.g., actual cancer) given binary evidence B for 
the event (e.g., diagnosis of cancer) requires one to jointly evaluate the 
following four pieces of information:

 1. The prevalence, or base rate p(A) of the event,
 2. The true positive rate, i.e., hit rate or p(B|A), which denotes the 

probability of observing the evidence. B given that event A has 
actually occurred,

 3. The false positive rate, i.e., false alarm rate, p(B|-A), which 
denotes the probability of observing the evidence B given that 
event A has not actually occurred, and

 4. Whether or not the evidence indicates the event has occurred, 
i.e., B = 1 or B = 0. Given the aforementioned four pieces of 
information, the expected probability of the event A given that 
the evidence for the event had been observed, i.e., B = 1, is 
precisely specified by the Bayesian formula

 
p AB p A p B A p A p B A p A p B A| | | |� � � � � � ��� �� � � � � � �� � �� ��� ��/ .

 (1a)

The expected probability that the underlying event has not 
occurred given that evidence for the event has not been observed, i.e., 
B = 0, is given by
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We used the above equations to calculate the theoretically 
expected probability for each given combination of input values for 
the equations (Eddy, 1982; Raab and Gigerenzer, 2015). It is important 
to emphasize, however, that our study neither required the subjects to 
estimate the probabilities in this fashion, nor did it assume that they 
did. That is, our study neither required the subjects to carry out 
mathematical calculations in their heads, nor assumed that this is how 
subjects do the task at hand.

Because the present study aimed to characterize the factors that 
underlie previously reported errors in probability estimation, 
we needed to reproduce the underlying errors in our study. For this 
reason, we simply adopted the task paradigm used in the influential 
study by Eddy (2005) and many others since [for a review, see Koehler, 
1996]. Note that this study did not aim to, nor does it claim to, address 
the so-called ‘ecological validity’ of this task paradigm (Spellman, 1996).

Task paradigm

During each trial, subjects were simultaneously given the above 
four items of information on a computer screen. For instance, in the 
context of Experiment 1 below, p(A) was the base rate of breast cancer; 
p(B|A) and p(B|-A) were the hit and false-alarm rates of a hypothetical 
CAD (computer-assisted diagnosis) system, and B was the binary 
decision of the system (see the Methods under the individual 
experiments below for details).

The meaning of each term was explained to the subjects interactively 
using both written and verbal explanations. We interactively ascertained 
that the subjects accurately understood the meanings of the terms prior 
to proceeding with the trials. Subjects were not provided any information 
whatsoever about the expected probabilities or approaches, Bayesian or 
otherwise, to carrying out the task.

Using only the information provided, subjects had to estimate, 
using a mouse-driven on-screen slider, the percent chance that the 
given event had actually occurred (also see individual experiments 
below). Subjects were afforded ad libitum opportunity to view the 
on-screen information and enter their response. They received 
no feedback.

The various rates and probabilities were presented both as 
fractions of 1 (e.g., 0.005) and as the corresponding ‘natural’ 
frequencies (e.g., 5 in 1000). This is because previous studies (Hoffrage 
and Gigerenzer, 1998; Hoffrage et al., 2015), and our preliminary work 
(Sevilla and Hegdé, 2017), have shown that some subjects are more 
comfortable with natural frequencies. Before the actual data collection, 
subjects underwent practice trials until they indicated they were fully 
familiar with all aspects of the task. The data from the practice trials 
were discarded.

Data analysis

We analyzed the data using scripts custom-written in the R 
language (R_Core_Team, 2019). We carried out parametric statistical 
tests of significance where appropriate, and randomization-based tests 

of significance (Manly, 2007) otherwise. Where necessary, 
we corrected for multiple comparisons using the false discovery rate 
(FDR) method (Benjamini and Hochberg, 1995).

Power analyses

These analyses were carried out using the R library pwr. Before 
initiating the present study, we carried out a priori power analyses to 
determine the subject recruitment target. To do this, we used the 
empirically observed fit of the data from a pilot study (Branch et al., 
2022) as the expected fit of the model (see below), and calculated the 
total number of trials (pooled across all subjects). The results indicated 
that at least 63 trials (pooled across all subjects and repetitions) would 
be needed to achieve a statistical power of 0.90. A posteriori power 
analyses using the actual data indicated that our data achieved a power 
of >0.95 for the regression analyses in each of the four experiments in 
this study.

Generalized linear mixed modeling

We used GLMM to determine the contribution of the various 
predictor variables to the subjects’ reported probabilities. GLMM is 
the appropriate modeling approach when the predictor variables are 
‘mixed’, in that one or more variables are factorial or categorical (e.g., 
the binary decision of the system, in our case), and others are 
continuous (e.g., base rate; Dean and Nielsen, 2007; Berridge and 
Crouchley, 2011; Fox and Fox, 2016). GLMM has been used 
extensively for this purpose in psychological research (Dean and 
Nielsen, 2007; Berridge and Crouchley, 2011; Fox and Fox, 2016; Bono 
et al., 2021). In this report, we follow the recommended practices of 
reporting GLMM results [Bono et  al., 2021; also see Cooper and 
American Psychological Association (2018)].

We carried out GLMM in two stages. We first constructed an 
exploratory model, which we will refer to as the “Initial Model,” in 
which we included as predictor variables all the primary independent 
variables in the given experiment and their pairwise interactions. For 
Experiments 1 through 3, the primary independent variables were 
base rate, false alarm rate, and the binary decision of the system. Hit 
rate was not included as a variable, because the hit rate was not varied 
in these experiments. The hit rate was varied in Experiment 4, and was 
included in the modeling of the results for Experiment 4.

Our modeling approach was designed to safeguard against the 
common pitfalls of regression modeling of real-world data (Aggarwal 
and Ranganathan, 2017; Ranganathan and Aggarwal, 2018). We will 
note many of the features of our approach in this section, and will 
highlight additional ones in context in the Results section of various 
experiments as appropriate, and will discuss the limitations of our 
approach in the General Discussion section.

One of the potential pitfalls of GLMM in particular, and of multiple 
regression in general, arises when the predictor (or independent) 
variables are mutually correlated, i.e., the nominally independent 
variables are not actually independent (Aggarwal and Ranganathan, 
2017; Ranganathan and Aggarwal, 2018). Note that this caveat does not 
apply to our experiments, because the predictor variables were truly 
independent in that they were varied independently of each other. Note 
also that the fact that two or more predictor variables may have a joint 
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influence on the response variable is not the same as the predictor 
variables being mutually correlated (Jaccard and Turrisi, 2003). In our 
models, such joint influences are captured by the interaction between 
predictor variables (Jaccard and Turrisi, 2003).

Analysis of the relative importance of the 
independent variables: lmg statistic

The relative importance of predictor variables was assessed using 
the standard lmg statistic (Lindeman et al., 1980; Grömping, 2006). 
This is a well-established statistical analysis that can better assess the 
relative importance (or, equivalently, the relative contribution) of the 
predictor variables better than the conventional linear regression 
metrics, e.g., when the predictor variables covary (Lindeman et al., 
1980; Grömping, 2006).

Model selection

We used standard model selection procedures (Draper and Smith, 
1998; Burnham et al., 2002) to evaluate the aforementioned Initial 
Model to determine the most parsimonious version of this model that 
accounted for greatest possible amount of the information in the data. 
Model selection is the standard approach to minimizing overfitting 
effects, one of the common pitfalls of multiple regression (Hegdé, 2021).

We will refer to the model ultimately selected in this fashion as the 
“Final Model.” Specifically, we used the aforementioned Initial Model 
as the input to a stepwise model selection algorithm that used the 
Akaike Information Criterion or AIC (Venables and Ripley, 2003). 
While model selection was carried independently of the 
aforementioned lmg analysis (and vice versa), the results of the two 
analyses were largely consistent with each other (not shown).

Note that the above modeling procedures make no assumptions 
about how the subjects arrived at their probability estimations. Note, 
in particular, that our models do not, however indirectly, utilize 
Equations 1a and 1b above. Instead, our models are data driven, our 
methods simply determine the model that best fits the empirical data 
at hand. Note also that GLMM modeling neither assumes nor requires 
that the underlying relationship between the predictor variables on the 
one hand and the response variables on the other is linear (Dean and 
Nielsen, 2007; Berridge and Crouchley, 2011; Fox and Fox, 2016). On 
the other hand, the GLMM approach does make certain standard 
assumptions about the nature of the underlying data (Dean and 
Nielsen, 2007; Berridge and Crouchley, 2011; Fox and Fox, 2016). In 
general, data in all four experiments adequately met these assumptions 
(data not shown). In particular, the residuals were normally distributed 
in all four experiments (not shown), indicating that the linear models 
adequately captured the underlying relationship between the 
independent variables vs. response variables (Fox and Fox, 2016; Fox 
and Weisberg, 2019).

Relative contribution index

We calculated RCI values individually for each of the variables 
retained in the Final Model. We  defined RCI value for the given 
variable i as

 RCI = lmg lmgi actual i random, ,/  (2)

where lmg i, actual was the actual lmg value for the given variable.
To calculate the lmg i, random value, we  randomly reshuffled the 

values of each variable i across trials. We then refitted the same model 
to the randomized data and re-calculated the lmg value for each 
variable i. We repeated this process 1,000 times, calculated the lmg 
value for each variable i. The mean lmg value for a given variable i 
across the randomization was defined as the lmg i, random value for that 
variable. The uncorrected 95% confidence interval (CI) was defined 
as the 5th and the 95th percentiles the 1,000 lmg i, random values. The p 
value for the corresponding one-tailed alternative hypothesis was 
defined as the proportion of times the lmg i, random value was higher (or 
lower) than the lmg i, actual value (Manly, 2007). These p values were 
corrected for multiple comparison using the FDR method (Benjamini 
and Hochberg, 1995).

Note that the above RCI analysis implicitly uses the null 
hypothesis that all the predictor variables contribute equally to the 
observed probability estimates and tests this hypothesis against the 
empirical data. This is a principled approach, especially because the 
aforementioned previous studies of neglect implicitly assume that the 
proper estimation requires equal weighting (Kahneman and Tversky, 
1973; Fischhoff and Bar-Hillel, 1984; Thompson and Schumann, 1987; 
Koehler, 1996; Dahlman et al., 2016).

Experiment 1: Estimating the 
probability of cancer in a 
mammogram based on CAD system 
evidence

Methods

Thirteen subjects (10 women; mean age, 19.67 years ±1.67) 
participated in this experiment. Subjects were simultaneously given 
four items of information on a computer screen:

 1. The prevalence, or base rate, of breast cancer in the given 
cohort of patients [i.e., p(A) in Eqs. 1a,b above],

 2. The hit rate p(B|A) of a hypothetical CAD system for breast 
cancer detection,

 3. The false alarm rate p(B|-A) of the system, and
 4. The binary decision of the system as to whether or not a given 

mammogram was positive for cancer. No mammogram was 
shown. That is, the subjects had to estimate the probability that 
the given unseen mammogram was positive for cancer based 
solely on the above four items of information.

During this Experiment, we held the hit rate constant at 1.0, and 
systematically varied the remaining three variables, and measured its 
effect on the subjects’ estimated probabilities of cancer. During any 
given trial, values for each of the three variables were randomly drawn 
from the corresponding repertoire of possible values: two possible 
values of the base rate (0.05 or 0.005), five possible values of the false 
alarm rate (0.05, 0.25, 0.5, 0.75 and 0.95), and two possible values for 
the binary decision of the CAD system (0 or 1, corresponding to 
whether the mammogram was positive or negative for cancer, 
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respectively). Note that the values of the four variables varied 
independently from one trial to the next. Each possible combination 
of these values was tested exactly once during each block of 20 trials. 
Subjects performed 1 or 2 blocks each. Data were pooled across subjects.

It is worth noting that the data we present in this experiment are 
entirely independent of the data we have presented in a comparable 
previous study that was designed to address a different issue (Branch 
et  al., 2022). That is, the data in the two studies were collected 
independently of each other using non-overlapping sets of subjects. 
Moreover, task parameters used in the previous study were different 
from those used in this experiment.

Results

The cancer probability estimates pooled across all subjects are 
plotted as a function of the corresponding theoretically expected 
probabilities in Figure 1A, where each plotting symbol denotes the 
reported probability estimate from an individual subject during a 
single trial (see legend for details). The plotting symbols corresponding 
to the two decisions of the CAD system (i.e., that the given 
mammogram is positive or negative for cancer) are denoted as a red 

circle or green triangle, respectively (see key at bottom right of 
Figure 1). Each vertical column represents the data points for a single 
theoretically expected probability.

Two qualitative aspects of these results are worth noting. First, the 
subjects generally misestimated the probability of cancer, as denoted 
by the fact that the estimates (red circles and green triangles) differed 
substantially from the theoretically expected probabilities (‘X’ symbols 
and the diagonal). If the subjects had estimated the probability 
correctly, all their estimates would overlap the X symbol in the given 
column. Instead, the subjects’ estimates deviated substantially from 
the theoretically correct estimates. Across all subjects, the maximum 
and minimum difference between the reported vs. expected percent 
probabilities were 1.0 and − 0.21, respectively. The average difference 
was 0.33 ± 0.29 (standard deviation).

Second, the estimated values typically were overestimates, as 
denoted by the fact that most of the estimates were above the diagonal. 
The overestimates were highly significant (1-tailed paired t-test, 
t = 26.60, df = 519, p < 2.2−16). This systematic bias straightforwardly 
indicates that the subjects failed to estimate the probabilities 
accurately. Intriguingly, the subjects’ overestimates were significantly 
larger when the mammogram was deemed positive for cancer than 
when they were deemed negative (1-tailed t-test, t = 8.61, df = 516.15, 

A B

D E

C

FIGURE 1

Estimation errors in Experiment 1. (A) Probability of cancer estimated by the subjects (y-axis) as a function of the corresponding theoretically expected 
probabilities (x-axis). Each red circle or green triangle denotes a single trial in which the hypothetical CAD system decided that the mammogram in 
question was positive or negative for cancer, respectively (see legend at bottom right). The ‘X’ symbols and the dashed diagonal denote hypothetical 
scenarios where the subjects’ estimated probability exactly matched the corresponding expected probability. The color of the plotting symbols (red vs. 
green) denote individual trials in which the CAD system determined that the given mammogram was positive or negative for cancer, respectively. The 
lines denote the best-fitting linear regression line in each case. (B,C) The interaction between the base rate and the binary decision of the system. The 
same plotting conventions as in panel A are used, except that in this panel, the estimated probability (y-axis) is plotted against the base rate (x-axis). For 
visual clarity, the data corresponding to the two decisions of the CAD system (mammogram positive or negative for cancer) are shown separately in 
panel d and e, respectively. In either panel, the solid and dashed lines denote best-fitting regression line. Panels (D,E) similarly show the interaction 
between the false alarm rate and the binary decision of the system, the estimated probability (y-axis) is plotted as a function of whether the CAD 
system decided that the mammogram was positive or negative for cancer (panel D or E), respectively. See text for details.
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TABLE 1 Summary of regression modeling of the reported probabilities in Experiment 1.

Predictor variable in the initial model‡ Exploratory linear regression model lmg value (% 
contribution 

to overall 
R2)†*

Estimated 
coefficient β

Standard 
error

t value p value

# Name A B C D E

1 Null model (intercept only) 0.20 0.04 5.19 2.99 × 10−7 (N.A.)

2 Base rate of cancer in the cohort −3.39 0.99 −3.39 0.69 2%

3 False alarm rate of the CAD system 0.03 0.06 0.57 0.57 19%

4 Binary decision of the system 0.64 0.05 13.75 <2 × 10−16 48%

5 Interaction of base rate & false alarm rate 1.82 1.45 1.25 0.21 0.4%

6 Interaction of base rate & binary decision 1.39 0.94 1.48 0.14 0.5%

7 Interaction of false alarm rate & binary decision −0.75 0.07 −11.54 <2 × 10−16 31%

‡See Methods for additional details. †The model as a whole accounted for 45.59% of the variance (i.e., R2 = 0.4559). *Model selection procedures retained variables # 2, 3, 4, 6, and 7 in the Final 
Model (not shown).

p < 2.2−16). Together, these results suggest that the subjects were 
performing the task intuitively, rather than using systematic, 
logical reasoning.

To help quantify the extent to which the various explanatory (or 
predictor) variables contributed to the subjects’ estimates, 
we constructed a generalized linear mixed model (GLMM), in which 
we  included all three independent variables we  varied in this 
experiment, along with their pairwise interactions as predictors (see 
Methods for details). This exploratory model (or ‘Initial Model’) is 
summarized in Table 1. We report the results about both the beta (or 
regression) coefficients βi (columns A – D in Table  1) and the 
coefficients of determination R2 (column E) of this model, because 
they both provide useful, but mutually distinct, types of information 
about the underlying data, as briefly outlined below.

The Initial Model is given by the relationship

 0 1 1 2 2 7 7ŷ x x x= + + +…+ +β β β β ε   (3)

where ŷ is the model’s estimates of the values of the response 
variable (as opposed to the actual observed values y of the response 
variable); x1 through x7 are the seven predictor variables included in 
this model; β1 through β7 are the corresponding weight coefficients of 
the predictor variables; β0 is the model offset; and ε is the error, so that 
ε = y - ŷ. That is, the β values are scaling coefficients that collectively 
specify the offset (in case of β0) and the slope (in case of βi) of the 
regression line that best fits the data. They determine the values of the 
estimates ŷ directly as shown in Eq. 3, and are only indirectly related 
to actual observed values y. Thus, interpreting β values as representing 
the contribution of the predictor variables to the observed responses 
can be misleading to the extent to which ŷ differs from y, especially 
when the observed responses are scattered widely about the regression 
line (Draper and Smith, 1998; Burnham et al., 2002; Aggarwal and 
Ranganathan, 2017). On the other hand, to the extent to which ŷ is 
correlated with y, the best coefficients do provide useful information 
about the contribution of the predictor variables to the observed 
response. After all, beta coefficients are used for this purpose 
extensively in psychology, neuroscience, econometrics, etc. (Friston, 
2007; Gravetter and Wallnau, 2017; Laha, 2019; Hashimzade and 
Thornton, 2021). Regression coefficients are also essential for model 

selection, i.e., for determining which predictor variable/s make a 
statistically significant contribution to ŷ, and therefore should 
be retained in the parsimonious ‘Final Model’ of the data (Draper and 
Smith, 1998; Burnham et al., 2002).

On the other hand, for the purposes of measuring the contribution 
of the various predictor variables to the observed responses, metrics 
that reflect the statistical correlation between x and y are more 
appropriate (Draper and Smith, 1998; Burnham et al., 2002). For this 
purpose, we use the well-established lmg statistic (column E, Table 1), 
which denotes the percent contribution of the given predictor variable 
to the observed responses [see General Methods for details; also see 
Lindeman et al. (1980)].

An examination of the Initial Model indicated that the base rate 
of cancer in the patient cohort made a statistically insignificant 
contribution to the model (row 2). This straightforwardly suggests that 
the subjects underweighted, i.e., neglected, the base rate in making 
their decisions.

As noted above, many previous studies have suggested that base 
rate neglect occurs because subjects not only underweight the base 
rate but also simultaneously attach too much importance to the 
‘individuating information’, i.e., the binary decision of the system 
about the individual mammogram in the present case (Kahneman and 
Tversky, 1973). The contribution of the binary decision factor to the 
subject’s responses was indeed highly significant (row 4).

Note, however, the fact the binary decision contributed significantly 
does not necessarily mean that it overcontributed, i.e., that it 
contributed more than its share to the model. If, for the sake of 
argument, the subjects attached exactly correct weight to this factor 
(i.e., neither underweighted nor overweighted it), the contribution of 
this factor could still be  statistically significant. Thus, statistically 
significant contribution does not necessarily mean overcontribution/
overweighting. We  will revisit this issue below using additional  
analyses.

The false alarm rate by itself did not make a statistically significant 
contribution to the model at the level of 95% confidence in this model 
(row 3). However, the interaction between the false alarm rate and the 
binary decision of the system did (row 7). That is, the false alarm rate 
affected the subjects’ reports differentially depending on the binary 
decision of the system. This interaction is reflected in the fact that the 
best-fitting regression lines are different in Figures 1B,C. In other 
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words, the subjects’ estimates covaried with the false alarm rates when 
the CAD system decided that the individual mammogram was 
positive for cancer (Figure 1B), but not when the mammogram was 
deemed negative for cancer (Figure 1C), a finding confirmed by a 
2-way analysis of covariance (ANCOVA; false alarm rate x binary 
decision; p < 0.05 for both factors and their interaction, not shown). It 
is also worth noting that the estimated coefficient of this interaction 
factor was negative (Estimated Coefficient = −0.75; row 7, column A 
of Table 1), indicating that the overall effect of this factor was to reduce 
the estimated probabilities. By contrast, the binary decision had an 
effect of a comparable magnitude, but of opposite sign (Estimated 
Coefficient 0.64; row 4, column A). Thus, the overall estimates of the 
responses reflect a complex interplay of multiple, sometimes 
counteracting, factors.

The coefficient of determination of the Initial Model, R2, was 
0.4559, indicating that the seven predictor variables in this model 
collectively accounted for about 46% of the variance in the observed 
responses (see Footnote to Table 1). This raises the issue of how much 
each predictor variable contributed to this 45.59%. As noted above, 
previous studies have variously attributed such estimation errors to 
neglect or overweighting (i.e., where a given variable contributes less 
or more than its share) of the various underlying variables. Therefore, 
it is crucially important to determine the relative contribution of each 
of the variables in the present case.

To do this, we used the well-established method of the lmg index 
(Lindeman, Merenda and Gold index; Lindeman et al., 1980); lmg 
index (see Methods). The lmg index is a principled method for 
decomposing a given R2 value into the relative contributions from the 
various independent variables. It is equivalent to, but distinct from, 
partial R, and offers some advantages over the latter (Lindeman et al., 
1980). Under the null hypothesis (i.e., default assumption) that all six 
variables contributed equally to the overall fit, i.e., that the subjects 
weighted each variable appropriately, each variable is expected to 
contribute 1/6 ≈ 16.67% to the R2 value, i.e., explained variance or the 
model fit (see General Methods). The actual contributions are shown 
in column E of Table  1. The most important contributor to the 
subjects’ estimates was the individuating information, and it accounted 
for 48% of the R2 value (row 4, column E). Similarly, the false alarm-
binary decision interaction and the false alarm rate, respectively, 
accounted for about 31% and 19% of the R2 value. Thus, the subjects 
nominally overweighted each of these three variables (also see below). 
On the other hand, subjects underweighted, or neglected, the 
remaining three variables (rows 2, 5, and 6, column E).

The above results are based on the Initial Model that included all 
seven of the original predictor variables. It is well known that 
including too few or too many predictor variables can lead to 
modeling artifacts (Draper and Smith, 1998; Fox and Fox, 2016; 
Hegdé, 2021); therefore, it is desirable to optimally balance model 
complexity with model fit (Draper and Smith, 1998; Fox and Fox, 
2016), i.e., to determine the most parsimonious model that accounts 
for the most amount of observed data. We  used standard model 
selection procedures to determine such a parsimonious model for this 
experiment, which we will refer to as the ‘Final Model’ [see Methods 
for details; also see Draper and Smith (1998) and Fox and Fox (2016)]. 
The Final Model retained just five predictor variables: (i) base rate, (ii) 
false alarm rate, (iii) binary decision, (iv) base rate-binary decision 
interaction, and (v) the false alarm-binary decision interaction, 
indicating that only these five factors had a statistically significant 

effect on the subjects’ estimates (rows 2, 3, 4, 6, and 7 in Table 1; also 
see footnote to Table 1).

The aforementioned lmg value analysis did not address whether 
or not the relative contributions of the various variables were 
statistically significant. For instance, the fact that base rate is retained 
in the Final Model as a significant predictor of the outcome is 
noteworthy, but does it mean that the subjects do not significantly 
neglect base rate at all, i.e., do they give base rate its due weight in 
arriving at their estimates?

To help address such issues, we  calculated the Relative 
Contribution Index (RCI) for each of the five predictors in the Final 
Model (see General Methods for details). The RCI value for a given 
predictor is essentially its lmg value adjusted for the level of 
randomness in the empirical data. That is, the RCI value of the 
predictor measured the extent to which the actual lmg value for a 
given predictor compares to the lmg value for that predictor expected 
from random chance (see General Methods for details), where a value 
of 1.0 indicated that the predictor contributed exactly the expected 
amount to the outcome, and values >1 and < 1, respectively, indicate 
correspondingly higher or lower contribution than the contribution 
expected for that predictor. The RCI values for the five predictors in 
the Final Model are shown in Figure 2.

The RCI value for the base rate factor was 0.07 (predictor 2 in 
Figure 2), well below the RCI value expected from random (solid line 
in Figure 2), indicating that the subjects indeed underweighted the 
base rate substantially. However, this RCI value was still within the 

FIGURE 2

Relative contributions of various predictors to the fit of the Final 
Model in Experiment 1. The predictor variables are those that are 
retained in the Final Model and are numbered as in Table 1. The solid 
line denotes the expected contributions of the various predictors. 
The dashed lines denote the upper and lower 95% confidence 
intervals (uncorrected), empirically determined from the data. See 
text for details.
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95% confidence interval (CI: 0.006–3.39; see dashed lines in Figure 2), 
indicating that the underweighting was not statistically significant at 
95% confidence level.

On the other hand, the underweighting of the false alarm-binary 
decision interaction was indeed statistically significant (predictor 6; 
RCI = 0.027; CI: 0.042–3.1). The false alarm rate contributed slightly 
less than the expected amount (predictor 3; RCI = 0.94; CI: 0.007–
3.35). The binary decision of the system, as well as the false alarm-
binary decision interaction both made larger-than-average 
contributions to the outcome (RCI values of 2.4 and 1.5, respectively), 
although this was not statistically significant (CIs: 0.06–3.1 and 0.01–
3.34, respectively). When results were corrected for multiple 
comparisons (see Methods), the contribution of none of the variables 
remained statistically significant (not shown). Collectively, these 
results show that while subjects substantially underweighted (or 
neglected) some variables and overweighted some others, while only 
the binary decision-dependent neglect of the base rate was 
statistically significant.

Discussion

The above results show that naive subjects significantly 
overestimate the probability of cancer. They also identify multiple 
sources of these estimation errors, including the overweighting of 
some factors such as the binary decision of the CAD system, and 
underweighting other factors such as the base rate. In this regard, our 
results confirm and extend the previous studies to the present task.

These results are novel in three main respects. First, our results 
demonstrate that both underweighting and overweighting contribute 
to the estimation errors. Second, our results identify two additional 
contributing factors, namely the base rate-dependent neglect of false 
alarm rates, and the binary decision-dependent overweighting of the 
false-alarm rate. Previous studies have reported the neglect of false 
alarm rates (which the reports referred to as ‘miss rate neglect’) in the 
context of legal judgements (Dahlman et  al., 2016; Dahlman and 
Mackor, 2019). But to our knowledge, our study is the first to report 
the contribution of the above two factors and to report such 
conditional underweighting/overweighting. Finally, we demonstrate 
that the underweighting or overweighting of individual factors is not 
statistically significant although the collective effect of all the factors 
together is a significant overestimation of cancer probabilities, as 
noted above.

Our preliminary studies indicate that highly trained, practicing 
radiologists also commit similar errors in the same task (Branch et al., 
2022). Thus, overestimation of the probabilities was not attributable 
to the fact that the subjects in the present experiment were 
untrained professionals.

Experiment 2: Estimating the 
probability of drunkenness based on 
breathalyzer evidence

The results of Experiment 1 raise the issue of whether and to 
what extent they are idiosyncratic to the particular task that the 
subjects were carrying out. For instance, it may be that subjects 

tended to overestimate the probability of chance because of the 
perceived costs of underestimating the cancer risk. To the extent 
this is true, the pattern of estimation errors would change if the 
same problem was posed in a different problem context where 
costs of various types of errors (e.g., false positives and false 
negatives) were different. We tested this hypothesis in the present 
experiment by keeping all the parameters exactly the same, but 
using them to pose a different problem, namely estimating the 
probability of drunk driving based on the outcome of individual 
breathalyzer tests.

Methods

This experiment was identical to Experiment 1 except for the task. 
In this experiment, the subjects were told that the four items of 
information pertained to a breathalyzer system that was used for 
testing motorists for drunk driving. Specifically, the four 
parameters were:

 1. The base rate of drunk driving in the given cohort of motorists,
 2. The hit rate of a hypothetical breathalyzer system,
 3. The false alarm rate of the system, and
 4. The binary decision of the system (positive or negative for 

drunkenness) for a given motorist from the given cohort of 
motorists. No other data were provided to the subjects. Twelve 
subjects (eight women; mean age, 19.58 years ±1.44) 
participated in this experiment.

Results

The reported probabilities in this experiment (Figure 3A) were 
collectively indistinguishable from the results in Experiment 1 
(two-tailed t-test, p > 0.05; not shown), indicating that changing the 
task did not result in large-scale changes in the reported probabilities 
overall. The subjects’ reported estimates deviated substantially from 
the theoretically expected probabilities (Figure  3A). Across all 
subjects, the maximum and minimum difference between the 
reported vs. expected percent probabilities were 1.0 and − 0.32, 
respectively. The average difference was 0.33 ± 0.30. The subjects also 
significantly overestimated the probabilities (1-tailed paired t-test, 
t = 23.47, df = 459, p < 2.2−16). Also, magnitude of the overestimations 
was significantly larger when the mammogram was deemed positive 
for cancer than when it was deemed negative (one-tailed t-test, 
t = 8.69, df = 457.61, p < 2.2−16).

With the exception of the base rate-binary decision 
interaction, all of the predictors that contributed significantly to 
the outcome in Experiment 1 also did so in this experiment. The 
nature of the false alarm-binary decision interaction was similar 
to that in Experiment 1, so that the subjects took the false alarm 
rate into account when the breathalyzer system determined that 
the motorist was drunk, but not when the system decided 
otherwise (Figures  3B,C; ANCOVA; false alarm rate x binary 
decision; p < 0.05 for both factors and their interaction, not 
shown). This interaction and the binary decision variable made a 
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significant contribution to the outcome in the Initial Model 
(Table 2, rows 4 and 7, column D). These two variables and two 
additional variables, including the base rate and the false alarm 
rate, were retained in the Final Model (see footnote to Table 2).

Results of the RCI analysis showed that all four factors retained in 
the Final Model contributed substantially to the final outcome, and 
the under/overweighting of none of the contributions was statistically 
significant, even without correction for multiple comparisons 
(Figure 4).

Discussion

One notable difference between the results of this experiment 
from those in Experiment 1 was that the binary decision-base rate 
interaction was retained in the final mode in Experiment 1, but not in 
this experiment. Other than that, the results of this experiment were 
similar to those of Experiment 1. Most notably, our analyses showed 
no evidence for significant neglect or overweighting of any other 
variables in the present experiment, either. These results indicate that 

changing the task had little or no effect on the estimation 
of probabilities.

Experiment 3: Estimating the 
probability of an enemy sniper based 
on evidence from drone 
reconnaissance system

Methods

This experiment was identical to Experiments 1 and 2, except for 
the task. In this experiment, the subjects were told that the four items 
of information pertained to a military drone system that was used to 
reconnoiter a combat scene for enemy snipers. Specifically, the four 
parameters were:

 1. The prevalence of enemy snipers in the given theater of 
combat operations,

 2. The hit rate of the drone system,

A B C

FIGURE 3

Estimation errors in Experiment 2. The data are plotted according to the conventions used in Figure 1. (A) Probability of drunk driving estimated by the 
subjects plotted as a function of the corresponding theoretically expected probability. (B,C) Interaction between the false alarm rate and the binary 
decision of the breathalyzer. See text for details.

TABLE 2 Summary of regression modeling of the reported probabilities in Experiment 2.

Predictor variable in the initial 
model‡

Exploratory linear regression model lmg value (% 
contribution 

to overall 
R2)†*

Estimated 
coefficient β

Standard 
error

t value p value

# Name A B C D E

1 Null model (intercept only) 0.15 0.04 3.53 4.6 × 10−4 (N.A.)

2 Base rate of drunk driving in the cohort 1.57 1.08 1.45 0.15 0.6%

3 False alarm rate of the breathalyzer system 0.05 0.07 0.77 0.44 20%

4 Binary decision of the system 0.72 0.05 13.91 <2 × 10−16 53%

5 Interaction of base rate & false alarm rate −0.33 1.59 −0.21 0.83 0.01%

6 Interaction of base rate & binary decision −1.19 1.04 −1.15 0.25 0.3%

7 Interaction of false alarm rate & binary 

decision

−0.71 0.07 −9.91 <2 × 10−16 26%

‡See Methods for additional details. †The model as a whole accounted for 45.28% of the variance (i.e., R2 = 0.4528). *Model selection procedures retained variables # 2, 3, 4, and 7 in the Final 
Model (not shown).
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A B C

FIGURE 5

Estimation errors in Experiment 3. The data are plotted according to the conventions used in Figure 1. (A) Probability of enemy sniper estimated by the 
subjects is plotted here as a function of the corresponding theoretically expected probability. (B,C) Interaction between the false alarm rate and the 
binary decision of the reconnaissance drone. See text for details.

 3. The false alarm rate of the system, and
 4. The binary decision of the system (positive or negative for the 

presence of an enemy sniper) for a given combat scene from 
the given theater of operations. No other data were provided to 
the subjects. The subjects had to estimate the probability that 
an enemy sniper was present in the scene of combat. Thirteen 
subjects (nine women; mean age, 20.23 years ±2.39) 
participated in this experiment.

Results and discussion

The subjects’ responses in this experiment (Figure  5A) were 
indistinguishable from the results in Experiment 1 by a two-tailed 
t-test, p > 0.05; not shown.

The subjects’ reported estimates deviated substantially from the 
theoretically expected probabilities (Figure 5A). Across all subjects, 
the maximum and minimum difference between the reported vs. 
expected percent probabilities were 0.95 and − 0.46, respectively. The 
average difference was 0.33 ± 0.29. The subjects significantly 
overestimated the probabilities (1-tailed paired t-test, t = 23.55, 
df = 419, p < 2.2−16). This systematic bias straightforwardly indicates 
that the subjects failed to estimate the probabilities accurately. 
Intriguingly, the subjects’ overestimates were significantly larger when 
the combat scene was deemed positive for enemy sniper than when it 
was deemed negative (one-tailed t-test, t = 5.94, df = 412.77, p = 3.08−09; 
also see Figures 5B,C).

In this experiment, only three predictor variables were retained 
in the Final Model: false alarm rate of the drone system, binary 
decision of the system, and the false alarm-binary decision 
interaction (see footnote to Table 3). Recall that all three variables 
were also retained in Experiments 1 and 2, but two additional 
predictors were retained in those experiments that were not retained 
in this experiment, raising the possibility that the variables in 
question were over/underweighted in the present experiment. 
However, the over/underweighting of none of the variables was 
statistically significant in this experiment, even without correction 
for multiple comparisons (Figure 6).

Experiment 4: Estimating the 
probability of an enemy sniper based 
on evidence from drone 
reconnaissance system (version 2)

In Experiments 1–3, only the problem scenario differed across the 
experiments, but numerical values of the four probabilistic parameters 
remained the same. This design helped us address the important issue 
of the extent to which the estimation errors vary or remain the same 
depending on the problem scenario. The present experiment took the 

FIGURE 4

Relative contributions of various predictors to the fit of the Final 
Model in Experiment 2. The predictor variables are those that are 
retained in the Final Model and are numbered as in Table 2. The solid 
line denotes the expected contributions of the various predictors. 
The dashed lines denote the upper and lower 95% confidence 
intervals (uncorrected), empirically determined from the data. See 
text for details.
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complementary approach of varying the parameter values while 
keeping the problem scenario unchanged.

This tweak in the experimental design allowed us to test additional 
hypotheses about the underlying phenomenon. For instance, subjects 
in Experiments 1–3 showed a conditional neglect of the false alarm 
rate, wherein subjects underweighted the false alarm rate differently 
based on the binary decision of the system. The present experiment 

was designed to test the hypothesis that the subjects show a similar 
conditional neglect of the hit rate. A second hypothesis is that all other 
things being equal, subjects attach more weight to the hit rate than to 
the false alarm rate.

Methods

This experiment was identical to Experiment 3, except in two 
respects: To help better characterize the effect of varying the false 
alarm rates, we increased the number of possible hit rates to three 
(0.05, 0.5, and 0.95), so that the hit rate during any given trial was 
randomly drawn from these three values. Second, the false alarm rate 
during any given trial was drawn from the palette of the same three 
values (i.e., 0.0, 0.05, 0.5, and 0.95). As alluded to above, the problem 
scenario remained the same as in Experiment 3, so that the subjects 
estimated the probability that an enemy sniper was present in the 
scene of combat. Seven subjects (five women and one non-binary 
person; mean age, 27.71 years ±2.43) participated in this experiment.

Results and discussion

The reported probabilities in this experiment (Figure 7A) were 
collectively indistinguishable from the results in Experiment 1 
(two-tailed t-test, p > 0.05; not shown), indicating that changing the 
task did not result in large-scale changes in the reported probabilities 
overall. The subjects’ reported estimates deviated substantially from 
the theoretically expected probabilities (Figure  7A). Across all 
subjects, the maximum and minimum difference between the 
reported vs. expected percent probabilities were 0.96 and − 0.97, 
respectively. The average difference was 0.19 ± 0.40. The subjects 
significantly overestimated the probabilities (1-tailed paired t-test, 
t = 14.81, df = 1,007, p < 2.2−16). This systematic bias straightforwardly 
indicates that the subjects failed to estimate the probabilities 
accurately. However, in contrast to the results obtained in Experiments 
1–3, the subjects’ overestimates were statistically indistinguishable 
between the combat scene was deemed positive for enemy sniper than 
when it was deemed negative (one-tailed t-test, t = −0.59, df = 890.22, 
p = 0.72).

TABLE 3 Summary of regression modeling of the reported probabilities in Experiment 3.

Predictor variable in the initial model‡ Exploratory linear regression model lmg value (% 
contribution 
to overall 
R2)†*

Estimated 
coefficient 

β

Standard 
error

t value p value

# Name A B C D E

1 Null model (intercept only) 0.16 0.05 3.46 5.9 × 10−4 (N.A.)

2 Base rate (i.e., prevalence of snipers in the given theater of combat) 0.87 1.19 0.73 0.46 0.8%

3 False alarm rate of the reconnaissance drone system 0.14 0.07 1.88 0.06 13%

4 Binary decision of the system 0.58 0.06 10.31 <2 × 10−16 52%

5 Interaction of base rate & false alarm rate −0.46 1.75 −0.26 0.79 0.04%

6 Interaction of base rate & binary decision 0.14 1.14 0.13 0.90 0.008%

7 Interaction of false alarm rate & binary decision −0.65 0.08 −8.23 2.51 × 10−15 34%

‡See Methods for additional details. †The model as a whole accounted for 32.55% of the variance (i.e., R2 = 0.3255). *Model selection procedures (not shown) retained variables # 3, 4, and 7 in 
the Final Model (not shown).

FIGURE 6

Relative contributions of various predictors to the fit of the Final 
Model in Experiment 3. The predictor variables are those that are 
retained in the Final Model and are numbered as in Table 3. The solid 
line denotes the expected contributions of the various predictors. 
The dashed lines denote the upper and lower 95% confidence 
intervals (uncorrected), empirically determined from the data. See 
text for details.
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As noted above, unlike in Experiments 1–3, the hit rate was varied 
in this experiment. This manipulation revealed a new interaction, 
namely the conditional neglect of hit rates, wherein the subjects 
underweighted the hit rate of the drone system based on the binary 
decision of the system (Figures 7B,C; ANCOVA; hit rate x binary 
decision; p < 0.05 for both factors and their interaction, not shown). 
The subjects also showed a conditional neglect of the false alarm rate 
(Figures 7D,E; ANCOVA; false alarm rate x binary decision; p < 0.05 
for both factors and their interaction, not shown).

In this experiment, six different predictor variables were 
retained in the Final Model: base rate, hit rate, false alarm rate, 
binary decision of the system, and two interaction factors: the 
hit-rate binary decision interaction and the false alarm rate-binary 
decision (rows 2–7 in Table 4; also see footnote to Table 4). The 
two factors involving hit rate retained in this experiment were not 
available in Experiments 1–3.

RCI analysis (Figure 8) showed that, of the six factors retained in 
the Final Model in this experiment, the relative contribution of only 
two—binary decision and the hit rate-binary decision interaction 
(predictors 5 and 6, respectively)—were significantly outside the 
uncorrected 95% confidence intervals. However, only the hit rate-
binary decision interaction factor survived the correction for multiple 
comparisons, indicating that the relative contribution of this factor 
was significantly smaller than expected. That is, judging by the RCI 
analysis, this factor can be  reasonably deemed to be  significantly 
neglected. That is, the subjects’ failure to properly weight the 

individuating information as a function of the hit rate was 
statistically significant.

While one may be  tempted to claim that the hit rate-binary 
decision interaction factor in this experiment was the only factor in 
our entire study to be  significantly over/underweighted, doing so 
would be  unwise. This is because making this comparison would 
require correction for this extended multiple comparison, in which 
this factor does not survive.

General discussion

Generalizability of probability estimation 
errors

Several aspects of the estimation errors were common to all four 
experiments in our study. First of all, subjects failed to make accurate 
judgements in each experiment. Second, the judgement errors were 
large, and varied widely from the theoretically expected estimations. 
Finally, the estimation errors represented significant overestimations 
in all four experiments.

It is also noteworthy that the overall pattern of errors was 
statistically indistinguishable across the four experiments (one-way 
ANOVA; p = 0.98 for the between-experiment factor; data not shown), 
even though the tasks and/or underlying probabilistic parameters 
varied across the experiments. This indicates that the errors were a 

A B C

D E

FIGURE 7

Estimation errors in Experiment 4. The data are plotted according to the conventions used in Figure 1. (A) Probability of enemy sniper estimated by 
subjects is plotted in this Figure as a function of the corresponding theoretically expected probability. (B,C) Interaction between the hit rate and the 
binary decision of the reconnaissance drone. (D,E) Interaction between the false alarm rate and the binary decision of the drone. See text for details.
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general feature of the estimation problem used in our study, and 
generalized across the tasks and the experimental parameters we used. 
This straightforwardly suggests that the subjects are unlikely to have 

used grossly different mental strategies for estimating the probability 
of the outcome.

Factors that contribute significantly to 
estimation errors

Our analyses identified multiple contributing factors for the errors. 
Both the similarities and differences among these factors across 
experiments are noteworthy. On the one hand, factors such as 
overweighting of the binary decision (i.e., individuating information) 
and the underweighting (or neglect) of the base rate were major 
contributing factors to the errors across all four experiments. These 
findings are consistent with the large body of earlier studies using this 
task paradigm as well as other task paradigms that have attributed the 
errors variously to one or both of these factors (Kahneman and Tversky, 
1973; Fischhoff and Bar-Hillel, 1984; Thompson and Schumann, 1987; 
Koehler, 1996; Baratgin and Noveck, 2000; Fantino, 2004; Barbey and 
Sloman, 2007; Dahlman et al., 2016; Sanborn and Chater, 2016; also see 
Koehler (1996) and the accompanying commentaries).

On the other hand, some factors made statistically significant 
contributions to the outcome in some experiments and not others. For 
instance, the interaction between the base rate and binary decision 
was evident in Experiments 1 and 4, but not in the other two 
experiments. Further studies are needed to address the issue of why 
exactly the relative contributions of factors differed across tasks.

Our study also identified several additional contributing factors 
that, to our knowledge, have not been previously reported. The most 
notable among these are the factor interactions. We identified many 
statistically significant interactions across the experiments 
(Tables 1–4). Of particular note is the interaction between false 
alarm rates and binary decisions, whereby the subjects attach 
different weight to the false alarm rates depending on the binary 
decision (and vice versa). Intriguingly, this interaction was 

TABLE 4 Summary of regression modeling of the reported probabilities in Experiment 4.

Predictor variable in the initial model‡

Exploratory linear regression model lmg value (% 
Contribution 

to overall 
R2)†*

Estimated 
coefficient 

β
Standard 

error
t value p value

# Name A B C D E

1 Null model (intercept only) 0.37 0.04 9.74 <2 × 10−16 (N.A.)

2 Base rate (i.e., prevalence of snipers in the theater of combat) −0.01 0.92 −0.01 0.99 0.05%

3 Hit rate of the reconnaissance drone system −0.28 0.05 −5.11 3.90 × 10−07 4.34%

4 False alarm rate of the system 0.03 0.06 0.59 0.55 3.9%

5 Binary decision of the system −0.05 0.04 −1.10 0.27 32%

6 Interaction of hit rate & binary decision 0.79 0.05 15.39 <2 × 10−16 50%

7 Interaction of false alarm rate & binary decision −0.33 0.05 −6.64 5.14 × 10−11 9.37%

8 Interaction of hit rate & base rate −0.30 1.14 −0.26 0.80 0.02%

9 Interaction of false alarm rate & base rate 0.62 1.09 0.57 0.57 0.07%

10 Interaction of base rate & binary decision 0.24 0.84 0.29 0.77 0.02%

11 Interaction of false alarm rate & hit rate 0.02 0.07 0.23 0.82 0.01%

‡See Methods for additional details. †The model as a whole accounted for 32.06% of the variance (i.e., R2 = 0.3206). *Model selection procedures retained variables # 2, 3, 4, 5, 6, and 7 in the 
Final Model (not shown).

FIGURE 8

Relative contributions of various predictors to the fit of the Final Model 
in Experiment 4. The predictor variables are those that are retained in 
the Final Model and are numbered as in Table 4. The solid line denotes 
the expected contributions of the various predictors. The dashed lines 
denote the upper and lower 95% confidence intervals (uncorrected), 
empirically determined from the data. See text for details.
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statistically significant in all four of the experiments. To our 
knowledge, such interaction (or, ‘conditional’) effects have not been 
reported before, although previous studies have reported a neglect 
of the false alarm rates (sometimes referred to as the “miss rate 
neglect”) in the context of legal decision-making (Thompson and 
Schumann, 1987; Dahlman et al., 2016).

Causes of the errors are significant as a 
group, not individually

Our results show that the aforementioned factors, as a group, do 
account for a significant amount of the subjects’ estimates of the 
probabilities. Depending on the experiment, the independent 
variables collectively account for about 30 to 45% of the variance, 
depending on the experiment. Of course, this is unsurprising, because 
in any study, the independent variables would be expected to account 
for the response variable/s, to the extent that the former have any 
bearing on the latter.

What is surprising about our results is the fact that, by a principled 
set of criteria, none of the contributing factors by itself significantly 
accounts for the outcome (see below for caveats). As noted earlier, 
many previous studies have attributed these errors variously to the 
neglect of base rates, overweighting of the evidence for the individual 
event, or both [for an overview, see Koehler (1996) and the 
accompanying commentaries]. The collective effect of these studies 
has been substantial, in that the estimation errors in question have 
come to be widely known as the base rate neglect, base rate fallacy, or 
base rate bias (Kahneman et al., 1982; Gigerenzer and Hoffrage, 1995; 
Fantino, 2004). Some previous studies have attributed these errors in 
other contexts, such as legal decision-making, to the so-called fallacy 
of the transposed conditional or the prosecutor’s fallacy, where the 
subjects conflate p(A|B) for p(B|A) (Thompson and Schumann, 1987), 
or to the neglect of false alarm rates, sometimes referred to as the miss 
rate neglect (Dahlman et al., 2016).

While these studies provide empirical evidence that subjects do 
underweight (or conflate, in case of the prosecutor’s fallacy) the 
relevant variables, they do not show that these factors by themselves 
fully account for the errors. In fairness to such studies, few of them 
expressly claim that factors such as base rate neglect fully account for 
the errors. However, factors such as base rate neglect have somehow 
come to be  thought of as sufficient explanations for the 
underlying errors.

Our study successfully reproduces the estimation errors, and 
demonstrates that such claims are misleading at best, because they 
obscure the complexities of the underlying phenomena. On the one 
hand, our results unambiguously show that subjects make large, 
systematic errors, which straightforwardly means that the subjects fail 
to correctly weight the various underlying factors to one degree or 
another. This in turn raises the question of what level of 
underweighting constitutes neglect. For instance, if the subject 
underweights the base rate factor by, say, an average of 10%, can this 
legitimately be  deemed base rate neglect? Previous studies have 
generally avoided this issue. This study takes the position that 
underweighting can be deemed neglect if it is statistically significant, 
i.e., if the weight is significantly lower than that expected from random 
chance. Similarly, a given factor can be considered overweighted if it 
is significantly larger than that expected from random chance. These 

clearly are principled criteria, but by no means the only possible ones 
(see below).

Some important caveats

In addition to the various methodological caveats noted in context 
throughout this report, a few caveats are especially worth highlighting 
here: First, as alluded to above, our study focused narrowly on the 
question of whether and to what extent the observed biases can 
be accounted for by the overweighting or neglect of individual factors, 
as implied by the earlier studies. For this reason, our study remained 
advisedly agnostic about a variety of important, vigorously debated 
questions in the field. Chief among these are issues such as (i) how the 
subjects arrive at their estimates (Kahneman et al., 1982; Koehler, 
1996), (ii) approaches to reducing the estimation errors and efficacy 
of these errors (Hoffrage and Gigerenzer, 1998; Uhlmann et al., 2007; 
Raab and Gigerenzer, 2015), (iii) the methodological and conceptual 
validity and usefulness of formulating and studying the probability 
estimations within the Bayesian framework (Koehler, 1996; Baratgin 
and Noveck, 2000; Fantino, 2004; Barbey and Sloman, 2007; Sanborn 
and Chater, 2016), and (iv) whether and to what extent our findings 
generalize to other task paradigms of probability estimation (e.g., 
Gigerenzer, 1996; Koehler, 1996), or when tested using a larger 
number of disparate problem scenarios. Further studies are needed to 
address each of these questions.

In addition to the various methodological caveats noted in context 
throughout this report, two caveats are especially worth highlighting 
here: First, as its name indicates, GLMM assumes a linear relationship 
between the predictor variables and the response variable. While our 
GLMMs did indeed satisfy the underlying assumptions (data not 
shown), this does not by itself prove that the actual underlying 
relationship is linear. Indeed, it remains possible that there exists an 
unknown non-linear relationship that accounts for the observed data 
even better.

Concluding remarks

A main significance of our study is that it calls into question the 
validity of attributing the probability estimation errors to individual 
factors. But in a larger sense, the significance of our study is that it 
proposes a set of reasonable criteria and methods for evaluating the 
potential causes of probability estimation errors.
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Over the last two decades, there has been a growing interest in the study of 
individual differences in how people’s judgments and decisions deviate from 
normative standards. We  conducted a systematic review of heuristics-and-
biases tasks for which individual differences and their reliability were measured, 
which resulted in 41 biases measured over 108 studies, and suggested that 
reliable measures are still needed for some biases described in the literature. To 
encourage and facilitate future studies on heuristics and biases, we centralized 
the task materials in an online resource: The Heuristics-and-Biases Inventory 
(HBI; https://sites.google.com/view/hbiproject). We  discuss how this inventory 
might help research progress on major issues such as the structure of rationality 
(single vs. multiple factors) and how biases relate to cognitive ability, personality, 
and real-world outcomes. We also consider how future research should improve 
and expand the HBI.

KEYWORDS

individual differences, heuristics and biases, rationality, decision-making, measures

1. Introduction

The heuristics-and-biases (HB) research program, introduced by Tversky and Kahneman 
in the early 1970s (Kahneman and Tversky, 1972; Tversky and Kahneman, 1973, 1974), is a 
descriptive approach to decision-making that consists of invoking heuristics (mental shortcuts) 
to explain systematic deviations from rational choice behavior. For instance, people may 
misestimate a numerical value because of an overreliance on information that comes to mind 
and insufficient adjustment (anchoring-and-adjustment heuristic; Tversky and Kahneman, 
1974). Another well-known example of a cognitive bias is the framing effect, by which 
individuals respond differently to a choice problem when the possible outcomes are framed as 
gains or as losses.

Since its inception, research on HB has produced a large literature on errors in judgment 
and decision-making (Gilovich et al., 2002) and triggered much discussion. Important questions 
include, among others, whether deviations from rationality can be reduced to randomness in 
choice (Stanovich and West, 2000), and whether HB effects are universal or instead vary across 
situations (e.g., due to the ecological or non-ecological nature of the task; Gigerenzer, 1996, 
2008) or across individuals (Stanovich and West, 1998; Baron, 2008). Indeed, not all HB effects 
are present to the same extent in all individuals. Some biases are more prevalent than others: 
loss aversion might be found in a large majority of individuals (Gächter et al., 2022), whereas 
framing effects might not (Li and Liu, 2008). Some individuals might be more susceptible than 
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others. In the case of attribution bias, for instance, that is the 
observation that individuals are more prone to credit themselves for 
positive than for negative events, a large meta-analysis conducted by 
Mezulis et  al. (2004) demonstrated significant variations across 
countries, across genders, as well as associations with 
clinical symptoms.

In addition, to go beyond establishing a list of biases, efforts have 
been made to describe how different biases relate to each other. In this 
line of work, some studies have argued for a common decision-
making competence underlying several HB tasks (Bruine de Bruin 
et al., 2007), akin to the g-factor (Carroll, 1993), whereas other studies 
covering a more heterogeneous set of tasks have provided support for 
a more complex, multidimensional structure (Klaczynski, 2001; 
Weaver and Stewart, 2012; Aczel et al., 2015; Teovanović et al., 2015; 
Ceschi et al., 2019; Berthet et al., 2022; Erceg et al., 2022; Rieger et al., 
2022; Burgoyne et al., 2023). This research illustrates how the cognitive 
structure underlying heuristics and biases in decision-making can 
be investigated using individual differences.

Individual differences, however, have not been the main focus 
of earlier research on HB effects. The first reason is that the goal of 
this research was to demonstrate the existence of HB effects in the 
first place, on average, across participants. A second reason was the 
methodological choice to do so using between-subjects designs. 
This choice was notably motivated by the assumption that between-
subjects designs favor spontaneous, intuitive answers in 
individuals, which are precisely the phenomenon of interest in HB 
research. As Kahneman (2000, p.  682) puts it: “much of life 
resembles a between-subjects experiment.” By contrast, within-
subject designs would be  more transparent to participants, 
emphasizing the comparison between the conditions of interest, 
which might trigger the engagement of a slower, more deliberative 
system, and the override of intuitive answers, thereby reducing HB 
effects (Kahneman and Tversky, 2000; Kahneman and 
Frederick, 2005).

Critically though, the assumption that within-subject designs 
would produce smaller HB effects has not always been supported 
in empirical studies (Piñon and Gambara, 2005; Aczel et al., 2018; 
Gächter et  al., 2022). In addition, regarding transparency, 
participants may remain unable to identify the research hypothesis 
in within-subject designs (Lambdin and Shaffer, 2009). In addition, 
they offer better statistical power than between-subject designs, 
and they eliminate confounds related to potential differences 
between participants in the different experimental conditions. 
Thus, within-subject designs seem appropriate tools to examine 
HB effects. As they allow for measuring biases at the individual 
level, these designs are particularly suited for individual differences. 
However, the measurement of individual differences in HB raises 
a practical and methodological issue: Finding such measures can 
be difficult and time-consuming while we still do not know much 
about their reliability.

The goal of the present study is to address these issues. First, 
we identify the currently available tasks that measure HB effects at the 
individual level. To do so, we conduct a systematic survey of empirical 
studies measuring one or more cognitive biases in a within-subject 
manner, focusing on studies in which the reliability of the measure 
used to quantify the bias is documented. Indeed, tasks optimized for 
large average effects might turn out to be less reliable at the individual 
level, producing a tradeoff between effect size and reliability (Hedge 

et al., 2018). We find that when reliability is documented, it is usually 
good. However, there are also a good number of HB effects for which 
no within-subject design has been tested or for which reliability is 
not known.

Second, we introduce an open online resource for the scientific 
community: the Heuristics-and-Biases Inventory (HBI1). This 
platform aims primarily at providing in a single location the 
experimental material for quantifying HB effects at the single subject 
level. The platform is meant to include new tasks as they are developed. 
Our hope is that this contribution will foster research on individual 
differences regarding cognitive heuristics and biases.

2. Methods

We conducted a systematic review in accordance with the 
PRISMA guidelines (Page et al., 2021).2

2.1. Search strategy

The following databases were searched for peer-reviewed 
empirical articles in June 2022: Web of Science, PsycINFO, and 
Pubmed. Our search strategy was based on the conjunction of two 
criteria: (1) the presence of “individual differences” in the title or in 
the abstract and (2) the presence of the terms “heuristics and biases” 
OR “cognitive bias” OR “cognitive biases” OR “behavioral biases” OR 
“rationality” OR “Decision-Making Competence” in the title or the 
abstract. All entries were imported in Zotero to remove duplicates, 
after which titles and abstracts were screened independently by two 
coders, according to predefined eligibility criteria.

Noteworthy, this search strategy had two implications. First, 
we likely missed relevant papers as we did not enter every single HB 
as a keyword, thereby limiting the comprehensiveness of our 
inventory. Second, our search strategy would not necessarily filter out 
studies that addressed psychological biases other than those pertaining 
to the heuristics-and-biases tradition (judgment and decision-
making) such as health anxiety-related biases (e.g., interpretive bias 
and negativity bias) and the cognitive bias modification paradigm 
which aims at reducing them (e.g., Hallion and Ruscio, 2011).

2.2. Inclusion and exclusion criteria for 
studies

Included studies had to (1) be  published in peer-reviewed 
scientific journals, (2) be written in English, and (3) be conducted 
on human participants. Reviews, conceptual or theoretical articles, 
book chapters, conference proceedings, dissertations, and editorial 
materials were excluded. We also excluded as follows: (1) Studies 
that addressed biases not pertaining to the HB tradition (e.g., 
health anxiety-related biases and implicit biases) for reasons 

1 https://sites.google.com/view/hbiproject/

2 The original ADMC included a seventh task (path independence) which has 

been removed due to low reliability and validity.
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previously mentioned, (2) studies in which self-report 
(questionnaires) rather than behavioral measures were used, (3) 
studies that merely applied the Adult Decision-Making 
Competence (ADMC), (4) studies in which a between-subject 
design was used. In addition, we  chose not to include in the 
inventory two biases related to risk aversion (ambiguity aversion 
and zero-risk bias), which refers to a preference rather than a 
rationality failure (refer to the Discussion section).

2.3. Data collection and analysis

Relevant data was extracted by VB. The following information was 
collected for each study: author names, year of publication, title and 
journal where the study was published, study design, number of 
participants, inclusion/exclusion criteria, the HB task(s) used, whether 
the task(s) included single or multiple items, and the estimated 
reliability when reported. Discrepancies that emerged after full-text 
screening were resolved through a consensus meeting.

3. Results

Figure 1 displays the PRISMA flowchart with full detail of 
this process. The complete search resulted in 1429 articles, 
leaving 1,091 articles once duplicates were removed. After title 
and abstract screening, 109 articles met the inclusion criteria and 
were eligible for full-text assessment. One study was subsequently 
excluded because the author published the same data in another 

article. A total of 108 studies met eligibility criteria and were 
included in the review.

3.1. Study characteristics

Overall, the 108 studies included a total of 58,808 participants. 
Slightly more than half of the studies investigated a single HB (n = 56), 
while the rest addressed multiple HB (n = 51). Regarding the number 
of items, studies used one or several single-item tasks (n = 29), one or 
several multi-item tasks (n = 64), or both single and multi-item tasks 
(n = 14). Critically, out of the 78 studies that used multi-item tasks in 
the present survey, only 14 reported estimates of score reliability.

3.2. An inventory of tasks measuring 
heuristics and biases

Table 1 provides a reduced presentation of the outcome of this 
systematic survey. We identified 41 heuristics and biases for which 
there are tasks to measure individual differences. For each bias, 
we indicate the original paper introducing a typical task to measure 
the bias, the description of the task, the number of items, and 
estimated reliability when reported. A full version of the table is 
available in the supplementary material and on the HBI website, 
which also indicates, for each bias, the scoring rule and references of 
studies that merely used the task but did not report reliability. Note 
that there can be different measures available for some biases (e.g., 
anchoring) and that the same task can be associated with different 

FIGURE 1

PRISMA flowchart of study selection.
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TABLE 1 Inventory and reliability of tasks measuring individual differences in heuristics and biases.

Task Source Items Reliability

Anchoring heuristic: Tendency to adjust judgments toward the first piece of information. Teovanović et al. (2015) 24 0.77

Berthet (2021) 12 0.68

Stanovich et al. (2016) 8 0.48

Berthet et al. (2022) 8 pairs 0.67, 0.75, rtt = 0.63

Attribution bias (including self-attribution bias): Tendency to refer to internal rather than 

external factors when explaining a person’s behavior.

None

Availability heuristic: Tendency to judge events’ likelihood or frequency based on ease of 

recall.

Berthet et al. (2022) 4 pairs 0.67, 0.81, rtt = 0.48

Erceg et al. (2022) 4 0.77

Base-rate neglect (statistical): Tendency to ignore base rates in favor of individuating 

information.

Burič and Šrol (2020) 8 0.77, 0.78

Šrol and De Neys 

(2021)

8 0.82

Burgoyne et al. (2023) 11 0.46

Šrol (2022) 4 0.70

Erceg et al. (2022) 4 0.93, 0.95

Berthet (2021) 4 0.70

Base-rate neglect (causal): Tendency to ignore causally relevant base rates in favor of 

individuating information.

Teovanović et al. (2015) 10 0.71

Erceg et al. (2022) 3 0.55, 0.48

Belief bias in syllogistic reasoning: Tendency to evaluate deductive arguments based on the 

believability of the conclusion rather than its logical validity.

Teovanović et al. (2015) 8 0.76

Berthet (2021) 4 −0.15

Stanovich et al. (2016) 16 0.65

Erceg et al. (2022) 8 0.79, 0.82

Burič and Šrol (2020) 8 0.67, 0.78

Šrol and De Neys 

(2021)

8 0.80

Better-than-average effect: Tendency to perceive one’s abilities as superior to the average. Rieger et al. (2022) 3 0.60

Bias blind spot: Tendency to see themselves as less biased than other people. Scopelliti et al. (2015) 14 0.86

Confirmation bias (four-card selection task): Tendency to confirm rather than infirm the 

hypothesis (logical rule) at hand.

Burgoyne et al. (2023) 10 0.66

Erceg et al. (2022) 4 0.86, 0.80

Berthet et al. (2022) 4 0.84

Confirmation bias (2–4-6 task): Tendency to confirm rather than infirm the hypothesis 

(numerical rule) at hand.

Berthet et al. (2022) 3 0.75

Confirmation bias (interviewee’s personality task): Tendency to confirm rather than infirm 

the hypothesis (personality trait) at hand.

Berthet (2021) 4 0.68

Berthet et al. (2022) 4 0.83, 0.88, rtt = 0.75

Berthet et al. (2022) 4 0.64

Confirmation bias (financial decision-making) Tendency for people to disregard the 

counterevidence regarding their financial investments.

Rieger et al. (2022) 5 0.66

Conjunction fallacy: Tendency to judge that a conjunction of two possible events is more 

likely than one or both of the conjuncts.

Burgoyne et al. (2023) 7 0.69

Šrol and De Neys 

(2021)

8 0.78

Šrol (2022) 4 0.63

Conservatism: Tendency to overweight prior experience relative to new information. None

Covariation detection: Tendency for people to ignore essential comparative (control group) 

information.

None

Debt account aversion: Tendency for consumers saddled with multiple debts to be motivated 

to reduce their total number of outstanding loans, rather than their total debt across loans.

None

Denominator neglect/ratio bias: Tendency to pay too much attention to numerators and 

inadequate attention to denominators.

Stanovich et al. (2016) 12 0.88

(Continued)
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TABLE 1 (Continued)

Task Source Items Reliability

Framing (risk and attribute): Tendency to be affected by how information is structured. Bruine de Bruin et al. 

(2007)

14 pairs 0.62, rtt = 0.58

Parker and Fischhoff 

(2005)

5 pairs 0.30

Stanovich et al. (2016) 11 pairs 0.66

Berthet (2021) 8 pairs 0.74

Berthet et al. (2022) 8 pairs 0.76, 0.85, rtt = 0.45

Erceg et al. (2022) 8 pairs 0.35, 0.17, 0.24

Fungibility of money: Tendency for people to ignore the fact that all money is the same. None

Gambler’s fallacy: Tendency to believe that the probability for an outcome after a series of 

outcomes is not the same as the probability for a single outcome.

Erceg et al. (2022) 4 0.76

Šrol (2022) 4 0.52

Hindsight bias: Tendency to make different judgments (e.g., judging the probability of an 

outcome) between hindsight and foresight conditions.

Teovanović et al. (2015) 14 0.66

Berthet (2021) 10 0.62

House money effect: Tendency for people to make decisions dependent on the prior gain or 

loss; includes greater tendency to gamble with recently won money.

None

Illusion of Control: Tendency to overestimate their ability to control events. None

Insensitivity to sample size: Tendency to neglect sample size in inferential judgments. None

Irrational diversification: Tendency for people to favor a portfolio based on the perceived 

risk rather than the actual risk of the portfolio (based on real variance or probability).

None

Loss Aversion: Tendency to prefer avoiding losses to acquiring equivalent gains. None

Mental accounting: Tendency to assign different mental values to the same sum of money. None

Money illusion: Tendency for people to think of money in nominal, rather than real, terms. None

Myside bias: Tendency to evaluate evidence, generate evidence, and test hypotheses in a 

manner biased toward their own prior opinions and attitudes.

None

Omission bias: Tendency to avoid actions that carry some risk but prevent a larger risk. None

Outcome bias: Tendency to evaluate the quality of a decision based on its outcome. Teovanović et al. (2015) 10 pairs 0.83

Berthet (2021) 16 0.85b

Berthet et al. (2022) 16 0.89b, 0.91b, rtt = 0.78

Erceg et al. (2022) 4 pairs 0.65, 0.68

Overconfidence: Tendency to overestimate their abilities. Bruine de Bruin et al. 

(2007)

34 0.77, rtt = 0.47

Parker and Fischhoff 

(2005)

42 0.79

Teovanović et al. (2015) 21 0.94

Stanovich et al. (2016) 36 0.55

Berthet (2021) 11 0.81b

Berthet et al. (2022) 11 0.73b, 0.59b, rtt = 0.54

Hansson et al. (2008) 40, 40 0.84, 80

Glaser et al. (2013) 15 0.83

Probability matching: Tendency to match choice proportions to outcome proportions in a 

binary prediction task.

Fletcher et al. (2011) 2 0.68

Probability neglect bias: Tendency for people to disregard the small probability of an 

outcome when facing a situation that arouses strong emotions.

None

Proportion dominance: Preference for proportionally higher gains, such that the same 

absolute quantity is valued more as the reference group decreases (e.g., saving 10/10 lives is 

preferred to saving 10/100 lives).

None

(Continued)
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scoring procedures (e.g., framing). The items for each task are 
available on the HBI website.

It turns out that the list includes the main biases studied in HB 
research. In fact, 18 out of the 41 HB are among the biases that violate 
normative models listed by Baron (2008). Our review points out, 
however, that there has been no attempt to measure individual 
differences for several significant biases, such as planning fallacy and 
prominence effect.

3.3. Reliability

Reliability (internal consistency) can be only estimated when 
multi-item tasks are used. Although this was the case for 23 of the 
HB tasks identified here, only 14 of the reviewed studies reported 
estimates of internal consistency, and two studies assessed test–
retest reliability (Bruine de Bruin et al., 2007; Berthet et al., 2022). 
For instance, for the status quo bias, or for the insensitivity to 
sample size, the reliabilities of the measures are unknown. In 
addition, 11 HB have been measured only with single-item tasks so 
far (ambiguity aversion, attribution bias, conservatism, denominator 
neglect, illusion of control, loss aversion, mental accounting, myside 
bias, omission bias, proportion dominance, and regression to 
the mean).

Based on the available estimates of internal consistency 
(excluding estimates of test–retest reliability which are too 
infrequent), the reliability of HB scores is most often above the 
generally accepted standard of 0.70 (Nunnally and Bernstein, 
1994). This finding is noteworthy and confirms that despite the 
“reliability paradox” described by Hedge et al. (2018), tasks that 
were primarily designed to produce robust between-subject 
experimental effects can be  turned into reliable measures of 
individual differences (note, however, that our estimate might 
be inflated by publication bias). Some exceptions are the framing 

effects and sunk cost fallacy, for which low reliabilities have been 
repeatedly found.

4. Discussion

The aim of the present study was to provide a systematic review 
of individual difference measures used in heuristics-and-biases 
research. Based on 108 studies, we listed 41 biases for which at least 
one behavioral task allows one to calculate individual scores. While 
it is apparent that some of the tasks belong to a particular category 
(e.g., availability heuristic, conjunction fallacy, gambler’s fallacy, 
probability matching, and base-rate neglect all assess biases in 
probability), we did not organize the tasks according to a particular 
theoretical taxonomy (e.g., Baron, 2008; Stanovich et  al., 2008). 
Indeed, a key aim of the HBI is to help researchers build a robust 
empirical classification of HB by allowing them to include a large 
number of tasks in the study design and, therefore, to test the validity 
of the existing theoretical taxonomies (Refer to the following text).

Noteworthy, our review raised the issue of the reliability of such 
scores. Indeed, a significant number of HB have been measured only 
with single-item tasks, which does not allow checking reliability. 
When multi-item tasks are used, the reliability of scores is not 
systematically reported. In addition, low-reliability estimates have 
been repeatedly found for some biases (e.g., framing and sunk cost 
fallacy). However, based on the available estimates of internal 
consistency, the reliability of HB scores turns out to be most often 
above the generally accepted standard of 0.70. We  encourage 
researchers to (1) use multi-item tasks and systematically report score 
reliability, (2) avoid calculating composite scores derived from single-
item HB tasks as such scores are unreliable (West et al., 2008; Toplak 
et al., 2011; Aczel et al., 2015).

In the following subsections, we  discuss the limits of our 
systematic review, how the HBI relates to existing taxonomies, and 

TABLE 1 (Continued)

Task Source Items Reliability

Regression to the mean: Tendency to neglect that extremely high or extremely low 

observations tend to become more moderate (i.e., closer to the mean) over time.

None

Regret aversion: Tendency to make decisions in order to avoid feeling regret in future. Rieger et al. (2022) 3 0.60

Representativeness heuristic: Tendency to assess similarity of objects and organize them 

based around the category prototype.

Yoon et al. (2021) 26, 26, 26 0.90, 0.86, 0.88

Morsanyi et al. (2009) 3 0.51

Status quo bias (or default bias): Tendency to choose the default option. None

Sunk cost fallacy: Tendency to continue an endeavor once an investment in money, effort, or 

time has been made.

Bruine de Bruin et al. 

(2007)

10 0.54, rtt = 0.61

Parker and Fischhoff 

(2005)

2 0.03

Berthet (2021) 5 0.35

Berthet et al. (2022) 10 0.38

Teovanović et al. (2015) 8 0.76

Erceg et al. (2022) 4 0.56, 0.39

Temporal discounting: Tendency to prefer smaller immediate over larger delayed reward. Stanovich et al. (2016) 26 0.97

Reliability is measured by Cronbach’s alpha, Spearman-Brown corrected split-half reliability (b), or test–retest correlation (rtt). Some studies reported several estimates of score reliability, which 
are all included in the table. “None” means that all studies that aimed to measure the bias used single-item tasks or that multi-item tasks were used, but the authors reported no estimates of 
reliability. Refer to the HBI website (https://sites.google.com/view/hbiproject/), for the full table.
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how it could be used to further address the impact of cognitive biases 
on real-life behavior.

4.1. Limitations of the systematic review

There are several limitations of this systematic review worth 
considering. First, the comprehensiveness of our inventory is limited 
by our search strategy. In order to cover all papers that addressed 
individual differences in HB, one should enter every single heuristic 
and bias as a keyword, which we did not do for practical reasons. 
Note, however, that our review was not meant to be exhaustive but 
rather to lay the foundation for listing HB tasks that are suited for the 
measurement of individual differences. As a collaborative and 
evolutive repository, the HBI may become more exhaustive over time.

The second limit relates to the selection of biases. As mentioned 
in the Methods section, we excluded psychological biases that do not 
fall within the category of heuristics and biases, defined as rationality 
failures. In particular, health anxiety-related biases such as 
interpretive bias (the tendency to inappropriately analyze ambiguous 
stimuli) and negativity bias (the tendency to pay more attention or 
give more weight to negative experiences over neutral or positive 
experiences) are typically not considered in the classification of biases 
in the heuristics-and-biases approach (Baron, 2008). Similarly, we did 
not include in our inventory two biases related to risk aversion 
(ambiguity aversion and zero-risk bias), which refers to a preference 
rather than a rationality failure (an individual is considered risk 
averse if she prefers a certain or risky option to a riskier option with 
equal or higher expected value while an individual who prefers a 
risky option to a certain or less risky option with higher expected 
value will be considered risk-seeking; Fox et al., 2015). However, one 
could argue that the exclusion of such biases is somewhat arbitrary 
as there is no objective criterion to qualify a bias under the heuristics-
and-biases approach. Based on how the HBI is used by researchers, 
we  will consider the possibility of expanding the scope of the 
inventory to include other types of biases.

4.2. HBI and existing inventories

We discuss here how the HBI compares with two related tools, 
the ADMC and the Comprehensive Assessment of Rational Thinking 
(CART; Stanovich et al., 2016). The ADMC is a set of six behavioral 
tasks measuring different aspects of decision-making (resistance to 
framing, recognizing social norms, overconfidence, applying decision 
rules, consistency in risk perception, and resistance to sunk costs) 
(Parker and Fischhoff, 2005; Bruine de Bruin et al., 2007)3. Three of 
the ADMC tasks can be identified as HB tasks (resistance to framing, 
overconfidence, and resistance to sunk costs). The full-form CART 
includes 20 subtests, some of them measuring HB (e.g., gambler’s 
fallacy, four-card selection task, and anchoring). Noteworthy, the 
CART and the HBI have different aims. The CART is an instrument 
that aims to provide an overall measure of rational thinking (the same 
way IQ tests measure intelligence): A given number of points is 

3 Studies included in the systematic review are referenced in the online 

material only: https://osf.io/5xg92/.

attributed to each subtest, and an overall rational thinking score 
(Rationality Quotient) is calculated (the full-form CART takes about 
3 h to complete). Indeed, each subtest is thought to reflect a single 
subconstruct within the concept of rationality. Accordingly, the 
CART subtests are not thought to be used separately. On the other 
hand, the HBI follows a more basic and practical aim: Providing 
researchers with an open, collaborative, and evolutive inventory of 
HB tasks, each of which can be used separately.

4.3. HBI and future research

We argue that the HBI has the potential to help researchers in 
their investigation of several issues. The first one is the structure of 
rationality. Similar to other topics in psychology (e.g., intelligence, 
personality, executive functions, and risk preference), early studies on 
HB that followed an individual differences approach aimed to explore 
whether single or multiple factors accounted for the correlations 
between performance on various tasks. While some studies have 
suggested the existence of a single rationality factor (Stanovich and 
West, 1998; Bruine de Bruin et al., 2007; Erceg et al., 2022), several 
factor analytic studies supported multiple-factor solutions, which 
relate more or less to existing taxonomies of HB (e.g., Klaczynski, 
2001; Weaver and Stewart, 2012; Aczel et al., 2015; Teovanović et al., 
2015; Ceschi et al., 2019; Berthet, 2021; Rieger et al., 2022).

Irrespective of their results, virtually all studies that explored the 
structure of rationality suffered from two limitations. First, scores for 
some HB tasks (even multi-item ones) failed to reach satisfactory 
levels of reliability (e.g., Ceschi et al., 2019; Erceg et al., 2022), thereby 
questioning the robustness of the factorial solution. Second, the 
sample of HB tasks submitted to factor analysis was limited (mainly 
because of practical limits such as total testing duration) and not 
being representative of all biases listed in the literature. That 
limitation is important as one could reasonably expect that a higher 
number of tasks would result in a higher number of factors extracted. 
Indeed, Berthet et  al. (2022) showed that there was no longer 
evidence of a general decision-making competence when adding four 
HB tasks to the six ADMC tasks while ensuring satisfactory levels of 
score reliability. By providing researchers with more HB tasks 
producing reliable scores, the HBI will further shed light on the 
structure of rationality. Indeed, performing factor analysis on more 
exhaustive samples of tasks might eventually lead to more robust 
empirical taxonomies of biases (Ceschi et al., 2019).

Second, the HBI will allow researchers to further address how 
heuristics and biases correlate with cognitive ability (Stanovich and 
West, 2008; Oechssler et al., 2009; Stanovich, 2012; Teovanović et al., 
2015; Erceg et al., 2022; Burgoyne et al., 2023), personality traits (Soane 
and Chmiel, 2005; McElroy and Dowd, 2007; Weller et al., 2018), and 
real-life behavior (Toplak et al., 2017). Regarding the latter, Bruine de 
Bruin et al. (2007) reported that the ADMC components predicted 
significant and unique (after controlling for cognitive ability) variance 
on the Decision Outcome Inventory (DOI), a self-report questionnaire 
measuring the tendency to avoid negative real-life decision outcomes 
(e.g., rented a movie and returned it without having watched it at all) 
(refer to also Parker et al., 2015). However, Erceg et al. (2022) found no 
evidence that performance on HB tasks predicts various self-reported 
real-life decision outcomes (DOI, job and career satisfaction, peer-
rated decision-making quality). In particular, personality traits 
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(conscientiousness and emotional stability) were the most predictive 
of DOI scores (Berthet et al., 2022, found similar—unpublished—
results). It is worth noting, however, that these studies included 
relatively few HB so how they relate to real-life behavior remains an 
issue to be further addressed.

5. Conclusion

As highlighted by Gertner et al. (2016, p. 3), “the study of bias 
within an individual difference framework is still largely in its 
infancy.” The present article aims to introduce the HBI, an exhaustive 
inventory of behavioral tasks that allow for a reliable measurement of 
individual differences in heuristics and biases. The aim of the HBI is 
to foster individual differences research in heuristics and biases by 
improving the visibility and accessibility of the relevant measures. As 
a collaborative and evolutive repository of all available measures, the 
success of the HBI project depends on the scientific community. 
Indeed, we invite researchers to support the HBI by reporting any use 
of the tasks (published or unpublished) and submit their own—new 
or alternative—measures of heuristics and biases. This open and 
collaborative approach will allow us to share results and continually 
expand the inventory.

Large-scale studies will allow to establish norm data from the 
general population and specific groups (e.g., documenting effects of 
gender and age) for each bias. Thus, our hope is that the HBI can help 
the research on individual differences in heuristics and biases to 
progress from infancy to adulthood.
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The human brain has evolved to solve the problems it encounters in multiple 
environments. In solving these challenges, it forms mental simulations about 
multidimensional information about the world. These processes produce 
context-dependent behaviors. The brain as overparameterized modeling organ is 
an evolutionary solution for producing behavior in a complex world. One of the 
most essential characteristics of living creatures is that they compute the values 
of information they receive from external and internal contexts. As a result of 
this computation, the creature can behave in optimal ways in each environment. 
Whereas most other living creatures compute almost exclusively biological values 
(e.g., how to get food), the human as a cultural creature computes meaningfulness 
from the perspective of one’s activity. The computational meaningfulness means 
the process of the human brain, with the help of which an individual tries to make the 
respective situation comprehensible to herself to know how to behave optimally. 
This paper challenges the bias-centric approach of behavioral economics by 
exploring different possibilities opened up by computational meaningfulness with 
insight into wider perspectives. We concentrate on confirmation bias and framing 
effect as behavioral economics examples of cognitive biases. We conclude that 
from the computational meaningfulness perspective of the brain, the use of these 
biases are indispensable property of an optimally designed computational system 
of what the human brain is like. From this perspective, cognitive biases can 
be rational under some conditions. Whereas the bias-centric approach relies on 
small-scale interpretable models which include only a few explanatory variables, 
the computational meaningfulness perspective emphasizes the behavioral 
models, which allow multiple variables in these models. People are used to 
working in multidimensional and varying environments. The human brain is at its 
best in such an environment and scientific study should increasingly take place 
in such situations simulating the real environment. By using naturalistic stimuli 
(e.g., videos and VR) we can create more realistic, life-like contexts for research 
purposes and analyze resulting data using machine learning algorithms. In this 
manner, we  can better explain, understand and predict human behavior and 
choice in different contexts.
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Introduction

When making judgments or decisions, it is said that people often 
rely on simplified information processing strategies called heuristics, 
which may lead to systematic errors called cognitive biases (Berthet, 
2021). Cognitive biases are considered human behaviors that violate 
normative standards of rationality from perspectives of classic logic 
and mathematics, described for example by the Expected Utility 
Theory (EUT; Von Neumann and Morgenstern, 2007). According to 
Gigerenzer (2018), the irrationality argument has become the 
backbone of behavioral economics. In this paper, we challenge such 
bias-centric approach to behavioral economics by exploring different 
possibilities by opening a wider perspective through the analysis of the 
phenomenon of computational meaningfulness.

It is a generally accepted idea that rationality is reasoning 
according to certain rules. Aristotle developed the logical syllogism 
and enthymeme as norms of human rationality. Logical syllogism 
links together a set of known premises to reach deductive conclusions, 
whereas enthymeme is suitable when a human has only limited 
knowledge about premises (Clayton, 2021). Furthermore, Descartes 
regarded the ability to use language during reasoning process as the 
hallmarks of rationality (Oaksford and Chater, 1994). However, most 
contemporary researchers emphasize, that rational rules should 
be described by rules of logic and mathematics. This idea of a rational 
decision-maker applying classical logic and mathematics is perhaps 
best described by EUT (Von Neumann and Morgenstern, 2007).

According to EUT, a rational decision-maker is a utility maximizer 
and s/he chooses the best option from those available (Kőszegi, 2010). 
Furthermore, EUT makes strong assumptions about rational decision-
makers. First, they have stable and accurate representations of 
preferences and people respond to the options available to them 
independent of context and unaffected by other alternatives or 
temporal order (Suomala, 2020). Finally, a rational decision-maker 
behaves consistently and has all the necessary information to make a 
rational decision (Von Neumann and Morgenstern, 2007).

However, EUT produces predictions that are quite different from 
human behavior. It came under attack from researchers Tversky and 
Kahneman (1974) and Kahneman and Tversky (1979), who showed 
that humans cannot make rational decisions in the way that EUT and 
other normative theories had shown (Mckenzie, 2005). This BIAS-
centric approach to BEHavioral Economics (BIASBEHA) has found a 
large number of cognitive biases and fallacies related to human choice 
(Tversky and Kahneman, 1974; Shafir and LeBoeuf, 2002; Ariely, 2009; 
Thaler, 2016). What the BIASBEHA has clearly shown is that the 
assumptions of the rationality of human behavior according to EUT 
do not have the power to explain, describe and predict human 
behavior in natural contexts. BIASBEHA has shown that people’s 
decision-making is predictably irrational because they use simple 
heuristics, which lead to systematic errors, or biases relative to EUT 
(Leonard, 2008; Ariely, 2009; Thaler, 2016).

When BIASBEHA has shown that a human’s decision-making 
does not follow the traditional principles of rationality, it falls into 
two serious fallacies. First, it does not take into account the 
complexity and flexibility of the human brain and real-life behavior 
with uncertainty. Behavioral research has traditionally been based 
on simplified models in which a certain behavioral phenomenon is 
explained by two or a few parameters. For example, Plato divided the 
mind into reason and emotion, and Descartes into the soul and 

body. Similarly, Kahneman (2011) follows Stanovich and West 
(2000), dividing thinking into system 1 (fast belief system) and 
system 2 (slow conscious and critical system). Although such simple 
divisions are fruitful metaphors for thinking, they are not capable of 
grasping the multidimensionality and flexibility of human thought. 
Second, it has mostly stripped the decision-maker of essential 
information—like prior beliefs—from its experimental setups. To 
move forward in the behavioral sciences, we should study people in 
those environments where they can use different sources of 
information in their behavior. We do not argue that BIASBEHA-
approach has not any value in behavioral science. Of course, this 
tradition has increased our understanding of human behavior in 
different contexts. However, traditional experimental setups in 
psychology and other behavioral science are often too simple to 
capture the multidimensional human behavior and decision-making 
that takes place in different real-life contexts. We suggest that new 
neuroscientific and machine learning methods give new 
opportunities to provide an opportunity to bridge the gap between 
experimental research and real-life behavior (Jolly and Chang, 2019).

In this case, what is essential in a person’s behavior and decision-
making is computational meaningfulness (Suomala, 2020; Suomala 
and Kauttonen, 2022), with which a person makes decisions in 
complex situations of everyday life. The computational meaningfulness 
approach assumes, that the brain/mind operates in different contexts 
by inquiring directly from the structure of the real world by optimizing 
multidimensional—with millions of parameters—information 
relating to the contexts. Previously, both the satisficing (Simon, 1955) 
and the bounded rational model (Gabaix et al., 2006) emphasize the 
study of human behavior in realistic and meaningful contexts. 
However, the model of computational meaningfulness takes into 
account the enormous parameter space of the brain, which is missing 
from the mentioned models.

According to the contextual approach to human behavior and 
decision-making, the task of the human brain/mind is to interpret the 
continuous complex information it encounters in a meaningful way 
in terms of one’s subjective goals and activities. There are thousands 
of potentially informative demographics-, dispositional-, personal-, 
genetic-, and neurobiological variables that correlate and affect human 
behavior. This process is inevitably very multidimensional and 
complex. Therefore, behavioral science needs tools to describe, explain 
and predict human behavior through models, which include hundreds 
or maybe thousands of parameters (variables; Yarkoni and Westfall, 
2017; Jolly and Chang, 2019; Hasson et  al., 2020). In addition, 
we describe the functioning of the human brain as a typical example 
of a biological computer processing huge information flows. The 
human brain’s basic processes are inductions and approximations and 
cognitive biases are a by-product of a process where the brain 
processes huge amounts of information utilizing induction and 
approximation. These are essential features of an optimally designed 
computing system, like the human brain.

With the recent development in machine learning and 
neuroscientific methodology as well as the increasing availability of 
large-scale datasets recording human behavior, we have good tools to 
understand better human behavior in real-life contexts (Yarkoni and 
Westfall, 2017). Therefore, from the computational meaningfulness 
perspective of the brain/mind, the use of cognitive biases may not 
be  foolish at all and can be  rational under some conditions 
(Gershman, 2021).
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The article is organized as follows. We begin by describing typical 
assumptions of the BIASBEHA tradition. In addition, we describe 
more specifically cognitive heuristics relating to confirmation bias and 
framing effect. In conclusion of these, we  highlight the problems 
relating to this tradition. Then, we describe a contextual approach with 
the recent development in machine learning and neuroscientific 
methodology. We end with our conclusions and suggestions on how 
to move forward BIASBEHA tradition.

The heuristics and biases approach

The main aim of BIASBEHA was to study people’s beliefs about 
uncertainty and the extent to which they were compatible with the 
normative rules of EUT and other traditional logical calculus. This 
research program has been quite successful with thousands of 
scientific articles, Nobel laureates Daniel Kahneman and Richard 
Thaler in economics, and practical applications [e.g., Behavioral 
Insight Team in the United Kingdom government; popular non-fiction 
books: (Thaler and Sunstein, 2009; Kahneman, 2011)]. Moreover, new 
cognitive biases are constantly being discovered (Baron, 2008; Berthet, 
2022), which give a rather pessimistic picture of human rationality. It 
is impossible to cover all these thinking biases in one article, so we will 
choose only two quite common and much-studied cognitive biases. 
These are the confirmation bias and framing effect. Below we describe 
typical example studies of both of them and the different 
interpretations made of them from the perspective of 
human rationality.

Confirmation bias as an example of 
irrational human reasoning

The behavioral literature on how people should form and test 
hypotheses has borrowed heavily from the logic of scientific discovery. 
People tend to seek and interpret evidence in a way that supports their 
beliefs and opinions and reject information that contradicts them. 
This tendency has been regarded as confirmation bias (Nickerson, 
1998; Austerweil and Griffiths, 2008; Gershman, 2021). The proclivity 
toward confirmation bias is considered one manifestation of people’s 
inability to think rationally (Wason, 1960, 1968; Popper, 2014). For 
example, Popper (2014) argued that science progresses through 
falsification, i.e., disconfirmation. A descriptive example of this is the 
discovery of helicobacter pylori.

In June 1979—on his 42nd birthday—Robin Warren saw 
something surprising with the new electron microscopy he had just 
adopted. A sample taken from the stomach of a patient with gastritis 
appeared to contain new types of curved bacteria. Although according 
to the bacteriology of that time, bacteria cannot live in the stomach 
because of its acidity, Robin Warren believed his eyes almost 
immediately (Warren, 2005). He was ready to disconfirm (i.e., falsify) 
the current theory of gastritis and started to find human and material 
resources, to make experiments to prove his observation correct 
(Thagard, 1998).

Despite strong opposition from his colleagues, he  worked 
purposefully and decisively. Eventually, he  was able to reform 
bacteriology with his colleague Barry Marshall related to the fight 
against diseases caused by helicobacter pylori in the stomach, and in 

2005 they received the Nobel Prize in Medicine for their work 
(Warren, 2005).

Without a doubt, inventing something new is perhaps the highest 
degree of human mental ability and the clearest manifestation of 
human rationality. The cognitive-historical studies have shown that 
often scientific-, technological-and business breakthrough starts from 
unexpected perceptions (Suomala et  al., 2006; Thagard, 2009). 
Warren’s case is a good example of this. The discovery of helicobacter 
pylori and demonstration of its effect in the development of gastritis 
and gastric ulcer is also a textbook example of the power of falsification 
in scientific discovery. The theory of bacteriology at the time was 
contradicted by Warren’s observation. Similarly, Galileo disconfirmed 
his time’s common theory that Moon has not any mountains. He made 
observations of mountains on the Moon with his new telescope and 
disconfirmed previous wrong theories. As Popper argued, science 
advances by falsification of current theories and hypotheses rather 
than by continually supporting theories (Popper, 2014). Typical for 
Warren’s and Marshall’s as well as Galileo’s case was that other 
scientists were against them and came up with several explanations 
with which they tried to save the old theories.

However, most ordinary people—like many scientists—do not 
apply disconfirmation as an inference strategy. Rather, they try to find 
support for their current knowledge and beliefs. The tendency to use 
confirmation means people’s proclivity to embrace information that 
supports their current beliefs and rejects information that contradicts 
them (Austerweil and Griffiths, 2008).

Illustrative examples of confirmation bias are attitude experiments 
about the death penalty (Lord et al., 1979) and the right to bear arms 
(Kahan et al., 2017). In the death penalty study, its supporters and 
opponents were asked to familiarize themselves with two fictional 
empirical studies. Individuals who supported capital punishment 
subsequently strengthened their belief in the effectiveness of the death 
penalty after reading the two studies, whereas individuals who 
opposed capital punishment subsequently strengthened their beliefs 
in its ineffectiveness. The conclusion of the effect of the data 
evaluations is that opinion shifts of the participants increase attitude 
polarization (Lord et al., 1979; Gershman, 2021). The same body of 
evidence confirms people’s individual beliefs in opposite directions 
indicating humans’ tendency to confirmation bias.

While the content of the study of Lord et al. (1979) above was a 
complex and emotional social issue, does the effect of confirmation 
bias decrease, when the content is not so emotionally charged content? 
The attitude study about the right to bear arms (Kahan et al., 2017) 
tackled this question. In the study, the participants were presented 
with a difficult problem that required numeracy—a measure of the 
ability to make use of quantitative information. As expected, 
participants highest in numeracy did to a great extent better than less 
numerate ones when the data were presented as results from a study 
of a new skin-rash treatment. However, when the content of the 
inference changed from fact-based to emotionally charged content, 
the situation changed. Now, the participants evaluated the results from 
the fictional study of a gun-control ban. Now subjects’ responses 
became less accurate and politically polarized. Such polarization did 
not abate among subjects highest in numeracy, rather, people who 
were good at numeracy used their talent to strengthen their own 
beliefs similarly to people with lower numeracy.

The rule learning task of Wason (1960) and selection task of 
Wason (1968) are the most cited examples relating to confirmation 
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bias. Human reasoning in these tasks has been considered an apt 
exemplification of human irrationality. In the rule learning task, 
participants need to generate triples of numbers to figure out what 
the experimenter has in mind. This task is a more demanding 
version of the generally known object recognition task with 20 
questions (Navarro and Perfors, 2011). The allowable queries in 
both queries are in the general form “Does x satisfy the rule?,” 
where x is an object in 20 question game and a number in Wason’s 
rule learning game (Navarro and Perfors, 2011). Wason gave the 
triple “2-4-6” as an example of the rule. Then the participants 
were asked to construct a rule that applies to a series of triples of 
numbers to test their assumptions about the rule the experimenter 
had in mind. For every three numbers the subjects will be coming 
up with, the experimenter will tell them whether it satisfies the 
rule or not, until the subject comes up with the right rule 
(Wason, 1960).

Most participants first formed a hypothesis about the rule: a 
sequence of even numbers. Then they tested this rule by proposing 
more sequences of numbers typically “4-8-10,” “6-8-12,” and 
“20-22-24.” The feedbacks to all these sequences were positive. 
The participants produced a few more tries until they felt sure 
they have already discovered the rule. Most participants did not 
discover the rule, which was simply “increasing numbers.” Wason 
(1960) showed that most of the participants avoided falsifying 
their hypotheses and instead sought to find confirmation for 
their hypotheses.

In the selection task (Wason, 1968), participants are presented 
with four cards (A, K, 2, and 7), each with a number on one side and 
a letter on the other, and a rule “If a card has a vowel on one side, 
then it has even number on the other side.” Thus, the rule has a 
general form “if p, then q.” Participants have to select those cards 
that they must turn over to infer whether the rule is true or false. 
Following the argument of Popper (2014) about falsification 
(disconfirmation), the correct choice is to turn over the vowel card 
(A) and the odd card (7) because finding an odd number behind the 
vowel or a vowel behind the odd number would reveal the 
hypothesis to be  false. In other words, according to Popperian 
rationally, the correct answer follows a falsificationist (i.e., 
disconfirmation) strategy. It appeared that only 4% of subjects used 
the disconfirmation strategy. By contrast, the vast majority of 
participants used the confirmation strategy by either only turning 
over the vowel card (A; 33%) or turning over the vowel (A) and 
even cards (2; 46%). In other words, people seem to be following a 
confirmation test strategy, turning over cards that confirm the rule.

The studies described above regarding confirmation bias have 
been taken as strong evidence that humans are fundamentally 
irrational in their reasoning. This shows up as an irrational belief 
updating of individuals (Kunda, 1990; Gershman, 2021) and a strong 
tendency to strong logical errors in individuals reasoning (Wason, 
1960, 1968; Johnson-Laird and Wason, 1970; Kahneman, 2011; Thaler, 
2016). These experiments show that participants violated Popper’s 
normative rule, according to which a rational actor pays attention to 
things that contradict the reasoner’s presuppositions. Instead, 
participants tested their hypotheses in a way that would lead them to 
be confirmed. We as humans gather information in a manner that 
leads us to believe or to strengthen our subjective presuppositions 
regardless of their correctness.

Confirmation bias as an example of the 
adaptability of human reasoning

However, wider interpretations of the phenomena of confirmation 
bias have been presented (Oaksford and Chater, 1994; Mckenzie, 2005; 
Navarro and Perfors, 2011; Gershman, 2021). In addition, many 
philosophers of science have rejected falsificationism as unfaithful to 
the history of science and to be anyway unworkable (Lakatos, 1970; 
Kuhn, 1996; Churchland, 2002). These new interpretations emphasize 
that confirmation bias can be  rational under some conditions 
(Gershman, 2021). We present some of them below.

According to this broader view, when a person acts in a certain 
situation, the person tries to grasp those environmental cues that 
increase his/her understanding of this situation. Especially, the 
interpretation of an event is an inferential process and during this 
process, an individual tries to increase knowledge and decrease 
uncertainty. In this case, the confirmation approach can be the most 
effective strategy.

Whereas Warren’s and Marshall’s discovery of helicobacter pylori 
is a good example of Popper’s understanding of scientific discovery 
(Popper, 2014); science progresses by falsification. However, there are 
also contrasting examples in the history of science. When astronomers 
discovered Uranus in 1781 and noticed that it was deviating from its 
predicted orbit, they did not try to disconfirm the prevailing 
Newtonian theory of gravitation (Clayton, 2021; Gershman, 2021). 
Thus, they behaved in similar ways as participants in Wason’s 
experiments. They persistently sought a Newtonian-compatible 
explanation for Uranus’ unusual trajectory and Le Verrier and Adams 
in 1845 independently completed calculations showing that the 
unusual trajectory of Uranus could be entirely explained by the gravity 
of a previously unobserved planetary body (See Gershman, 2021). 
Eventually, a year later Johann Gottfried Galle found through 
telescopic observation Neptune in the night sky almost exactly where 
Le Verrier and Adams predicted it had to be. These astronomers 
succeeded in two ways: they discovered a new planet, and they rescued 
the Newtonian theory from disconfirmation (Gershman, 2019).

Moreover, contemporary research has argued that belief 
polarization might arise from different auxiliary hypotheses about the 
data-generating process (Jaynes, 2003; Jern et al., 2014; Cook and 
Lewandowsky, 2016; Gershman, 2019). The mental simulations of 
people’s brains do not include perfect natural, mental, and cultural 
events. As Gershman (2021) argues, resistance to disconfirmation can 
arise from the rational belief updating process, provided that an 
individual’s intuitive theories include a strong prior belief in the 
central hypothesis, coupled with an inductive bias (Suomala and 
Kauttonen, 2022) to posit auxiliary hypotheses that place a high 
probability on observed anomalies. Jern et al. (2014) explained the 
findings of Lord et al. (1979) by using a rational Bayesian framework. 
When subjects in the experiment do not trust the results of the 
research, then reading a report about the ineffectiveness of capital 
punishment may strengthen their belief. These beliefs in research bias 
could include doubt about the validity of the experimenter, data 
source of stimuli, and other auxiliary arguments against the evidence 
presented during experiments as a whole (Corner et  al., 2010). 
Similarly, Cook and Lewandowsky (2016) demonstrated that belief 
polarization and contrary updating are consistent with a normative 
rational approach using the Bayesian framework. Thus, various 
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auxiliary hypotheses are almost always in play when a human makes 
inferences. When one’s beliefs about auxiliary hypotheses will change, 
then the interpretation of observations will also change (Gershman, 
2021). Next, we will look at the new interpretations of the results of 
Wason’s tasks.

Several researchers consider that the structure of Wason’s tasks is 
such that it favors the confirmation strategy in reasoning. Klayman 
and Ha (1987) found that confirmation bias can be understood as 
resulting from a basic hypothesis-testing heuristic, which they call the 
Positive Test Strategy (PTS). According to PST, people tend to look at 
instances where the target property is assumed to be present. Klayman 
and Ha (1987) emphasized that most task environments are 
probabilistic and then it is not necessarily the case that falsification 
provides more information than verification. What is the best strategy 
depends on the characteristics of the specific problem at hand.

For example, the true rule in the rule learning task, which the 
experimented has in mind (“increasing numbers”) is more general 
than the tentative plausible hypotheses in participants’ minds 
(“increasing intervals of two”; typically “4-8-10″, “6-8-12″, “20-22-
24″). In this case, people tend to test those cases that have the best 
chance of verifying current beliefs rather than those that have the best 
chance of falsifying them (Klayman and Ha, 1987). Furthermore, PTS 
is more likely when testing cases people expect will not work to lead 
to disconfirmation when people are trying to predict a minority 
phenomenon (Klayman and Ha, 1987; Mckenzie, 2005). These two 
conditions are commonly met in real-world reasoning situations and 
the confirmation strategy appears to be  the rational strategy 
during reasoning.

Furthermore, Oaksford and Chater (1994) argue that turning the 
A and the 2 cards (confirmation) in Wason’s card selection task is the 
most informative for determining if the rule is true or not. The 
confirmation strategy epitomizes general findings that rare events are 
more informative than common events (Klayman and Ha, 1987; 
Mckenzie, 2005). Thus people infer that the rule includes rare items—
as vowels in English are—then the PTS shows the rational approach 
to the task contrary to Wason’s interpretations and many other 
researchers’ interpretations (Wason, 1960, 1968; Johnson-Laird and 
Wason, 1970; Kahneman, 2011; Thaler, 2016).

A descriptive example of the human ability for adaptable 
reasoning is manifested in a version of the game “Battleship” 
(Hendrickson et al., 2016). The game took place on a 20 by 20 grid 
partially covered by 5 ships (gray rectangles). The task of participants 
in this game is to discover the correct arrangement of the ships in the 
grid. They could ask where the ships were located (confirmation 
strategy) or where they were not located (disconfirmation strategy). 
Participants were told that their goal was to position the ships in their 
correct positions. The correct positions were randomly selected from 
a large set of possible configurations (Hendrickson et  al., 2016). 
Participants were randomly assigned to one experimental condition 
in which the size of the ships was manipulated such that the portion 
of the grid covered by the ships ranged from 10% to 90%. In small ship 
conditions, there were many more legal candidate hypotheses than in 
large ship conditions since there were many more possibilities in 
which no ships overlapped in small ship conditions (Hendrickson 
et al., 2016).

The research demonstrated that there is a clear relationship 
between hypothesis size (i.e., legal potential position) and the degree 
to which people prefer confirmation strategy. In the 10% condition the 

average preference for confirmation strategy (i.e., questions, where the 
ships are located) was 86%, whereas, in the 90% condition, it was only 
36%. Consistent with optimal information-acquisition strategy, when 
the size of ships increased (i.e., legal potential positions decreased), 
the confirmation request declined. The study showed that the request 
for positive evidence (confirmation) declined as the size of hypotheses 
(literally the size of ships) increased, consistent with the optimal 
information-acquisition strategy.

When the findings of confirmation biases have been regarded as 
a manifestation of irrational human behavior, contemporary 
research—as we described above—has shown that this traditional 
approach is too narrow. Preference for confirmation reflects the 
structure of how people represent the world (Gershman, 2021). The 
ability to adapt, to act actively and flexibly in different environments 
is an indication of human rationality, although can sometimes lead to 
preposterous beliefs. Now we concentrate on other cognitive biases 
presented in heuristics and bias tradition, namely the framing effect.

Framing effect as an example of irrational 
human reasoning

The framing effect occurs when people’s choices systematically 
depend more on how the information of objects or outcomes is 
described than the substance of the pertinent information (Mckenzie, 
2005; Leong et al., 2017). It is considered cognitive bias because an 
individual’s choice from a set of options is influenced more by how the 
information is worded than by the information itself.

In attribute framing tasks one frame is usually positive and one 
negative (Levin et al., 1998). Ground beef is evaluated as better tasting 
and less greasy among participants when it is described in a positive 
frame (75% lean) rather than in a negative frame (25% fat; Levin and 
Gaeth, 1988). Similarly, when a basketball player’s performance is 
described in terms of performance of shots “made” (positive frame) 
rather than “missed” (negative frame), participants rate the player as 
better in terms of abilities in positive than negative condition (Müller-
Trede et al., 2015).

Furthermore, the attribute framing effect is found in contexts of 
plea bargaining (Bibas, 2004) and among economists (Gächter et al., 
2009). The analysis of plea-bargaining literature has brought up the 
effect of framing on the criminal justice system (Bibas, 2004). The 
effect of framing appears to be a crucial component in the process, 
although skillful lawyering may ameliorate its effect. Similarly, the 
framing effect of conference payment for the participants of a scientific 
conference for behavioral economics has been studied (Gächter et al., 
2009). The results showed that while the junior experimental 
economics was influenced by the framing effect, the more senior 
economists were not (Gächter et al., 2009). In a similar vein, people 
who are knowledgeable about an attribute’s distribution (i.e., what is 
the typical number of free throws scored per season by an athlete 
playing basketball in the NBA) exhibited a reduced framing effect in 
the basketball framing scenario. However, the framing effect was 
unaltered among the same people in the medical framing scenario, of 
which they had no prior knowledge (Leong et al., 2017).

It is worth noticing that the information framed above examples 
is not the outcome of a risky choice but an attribute or characteristic 
of the goods. However, the best-known examples of framing effects 
involve choosing between a risky and a riskless option that is described 
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in terms of either gains or losses (Kahneman and Tversky, 1979, 1984; 
Tversky and Kahneman, 1981). When the options are framed as risk-
level, gains, and losses, the reference point has an important role. 
Moreover, people are more willing to take risks when the information 
is framed negatively but seek to avoid risks when the information is 
framed positively (Tversky and Kahneman, 1981).

According to Prospect Theory (Kahneman and Tversky, 1979), a 
decision maker transforms objective values of offers to subjective 
values at the present of the reference point according to the S-shaped 
value function. In this case, a human feels the loss relatively stronger 
than the gain about a reference point. At first, the Prospect Theory has 
described human choice in contexts, where a decision maker’s status 
quo at the time of each choice dictates the subjective reference point 
(Kahneman, 2003). In these situations, a decision maker perceives any 
negative departure from her status quo as a loss, while perceiving any 
positive departure from the same status quo as a gain (Tversky and 
Kahneman, 1981; Louie and De Martino, 2014). Later, there is growing 
evidence that people evaluate the outcomes in light of the expectations 
or their subjective goals which act as a reference point, similar to the 
status quo as a reference point (Camerer et al., 1997; Heath et al., 1999; 
Koszegi and Rabin, 2006; Abeler et al., 2011; Suomala et al., 2017). 
Therefore, the prospect theory is crucial to understanding the framing 
effect. It describes how people evaluate their losses and acquire 
insight asymmetrically.

This phenomenon is aptly described in the famous Asian disease-
study (Tversky and Kahneman, 1981). In the study, the participants were 
asked to choose between two options for treatment for 600 people, who 
suffer from a dangerous imagined Asian disease. The first treatment was 
likely to result in the deaths of 400 people, whereas the second treatment 
had a 66% possibility of everyone dying and a 33% possibility of no one 
dying. These two treatments were then described to the participants of 
the experiment with either a negative framing (describing how many 
would die) or a positive framing (relating how many would live). The 
result of the study (Tversky and Kahneman, 1981) showed that 72% of 
participants chose the first option for treatment when it was framed 
positively, i.e., as saving 200 lives. However, only 22% of participants 
chose the same option when it was framed negatively, i.e., resulting in 
the deaths of 400 people. Similarly, when survival rates of a surgery or 
other medical procedure are emphasized, people are more likely to 
approve of the procedure than when the mortality rates of the procedure 
are emphasized (Levin et al., 1998).

Despite there being some evidence that the framing effect was 
attenuated for those participants knowledgeable about the context 
(Gächter et al., 2009; Leong et al., 2017), it is widely considered to 
provide clear-cut evidence of irrationality and systematic violations of 
the axioms of rationality in decision-making in the same way as the 
confirmation bias (Kahneman and Tversky, 1979; Kahneman, 2011). 
Framing effect violates especially the description invariance-principle 
(Von Neumann and Morgenstern, 2007) essential normative principle 
in EUT (Mckenzie, 2005). However, recent studies—as we described 
below—have shown that this is not necessarily the case.

Framing effects as an example of the 
adaptability of human reasoning

Recent studies related to human behavior have shown, that 
humans and other mammals are sensitive to the context as a whole 

(Gallistel and Matzel, 2013; Müller-Trede et al., 2015). The context 
as a whole has often a stronger effect on behavior than single objects 
or objects’ attributes. Even when participants process information 
about artificial objects (i.e., stimuli) in decontextualized experiments, 
participants have a proclivity to form rich and versatile mental 
simulations, which include not only the stimuli but also the likely 
context and its latent causes in which these stimuli typically occur 
(Gershman et  al., 2015; McKenzie et  al., 2018; Cushman and 
Gershman, 2019). In these experimental as well as in real-life 
contexts, an individual infers based on her/his prior experience and 
expectation relating to a context as a whole (Baum, 2004; Gershman 
and Niv, 2013; Suomala, 2020; Suomala and Kauttonen, 2022). For 
example, when the above-described task includes the wording “the 
ground beef is 75% lean,” a participant likely tries to understand this 
wording from the point of view of either the experimenter or the 
butcher (Leong et al., 2017). Then this context leaks information 
about the experimenter’s and the butcher’s intentions, and these 
informative signals are different in different options, despite options 
being logically equivalent (McKenzie and Nelson, 2003; 
Suomala, 2020).

Each real-life context contains an almost infinite number of 
configurations in terms of human interpretation ability. The human 
resolves this problem of abundant information flows by utilizing prior 
experiences (i.e., memories) and contextual information. When a 
researcher constructs the experiment, the narrative, and single words 
form the information context for participants. Mckenzie (2005) and 
Sher and McKenzie (2006) argues that the frame chosen by the 
researcher and its linguistic expression constitute the information 
content for the test subjects with reference points chosen by the 
researcher. In these cases, logically equivalent frames can signal 
relevant information beyond the chosen frame’s literal content. For 
example, McKenzie and Nelson (2003) found that the “speaker” 
participants were more likely to express a cup with liquid at the 
halfway mark as “half empty” rather than “half full” when the cup had 
initially been full and was therefore empty. Then “Listener” 
participants, in turn, “absorbed” the information signaled by the 
speaker’s choice of frame and were more likely to infer that a cup was 
originally full when it was described as “half empty.” In other words, 
listeners’ inferred reference points matched the actual reference points 
that guide speakers’ frame selection. McKenzie and Nelson (2003) 
conclude that logically equivalent frames can often implicitly convey 
different information and participants are sensitive to this different 
information. Then logically equivalent frames can convey choice-
relevant information and participants in the experiments exploit this 
information effectively (McKenzie and Nelson, 2003; Sher and 
McKenzie, 2006).

Human behavior from sensory observation to mental simulation 
constructions is guided by the principle of meaningfulness (Suomala, 
2020; Suomala and Kauttonen, 2022; Gershman, 2023). This sense-
making process emphasizes certain features of the context at the 
expense of other features. The human brain integrates incoming 
extrinsic information with prior intrinsic information to form rich, 
context-dependent models of situations as they unfold over time 
(Yeshurun et al., 2021). How individuals can weigh different elements 
when constructing the important elements of the context? An 
illuminating example is the study (Sher and McKenzie, 2014), which 
provided experiments, where the participants were asked to evaluate 
a suitable salary for coders and buy CDs.
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In the salary experiment, participants saw three things about two 
applicants. Both had graduated from the University of San Diego with 
majors in programming. The average grade of Applicant A was 3.8 
(max 4.0) and Applicant B was 3.1. In addition, A had programmed 
10 programs in the YT programming language, while B had 
programmed 70 programs in the same language. The essential point 
here is that knowledge relating to the University of San Diego and 
grade were familiar to the participants, whereas the YT programming 
language was unknown to them. The participant groups, which 
evaluate individual applicants, based their evaluation on the known 
attributes. In this case, A applicant got a better salary suggestion than 
B applicant. This is understandable because the A applicant was better 
in grade than the B applicant. These individual evaluation groups 
ignored the effect of programming experience because they likely did 
not understand its meaning. However, the third group of participants 
evaluated both A and B applicants’ salaries at the same time. In this 
case, participants suggested better salaries for B applicants. Despite the 
YT programming language being unknown among participants in this 
group, they were likely sensitive the relatively large difference (10 
programs vs. 70 programs) between applicants.

Similarly, in CD study, participants showed their willingness to 
pay for different CD boxes. When individual CD-box was presented, 
unknown attributes were ignored by participants. However, when 
different versions of CD-boxes were presented at the same time, 
participants were capable to evaluate different versions and they also 
interpret unknown attributes of each other to make suitable price 
estimates (Sher and McKenzie, 2014). Thus, people are very sensitive 
to both implicit and explicit contextual clues, when trying to make 
sense of the context.

It is possible to assume, that the researchers planning an 
experiment form specific frames and reference points, and these 
original choices affect test subjects’ inference processes about these 
frames. For example, the medical tasks described above illustrate that 
describing the treatment in terms of percent survival signals that the 
treatment is relatively successful, whereas describing it in terms of 
percent mortality signals that the treatment is relatively unsuccessful. 
This speaker–listener interpretation help explain also people’s behavior 
in other framing contexts, which we described above.

The speaker-listener framework is reminiscent of Gricean notion 
of conversational implicature (Grice, 1975; Corner et  al., 2010). 
According to conversational implicature, information is not contained 
in the literal content of an utterance but can be  implied from the 
context in which it is given (Grice, 1975). Corner et  al. (2010) 
emphasized that participants may infer more about the experiment 
than is contained in the literal content of the instructions and 
participants might have different ideas about what key task parameters 
are—such as the diagnosticity of evidence in belief 
revision experiments.

Similarly, people try to interpret the content of information based 
on plausibility (Jaynes, 2003). For example, in the case of Asian disease 
(Tversky and Kahneman, 1981) described above, it is very difficult to 
imagine that such a treatment would exist in real life. Recent research 
(Cohen et al., 2017) on the ability to reason in medical cases showed, 
that people’s inference is rational in the traditional sense when the 
probabilities were believable. Similar logically consistent reasoning 
has been observed in syllogistic reasoning, where beliefs about the 
plausibility of statements based on everyday experience influence 

truth judgments (Revlin et al., 1980). Jaynes (2003) emphasizes that 
people’s inference is neither deductive nor inductive, but it is plausible 
reasoning. It has strong convincing power, and a human decides this 
way all the time (Suomala and Kauttonen, 2022). Thus, people’s 
reasoning process is not necessarily purely syntactic or computational. 
Rather, it is sensitive to meaningful properties of the combination 
formed by observation and prior experience. When the occurrence of 
objects and their frames and their relationships are meaningful from 
an individual perspective, her/his reasoning process appears to 
be rational (Gershman, 2021).

Above we  have described examples of heuristic and biased 
approaches to the confirmation bias and the framing effect. Results in 
these studies appear to show that people do not reason according to 
the principles of classical rationality. In both confirmation effect—and 
framing effect experiments people’s performance appears biased when 
compared with the standards of logic, probability theory, and 
EUT. However, contemporary critical studies showed that the human 
mind is more flexible, context-sensitive, and capable to interpret 
environmental features based on an individual’s prior experiences. 
These studies considered misleading the purely negative view of 
human performance implied by the BIASBEHA approach.

Despite the current new critical approach to heuristics and biases, 
tradition has taken important steps in contextualizing human 
behavior, we must go further. As most of the empirical studies of 
human behavior—also these critical studies—suffer from the flatland 
fallacy (Jolly and Chang, 2019).

Term Flatland fallacy refers to Edwin Abbott’s famous Novella 
Flatland: a Romance of Many Dimensions (Abbott, 2019), in which 
the creatures (Flatlanders) with limited perceptual capacities (i.e., 
seeing in only two dimensions) come to reason in a limited way. They 
ignored the complexity of the world and believed that their perceptions 
are veridical. Jolly and Chang (2019) argued that much like Flatlanders, 
humans exhibit strong biases in their reasoning about a complex and 
high-dimensional world due to finite limitations on their cognitive 
capacities. They claim that most psychological researchers are like 
Flatlanders and try to understand human behavior with impoverished 
models of human behavior. We agree and suggest that most of the 
results of BIASBEHA-tradition are a result of not taking the 
multidimensionality of human behavior into account. To overcome 
this fallacy, we  should study human behavior under as natural 
conditions as possible. In the following chapters, we describe this 
approach more specifically.

Computational meaningfulness as the 
core of the human rationality

To move forward in the behavioral sciences, it is central to 
understand the behavior of people in real-life contexts. Our mind is 
not a photocopier. Rather it is a biological computer that extracts 
meaningful patterns from contexts to know how to behave adaptively 
in each context (Suomala, 2020). In this chapter, we describe factors 
that, according to our understanding, help behavioral scientists to 
conduct better research that takes into account human operating 
naturalistic environments. At first, we need a theoretical model of 
human behavior. Such a model should include the following factors 
(Hofstadter, 1979; Gallistel, 2009):
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 1. It realistically describes the signals that humans process, and 
how those signals are processed to yield action.

 2. It realistically identifies meaningful actions.
 3. Research results increase our understanding of human 

behavior in natural environments.

We claim that BIASBEHA approach does not include the three 
factors listed above. Next, we  describe the foundation for a new 
behavior model based on the criteria described above.

The signals that humans process

Living creatures, from single-celled organisms to humans, always 
function in a certain context (Suomala, 2020). For a human, these 
contexts are usually cultural environments, the meanings of which a 
growing child learns to understand. When behaving in a certain 
context, a person computes information from the context to serve her 
activities. We  call this process of transformation and utilization 
computation. Computation means the process by which the human 
brain transforms the contextual information and combines these with 
mental simulations previously adopted by the individual in order to 
behave in optimal ways (Tegmark, 2017; Suomala and 
Kauttonen, 2022).

This means that a person always develops, learns, and acts in a 
certain cultural context. This is aptly illustrated by the study (DeCasper 
and Spence, 1986) that showed that a child learned to prefer the fairy 
tale “The Cat in the Hat” during the fetal period, which one’s mother 
read regularly at the end of the waiting period. Thus, children’s 
preferences begin to be biased toward certain cultural things—in this 
case specific fairy tales—that are present in their environments. In 
other words, a child begins to embrace important cultural entities and 
to behave in this specific cultural context adaptable. Whereas the early 
learning of a child is likely limited to reasoning about objects and 
agents in their immediate vicinity, the wider cultural artifacts, values, 
and habits develop later with interactions of the child and other people 
and official institutions. During this process, the most crucial aspect 
of the human mind is the motivation to share culturally meaningful 
aspects with others (Tomasello et al., 2005; Tomasello, 2014; Suomala 
and Kauttonen, 2022). So, the contexts include not only the physical 
objects but above all the cultural entities. These contexts offer a person 
potential behavioral opportunities, which we call cultural affordances. 
A person learns and acquires knowledge and skills and may develop 
into an expert in some field. Growing into an expert is situational 
in nature.

Humans process signals from their contexts, which include 
constellations of cultural affordances. Described in this way, the 
concept of cultural affordances is related to Gibson’s concept of 
affordance (Gibson, 1979) and Hasson’s direct-fit approach (Hasson 
et al., 2020). The human brain constructs continuous experiences 
about the world to behave in optimal ways in a specific context. The 
real-life contexts in our society are complex, dynamic and uncertain, 
containing typically “countless” numbers of objects, the path of 
objects, people, and their interactions.

Thus, the world—physical and cultural—around us includes an 
almost infinite amount of information from a human point of view. 
The human resolves this problem of abundant information flows by 
using prior experiences (i.e., memories) and contextual information. 

In other words, from the point of view of humans, the world contains 
much more potential information than one can convert into 
knowledge according to her/his purposes.

The human brain computes the meaningful constellations about 
the contexts. It can extract meaningful patterns from complex and 
information-rich environments because the human brain has evolved 
specifically to function in complex and uncertain contexts. Despite the 
absolute number of neurons in the human brain remaining unknown, 
the approximation is that it has about 85 billion neurons (Azevedo 
et al., 2009) and it is each cubic millimeter contains roughly 50,000 
neurons. Because these neurons may support approximately 6,000 
adjustable synapses with other cells, this structure yields about 300 
million parameters in each cubic millimeter of the cortex and over 100 
trillion adjustable synapses across the entire brain (Azevedo et al., 
2009; Hasson et al., 2020). Thus the human brain is overparameterized 
organ and it can produce flexible, adaptive behavior in a complex 
world (Hasson et al., 2020).

Even though the brain is efficient, an individual is only able to 
compute a small part of the information in the context with it. Let us 
imagine a six-year-old child buying penny candies with 10 different 
candies. The child is allowed to choose 10 candies. Mathematically, 
and following the rules of EUT, 10 different candy combinations in 
this context can form 92,378 different options. If it took 15 s to collect 
one bag, it would take a child a good 384 h, or a good 16 days, to try 
all these candy combinations if she did nothing else during that time. 
However, in real life, she can choose candies in a few minutes. We all 
make this kind of decision daily and despite the department store 
including over 100,000 items, we rarely spend more than an hour 
there. We  do not behave according to EUT (Bossaerts and 
Murawski, 2017).

In a conclusion, people process only part of potential signals 
in a context. People are developed and learned to see easily things 
that our culture hands us ready-made as cultural affordances in 
different contexts (Hofstadter, 2001; Zadbood et  al., 2021). If 
these meaningful constellations are lacking—like in typical 
BIASBEHA experiments—people still try to interpret minor 
context clues to make them understandable to themselves. This 
leads to false conclusions about behaviors that do not align with 
those made in real life.

People learn most frequently encountered cultural constellations 
over a lifetime. The learned constellations are stored in long-term 
memory as multidimensional and dynamic experiences. We call 
these stored memories as mental simulations because these 
memories are more vivid and dynamic movies than static object-
like properties (Barsalou, 2009). Through these learned 
constellations, the past is intertwined with a person’s present and 
future (Gallistel, 2017). Mental simulations of the contexts in the 
brain are dynamics networks where context-related information is 
stored in nodes. The links are synapses that carry messages from 
nodes to other nodes.

The meaningful actions as the human 
represent it

Like the contexts surrounding the individual, the mental 
simulations relating to the contexts stored in the individual’s brain are 
also “countless.” An individual has constructed them of experienced 
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contexts during her/his lifetime. These context-based simulations are 
strongly domain-specific and intuitive. These mental simulations 
support an individual to produce flexible and meaningful behavior in 
a complex world.

The meaning of a context and meaningful actions are formed by 
the weights of individual nodes and their links to other elements of 
the context (and between contexts) in the brain (Hofstadter, 2001; 
Yeshurun et al., 2021). This forms a graph where context and actions 
are interconnected, not independent from each other. In other words, 
the elements of mental simulations, which need more memory 
resources, are more meaningful for a subject than elements that need 
just a few resources.

The objects, other people, cultural artifacts, and conventions and 
their interactions happen in specific contexts, and humans learn to 
behave in these contexts gradually. We  are not born with an 
understanding of entities and their roles in specific contexts. This 
understanding must be learned from experience. As a child grows up, 
one’s starts to perceive constellations of events. Then a growing child 
begins to construct fragments from life’s streams as constellations as 
high-level wholes (Hofstadter, 2001). These learned complex 
constellations are constructed based on the principle of computational 
meaningfulness. This principle means, that the human brain can 
produce a set of constraints concerning the distinction between 
different constellations (a bunch of stimuli) of cultural affordances. 
Thus, computational meaningfulness is the result of human’s ability to 
differentiate constellations from one another on a given set of 
observations. To do that, humans need the mental resources to choose 
the most meaningful features of the environment to behave in optimal 
ways in this environment (Ratneshwar et al., 1987; Suomala, 2020; 
Suomala and Kauttonen, 2022). In this way, a person learns to extract 
important aspects of the experienced context (Gallistel and 
Matzel, 2013).

Since each real-life situation contains an almost infinite number 
of possible configurations in terms of human interpretation ability, the 
human ability to assign meanings to certain constellations at the 
expense of others can be considered rational behavior (Hofstadter, 
1979, 2001; Ratneshwar et al., 1987; Suomala, 2020).

Above we described the properties of contexts, the human brain, 
and mental simulations. When an individual acts in the context, s/he 
tries to find meaningful constellations about the current context and 
tries to figure out, how these constellations support her/his personal 
goals. How do these comprehensive processes and the human ability 
to find meaningful constellations in different contexts manifest 
human rationality?

Computational meaningfulness means the process of the human 
brain, with the help of which an individual tries to make the respective 
situation comprehensible to herself to know how to behave optimally 
in a specific context. Then rationality means four things. First, it 
means that the brain makes different contexts understandable by 
inquiring directly from the structure of the real world by recognizing 
the relative importance of different elements in these contexts by 
optimizing multidimensional—with millions of parameters—
information relating to these contexts (Hofstadter, 1979; Hasson et al., 
2020). Second, it means that a human can respond to contexts very 
flexibly and can make sense of ambiguous or contradictory messages 
(Hofstadter, 1979; Geary, 2005; Gershman, 2021). Third, it means that 
an individual can set complex goals and finally, it means that an 
individual can achieve these goals (Geary, 2005; Tegmark, 2017). In 

summary, computational meaningfulness embodies the human 
capacity for rationality.

Research results of behavioral studies 
should increase our understanding of 
human behavior in natural environments

When we  take understanding human behavior in natural 
environments as a criterion to build a theory of behavior, it means that 
we are better able to describe, explain and predict human behavior 
(Gallistel, 2009, 2020; Yarkoni and Westfall, 2017; Jolly and 
Chang, 2019).

To better understand human behavior, as researchers we should 
leverage as natural stimuli and problems as possible in our experiments 
to capture realistic behavior. Despite the naturalness of stimuli in 
experiments lying along a spectrum, there can be described by three 
factors (Hamilton and Huth, 2020). First, a stimulus should represent 
a situation that a participant might reasonably be exposed to outside 
of an experimental setting. Second, the stimulus should appear in the 
same context as it would in real life. Third, the participants’ motivation 
and feeling to solve problems or make decisions should be as similar 
as possible in the experiments as in real life. These properties are 
reminiscent of previous requirements that psychologists should focus 
on the structure of natural environments that the mind relies on to 
perform inferences and to guide behavior (Brunswik, 1955; Simon, 
1955; Todd and Gigerenzer, 2007; Holleman et al., 2020). We argue 
that these three factors are absent from typical BIASBEHA studies.

However, most current ecological studies have shown that we can 
bridge the gap between theoretically simple traditional psychological 
experimental setups and real-life human behavior. We describe these 
studies as follows. Generally, the effect of a stimulus or other message 
on people has been studied from the point of view of the recipient of 
the message. However, the expression of the original context by the 
person who conveys the message is also important for how the 
recipient understands the message. Whether it is a single message or 
an entire experiment setup, it oozes latent meaning that the receiver 
instinctively interprets (McKenzie and Nelson, 2003).

Examples of studies that use natural 
stimuli in their experiments

The need for ecologically valid models has been also realized in 
the field of neuroscience (Nastase et al., 2020). As stated by Nastase 
(2021, 46): “We’re left with a veritable zoo of piecemeal models that 
are difficult to synthesize and, considered individually, account for a 
disappointing amount of variance under natural conditions.” Below 
we describe studies, which have used naturalistic and multidimensional 
stimuli in their experiments. Natural stimuli are videos, real 
advertisements, real health messages, stories, and immersive VR and 
AR technologies (Mobbs et  al., 2021). Two groups of students 
participated in the Buzz study (Falk et al., 2013). A group of message 
communicators watched and evaluated new entertainment program 
concepts in the fMRI scanner intended for television. Immediately 
after the fMRI scan each message communicator presented the 
concepts outside of the scanner during video-interview. Then another 
group of students, who were message recipients, watched these videos. 
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Finally, message recipients were asked how willing they were to 
recommend the concept proposals they saw to their friends. The study 
showed that successful ideas were associated with neural responses 
initially measured by fMRI in the mentalizing system and the reward 
system of message communicators when they first heard, before 
spreading them during video-interview. Similarly, message 
communicators more able to spread their preferences to others 
produced greater mentalizing system activity during initial encoding. 
Thus, people are very sensitive to the semantics of the messages and 
can interpret the intention of the sender (in this case message 
communicators), not only the literal meanings of these messages. It is 
also valuable that the results of the fMRI-experiment generalize 
beyond the experimental situation to the natural video interview and 
its viewing, as well as the personal preference caused by viewing.

Similarly, Falk et  al. (2011, 2012) examined how smokers’ 
neurophysiological responses to antismoking advertisements predict 
subsequent smoking behavior. They found that the brain activation 
patterns in the valuation network of participants, when they were 
exposed to an anti-smoke message in the fMRI-scanner, more 
accurately predicted participants’ proclivity to quit smoking 1 month 
after the initial fMRI than traditional behavioral measurements. Even 
more noteworthy is that the activity in the same region of the mean 
brain activation patterns in the valuation network of participants 
predicted population-level behavior in response to health messages 
and provided information that was not conveyed by participants’ self-
reports (Falk et al., 2012). Therefore, neural activity in the brain’s 
valuation network predicted the population response, whereas the 
self-report judgments did not. Thus, the participants’ neural patterns 
activation during fMRI-experiments “leaks” information about their 
valuation and desires, which have predictive power to real-
like contexts.

In the same way, the research group of Genevsky and Knutson 
(2015); Genevsky et al. (2017) sought to find brain networks in 
laboratory samples to forecasted real microloans (Genevsky and 
Knutson, 2015) and crowdfund success (Genevsky et al., 2017) on the 
Internet. They found that the sample’s average activity in the part of 
the brain’s valuation network forecasted loan appeal and crowdfund 
success on the Internet. Findings demonstrate that a subset of the 
neural predictors in the valuation network of individual choice can 
generalize to forecast the market-level behavior of consumers.

Naturalistic stimuli as the path toward 
novel findings in neurosciences

Heretofore we  have argued that we  humans are sensitive to 
meanings and semantics of the messages in contexts (Grice, 1975; 
Corner et al., 2010), not so much their literal content from a purely 
logical perspective, as the BIASBEHA-approach assumes. One of the 
pioneer researchers who used naturalistic context as stimuli is Uri 
Hasson. He  has not so much looked for ways to predict people’s 
behavior outside of experimental situations, but rather he has tried to 
find a general common ground, especially for human communication 
and generally for human experiences. For example, in his seminal 
brain study (Hasson et  al., 2004), the participants lay in a brain 
scanner and watched the Western film The Good, the Bad, and the 
Ugly. When the brain activations of all the participants measured by 
fMRI were looked at as a whole, the researchers found that the brains 

of the individuals activated in a very similar way to the important 
points of that classic Western movie. It was about the similar activation 
profile of individuals’ brains, i.e., synchronization in certain movie 
scenes. Especially emotionally powerful moments in the film 
synchronize the brains of the participants. Such emotional moments 
were stages that contained excitement, surprise, and joy. In addition, 
emotional activation also increased at points where the theme changed 
to another. Other researchers have found that scenes featuring people 
or animals generally and the other person’s eyes and face especially are 
especially powerful emotion stimulants and synchronize people’s 
brains in similar ways (Sharot and Garrett, 2016).

Hasson and colleagues have studied the basis of the human 
communication system and narrative processing in the brain (Lerner 
et al., 2011; Silbert et al., 2014; Yeshurun et al., 2021). The human 
communication system is an effective storyteller and it does record an 
individual’s memories, ideas, and dreams and transmits them to the 
brains of other people’s communication systems. Similarly, like 
watching a Western film, also when listening to a meaningful story, 
the participant’s brain showed similar activation patterns (i.e., 
synchronization) during the story listening. This occurred even when 
the same story was presented in Russian to subjects who were native 
speakers of Russia (Honey et al., 2012). Synchronization in higher-
order brain regions, such as frontal, temporal, and parietal lobes, 
occurs regardless of the specific format of the narrative, e.g., textual or 
visual (Tikka et al., 2018). In other words, the meaning of the story 
(semantic structure) activates the human brain in similar ways even 
though the story is presented in a different syntax. More broadly, it is 
about a human’s capability to compute holistic meanings in their 
surroundings (=computational meaningfulness) and this process 
operates mostly based on meanings. However, BIASBEHA-approach 
operates almost exclusively at the level of stimulus forms and syntaxes.

Furthermore, Hasson and colleagues have found that the Default 
Mode Network (DMN) in the brain has an essential role on the 
individual level when an individual integrates extrinsic and intrinsic 
information and when s/he tries to establish shared meaning, 
communication tools, shared narratives, and social networks 
(Kauttonen et  al., 2018; Yeshurun et  al., 2021). DMN is usually 
considered an “intrinsic” region, specializing in internally oriented 
mental processes such as daydreaming, reminiscing, future planning, 
and creativity (Raichle et al., 2001; Heinonen et al., 2016). DMN with 
other brain networks together forms the comprehension system, 
which allows the formation of the meaning of the narrative on 
individual levels and allows it to couple across the speaker’s and 
listener’s minds during the production and comprehension of the 
same narrative. Nevertheless, this common ground for understanding 
breaks easily, when a certain part of the story is not understandable to 
the listener or if some part of the element does not belong in the story 
(Lerner et al., 2014; Yeshurun et al., 2017b). Elements that disturb the 
understanding of the story include, for example, scrambled sentences, 
nonsense sounds, and speaking sentences too quickly (Lerner et al., 
2014). Even one unclear word can make it difficult to interpret the 
whole story (Zadbood et al., 2021).

Moreover, certain types of cultural products, such as stories, films, 
pieces of music, and speeches by well-known persons, cause the 
meaningful areas of people’s brains to activate in a very similar way 
(Schmälzle et al., 2015; Sharot and Garrett, 2016; Tikka et al., 2018; 
Zadbood et al., 2021). However, differences in people’s beliefs can 
substantially impact their interpretation of a series of events. When 
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researchers manipulated participants’ beliefs in an fMRI study, this led 
two groups of participants to interpret the same narrative in different 
ways. They found that responses in the communication network of the 
brain tended to be  similar among people who shared the same 
interpretation, but different from those of people with an opposing 
interpretation (Yeshurun et al., 2017b). This study showed that brain 
responses to the same narrative context tend to cluster together among 
people who share the same views. Similarly, small changes in the word 
of a story can lead to dramatically different interpretations of 
narratives among people despite the grammatical structure being 
similar across stories (Yeshurun et al., 2017a).

Confirmation bias and framing effect as 
artifacts of impoverished experimental 
conditions

The brain studies described above give indications that human 
behavior is guided by the principle of meaningfulness. This sense-
making process gives weight to certain features of the context at the 
expense of other features. The human brain combines incoming sensory 
information with prior intrinsic information—i.e. mental simulations 
in memory—to form rich, context-dependent models of contexts as 
they unfold over time (Yeshurun et al., 2021). The task of people’s brains 
is not to copy the physical world as accurately as possible via the senses 
but to support and participate in useful behaviors (Purves et al., 2015; 
Suomala, 2020; Suomala and Kauttonen, 2022).

Most previous studies of BIADBEHA literature assume discrete 
trials with no reference to participants’ real-life contexts. In addition, 
the experiments often are organized in ways, in which a subject 
chooses between only two options. In addition, these options are 
usually unfamiliar to participants and they cannot learn the meanings 
of these options. Therefore, the results according to the heuristics and 
biases framework relating to confirmation bias and framing effects 
give a too pessimistic picture of human behavior. When we take as a 
starting point the human ability to survive and adapt to countless life 
contexts, experiences of meaning and complexity enter the explanatory 
pattern. Some of the reason for this impoverished experimental 
tradition is a consequence of the fact that in the past it has been very 
difficult to study people in meaningful experimental settings. Today, 
the situation is different and as we described above, researchers can 
create real-like experiments, in which human participants could feel 
these situations are meaningful.

Previous examples showed, how it is possible to bring the 
multidimensionality of real contexts to brain studies and collect brain 
data in these situations in real time while the subject construct 
representations of contexts or solves various tasks in these experiments. 
In everyday life, a multitude of cognitive functions and the brain 
networks that subserve them are seamlessly and dynamically integrated 
(Snow and Culham, 2021). Rather than trying to isolate stimulus or task 
features, the idea of data-driven analysis strategies is that features that 
co-occur in the real world are likely jointly represented in brain 
organizational principles. When studying the fluctuations of human 
brain activations with fMRI—as previously described studies above—a 
huge amount of data is obtained from each subject. While the results 
based on this big data is sometimes difficult to interpret (i.e., difficult to 
explain the phenomenon behind the data), the benefits of enormous 
data from people’s brain are, that it can generalize to real-life situations 

and the ability to predict people’s choices in real-life situations (Knutson 
and Genevsky, 2018; Doré et al., 2019).

The term big data often refers to amounts of datasets that are 
enormous orders of magnitude larger than the datasets that behavioral 
scientists work with. In this case, data sets are sized terabytes or even 
petabytes in size (Yarkoni and Westfall, 2017). Similarly, the 
applications of big data have increased about people’s behavior. The 
possibility to access mobile and online data, coupled with a collect of 
enormous archival datasets from social networks and other websites, 
means that studies based on sample sizes of tens of thousands of 
participants (Schulz et al., 2019) to even sample sizes of millions of 
participants (Yarkoni and Westfall, 2017) is today possible. In addition 
to the fact that big data can be used to predict people’s future behavior 
(Knutson and Genevsky, 2018; Doré et al., 2019), its great advantage 
is that they provide a natural guard against overfitting (Yarkoni and 
Westfall, 2017; Hasson et al., 2020). The larger the data, the more 
representative it is of the population’s real behavior it is drawn from 
and it becomes increasingly difficult for a statistical model to capitalize 
on patterns that occur in the training data but not in the broader 
population (Yarkoni and Westfall, 2017). An essential challenge for 
this situation is how to analyze such enormous amounts of data. The 
development of machine learning algorithms gives tools to solve this 
challenge (Suomala and Kauttonen, 2022).

Machine learning algorithms for 
analyzing multidimensional data 
relating to human behavior

How do the above complexity and multidimensionality affect 
designing and executing behavioral experiments? To describe, explain 
and predict human behavior better than before, it is useful to collect 
big datasets and analyze these data with data-driven methods and 
machine-learning algorithms. In recent years, machine learning has 
been able to solve difficult problems in many disciplines (Suomala and 
Kauttonen, 2022). Indeed, cognitive neuroscience is finally at a 
crossroads where we have enough data to start understanding brain-
behavior associations (Zhou and Zuo, 2023). Together with increasing 
computational power and data set availability have led to 
breakthroughs in machine learning and artificial intelligence. 
Illustrative of this development is DeepMind’s program AlphaFold, 
which can predict the shape of almost all proteins based on their 
amino-acid sequences (Callaway, 2020). This problem has been 
biology’s grandest challenge for decades. Similar progress has been 
found in the context of geology (Beroza et al., 2021).

Machine learning algorithms allow researchers to fit large sets of 
parameters including both linear and non-linear functions and a goal 
state. When a large amount of data is given to these algorithms, they 
can find approximated functions that best explain the final result. In 
this way, for example, the amino acid chains associated with each 
protein pattern have been found. Machine learning is useful in 
understanding complex phenomena—like human behavior—in the 
following ways (Glaser et al., 2019; Suomala and Kauttonen, 2022). It 
helps to build better predictive models, identify predictive variables by 
applying regularization and finding causal relationships, benchmark 
linear and non-linear models, and serve as a model of the brain/mind 
to compare against algorithms. Due to the complexity of behavioral 
and neurophysiological datasets that can be  both non-linear and 
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recurrent, it is beneficial to apply machine learning methods that can 
extract meaningful dynamics and structures (Glaser et al., 2019).

The classical statistical modeling—which BIASBEHA uses almost 
exclusively—relies on inference rather than predictive power, and is 
insufficient when trying to find working principles of neurophysiology 
and behavior of humans (Yarkoni and Westfall, 2017; Jolly and Chang, 
2019; Hasson et al., 2020). In a recent study by Schrimpf et al. (2021), 
researchers demonstrated that specific language models based on deep 
neural networks and transformer architecture could predict human 
neural and behavioral responses to linguistic input with perfect 
predictivity relative to the noise ceiling. The researcher suggests that 
“testing model ability to predict neural and behavioral measurements, 
dissecting the best-performing models to understand which components 
are critical for high brain predictivity, developing better models 
leveraging this knowledge, and collecting new data to challenge and 
constrain the future generations of neutrally plausible models of 
language processing” (Schrimpf et al., 2021). We argue that a similar 
approach should be pursued to other behavior as well beyond language. 
With enough data, artificial neural networks can handle the messy 
complexities of the natural world, including nonlinearities, redundancies, 
and interactions, as does the brain itself (Snow and Culham, 2021).

To make the discussion of impoverished experiments, irrational 
decisions, multidimensionality, and usefulness of machine learning 
techniques more concrete, let us consider an illustrative example of a 
hypothetical behavioral experiment. Imagine that an investigator wants 
to find out how the need and cost affect a decision to buy a certain 
product. The investigator asks 400 people how much they need this 
product (variable X) and whether they would buy the product at a specific 
price (variable Y). For simplicity, let us assume that these two variables are 
on an arbitrary scale between 0 (minimum value) and 1 (maximal value). 
The result is depicted in Figure 1A. The decision boundary appears clean 
and can be fitted well using a linear logistic regression model with 2 
parameters. Using a typical 80–20 train-test data split (i.e., 80% for model 
training and 20% for testing), the error rate is 3.4%. Now, imagine another 
scenario where the same survey is performed by a brick-and-mortar 
shopkeeper, and the responders are expected to come by physically and 
buy the product. Now the physical distance between the shop and the 
customer (variable Z) will be a new variable. As depicted in Figure 1B, the 
decision boundary now appears as a non-linear function of the three 
variables. If this new data is plotted on X-Y plane, omitting Z, data appear 
noisy and some decisions irrational; even with a very high need for the 
product (close to 1) and very low product price (close to 0), some buying 
decisions are still negative and wise-versa. If we try to fit a model to this 
lower-dimensional data, results are poor as neither linear nor non-linear 
models work well. This is demonstrated in Figure 1C using linear (3 
parameters) and quadratic (5 parameters) logistic regression models, and 
a neural network classifier model (3 hidden layers, 88 parameters). The 
models resulted in testing error rates 18.9%, 14.9%, and 14.9%. However, 
when all variables are included in the model, a good approximation of the 
original decision boundary can be found using a neural network model 
(98 parameters, error rate 0%) as shown in Figure 1D.

With the above example, we highlighted three aspects: context-
dependent decision making, the difference between controlled 
(laboratory) experiments vs. messy complexities of real-life behavior, 
and the usefulness of machine learning and data-driven analysis 
favoring predictive power over model simplicity. In real-life scenarios, 
human decisions are affected by factors that are difficult to anticipate 
and emulate in impoverished, highly-controlled experimental settings. 
What may appear as irrational decisions in the second situation, are 

in reality rational when considering the constraints of real life, which 
in this case was the effort needed to buy the product. This highlights 
the importance of the multidimensional nature of ecological decision-
making. Of course, our example is an oversimplification as a 
researcher cannot collect a dataset with all possible variables that 
could affect human behavior. However, this difficulty is not an excuse 
to omit ecological data collection completely.

As a summary, we  may conclude that tightly-controlled 
(laboratory) experiments are useful for testing hypotheses about the 
contributions of components, e.g., which variables should be included 
in a model, ecological experiments are useful for testing whether those 
hypotheses generalize to natural settings, and for generating new 
hypotheses that consider the complexities of the organism in its 
environment (Nastase et  al., 2020; Snow and Culham, 2021). 
Hypotheses should be formulated with ecological considerations in 
mind and rather than constraining data collection, data should 
be collected in representative contexts for the ecological behaviors that 
you want to study (Nastase et al., 2020).

Summary and conclusion

The article describes typical BIASBEHA studies relating to 
confirmation bias and framing effects. Whereas these studies have 
shown that human reasoning differs decisively from the EUT’s concept 
of rationality, we presented a more realistic view of human rationality. 
We  share the view of Gigerenzer (2018) to omit the ideas of 
irrationality and bias-centric view in behavioral economics, however, 
we need to take steps further toward life-like experimental settings 
and predictive modeling.

According to our approach, human is rational, because they can 
compute meaningful constellations and produce mental simulations of 
these, i.e., behave according to the principle of computational 
meaningfulness. Then rationality means firstly, that the human brain 
makes different contexts understandable by recognizing the relative 
importance of different elements in these contexts by optimizing 
multidimensional information relating to these contexts (Hofstadter, 1979; 
Hasson et al., 2020). Secondly, it means that a human can respond to 
contexts very flexibly and can make sense of ambiguous or contradictory 
messages. Third, it means that an individual can set complex goals and 
finally, it means that an individual can achieve these goals.

To understand human behavior and its multidimensionality, we need 
to study human behavior in real-life contexts. We presented some fMRI-
studies, which have successfully shown, how using multidimensional data 
collected from real-like situations (by using videos, stories, real 
advertisements, and real health messages) can help our understanding 
and help to predict human behavior in real-life contexts. By using 
multidimensional stimuli and machine learning methodology we can go 
toward a better theory of human behavior. This means moving away from 
overly simplified, few-parameter models that generalize poorly with 
actual behavior and between subjects, and explaining behavior with a bias 
when decisions are meaningful from an individual’s point of view. One 
practical way to do this is to take advantage of immersive VR and AR 
technologies that allow building experiments closer to ecological 
conditions while also allowing experimental control.

Formalizing behavioral theories using neuroscientific and 
computational models provides a way to overcome the Flatland fallacy 
through the consideration of high-dimensional explanations of 
behavioral phenomena. Jolly and Chang (2019, p. 442) argue: “We 
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believe the use of computational models will likewise better enable 
researchers to capture this complexity within psychological theories.” 
We agree and this article aims to sketch the theory of human behavior 
based on the principle of computational meaningfulness.
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FIGURE 1

Hypothetical illustration of a decision to buy a certain product surveyed from 400 respondents. (A) Survey results in a laboratory setting depend on 
only two parameters: Price (X) and need (Y) for the product. Decision boundary fitted using a linear logistic regression model with red and green points 
corresponding to negative and positive decisions to buy. (B) A repeat of the experiment outside the laboratory with a third variable (Z) as a customer 
distance to the shop. The decision boundary is a complex, non-linear function. (C) Three models fitted to data with only two parameters included; 
models are linear (orange), quadratic (green), and neural network (blue). (D) Neural network model fitted to the full data with all three variables.
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Background: There are many reasons why individuals with depression may not 
seek help. Among those with elevated depressive symptomatology, some previous 
interventions aimed at increasing help-seeking have unintentionally decreased 
help-seeking intentions. Beck’s cognitive theory of depression posits that individuals 
with elevated depressive symptomatology process information differently from 
those without depression (i.e., increased cognitive errors, negative bias); potentially 
explaining the iatrogenic results of previous interventions. Mental contrasting and 
implementation intentions (MCII; a self-regulatory strategy) interventions have 
successfully influenced physical and mental health behaviors. However, MCII has 
not been used specifically for initiating help-seeking for depression. The goal of this 
research was to ascertain whether an online MCII intervention could increase actual 
help-seeking or the intention to seek help for depression.

Method: Two online randomized pre-post experiments were conducted to 
measure the primary outcome measures 2 weeks post-intervention (Study 1 
collected Summer 2019: information-only control [“C”], help-seeking MCII 
intervention [“HS”], and comparison MCII intervention [“E”]; Study 2 collected 
Winter 2020: “C” and “HS”). At Time 1, adults recruited from MTurk had a minimum 
Beck Depression Inventory (BDI-II) score of 14 (mild depressive symptoms) and 
were not seeking professional help.

Results: Study 1 (N = 74) indicated that the intervention was feasible, provided 
preliminary support, and clarified intervention components for Study 2. Study 2 
(N = 224) indicated that the HS group reported greater intentions to seek help and 
actual help-seeking than the C group. Proportionally, actual help-seeking was 
more likely among individuals who received the HS intervention and either did not 
perceive themselves as depressed at Time 2 or had BDI-II scores indicating that 
their depressive symptomatology decreased from Time 1.

Limitations: Participation was limited to US residents who self-reported data.
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Discussion: These studies indicate that a brief online MCII intervention to 
encourage help-seeking is feasible and preliminarily successful. Future studies 
should consider using ecological momentary assessment measurements to 
establish the temporal precedence of intervention effects and whether MCII is 
effective for encouraging help-seeking among individuals prone to experiencing 
cognitive errors who may not be experiencing negative bias (e.g., bipolar disorder 
or anxiety). Clinicians may find this method successful in encouraging ongoing 
treatment engagement.

KEYWORDS

depression, implementation intentions, mental contrasting, negative bias, help-seeking, 
online intervention, MCII

1. Introduction

Although depression is a serious condition that affects millions 
worldwide (James et al., 2018) and is a leading risk factor for suicide 
(World Health Organization, 2021); with help, depression can 
be effectively treated (Linde et al., 2015). However, many who experience 
symptoms of depression do not seek treatment (Mekonen et al., 2022): 
a recent meta-analysis indicated that spontaneous remission rarely 
occurs (Mekonen et al., 2022). The goal of the current studies was to 
investigate the utility of a brief, theory-based online intervention 
designed to increase help-seeking (interpersonal or professional) 
initiation for those with elevated depressive symptomatology.

There are many reasons why an individual with depression may 
not seek help, such as not knowing how to seek help (e.g., Henderson 
et al., 2013; Keeler and Siegel, 2016), general lack of knowledge about 
depression (e.g., Rüsch et al., 2011), fear of stigma (Corrigan, 2004; 
e.g., Henderson et al., 2013), or structural barriers (e.g., Carbonell 
et  al., 2020). Interventions can address these issues successfully, 
inducing individuals to seek help, potentially even saving lives (e.g., 
Siegel et al., 2015; Parikh et al., 2018). However, some interventions 
aimed at increasing help-seeking for depression (or addressing 
common barriers to help-seeking) have indicated iatrogenic results 
(for examples see Christensen et al., 2006; Klimes-Dougan and Lee, 
2010; Sin et al., 2011; Klimes-Dougan et al., 2013; Lienemann et al., 
2013; Keeler and Siegel, 2016). This is particularly problematic when 
an intervention appeared to have been successful for individuals who 
were not depressed (e.g., Keeler and Siegel, 2016) and indicates the 
necessity to consider how individuals with depression may respond to 
interventions differently from general populations (Siegel et al., 2017). 
Beck’s (Beck, 1964; Beck, 1967; Rush and Beck, 1978; Beck, 1987; Beck 
and Alford, 2009; Beck and Bredemeier, 2016) cognitive theory of 
depression (CTD) helps to explain why this phenomenon may occur.

Beck’s CTD (see Clark and Beck, 2010) describes how elevated 
depressive symptomatology can alter how an individual may process 
information differently from an individual who is not depressed. Beck 

reasoned this is due to the depressogenic schema that involves faulty 
patterns in attitudes and cognitions (negative bias) leading to cognitive 
errors. The negative bias that leads to the negative triad of thinking 
negatively about themselves, the world, and the future, may amplify 
the perception of barriers to seeking care [e.g., not knowing how to 
seek help (Henderson et al., 2013; Keeler and Siegel, 2016)]. Beck’s 
CTD illustrates the importance of choosing a sample comprised of 
individuals with elevated depressive symptomatology to test an 
intervention. Individuals without depression cannot be expected to 
think or experience the world in the same manner (Ingram et al., 
2008). Further, Beck’s CTD suggests that individuals with elevated 
depressive symptomatology make cognitive errors indicating an 
intervention requiring a decreased cognitive load may be optimal 
(Bowie et al., 2017). However, understanding CTD alone does not 
solve the problem of the iatrogenic results.

Although Gollwitzer’s theory of implementation intentions 
(Gollwitzer, 1990; Gollwitzer, 1993; Gollwitzer and Bargh, 1996) and 
Oettingen and Gollwitzer’s (2010) addition of mental contrasting to 
implementation intentions (MCII) is relatively new, the literature 
suggests MCII may provide an optimal theoretical basis to overcome 
these barriers for the proposed studies. MCII is a meta-cognitive, self-
regulatory strategy that can be employed to initiate behavior change 
(Duckworth et al., 2013). On their own, implementation intentions 
are concise action plans using “if-then” statements set in advance 
between a given situation and the planned goal, bridging the gap 
between setting a goal (intentions) and outlining the exact 
mechanisms of how one plans to achieve the goal when a critical cue 
occurs (see Gollwitzer and Brandstätter, 1997; Gollwitzer et al., 2005; 
Gollwitzer and Sheeran, 2006). In theory, once the implementation 
intention is set, when the critical cues are experienced at a later time, 
individuals will complete the action plan quickly and without 
conscious effort (Bayer et al., 2009). Mental contrasting requires a 
modification in the process of how the implementation intention is 
formed. It includes using imagery to help elaborate on the positive 
future of goal achievement as well as on the negative reality of what is 
required to attain the positive future goal (Oettingen and Gollwitzer, 
2010; Oettingen and Gollwitzer, 2018). Therefore, the goal of mental 
contrasting in implementation intentions is to motivate and prepare 
individuals cognitively to form and engage in implementation 
intentions realistically to achieve their personalized goal (Oettingen 
and Gollwitzer, 2010; Oettingen and Reininger, 2016). In practice, 
MCII has also recently been recently rereferred to as a WOOP 

Abbreviations: BDI-II, Beck Depression Inventory-second edition; C, Information-

Only Control; CTD, Cognitive theory of depression; E, Exercise; EMA, Ecological 

momentary assessment; HS, Help-seeking; ITT, Intention to Treat; MCII, Mental 

contrasting and implementation intentions; PP, Per Protocol; SIIS, Strength of 

Implementation Intentions Scale; T1, Time 1; T2, Time 2.
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strategy (wish [i.e., goal], outcome [i.e., positive future of goal] 
obstacle [i.e., elaboration on negative reality or barrier], plan [i.e., 
implementation intention]) when used in interventions (e.g., 
Oettingen and Reininger, 2016; Gollwitzer et al., 2018; Mutter et al., 
2020; Monin et al., 2021).

Although MCII has effectively encouraged a wide range of goal 
achievement including physical health behaviors with moderate 
success (see Wang G. et al., 2021), its use among specific populations 
with mental health concerns is comparatively sparse (Toli et al., 2016). 
Of the existing literature in the field of mental health, MCII has shown 
initial promise with increasing specific goal attainment in samples of 
individuals with ADHD (e.g., Gawrilow et  al., 2012), depression 
(Fritzsche et al., 2016), and schizophrenia (e.g., Sailer et al., 2015). 
Additional implementation intentions studies focused on general 
mental health populations including reducing self-harm (Armitage 
et  al., 2016). Using MCII techniques may compensate for any 
personality features (e.g., perfectionism) that can otherwise lessen the 
effectiveness of forming implementation intentions alone due to 
mental contrasting’s ability to enhance the strength of commitment to 
forming and following through with implementation intentions 
(Oettingen and Gollwitzer, 2010). The focus on remaining realistic 
about the barriers to goal achievement and finding ways to overcome 
them may be  especially useful for encouraging individuals with 
mental health concerns to achieve their personal goals (Fritzsche et al., 
2016). This is particularly true for those experiencing the negative bias 
and cognitive errors associated with depression that can hinder the 
ability to process positive thoughts without acknowledging the current 
pervasive negative thoughts difficult (Beck, 1987; Clark and Beck, 
2010). Despite calls for increased use of MCII interventions among 
individuals with mental health concerns (see Gollwitzer and Sheeran, 
2006; Toli et al., 2016) and a theoretical model that appears well suited 
for use with depression, MCII remains underutilized in the 
current literature.

Another gap in the field is whether MCII can help encourage 
individuals experiencing troubling mental health symptoms to initiate 
help-seeking. The current mental health implementation intention 
literature is nearly devoid of help-seeking interventions, with only one 
study that focused on helping individuals follow through with a 
previously scheduled mental health appointment (i.e., Sheeran et al., 
2007). Given that MCII inductions have been useful to help create a 
strong commitment to initiate other physical health behaviors (e.g., 
Christiansen et al., 2010), it seems plausible that using MCII to initiate 
help-seeking for mental health concerns may be  a valid way to 
overcome the personality boundary conditions and ensure the 
individual forms sufficiently strong links between the critical cues and 
responses (Gollwitzer and Sheeran, 2006) through the more intense 
inductions used with MCII.

Based on the rationale that MCII shows promise to overcome the 
negative bias as proposed by CTD and that the personalized approach 
can be tailored to address the multitude of help-seeking barriers, this 
set of studies was designed to test a novel online intervention. The 
overarching goal was to increase mental health help-seeking initiation 
intentions and behaviors among individuals with elevated depressive 
symptomatology. A subset of analyses from a larger set of studies 
collected as part of a dissertation (Keeler, 2021), the focus of the 
current publication is narrowed in scope to focus exclusively on 
testing the efficacy of a newly designed online MCII intervention 
across 2 studies.

The primary goal of Study 1 was to test the feasibility of a novel 
online MCII help-seeking intervention to help pinpoint components 
that would be necessary to include in Study 2. The first study included 
both a comparison group that completed an MCII for an exercise goal 
and an information-only control group to ascertain if any group 
differences could result from either the length of the intervention or 
if completing any MCII intervention would be effective in increasing 
help-seeking for depression. The second study focused on testing the 
effects of the intervention with a larger sample once the online 
intervention was optimized based on Study 1 findings.

2. Study 1

There were several specific goals for the preliminary study 
including: (a) establishing the initial feasibility of implementing a 
pre-post online MCII intervention; (b) clarifying components to 
optimize the help-seeking MCII intervention for Study 2 including the 
need to use both a comparison and a control condition; and (c) testing 
the two hypotheses using three conditions (information-only control 
[“C”], help-seeking MCII intervention [“HS”], and comparison 
exercise MCII intervention [“E”]).

The first hypothesis focused on terminal help-seeking. The second 
examined if the intervention could influence help-seeking intentions, 
which could indicate a willingness to seek help in the future. H1: 
Participants in the HS group (i.e., those who received the HS MCII) 
intervention would be more likely to report initiation of help-seeking 
for depression during the intervention period than those who were in 
either the E MCII or the C conditions. H2: Participants in the HS 
group would be more likely to report greater intentions to seek help 
than those in the E MCII and the C conditions regardless of whether 
they actually sought help during the intervention.

2.1. Method

2.1.1. Participants
Participants were recruited from Amazon’s Mechanical Turk 

platform (MTurk; Amazon Web Services, RRID: SCR_012854) with 
data collected from June – August 2019. All potential participants 
completed an IRB committee-approved online informed consent 
attesting to general inclusion criteria (18 or older, United  States 
Resident, English fluent) before prescreening for full inclusion criteria 
in accordance with Siegel and Navarro’s (2019) recommendations to 
prescreen MTurk populations. Individuals were prescreened for 
elevated depressive symptomatology (having a minimum score of 14 
on the BDI-II) and current help-seeking practices for depression (not 
currently seeking professional help) before being immediately invited 
to participate in the intervention.

A G*Power (RRID: SCR_013726) analysis for a between-within 
repeated measures ANOVA with interactions using three groups and 
two time points (i.e., f = 0.15, α = 0.05, 1-β = 0.95, r = 0.80 between 
measurements) indicated a total sample size of 72 would be required 
for adequate power to detect a moderately small effect. However, to 
account for a 20% dropout (approximately 5 participants per 
condition), the initial aim was 30 participants for each condition 
(MCII HS, E, and C). The plan to recruit 90 individuals with elevated 
depressive symptomatology was comparable to previously successful 
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MCII interventions’ total sample sizes that included individuals with 
depression (e.g., N = 47, Fritzsche et  al., 2016; N = 36, Sailer et  al., 
2015). The 2 week duration of the intervention was based on the 
lengths of previous MCII mental health interventions have ranged 
from two (Gawrilow et al., 2012) to 4 weeks (Sailer et al., 2015); the 
decision to err on a shorter follow-up period was due to the online 
nature of the study to minimize attrition.

2.1.2. Design
The study included three steps: prescreening, baseline (Time 1 

[T1]), and termination (Time 2 [T2]) surveys (see Figure 1).

2.1.2.1. Prescreen
All potential participants were invited to join a new longitudinal 

study testing a new goal achievement strategy. Those who chose to 
click the link were directed to affirm their provision of consent. 
Consenting participants were then asked to complete the BDI-II and 
a battery of help-seeking questions to determine eligibility. Those with 
a BDI-II score of 14 or above (indicating mild depressive 
symptomatology) and indicated that they had not sought help for their 
current bout of depression from a professional were immediately 
invited to participate in the main longitudinal study. Those who did 

not qualify or chose not to continue were provided with help-seeking 
information and paid $0.15 for their time.

2.1.2.2. T1
Participants who agreed to continue the study read about the signs 

and symptoms of depression and completed several measures 
unrelated to the current analyses. After completing the scales, all 
participants were provided with information about the benefits of 
help-seeking for depression as well as a variety of low-cost and free 
help-seeking resources (see Supplementary material). All participants 
were asked to save this information as a memory aid in case the need 
to seek help arose. At this point, participants were randomly assigned 
to one of the three groups: (a) HS MCII intervention, (b) E comparison 
MCII, or (c) information-only (C). The HS and E groups each 
completed an MCII intervention ending with a personalized 
implementation intention. The HS group completed a personalized 
implementation intention to seek help for depression should the need 
arise. The E comparison group received similar information and 
resources regarding increasing exercise before completing a 
personalized implementation intention to increase their exercise by 
20 min a week. The HS and E groups were directed to write down or 
print a copy of their implementation intention to keep as a reminder. 

FIGURE 1

Study 1 layout. Time 2 occurred 2 weeks post intervention.
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All groups were asked to complete two versions of the Strength of 
Implementation Intention Scale (SIIS) to assess strength of 
implementation intentions to increase exercise and one for help-
seeking before proceeding to the demographic questionnaire. All 
participants were thanked, compensated $1.50 for their time, and 
notified that they would be  contacted in 2 weeks to complete the 
follow-up.

2.1.2.3. T2
Two weeks later, all participants who consented to follow-up were 

notified via MTurk to complete the online battery of surveys in 
addition to a question to ask if they had sought help for depression 
during the previous 2 weeks. Both the HS and E groups were asked to 
reiterate the implementation intentions they established at T1 based 
on their reminder (HS group participants were prompted about help-
seeking and the comparison E group was asked about exercise). All 
participants were directed to complete the help-seeking and exercise 
SIIS measures, asked if they had sought help for depression, and asked 
if they had increased their physical activity by 20 min during the 
previous 2 weeks. All participants were debriefed (including a tutorial 
on how to use the MCII technique) and paid $2.00.

2.1.3. Materials

2.1.3.1. Beck Depression Inventory-II
The BDI-II (Beck et al., 1996) is one of the most used depression 

assessments. The scale includes 21 groups of questions to determine 
levels of depressive symptomatology over the past 2 weeks. A 
composite score was calculated by summing the score of each 
question. Composite scores can range from 0 to 63 with higher scores 
indicating greater depressive symptomatology. Scores of 0–13 
represent no to minimal, 14–19 mild, 20–28 moderate, and 29–63 
severe depressive symptomatology (Beck et al., 1996).

2.1.3.2. Depression history and demographics
A series of items were used to assess participants’ depression 

history in the screening survey. Items included: previous diagnosis of 
depression, current diagnosis of depression, current professional 
treatment for depression, and history of help-seeking from close 
others and mental health professionals. The T1 Survey ended with 
demographic items. The general items included characteristics such 
as gender, age, race, and insurance status that includes mental 
health coverage.

2.1.3.3. Mental contrasting and implementation intentions 
related measures

Both the HS (intervention) and the E (comparison) groups 
completed an MCII exercise. The HS group focused on help-seeking 
for depression should the need arise and the E group focused on 
increasing exercise by 20 min a day. Additionally, all participants 
completed quantitative measures of intentions to seek help 
for depression.

2.1.3.3.1. Induction
Two-thirds of the participants were randomly assigned to 

complete an MCII intervention (either help-seeking intervention [i.e., 
HS group] or physical activity comparison [i.e., E group]). For 

participants randomly assigned to complete either the HS or E MCII, 
this study used a multistep process implementation intention 
induction modeled after Sailer et  al. (2015) aimed at increasing 
exercise for individuals with schizophrenia. All participants started 
by reading a short informational text that indicated behavior change 
was desirable, feasible, and how obstacles could be  overcome. 
Afterward, participants were led through the following 
writing prompts:

 • Participants identified a specific goal (the HS group were asked 
to pick a goal related to depression help-seeking; the E group 
were asked to choose a goal to increase exercise by 20 min 
per day).

 • Asked to take a moment to imagine and write down the positive 
future of achieving their goal and to list four positive outcomes 
related to achieving goal (e.g., feeling happier or healthier).

 • Mentally contrast the positive future with the current barrier or 
obstacle to achieving goal by listing four barriers (e.g., too tired, 
scared).

 • Think about their biggest barrier or obstacle and write down 
ways to overcome it (e.g., enlist a friend’s help).

 • Formulate an implementation intention plan to overcome the 
barrier in the form of an “if-then” plan.

This plan was copied three times in accordance to Sailer et al.’s 
methodology (p. 5). Similar to Fritzsche et al. (2016), participants were 
asked to screenshot or write down their implementation intention to 
act as a reminder.

2.1.3.3.2. Follow-up questions
Inspired by Fleig et al. (2017), two questions assessed participants’ 

perceptions of both the viability (i.e., does the participant have the 
resources to carry out their implementation intention plan) and 
instrumentality (i.e., belief their action plan can help them achieve the 
goal of seeking help if needed) of the implementation intention to seek 
help they created, which was proposed to influence the likelihood of 
implementation intentions leading to the enactment of goal-directed 
behavior. Both questions were asked at T1 and T2 and were rated on 
a 7-point Likert scale ranging from 1 (“Strongly Disagree”) to 7 
(“Strongly Agree”).

2.1.3.3.3. Strength of implementation intentions scales
To quantitatively measure implementation intentions, we used 

a modified version of Nydegger’s Strength of Implementation 
Intentions Scale (SIIS; Nydegger et al., 2013, 2017). The scale was 
developed to assess the perceived strength of the link between the 
critical cue (e.g., when, where, and specific emotional trigger) and 
the precise action the individual is planning in response in order to 
achieve their goal (Nydegger et al.,2017). The SIIS has demonstrated 
acceptable internal consistency reliability (α = 0.96) with a focus on 
condom use and it was originally written so that it could be modified 
to fit different study and sample requirements by changing the target 
wording to be appropriate to various goals. The questions for these 
studies were modified with Dr. Nydegger’s guidance for the goals of 
help-seeking (SIIS HS; 7 questions) and increasing exercise (SIIS E; 
5 questions) with questions rated on a 6-point Likert scale ranging 
from 1 (“Strongly Disagree”) to 6 (“Strongly Agree”).
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2.1.3.3.4. Success of MCII
At T2, all participants were asked to rate their perceived level of 

success related to increasing their exercise and help-seeking behaviors. 
Both questions were rated on a 6-point Likert scale ranging from 1 
(“Strongly Disagree”) to 6 (“Strongly Agree”) with a “Not 
Applicable” option.

2.1.3.3.5. Attention checks
In addition to the prescreening and VPN/geolocation, these 

studies utilized both quantitative and qualitative attention checks to 
prevent noted issues with fraudulent MTurk data (Kennedy et al., 
2020). Three scale-embedded, quantitative attention checks directed 
participants to select specific response options as a measure of 
attention. Additionally, individuals in the E and HS groups had their 
MCII answers examined for whether the topic of MCII’s were on 
target, if directions were followed, and at T2, whether the participant 
remembered their MCII. All participants regardless of the data 
analysis plan (modified intention-to-treat or per-protocol) were 
required to pass the simple quantitative attention checks for 
quality control.

2.1.4. Data cleaning and analysis plan
The pre-established data analysis plan required that the hypotheses 

would be analyzed in two ways: modified intention-to-treat (ITT) and 
per-protocol (PP). The rationale for using both is that ITT provides a 
more conservative estimate of the effectiveness of the intervention and 
is preferred by the Federal Food and Drug Administration for 
randomized control trials (see Day, 2008; Gupta, 2011). ITT analyses 
include all participants who had been randomized regardless of 
whether they dropped out of the study. This study pre-established the 
modification that participants would need to pass all quantitative 
attention checks (see Day, 2008) for inclusion for quality control due 
to the online nature of the study (Kennedy et al., 2020).

For the PP analyses, participants were excluded if they dropped 
out of the intervention before completion or missed any of the 
attention checks. Additionally, for the PP analyses, the content of the 
MCII was examined for those in the HS and E groups to explore 
whether the participants appeared to take the exercise seriously (e.g., 
were they on topic?) and at follow-up, did the participants indicate 
they remembered the general theme of their MCII? When the results 
of the ITT and PP analyses were the same, only the ITT results are 
reported. Multivariate outliers were removed based on Mahalanobis 
distance and univariate outliers based on Cook’s distance. The 
intervention and information-only control groups’ data were 
compared using non-parametric measures to ensure equivalence at T1.

2.2. Study 1 results

2.2.1. Data cleaning
Data were analyzed with SPSS 27 software (IBMCorp, Released 

2020; RRID:SCR_019096) in two ways: ITT and PP according to the 
established data plan.

2.2.1.1. ITT
Of the total individuals (N = 981) who responded to the MTurk 

post, n = 117 did not consent, n = 461 had BDI-II scores lower than 
14, n = 85 of individuals with BDI-II scores 14 and above but 

sought help for depression, and n = 179 participants did not pass 
one or both attention checks. The total number of participants per 
ITT at T1 was N = 139 with n = 38 HS, n = 39 E, and n = 62 C 
agreeing to be  contacted for follow-up. Due to attrition of 55 
between T1 and T2, the total possible number of participants for 
whom follow-up was possible was 83 (BDI-II T1 = 25.92 ± 9.59 
(min 14, max 59), BDI-II T2 = 23.80 ± 10.59 (min 6, max 53), 
36 ± 11.7 years, 57% Female, 77% white) with n = 19 HS, n = 23 E, 
and n = 41 C.

2.2.1.2. PP
To establish the PP sample, the final T1 ITT sample was used as 

the initial starting point (N = 139). When examining the data to 
establish the PP sample, 55 participants were lost to attrition, eight 
participants were excluded based on blatantly not taking the MCII 
exercise seriously (e.g., “If I win the lottery, then I guess I’ll exercise 
more”) or showing no indication that they remembered forming an 
MCII (e.g., “I do not recall” or “I do not have a copy”). Two univariate 
outliers were identified using Cook’s Distance; no multivariate outliers 
were found via Mahalanobis distance. The final PP total was N = 74 
[HS = 17, E = 17, C = 40, BDI-II T1 = 24.74 ± 9.32 (min 14, max 59), 
BDI-II T2 = 23.54 ± 10.26 (min 6, max 53), 35.4 ± 11.8 years, 57% 
Female, 76% white].

The HS and C groups’ data were compared to ensure equivalence 
at T1. Kruskal-Wallis for independent samples tests were used to 
assess group independence to determine any significant differences 
between groups for age, and chi-square tests were used to test for 
group differences in gender; no significant differences were observed 
(PP or ITT). See Table  1 for the full demographics and Table  2 
depression help-seeking demographics for both the PP and ITT 
samples. Table 3 reports the descriptive information, and reliability 
information for the measures obtained in Study 1.

2.2.2. H1
The first hypothesis proposed that the HS group would be more 

likely to report that they initiated help-seeking for depression during 
the intervention period than those in either the comparison (E) or the 
control conditions (C). Individuals who responded with “Not 
Applicable” were treated as missing (ITT n = 8; PP n = 2) resulting in 
there being no differences between the ITT and PP participant 
samples and therefore, no differences in the analysis outcome. The 
one-way ANOVA analyses did not support this hypothesis 
F(2,74) = 0.046, p = 0.995; see Figure 2A for ITT and Figure 2B for 
PP. Individuals in the HS group were no more likely to report actually 
seeking help at T2 than those in the E or C groups.

2.2.3. H2
Two-way mixed ANOVAs were used to test if there were group 

differences in intentions to seek help for depression from T1 to T2 
regardless of whether participants actually sought help. H2 predicted 
that the HS group would report greater intentions to seek help from 
T1 to T2 for depression as measured by the SIIS HS than the E and C 
groups. GLM repeated measures function was used to conduct the 2 
(SIIS HS: T1 and T2) X 3 (group: HS, E, C) ANOVA. Sphericity can 
be assumed since there were only two levels of the repeated measure. 
Bonferroni corrections were used for post hoc contrasts to account for 
multiple testing (Field, 2018). The results of this analysis varied 
depending on the sampling method.
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When examining the ITT sample, the analyses indicated that 
there were no significant main effects for scores on the SIIS HS over 
time (F(1,80) = 0.035, p = 0.853, partial η2 < 0.001) or group 
(F(2,80) = 2.361, p = 0.101, partial η2 = 0.06). Additionally, there was no 
significant interaction between group and scores on the SIIS HS over 
time (F(2,80) = 2.035, p = 0.137, partial η2 = 0.05). The results indicate 
that the hypothesis was not supported using the ITT sample; 
completing the HS MCII had no effect on SIIS scores over time. See 
Figure 3A for means and standard error of scores.

For the PP sample, the results indicate that completing the HS 
MCII influenced SIIS HS scores over time. Analyses revealed no main 
effect for the SIIS HS, F(1,73) = 1.067, p = 0.305, partial η2 = 0.01, 
indicating that individual’s scores on the SIIS HS measure did not vary 
significantly from T1 to T2. However, there was a main effect for 

group differences, F(2,73) = 3.364, p = 0.04, η2 = 0.08), and a significant 
interaction between group and scores on the SIIS HS over time 
(F(2,73) = 3.713, p = 0.029, partial η2 = 0.09). Examining the pairwise 
comparisons, there was a significant difference between the HS and C 
groups (Mdiff = 5.090, p = 0.035, 95% CI:(0.278; 9.090). There were no 
significant differences between the HS and the E groups, nor between 
the E and C groups. See Figure 3B for means and standard error 
of scores.

2.3. Study 1 discussion

Study 1 was designed as a preliminary study to accomplish three 
primary goals: (a) establish the feasibility of conducting an entirely 

TABLE 1 Study 1 sample demographics.

Age M (SD) PP n (%) ITT Time 1 n (%) ITT Time 2 n (%)

35.4 (11.8) 35.7 (11.7) 36 (11.7)

Group assignment

Help-seeking 17 (23.0) 38 (27.3) 19 (22.9)

Exercise 17 (23.0) 39 (28.1) 23 (27.7)

Control 40 (54.0) 62 (44.6) 41 (49.4)

Gender

Male 31 (41.9) 56 (40.3) 34 (41.0)

Female 42 (56.8) 81 (58.3) 47 (56.6)

Prefer not to say 1 (1.4) 2 (1.4) 2 (2.4)

Ethnicity/Race

African American/Black 5 (6.8) 15 (10.8) 5 (6.0)

Asian 7 (9.5) 13 (9.4) 7 (8.4)

Hispanic/Latinx 3 (4.1) 5 (3.6) 3 (3.6)

White 56 (75.7) 100 (71.9) 64 (77.1)

Other 0 (0) 2 (1.4) 1 (1.2)

Highest level of education

Some high school 0 (0) 1 (0.7) 0 (0)

Graduated high school 11 (14.9) 17 (12.2) 13 (15.7)

Some college 18 (24.3) 40 (28.8) 20 (24.1)

Associate degree 5 (6.8) 11 (7.9) 5 (6.0)

Bachelor’s degree 34 (45.9) 62 (44.6) 38 (45.8)

Master’s degree or higher 6 (8.1) 8 (5.8) 7 (8.4)

Marital status

Single 36 (48.6) 63 (45.3) 38 (45.8)

Married/committed relationship 30 (40.5) 55 (39.6) 34 (41)

Divorced 6 (8.1) 17 (12.2) 8 (9.6)

Other 0 (0) 1 (0.7) 0 (0)

Prefer not to say 2 (2.7) 3 (2.2) 3 (3.6)

Insurance includes ANY mental health

No 20 (27.0) 43 (30.9) 22 (26.5)

Yes 42 (55.4) 74 (53.2) 46 (55.4)

I do not know 13 (17.6) 22 (15.8) 15 (18.1)

ITT, Modified intention-to-treat; PP, Per Protocol. PP n = 74, ITT T1 n = 139, ITT T2 n = 83.
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online MCII intervention, (b) clarify areas of improvement for Study 
2, and (c) test the primary intervention hypotheses. Despite high 
attrition, it was possible to translate an MCII intervention to work 
online for individuals with depression. During the intervention, there 
were clearly features of the study that required improvement. The 
following sections of the discussion briefly examine the results of the 
hypothesis tests and their implications for Study 2.

2.3.1. Hypotheses
It was expected that individuals in the HS group would be more 

likely to seek help for their depressive symptoms (H1) and would 
be more likely to report a greater intention to seek help over time (H2) 
when compared to the E and C groups. Like all the group-based 
analyses, H1 and H2 may have suffered by the unequal and smaller 
proportion of participants in the HS (ITT n = 19, PP n = 17) and E 
(ITT n = 23, PP n = 17) groups compared to the C group (ITT n = 41, 
PP n = 40).1 Although there were no significant group differences in 
reported success in actual help-seeking for depression (H1), the 
hypothesized significant group differences and interaction was found 
for the PP sample in the Strength of Implementation Intentions Scale 
for Help-Seeking (SIIS HS). Since there were no significant differences 

1 Although the power analysis indicated that a sample size of 72 was required 

and the total sample sized met this goal, the small and unequal group sizes 

may have resulted in inadequate power.

between the E and C groups or the HS and E groups for H2, it seems 
reasonable to limit Study 2 to control and experimental groups. By 
limiting the number of groups, it will be possible to achieve greater 
statistical power in the forthcoming analyses.

One alternative explanation for the lack of intervention effects is 
whether participants in the HS group failed to achieve their goals due 
to a lack of perceived utility or a perceived lack of resources. Despite 
being conducted, an exploratory mixed ANOVA using the two 
questions inspired by Fleig et al. (2017), assessing instrumentality and 
resources was not included in the results section due to the highly 
speculative nature of the underpowered results (eight participants 
affirmed they achieved success at their goal and eight participants did 
not). Each of the questions were scored on a 1 (“Strongly Disagree”) 
to 7 (“Strongly Agree”) measure with average item scores of the 
non-successful individuals ranging from M = 4.38 (SD = 2.39) to 
M = 5.75 (SD = 1.28) and successful individuals were similar for both 
questions ranging from M = 5.63 (SD = 0.916) to M = 6.13 (SD = 0.84) 
indicating that individuals generally believed they saw utility in goal 
setting and had the resources to carry them out at both T1 and T2. 
However, despite the small number of participants, the analysis 
seemed to suggest that utility and resources did not make a significant 
difference in level of success, nor did it appear that the scores changed 
significantly over time. Although this analysis examining an 
alternative explanation was underpowered, and thus, the likelihood of 
a Type II error is high (Crano et al., 2014), the means of perceived 
utility and perceived resources all being rated positively indicate it was 
likely that ceiling effects occurred. Depending on the results of Study 

TABLE 2 Study 1 depression help-seeking demographics.

PP n (%) ITT T1 n (%) ITT T2 n (%)

Have you ever believed you were depressed but did not seek help?

No 15 (20.3) 30 (21.6) 16 (19.3)

Yes 59 (79.7) 109 (78.4) 67 (80.7)

Have you ever sought help for depression from a loved one?

No 42 (56.8) 75 (54) 48.8 (57.8)

Yes 32 (43.2) 64 (46) 35 (42.2)

Have you ever sought help for depression from a professional?

No 42 (56.8) 76 (54.7) 45 (54.2)

Yes 32 (43.2) 63 (45.3) 38 (45.8)

Do you believe you currently have depression?

No 26 (35.1) 49 (35.3) 30 (36.1)

Yes 48 (64.9) 90 (64.7) 53 (63.9)

Are you currently diagnosed with depression?

No 60 (81.1) 111 (79.9) 66 (79.5)

Yes 14 (18.9) 28 (20.1) 17 (20.5)

Have you ever been diagnosed with depression?

No 46 (62.2) 85 (61.2) 49 (59.0)

Yes 28 (37.8) 54 (38.8) 34 (41.0)

Are you currently seeking professional help for depression?

No 74 (100) 139 (100) 83 (100)

Yes 0 (0) 0 (0) 0 (0)

ITT, Modified intention-to-treat; PP, Per Protocol. T1, Time 1; T2, Time 2. PP n = 74, ITT T1 n = 139, ITT T2 n = 83.
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2 these should be examined again with a larger sample to rule out the 
alternative explanation that perceived utility or resources may 
influence help-seeking outcomes.

Despite the ~40% attrition between T1 and T2 for the modified 
ITT MTurk sample, it was possible to obtain an adequate sample of 
individuals with elevated depressive symptomatology based on the 
power calculations. Other studies have also described issues with 
attrition in MTurk samples (Zhou and Fishbach, 2016; Hauser et al., 
2018) and stressed the importance of tempering conclusions drawn 
with elevated attrition levels. Several modifications to the study design 
were implemented to decrease attrition in Study 2.

2.3.2. Modifications for Study 2
Though the results of the hypotheses from Study 1 were weak, 

several key lessons were used to design Study 2. For example, the 
results of this preliminary study suggested answers to questions such 
as: (a) what level of attrition should be expected? (~40% without 
modifications), (b) is there evidence that new HS SIIS scale is 
reliable? (yes), and (c) did the data indicate the necessity for both a 
control and comparison group? (no). Although there was limited 

success with changing intentions to seek help in 2 weeks using the 
more liberal estimate of SIIS HS in the PP analysis, Zhou and 
Fishbach (2016) noted the importance of tempering the excitement 
due to the large percentage of attrition–especially considering the 
small sample size. Due to the high attrition noted in this study, the 
authors decided that a longer duration between Times 1 and 2 or 
adding a booster session between time points would only 
exacerbate attrition.

Planned changes to avoid low power in the second study included 
conducting new power analyses based on observed measure 
correlations from Study 1 rather than using estimates and 
oversampling with the expectation of attrition. Further, Study 2 could 
conserve power by focusing only on the two groups that illustrated 
significant differences: C and HS. To decrease the burden on 
participants, the questionnaires were shortened to only necessary 
measures to test for the intervention effects. After analyzing Study 1 
data, it seemed plausible that an additional alternative explanation for 
intervention effects to seek help could be  related to participants’ 
perceptions of their depression; prompting the question to be asked at 
both time points in Study 2.

TABLE 3 Study 1 measure means, standard deviations, and internal consistency (if applicable).

Measure N items
PP T1 PP T2 ITT T1 ITT T2

M (SD) α M (SD) α M (SD) α M (SD) α
BDI 21 24.74 (9.32) 0.87 23.54 (10.26) 0.90 25.92 (9.59) 0.88 23.80 (10.59) 0.90

SIIS SH – 26.64 (7.89) – 26.47 (7.36) – 26.62 (8.35) – 25.98 (7.96) –

HS 7 30.71 (5.26) 0.88 29.76 (5.89) 0.85 30.26 (6.62) 0.91 29.21 (8.22) 0.93

EX 7 27.47 (8.00) 0.95 24.94 (7.44) 0.93 27.21 (9.05) 0.96 23.48 (7.80) 0.94

C 7 24.58 (8.20) 0.93 25.73 (7.60) 0.94 24.02 (8.09) 0.93 25.88 (7.57) 0.94

SIIS EX – 19.84 (5.24) – 19.92 (5.77) – 19.80 (6.32) – 19.34 (6.34) –

HS 5 20.47 (5.57) 0.92 20.71 (6.81) 0.96 19.50 (6.95) 0.96 19.05 (8.11) 0.98

EX 5 18.68 (5.36) 0.77 21.06 (5.30) 0.90 22.00 (5.99) 0.90 19.70 (6.34) 0.94

C 5 18.68 (5.36) 0.91 19.10 (5.51) 0.90 18.60 (5.84) 0.92 19.27 (5.55) 0.90

MCII SH success 1 – – 3.58 (1.73) – – – 3.45 (1.71) –

MCII EX success 1 – – 3.53 (1.66) – – – 3.59 (1.71) –

Means, standard deviations, observed alpha (if applicable). T1, Time 1; T2, Time 2; BDI, Beck Depression II inventory scores; C, information only control; SIIS, Strength of Implementation 
Intentions Scale; EX, Exercise; SH, Seek Help; ITT, Intend to Treat; PP, Per Protocol; MCII, Mental Contrasting and Implementation Intentions Intervention.

FIGURE 2

Study 1 Hypothesis 1: Success of help-seeking intervention. Non-significant interaction between groups on help-seeking success indicating that 
completing the HS MCII intervention had no significant effect on perceived help-seeking success 2 weeks post-intervention for either the ITT (A) or PP 
(B) analyses. Scores reported are the means for perceived success of help-seeking scores and the bars are the standard error.
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3. Study 2

With the study modifications in place, Study 2 aimed to explore 
the two intervention-based hypotheses explored in Study 1: H1: 
Participants in the HS group (i.e., those who receive the HS MCII 
intervention) would be more likely to report that they initiated help-
seeking for depression during the intervention period than those who 
were in C. H2: Participants in the HS group would be more likely to 
report greater intentions to seek help (as measured by the SIIS HS) than 
those in C regardless of whether they actually sought help during 
the intervention.

3.1. Method and materials

3.1.1. Participants
Participants were again recruited from Amazon’s MTurk 

(RRID:SCR_012854) with data collected between February – early 
March 2020. To participate in the prescreening, participants were 
notified that they must be an English-speaking US resident and at 
least 18 years old. Again, to be consistent with Siegel and Navarro’s 
(2019) recommendation of prescreening MTurk populations rather 
than explicitly listing inclusion criteria for online surveys, the sample 
was prescreened for depressive symptomatology (having a minimum 
score of 14 on the BDI-II) and current help-seeking practices for 
depression (not currently seeking professional help) prior to being 
immediately invited to participate in the first part of the intervention. 
Individuals who participated in Study 1 were not eligible to 
participate. A G*power analysis for a between-within repeated 
measures ANOVA with interactions using two groups (HS and C), 
two measurements (r based on Study 1’s correlation between T1 and 
T2 SIIS HS; f = 0.15, α = 0.05, 1-β = 0.95, r = 0.65), indicated a total 
sample size of 104 (Faul et al., 2009). Due to the large proportion of 

participants in the first study who did not pass the attention checks 
(Study 1 = 56%) and the significant attrition from T1 to T2 (40%), 
screening continued until 345 participants passed the 
initial screening.

3.1.2. Design
The design of Study 2 was a slightly modified version of Study 1. 

Study 2 used only the experimental (HS) and information-only 
control (C) groups and focused on the measures necessary for testing 
the intervention effects (i.e., removal of unrelated scales, additional 
depression demographics at T2). Otherwise, the design mirrored 
Study 1 (see Figure 4).

3.1.3. Measures
To reduce time and cognitive fatigue, the measures were limited 

to what was needed to study the intervention effects. The measures 
included depressive symptomatology (i.e., BDI-II, depression 
demographics) and MCII measurements (i.e., induction, intervention 
success, MCII instrumentality, MCII viability, and SIIS HS). Full 
descriptions of the measures are in Study 1.

3.1.4. Data cleaning and analysis plan
The data analysis plan mirrored Study 1 and included both the 

modified ITT and PP analyses. When both ITT and PP analyses are 
both significant, only the more conservative ITT results are provided 
in text.

3.2. Study 2 results

Of the 2,134 respondents to the MTurk post, 382 did not 
consent, and 1,005 had BDI-II scores lower than 14. Of the 712 
who had BDI-II scores of 14 or above, 137 were excluded for 

FIGURE 3

Study 1 Hypothesis 2: Changes to intentions to seek help. (A) ITT: Illustrating the non-significant interaction between groups and SIIS HS over time; 
completing the HS MCII intervention had no significant effect on intentions to seek help over time for the ITT analyses; However, (B) PP: indicated 
significant main effect for group and interaction between group and SIIS HS over time. Those who received HS intervention had greater intentions seek 
help across both time points compared to the other conditions. Scores reported are the means for the SIIS HS scores T1 and T2 and the bars are the 
standard error.

144

https://doi.org/10.3389/fpsyg.2023.1145969
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org


Keeler et al. 10.3389/fpsyg.2023.1145969

Frontiers in Psychology 11 frontiersin.org

responding that they previously took a similar survey and 206 
were disqualified for currently seeking professional help. Of the 
345 individuals who consented to continue with the study, an 
additional 24 were removed for missing the attention check, 
resulting in T1 ITT total N = 321 (HS = 149, C = 172). For the T2 
ITT analyses, 44 were lost in the HS group (32 attrition, 12 failed 
attention check; n = 105) and 44 participants in the C condition 
were lost to attrition (4 additional for failed attention check; 
n = 124). Therefore, the total ITT sample analyses were conducted 
with 228 [HS = 105, C = 123, BDI-II T1 = 24.32 ± 9.07 (min 14, max 
54), BDI-II T2 = 24.01 ± 10.62 (min 2, max 54), 37.2 ± 12.1 years, 
66% Female, 67% white] participants with the total attrition from 
T1 to T2 reduced, compared to Study 1, to 24% and quality control 
removals were reduced to 5%.2

2 After an additional reminder to complete the final survey, the T2 surveys 

were deactivated on 3/18/20 due to the growing COVID-19 pandemic since 

the effects of the worsening global situation might be impossible to disentangle 

from the intervention effect.

For the PP analyses, an additional 19 participants in the HS 
condition were excluded after reading through the MCII for 
either blatantly not taking the exercise seriously (e.g., copy and 
pasting the question in the answer box), or indicating no 
recollection of completing the exercise. One univariate outlier 
and four multivariate outliers were removed bringing the total 
for the PP sample to 205 [HS = 86, C = 119, BDI-II 
T1 = 24.44 ± 9.41 (min 14, max 54), BDI-II T2 = 23.93 ± 10.93 
(min 2, max 54), 37.2 ± 12.4 years, 68% Female, 69% white]. See 
Table 4 for the full demographics and Table 5 depression help-
seeking demographics.

Kruskal-Wallis for independent samples was used to test for 
group independence to determine any significant differences 
between groups for age and Chi square tests were used to test for 
group differences in gender. No significant differences were 
observed (PP or ITT). Please see Tables 4, 5 for the demographics 
and reported depression help-seeking demographics for both the 
PP and ITT samples that were used for analyses. Scale analyses 
were completed for the study for both analysis methods (see 
Table 6).

FIGURE 4

Study 2 layout. Time 2 occurred 2 weeks post intervention.
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3.2.1. H1
H1 predicted that participants in the HS group would be more 

likely to report greater success in initiating help-seeking for 
depression during the intervention period than those in the C 
group. Individuals who answered this item as “Not Applicable” 
were excluded from this analysis (ITT n = 24, PP n = 23). The 
independent samples t-test analyses supported this hypothesis 
regardless of the sampling measure (t[202] = 2.509, p = 0.013, CI: 
0.103, 0.860): Participants in the HS group were more likely to 
report greater mean help-seeking success at T2 than those in the 
C group. See Figure 5A (ITT) and Figure 5B (PP) for means and 
standard error of scores.

3.2.2. H2
H2 predicted that participants in the HS group (i.e., those who 

completed the HS MCII) would be  more likely to report greater 
intentions to seek help (as measured by the SIIS HS) than those in C 
regardless of whether they actually sought help during the intervention. 
Repeated measure mixed ANOVAs were used to test this hypothesis 
(SIIS HS scores T1, T2 x group). The results of this analysis supported 
this hypothesis regardless of testing the ITT or PP sample. The results 
found that completing the HS MCII positively influenced SIIS HS 
scores over time. Analyses revealed a statistically significant main 
effect for the SIIS HS, F(1,226) = 7.979, p = 0.005, partial η2 = 0.034, 
indicating that individual’s scores on the SIIS HS measure significantly 

TABLE 4 Study 2 sample demographics.

PP n (%) ITT Time 1 n (%) ITT Time 2 n (%)

Age M (SD) 37.4 (12.4) 36.0 (11.8) 37.2 (12.1)

Group assignment

Help-seeking 86 (42.0) 149 (46.4) 105 (45.9)

Control 119 (58.0) 172 (53.6) 123 (54.1)

Gender

Male 66 (32.2) 122 (38.0) 76 (33.3)

Female 139 (67.8) 198 (61.7) 151 (66.3)

Prefer not to say 0 (0) 1 (0.3) 1 (0.4)

Ethnicity/Race

African American/Black 17 (8.3) 31 (9.7) 19 (8.3)

Asian 21 (10.2) 33 (10.3) 26 (11.4)

Caucasian/White 142 (69.3) 213 (66.4) 153 (66.8)

Hispanic/Latinx 18 (8.8) 33 (10.3) 20 (8.7)

Multiethnic 5 (2.5) 8 (2.5) 7 (3.1)

Other 2 (1.0) 3 (0.9) 3 (1.2)

Highest level of education

Some high school 0 (0) 2 (0.6) 0 (0)

Graduated high school 25 (12.2) 30 (9.3) 26 (11.4)

Some college 53 (25.9) 89 (27.7) 62 (27.2)

Associate degree 19 (9.3) 30 (9.3) 22 (9.6)

Bachelor’s degree 77 (37.6) 131 (40.8) 86 (37.7)

Master’s degree or higher 31 (15.1) 39 (12.1) 32 (14.0)

Marital status

Single 72 (35.1) 119 (37.1) 79 (34.6)

Married/committed relationship 114 (55.6) 168 (52.3) 128 (56.1)

Divorced 15 (7.3) 27 (8.4) 16 (7.0)

Other 4 (2.0) 5 (1.6) 4 (1.8)

Prefer not to say 0 (0) 2 (0.6) 1 (0.4)

Insurance includes ANY mental health

No 65 (31.7) 113 (35.2) 77 (33.8)

Yes 98 (47.8) 149 (46.4) 106 (46.5)

I do not know 42 (20.5) 59 (18.4) 45 (19.7)

PP n = 205, ITT Time 1 n = 321, ITT Time 2 n = 228.
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varied from T1 to T2 for all participants. There was a main effect for 
group differences, (F(1,226) = 24.084, p < 0.001, η2 = 0.096). Examining 
the pairwise comparisons, there was a significant difference between 

the HS and C groups indicating that the HS groups scored significantly 
higher (Mdiff = 4.803, p < 0.001, 95% CI: 2.875; 6.732). There was a 
significant group x SIIS HS interaction, F(1,226) = 11.468, p = 0.001, 

TABLE 5 Study 2 depression help-seeking demographics.

PP n (%) ITT Time 1 n (%) ITT Time 2 n (%)

Have you ever believed you were depressed but did not seek help?a

No 53 (25.9) 90 (28.0) 61 (26.6)

Yes 152 (74.1) 231 (72.0) 167 (72.9)

Have you ever sought help for depression from a loved one?a

No 94 (45.9) 161 (50.2) 112 (48.9)

Yes 111 (54.1) 160 (49.8) 116 (50.7)

Have you ever sought help for depression from a professional?a

No 110 (53.7) 179 (55.8) 125 (54.6)

Yes 95 (46.3) 142 (44.2) 103 (45.0)

Do you believe you currently have depression?a

No 85 (41.5) 138 (43.0) 96 (41.9)

Yes 120 (58.5) 183 (57.0) 132 (57.6)

Are you currently diagnosed with depression?a

No 170 (82.9) 265 (82.6) 192 (83.8)

Yes 14 (17.1) 56 (17.4) 36 (15.7)

Have you ever been diagnosed with depression?a

No 128 (62.4) 210 (65.4) 146 (63.8)

Yes 77 (37.6) 111 (35.6) 82 (35.8)

Are you currently seeking professional help for depression?a

No 205 (100) 321 (100) 228 (100)

Yes 0 (0) 0 (0) 0 (0)

Have you sought help for depression from a loved one in the past 2 weeks?b

No 135 (65.9) – 155 (68.1)

Yes 70 (34.1) – 73 (31.9)

Have you sought help for depression from a professional in the past 2 weeks?b

No 183 (89.3) – 204 (89.5)

Yes 22 (10.7) 24 (10.5)

Do you believe you currently have depression?b

82 (40) – 92 (40.6)

123 (0) – 136 (59.4)

aTime 1 question; bTime 2 depression question. ITT, Modified intention-to-treat; PP, Per Protocol. PP n = 74, ITT T1 n = 139, ITT T2 n = 83.

TABLE 6 Study 2 measure means, standard deviations, and internal consistencies (if applicable).

Measure N items
PP T1 PP T2 ITT T1 ITT T2

M (SD) α M (SD) α M (SD) α M (SD) α
BDI 21 24.44 (9.41) 0.89 23.93 (10.48) 0.92 24.32 (9.07) 0.88 24.01 (10.62) 0.92

SIIS HS – 26.64 (7.89) – 26.47 (7.36) – 26.83 (8.39) – 25.90 (8.04) –

HS 7 28.80 (7.16) 0.92 28.80 (7.16) 0.94 27.84 (7.37) 0.92 27.84 (7.37) 0.92

C 7 24.22 (8.36) 0.93 24.22 (8.36) 0.93 24.26 (8.25) 0.93 24.26 (8.25) 0.93

MCII HS success 1 – – 3.19 (1.39) – – – 3.21 (1.38) –

Measures Means, standard deviations, observed alpha (if applicable). T1, Time 1; T2, Time 2; BDI, Beck Depression II inventory scores; SIIS, Strength of Implementation Intentions Scale; SH, 
Seek Help; ITT, Intend to Treat; PP, Per Protocol; MCII, Mental Contrasting and Implementation Intentions Intervention.
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partial η2 = 0.048. Although the HS group scored higher on the SIIS 
HS measure than the C group at both T1 and T2, the SIIS HS scores 
of the HS group decreased at T2. This decrease was not observed in 
the C group. See Figure 6A (ITT) and Figure 6B (PP) for means and 
standard error of scores.

3.2.3. Exploratory Analysis 1: effect of perceived 
utility and perceived resources on successful 
help-seeking

Fleig et  al. (2017) proposed that the success of MCII could 
be dependent on perceived utility and perceived resources. A mixed 
ANOVA tested a 2 (utility T1, utility T2) × 2 (resources T1, resources T2) 
x 2 (success/nonsuccess of intervention) for participants in the HS group. 
Individuals who rated their MCII success as 1–3 were considered 
unsuccessful (ITT n = 44, PP n = 35) and those who rated their MCII 

success as 4–6, (ITT n = 51, PP n = 42) were considered successful. Those 
who indicated that the question was not applicable (ITT n = 10, PP n = 9) 
were treated as missing. The goal was to explore the relationship among 
perceived success of their HS MCII, utility of the interventions, and the 
perceived availability of the resources to carry out the interventions.

The results of the analyses did not vary significantly based on 
analysis methodology, therefore the results reported in text are the 
from the ITT sample. There were no significant differences between 
scores on perceived utility, (F(1,93) = 3.054, p = 0.084, partial 
η2 = 0.032) or scores on perceived resources (F(1,93) = 1.066, p = 0.305, 
partial η2 = 0.011) between T1 and T2. Additionally, there was no 
significant differences between those who rated themselves as 
successful and those who did not, F(1,93) = 1.445, p = 0.232, partial 
η2 = 0.015. There were no interactions between perceived success and 
either perceived utility, F(1,93) = 1.622, p = 0.206, partial η2 = 0.017, nor 

FIGURE 5

Study 2 Hypothesis 1: Success of help-seeking intervention. Those who received the intervention were more likely to report seeking help in the past 
2 weeks than those who received information alone. This was supported for both the IIT (A) and (B) PP analyses Scores reported are the means for 
perceived success of help-seeking scores and the bars are the standard error.

FIGURE 6

Study 2 Hypothesis 2: Changes to intentions to seek help. Illustrating the significant main effect for group and interaction between group and SIIS HS 
over time. Those who received HS intervention had greater intentions seek help across both time points compared to those who received information 
alone. This was supported for both the IIT (A) and PP (B) analyses. Scores reported are the means for the SIIS HS T1 and T2 and the bars are the 
standard error.
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perceived resources, F(1,93) = 0.278, p = 0.599, partial η2 = 0.003, over 
time. There were no significant interactions between perceived utility 
and perceived resources (F(1,93) = 0.560, p = 0.456, partial η2 = 0.006). 
Further, there was not a three-way interaction between perceived 
utility over time, perceived resources over time, and perceived success, 
F(1,93) = 1.848, p = 0.177, partial η2 = 0.019. Please see Figure 7A (ITT) 
and Figure 7B (PP) for estimated marginal means for the three-way 
interaction term and the standard error bars.

3.2.4. Exploratory Analysis 2: effect of actual and 
perceived depression on successful help-seeking

Neither the perceived utility of goal setting nor having resources 
to carry out the MCII had a significant effect on perceived help-
seeking success; thus, it seemed plausible that success was based on 
whether individuals believed help-seeking was needed. This alternative 
explanation was tested using both conditions by examining the 
potential role of perceived and actual depressive symptomatology in 
outcome ratings of perceived success for help-seeking.

The following analyses were conducted to determine if there were 
differences in frequencies in help-seeking success (dichotomous: 
1 = success defined as reporting a score of 4 “slightly agree” to 6 
“strongly agree” on the item relating to success of help-seeking; below 
4 = 0) as a result of perceiving one was experiencing depression 
regardless of actual depression score (T2 “Are you currently depressed”; 
1 = no, 0 = yes), actual depression score (BDI-II T2 dichotomous; 13 
and below = 1 no to minimal; 14 and above = 0 at least mild 
symptomatology), and group (C; HS). The decision to dichotomize 
depression at a score indicating at least a mild level of depressive 
symptomatology (Hautzinger et al., 2009) was based on using the 
same cutoff in the screening measure. The rationale for dichotomizing 
and scoring all positive results (i.e., success, lower perceived 
depression, no-to-minimal BDI) in the same direction provided the 
clearest basis for understanding the participants’ perception of their 
success in achieving their goal of help-seeking and lowering 
depression. Individuals who indicated that the goal of increasing 

help-seeking for elevated depressive symptomatology was “not 
applicable” were excluded from these analyses (n = 24). For both sets 
of analyses, crosstab analyses were conducted ITT and PP as well as 
comparing the total sample to each of the conditions individually. If 
the results for the HS and C conditions indicated the same pattern, the 
total sample was utilized. MedCalc (RRID:SCR_015044) was used to 
calculate the odds ratios and confidence intervals. When both sample 
statistics were significant, only the ITT sample is listed in the text.

3.2.4.1. Exploratory Analysis 2a: the effect of actual 
depression at T2 on successful help-seeking

The first chi-square analysis explored whether the categorical level 
of depressive symptomatology as measured by the BDI-II at T2 (no or 
minimal vs. mild or greater), influenced help-seeking success 
(successful vs. non-successful). The ITT and PP results followed the 
same pattern of results and indicated significant differences based on 
condition assigned at randomization. At least one cell had an expected 
count below 5 for the C group.

For the HS group, the pattern of results varied significantly based 
on whether the participant had a score of at least a mild level of 
depressive symptomatology at T2 on the BDI-II and perceived help-
seeking success, ITT X2(1) = 7.969, p = 0.005 OR 11.825, CI: 1.460 to 
95.790. Regardless of the sampling method, the odds ratio indicated 
the likelihood of reporting successful help-seeking was proportionally 
over 10 times greater for individuals whose depression scores fell to 
13 or below on the BDI-II (no to minimal depression) than those 
continuing to score 14 and above indicating at least mild 
depression at T2.

For the C group, a Bayes factor correction was used as a correction 
for the low expected cell count. For those in the control condition, the 
categorical level of depressive symptomatology did not affect whether 
a participant reported seeking help, ITT X2(1) = 0.001, p = 0.990, 
BF = 2.775, OR = 0.981, CI: 0.270 to 3.594. The Bayes factor indicated 
the probability of the data was only 0.36 times greater given the 
alternative hypothesis that BDI-II classification influences success 

FIGURE 7

Study 2 Exploratory Analysis 1 3-way interaction: Utility x Resource x Success Ratings. For those who completed the HS MCII, there were no significant 
relationships between perceived utility, resources, nor interaction between utility and resources on perceived help-seeking success. Scores reported 
are the estimated marginal means for the interaction terms and the bars are the standard error for both the IIT (A) and PP (B) analyses.
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rather than the null hypothesis for individuals in the control condition 
(ITT or PP). Please see Figure 8A (ITT) and Figure 8B (PP) for the 
number of participants in each classification and the standard 
error bars.

3.2.4.2. Exploratory Analysis 2b: the effect of perceived 
depression at T2 on successful help-seeking at T2

The ITT and PP samples followed the same pattern of results 
when examining the influence of perceived depression (regardless of 
actual depressive symptomatology scores), and help-seeking success 
as EA2a. There was a significant relationship between perceived 
depression status and help-seeking success for individuals in the HS 
group, ITT X2(1) = 8.387, p < 0.001 OR 3.739, CI: 1.497 to 9.340; PP 
X2(1) = 3.902, p < 0.05, OR = 2.626, CI 0.995 to 6.929. The significant 
odds ratio for the ITT sample indicated that the probability of 

reporting success at help-seeking was 3.741 times higher for 
individuals in the HS group who did not perceive themselves as 
depressed at T2 than those who did. Despite a significant chi-square, 
the odds ratio for the PP fell short of reaching significance.

However, for the control group, there was no significant difference 
between perceived depression status and help-seeking success regardless 
of sample, ITT X2(1) = 1.389, p = 0.292, OR = 1.633, CI: 0.720 to 3.705. 
Please see Figure  9A (ITT) and Figure  9B (PP) for the number of 
participants in each classification and the standard error bars.

3.3. Study 2 discussion

The goal of Study 2 was to test the MCII intervention using a 
streamlined set of procedures given the results of Study 1. Specifically, 

FIGURE 8

Study 2 Exploratory Analysis 2a: The effect of actual depression at T2 on successful help-seeking. Those who received the HS MCII and whose actual 
depression scores fell below the threshold for mild symptomatology at T2 (BDI-II = 0–13), were proportionally the most likely to report seeking help. 
Depression scores did not significantly influence the success in the control group. This was true for both the IIT (A) and PP (B) analyses. BDI scores 
0–13 indicates no to minimal symptomatology; BDI scores 14 or higher indicate mild or greater symptomatology. The scores represent number of 
participants who fell into each categorical classification and the bars are the standard errors.

FIGURE 9

Study 2 Exploratory Analysis 2b: The effect of perceived depression at T2 on successful help-seeking at T2. (A) The significant odds ratio for the ITT 
sample indicated that the probability of reporting success at help-seeking was 3.741 times higher for individual in the HS group who did not perceive 
themselves as having elevated depressive symptomatology (PD) at T2 than those who did. (B) Despite a significant chi square, the confidence interval 
for the odds ratio was not significant for the PP sample for the HS group. There were no significant relationships between the PD at T2 and perceived 
success for the C group (ITT or PP). The scores represent number of participants who fell into each categorical classification and the bars are the 
standard errors.
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the hypotheses were designed to test whether an online MCII 
intervention could increase actual help-seeking or the intentions to 
seek help for depression. Despite discontinuing survey collection early 
due to the COVID-19 pandemic, attrition in the ITT sample was 
reduced to 24% with the modifications made from Study 1 (e.g., 
limiting the scales to the ones necessary for testing the intervention, 
updating the power analysis calculation, oversampling).

3.3.1. Planned analyses
H1 indicated that the HS group was more likely to report seeking 

help at T2 than those in the control group. In addition, there was a 
significant interaction such that individuals in the HS group were 
more likely to report greater intentions to seek help for depression (as 
measured by SIIS HS) than those in the control condition over both 
time points; the individuals in the HS group had a dip in SIIS HS 
scores over time, which was not observed in the C group (H2). The 
literature is mixed regarding how long implementation intentions will 
last without a booster; Martin et  al. (2011) found that a simple 
implementation intention intervention that involved similar 
implementation intention formation focusing on contraception 
reduced unplanned pregnancy and emergency contraception 
consultations among young women over the course of 2 years for the 
intervention group. Martin et  al.’s results could be  an anomaly; 
illustrative of differences in group demographics (Martin et  al.’s 
participants were not depressed), or indicate that the young women 
in the original study were already highly motivated to begin 
contraception use.

3.3.2. Unplanned analyses
To examine whether participants in the HS group’s perceived 

utility or perceived resources influenced success of the MCII 
intervention, a mixed ANOVA utilized the questions inspired by Fleig 
et  al. (2017). Despite Study 2 boasting a larger sample size of 
individuals in the HS group (n = 95 ITT and n = 75 PP) the perceived 
utility of setting a goal and perceived resources to achieve the goal did 
not appear to significantly influence the success of the intervention 
over time. Considering the means for the perceived resources and 
perceived utilities at both T1 and T2 were all greater than five (“Agree”) 
out of a possible score of seven for each item for both the PP and ITT 
analyses, it is arguable that a ceiling effect occurred. Although not 
mentioned in text, this was also examined using PROCCESS 
mediation analyses to examine whether utility and resources mediated 
the relationship between SIIS HS and HS MCII success as a continuous 
variable. Regardless of running with T1 or T2 SIIS (ITT and PP), none 
of the indirect effects in the analyses were significant. Further, when 
focusing only the regression analyses for utility, resources, and 
interactions of utility and resources on HS success, all analyses 
were insignificant.

The results of Exploratory Analyses 2a and 2b that individuals in 
the HS group who did not perceive themselves as depressed at T2 or 
whose BDI-II scores fell below the mild threshold for depression were 
proportionally more likely to report success at accomplishing their 
help-seeking goal were interesting findings. Conversely, perceived and 
actual depression scores were not predictive of reported success for 
individuals randomly assigned to the C group.

As a reminder, all participants entered the study with at least a 
score of 14 on the BDI-II indicating a mild level of depressive 
symptomatology (Hautzinger et al., 2009) at T1, 2 weeks prior to the 

success being measured at T2. For the individuals whose BDI-II scores 
at T2 indicated they no longer met a minimal threshold of depression 
(scores less than 14) and that they were successful at seeking help, it is 
impossible to establish order effects. It is just as possible that their 
episode of depression decreased to the point that seeking help was 
perceived as manageable or that because of seeking help, their scores 
on the BDI-II decreased. Using an ecological momentary assessment 
(EMA: Shiffman et al., 2008; Wenze and Miller, 2010) as a follow-up 
that can consistently measure depressive symptomatology and help-
seeking actions similar to Kenny et al. (2016) could provide a clearer 
picture of causal relationships.

As far as perceived depression–one’s felt depression regardless of 
their objective level of depression– the observed results are more 
curious. Of the 25 individuals in the HS group who perceived 
themselves as non-depressed and successful at seeking help at T2, 16 
had scores on the BDI-II at T2 indicating at least a mild level of 
depressive symptomatology. Of those 16 individuals, half did not 
perceive themselves as depressed at T1. A larger sample should 
be  used to further elucidate the relationships between actual and 
perceived depression and any potential influence it may have on help-
seeking outcomes.

It may be that an individual’s perception of “being depressed” 
could influence the effects of cognitive bias. Perhaps the individuals 
who did not perceive themselves as depressed despite meeting the 
mild criteria were comparing their current symptoms to others they 
have known who have experienced depression (e.g., social comparison 
theory of Festinger, 1954). An alternative is since the BDI-II inquires 
about depression symptoms during the previous 2 weeks (Hautzinger 
et  al., 2009) and success did not inquire about when participants 
sought help during the intervention period, their symptoms of 
depression could have been subsiding for some time. Additionally, it 
is possible that the sample included individuals who have been 
diagnosed with other mental health disorders that include depressive 
symptoms (e.g., bipolar), potentially limiting their self-perception of 
“having depression” and providing a potential area for future studies.

3.3.3. Summary
With the modifications from Study 1, a larger sample was obtained 

and retained despite an early termination due to concerns about how 
the emerging COVID-19 pandemic could affect the results in March 
2020. Over the past few years, the pandemic and the effects of 
quarantining have placed mental health awareness in the spotlight due 
to the observed rising depression rates (see Ettman et al., 2020; Hyland 
et al., 2020). The inability to access care face-to-face increased the 
necessity to reach out to others in different ways due to social 
distancing. Many individuals face new life stressors such as illness or 
death in their families or loss of income (Nelson et al., 2020). It is 
difficult to predict how the intervention results of this study may have 
varied if the data were collected 6 or 9 months later, but it is highly 
likely depression ratings would be greater (see Ettman et al., 2020; 
Hyland et al., 2020). The general discussion includes contributions to 
literature, limitations, and suggestions for future studies.

4. General discussion

Few would deny that depression is a serious condition, and 
emerging evidence indicates that the rates of depression (along with 
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other mental health issues) has risen exponentially during the 
COVID-19 pandemic (Cao et al., 2020; Ettman et al., 2020; Vindegaard 
and Benros, 2020; Wang M. et  al., 2021). Although Ettman et  al. 
(2020) noted that increasing rates of mental health concerns is 
common during times of uncertainty and disruption such as after the 
attacks on the World Trade Towers and stock market crashes, the 
novel coronavirus may provide unique and lasting challenges for a 
wider segment of the population. Dubey et al.’s (2020) review of the 
literature found that factors such as forced quarantines, job 
insecurities, pervasive negative feelings (including guilt, inadequacy, 
or fear), scarcity of basic resources, on top of fear of the illness 
contributed to reduced feelings of wellbeing among individuals with 
little regard for age, gender, or occupation. In addition to confirming 
the role of the psychosocial factors listed above leading to increased 
depression, Wang M. et al. (2021) noted that for individuals with 
preexisting conditions, there is increased stress due to the inability to 
schedule or attend appointments. For these reasons, a simple online 
intervention that can encourage help-seeking for depression from a 
multitude of sources seems particularly timely.

Despite random assignment to conditions and technically 
reaching the target number of participants required by the power 
analysis after attrition and data cleaning in Study 1 (g*power estimate 
n = 72, achieved PP n = 74), the control group (C n = 40) was still twice 
as large as the experimental (HS n = 17) and comparison groups (E 
n = 17). It was surprising that even with the small number of 
participants that completed the HS MCII, there was a statistically 
significant difference such that those in the HS group were more likely 
to report an increase in their implementation intentions to seek-help 
(as measured by the SIIS HS) than those in the E or C groups 
regardless of their actual help-seeking behaviors for those in the PP 
sample. Study 1 established that although modifications were 
necessary, the online HS MCII intervention for use with MTurk 
populations was feasible.

With modifications to the length of survey and over-sampling, 
attrition was reduced from ~40% in Study 1 to ~25% in Study 2. The 
significant intervention results in H1 and H2a appeared more 
promising in Study 2. By adding the depression demographic 
measures to T2, it was possible to perform the supplementary 
analyses. However, interpreting the results of those analyses requires 
caution since the individuals who were proportionally the most likely 
to be successful were in the HS group and did not perceive themselves 
as having elevated depressive symptomatology or their depressive 
symptomatology decreased from T1 to T2. An alternative hypothesis 
proposed by Nisbett and Wilson (1977) is that individuals may not 
have cognitive access or awareness of their depression status and 
therefore, any reports of their depression status may be suspect (see 
also Johansson et al., 2005; Petitmengin et al., 2013). Without further 
exploration with a larger sample and using a technique such as EMA 
(Shiffman et al., 2008; Wenze and Miller, 2010), it would be impossible 
to establish a timeline of changes in depression scores (or changes in 
negative bias) and individual help-seeking actions (see Kenny 
et al., 2016).

4.1. Limitations and strengths

Although samples collected via MTurk’s TurkPrime, which is 
based on self-selection, offers more diversity than an average college 

class, as noted by Casler et al. (2013), samples consistently more likely 
to be white (see also McCredie and Morey, 2019) and suffer from high 
attrition rates (Zhou and Fishbach, 2016). However, it is also possible 
that the demographics were homogeneous because of limiting the 
sample to US residents who were proficient in English. McCredie and 
Morey (2019) found that MTurk participants may vary from 
community samples by being more socially isolated, having a more 
limited social support network, and having higher depression scores 
(p. 764). Although their findings suggest limitations for some topics, 
these characteristics suggest that MTurk samples may provide a fertile 
ground to test the present intervention. Although the initial MTurk 
HIIT did not advertise that this study was specifically related to help-
seeking for depression, no deception was used in the consent form 
indicating that there was self-selection into this study since all 
individuals could opt out at any point. This was also reflected by rates 
of self-reporting at least mild levels of depressive symptomatology 
recruited for both Studies (Study 1: 32.4%; Study 2: 33.8%) that are a 
little higher than recently reported statistics on pre-pandemic 
depressive symptomatology (pre-pandedemic: 24.7%, March 2020–
June 2021: 36%; See Ettman et al., 2020, 2023). It should also be noted 
that the BDI-II is a depression screening measure, but it does not take 
the place of a clinical diagnosis of depression. Relevance of the 
intervention to the MTurk population could also help explain why the 
current studies collected slightly larger sample sizes than previous 
MCII mental health studies (e.g., N = 47, Fritzsche et al., 2016; N = 36, 
Sailer et al., 2015).

The rationale for using ITT analyses is to reduce bias when 
conducting randomized control trials. As was noted, rather than using 
a traditional ITT method where all participants who were randomized 
are analyzed (see Day, 2008; Gupta, 2011), this study preestablished 
the necessity of passing the quantitative attention checks. This 
modification seemed pertinent to add as a layer of protection against 
fraudulent data often used with MTurk samples (e.g., Kennedy et al., 
2020). A key challenge for the current studies is that with only two 
time points and significant attrition rates, making plausible 
assumptions to impute the missing data (e.g., using the carry forward 
method, multiple imputation) would also create undo bias. White 
et al. (2011) offers several suggestions to combat these issues including 
vigilant follow ups and reducing attrition using study design; both 
methods these studies employed. To assess potential bias in attrition 
rates in the current studies, the modified ITT samples for each study 
was compared by condition (i.e., Study 1: SH, E, C; Study 2: SH, C) 
and time point (i.e., T1, T2) and no statistically significant differences 
were found. To be  clear, there are many ways to approach ITT 
analyses, each with their own caveats; it is possible using another 
method might have returned different results.

There are many methods that can be used to form and reinforce 
implementation intentions, ranging from simply reading a preformed 
implementation intention (e.g., Gawrilow and Gollwitzer, 2007; Parks-
Stamm et al., 2010) to the more in-depth MCII interventions (e.g., 
Sailer et al., 2015; Fritzsche et al., 2016) including the specific WOOP 
strategy (e.g., Mutter et al., 2020; Monin et al., 2021). Other studies 
have successfully used tools such as volitional help sheets whereby the 
participants were aided in forming implementation intentions for 
multiple situations related to the topic (e.g., Armitage, 2015; Armitage 
et al., 2016). Given the many ways implementation intentions can 
be formed and reinforced, one limitation of this set of studies is the 
sole utilization of the online MCII. The decision to do so was based on 
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the success of MCII with individuals with elevated depressive 
symptomatology (e.g., Sailer et al., 2015; Fritzsche et al., 2016) but 
future studies may consider exploring if this approach is best by 
comparing it with other techniques for establishing implementation 
intentions. For example, a volitional help sheet that outlines multiple 
help-seeking options may be  just as–or more–useful for 
this population.

All measures used in this study and the measure of success was 
dependent on self-report; a possible limitation. This procedure is not 
unusual in the field of MCII (Webb and Sheeran, 2006) or depression 
research (Keeler and Siegel, 2016), but should be noted. Although it is 
certainly more resource efficient (i.e., time, money), it is possible that 
individuals will not be honest or will forget about their help-seeking 
practices. However, while self-report is less than perfect, the added 
opportunity to reiterate the MCII in the form of a quantitative scale, 
directions to keep a copy of the help-seeking information, and the 
personalized implementation on top of the relatively short time period 
may reduce memory errors across groups. In general, few individuals 
were removed due to completely forgetting their implementation 
intention. It should also be noted that apart from asking two questions 
in Study 2 regarding whether participants sought help from 
interpersonal or professional sources, we did not require participants 
to qualify what help-seeking behaviors they initiated in the past 
2 weeks; only if they were successful at initiating their personalized 
help-seeking plan.

Studying the HS MCII intervention effects add significantly to the 
literature in several ways. As mentioned, although the literature using 
implementation intentions and mental health has grown substantially 
since Gollwitzer and Sheeran’s (2006) meta-analysis, interventions 
directed specifically at individuals with depression are quite rare (e.g., 
Fritzsche et al., 2016). Quite often, individuals with depression may 
be included in studies (e.g., Sheeran et al., 2007; Pomp et al., 2013; 
Armitage et al., 2016) or depression may be considered as a variable 
(e.g., Sailer et al., 2015; Mutter et al., 2020) but it is not the exclusive 
focus. Given the conflicting results of the previous studies that 
measured depression explicitly (i.e., successful: Fritzsche et al., 2016; 
unsuccessful: Pomp et al., 2013), this study provided much needed 
support for the viability of using implementation intentions among 
individuals with elevated depressive symptomatology. This study may 
serve as a step in supporting the premise of how the process of 
completing an MCII can limit the effects of negative bias to encourage 
achieving a goal beyond receiving information alone. This appeared 
to happen with those in the HS MCII condition.

Although the results should be replicated to fully consider the 
differences in reporting timeframes of the BDI-II, perceived 
depression, and goal achievement, the most significant addition to the 
literature is the potential of adding MCII as another tool to initiate 
help-seeking for depression. As mentioned, the current mental health 
implementation intention literature is nearly devoid of help-seeking 
interventions. The only implementation intention study located 
focused specifically on helping individuals follow through with a 
previously scheduled appointment with a mental health professional 
(i.e., Sheeran et al., 2007). A recent literature search in mid 2022 failed 
to find any studies that expressly examined MCII for depression using 
MTurk. Though an MCII intervention was successful at initiating 
help-seeking for individuals to establish behaviors to help overcome 
chronic back pain (Christiansen et al., 2010), the use for the initiation 
of mental health support has not been previously explored. Given the 

number of interventions designed to encourage help-seeking that have 
had iatrogenic effects (e.g., Lienemann et al., 2013; Keeler and Siegel, 
2016), it is important to find innovative and reliable ways to encourage 
formal and informal help-seeking in relatively simple to disseminate 
that is easy to tailor to individuals. Such research could make a 
practical and important impact considering escalating depression 
rates due to the COVID-19 pandemic (Cao et al., 2020; Ettman et al., 
2020; Vindegaard and Benros, 2020; Wang M. et al., 2021).

4.2. Future directions

Above all, we  suggest replication and expansion studies that 
address the limitations noted with larger, more diverse samples and  
via different recruitment modalities (i.e., cloud research, community, 
health clinic). With further research, it will be possible to delineate 
exactly how this method can be applied in the future to examine 
possible dissemination to a wider audience to encourage various help-
seeking initiation behaviors like other mental health interventions 
including through mass media (e.g., Ort and Fahr, 2022), clinics (e.g., 
Monin et al., 2021), or workplace initiatives (e.g., Gollwitzer et al., 
2018). Thus, more research is needed to replicate findings and 
expand reach.

As a first step, future studies should seek to both generalize to 
symptomatology beyond depression as well as seek to explore 
combinations of symptom severity. It is currently unknown if a mental 
health help-seeking MCII intervention would be  effective for 
individuals who may not be actively experiencing negative bias (e.g., 
anxiety, mania).

Considering the results regarding the differences in BDI-II scores 
in the exploratory analyses, future studies may want to explore the 
nuance between the severity of disorders and the type of 
implementation intention interventions that work best at each level 
for encouraging help-seeking. Currently, assessing the level of severity 
of mental health disorders has been largely unexplored with the 
exception of Parks-Stamm et  al. (2010), who examined the 
effectiveness of the type of implementation intention intervention 
most useful for shielding individuals with varying levels of test anxiety 
from unwanted distraction. Their results indicated it is vital to explore 
severity of conditions because what is useful at a mild level of 
impairment may not be effective at a more severe level. In the case of 
depression, a simpler implementation intention (“If I  am  feeling 
depressed, I will call my loved one”) may be sufficient to increase help-
seeking for depression for someone with mild symptoms, whereas the 
more complex MCII interventions (i.e., elaborating on the positive 
and negative aspects of calling a loved one for help) with multiple 
follow ups or in-person training may be needed for moderate to severe 
levels of depression. This knowledge would be useful in that resources 
(e.g., time, money for training) can be more efficiently directed to the 
populations that need it the most.

Galea et al.’s (2020) recent call for innovative ways to increase 
training for non-traditional mental health first aid suggests an 
alternative population interest for future MCII aimed to care for 
individuals with elevated depressive symptomatology. HS MCII 
interventions could potentially be utilized for the family member 
to recognize when they should intervene with their loved one 
with depression and have pre-established responses to best offer 
support to their loved ones (e.g., “If my loved one talks about 
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suicide, then I will call the crisis intervention hotline saved on 
my phone”). Due to the high recurrence rate of depression (Judd 
et al., 2000), it may be interesting and useful to design an MCII 
intervention for the loved ones of individuals with mental health 
symptoms as part of an aftercare plan. For example, the loved 
ones could form specific implementation intentions for what, 
when, and how they will provide their loved one with help if they 
see the symptoms of depression reoccur (“If I notice my loved 
one stops going to their aftercare treatment, then I will offer to 
drive them to their next appointment”). Although there is limited 
evidence in this area, a recent study found that focusing on 
caregivers can benefit both the caregiver and their loved one’s 
mental health (Monin et al., 2021).

Although the current intervention seeks to explore if MCII 
techniques can help initiate help-seeking for depression over a 
2 week time period, it would be interesting to test if combining 
MCII techniques with aspects of a complementary model such as 
Siegel et  al. (2010) IIFF model could bolster intervention 
effectiveness. The IIFF Model, designed to increase organ 
donation registration, advocates for increasing information, 
favorable activation of the desired behavior, focused engagement, 
and an immediate and complete opportunity to engage in the 
behavior. A joint MCII and IIFF help-seeking for depression 
intervention would include providing information that is 
specifically favorable to the multiple avenues of help-seeking, 
which is already standard in many help-seeking campaigns. Due 
to mental contrasting’s proposed tempering of negative bias due 
to the more balanced approach to deciding to seek help and 
acknowledging the negative reality, a favorable view of help-
seeking may not have the same boomerang effect previous studies 
have found (e.g., Keeler and Siegel, 2016). Mental contrasting and 
implementation intentions are designed to provide focused 
engagement with an issue by having the individual actively 
contemplate not only their positive and negative realities of 
initiating help-seeking but also setting a plan.

Where IIFF could add to MCII is by answering the question of 
whether providing an immediate opportunity for help-seeking would 
be efficacious. This could be accomplished by using an online study 
and providing participants with depression the opportunity to go 
directly to a link for a national crisis center information page, directly 
link to the suicide lifeline chat service, connect to a professional, or to 
open a window to send an email to a loved one for help.

4.3. Conclusion

At a time when depression rates are increasing because of the 
lingering COVID-19 pandemic (Cao et al., 2020; Ettman et al., 2020; 
Vindegaard and Benros, 2020; Wang M. et al., 2021), it is vital to 
develop remote, affordable, scalable, and effective interventions to 
encourage help-seeking. Together, this set of studies offers support 
that a brief online MCII intervention to increase help-seeking 
initiation and intentions to seek help is feasible and offers preliminary 
evidence of success. However, whether actual help-seeking initiation 
success is based solely on the intervention requires further 
investigation. Future studies should address the limitations of this 
study and consider using EMA measurements to establish temporal 

precedence regarding the finding that those who were more likely to 
report successful help-seeking reported decreased BDI-II scores at T2. 
Examining larger samples of participants with varying severities and 
differing mental health symptoms could also provide insight into the 
effectiveness of MCII for encouraging mental health help-seeking 
among individuals prone to experiencing cognitive errors who may 
not be experiencing negative bias (e.g., bipolar disorder or anxiety). 
Clinicians may find this method successful for encouraging continued 
attendance to treatment sessions as well as targeting loved ones to 
recognize warning signs and plan a strategy for intervening with a 
loved one with depression.
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Introduction: Psychotic disorders such schizophrenia and attention-deficit/
hyperactivity disorder (ADHD) are neurodevelopmental disorders with social 
cognitive deficits. Specifically, biased interpretation of social information can 
result in interpersonal difficulties. Cognitive biases are prevalent in psychosis, but 
no previous study has investigated whether the type and severity of cognitive 
biases differ between subjects experiencing first-episode psychosis (FEP) with 
(FEP-ADHD+) and without ADHD (FEP-ADHD−).

Methods: A total of 121 FEP outpatients at the Early Intervention Service of 
Reus were screened for childhood ADHD through the Diagnostic Interview 
for ADHD (DIVA). Cognitive biases were assessed by the Cognitive Biases 
Questionnaire for Psychosis (CBQp). CBQp scores of FEPs groups were 
compared with those of healthy controls (HCs) with an analysis of covariance. 
Spearman correlation analysis explored associations between CBQp scores 
and psychopathology.

Results: Thirty-one FEPs met the criteria for childhood ADHD and reported 
significantly more cognitive bias [median (interquartile range): 47 (38–56)] than 
FEP-ADHD− [42 (37–48)] and HCs [38 (35.5–43)]. CBQp scores did not differ 
between FEP-ADHD-and HCs when adjusted for age and sex. After controlling 
for clinical differences, Intentionalising (F  = 20.97; p  < 0.001) and Emotional 
Reasoning biases (F  = 4.17; p  = 0.04) were more strongly associated with FEP-
ADHD+ than FEP-ADHD−. Cognitive biases were significantly correlated with 
positive psychotic symptoms in both groups but only with depressive symptoms 
in FEP-ADHD− (r  = 0.258; p  = 0.03) and with poor functioning in FEP-ADHD+ 
(r = −0.504; p = 0.003).

Conclusion: Cognitive bias severity increased from HCs to FEP-ADHD-patients to 
FEP-ADHD+ patients. FEP-ADHD+ patients may be a particularly vulnerable group 
in which metacognitive targeted interventions are needed.
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Introduction

The cognitive model of psychosis suggests that psychotic 
symptoms may arise because of biased information processing (Garety 
et al., 2007). In accordance with this model, people with sub threshold 
(Livet et al., 2020) and full psychotic symptoms (Freeman et al., 2001) 
are more prone to cognitive biases. Cognitive biases refer to automatic 
errors in both cognitive processing and content across specific 
situations (Beck, 1963). A substantial body of research has 
demonstrated that cognitive biases contribute to the processes of 
reasoning and metacognition (Garety et al., 2001; Freeman, 2007; 
Morrison et al., 2007; Bob et al., 2016). From this perspective, the 
development and maintenance of delusions may be  due to the 
presence of dysfunctional patterns of thought that leads to incorrect 
judgments and abnormal interpretations or perceptions. The cognitive 
biases in psychosis that have been most extensively studied are 
jumping to conclusions (JTC) (Ross et al., 2015; Dudley et al., 2016; 
McLean et al., 2017) attributional biases (Langdon et al., 2010; Sanford 
and Woodward, 2017), and belief inflexibility (Moritz and Woodward, 
2006). However, it is evident that subjects with psychotic disorder 
present varied cognitive biases (De Rossi and Georgiades, 2022) 
including Beck’s emotional biases (Beck, 1963). Thus, the emotional 
biases of catastrophising (C) and dichotomous thinking (DT) have 
also been involved in psychoses (Gawęda and Prochwicz, 2015). Peters 
E and colleagues developed the Cognitive Biases Questionnaire for 
Psychosis (CBQp) (Peters et al., 2014) to easily and comfortably assess 
cognitive biases in psychosis. The CBQp was based on the Blackburn 
Cognitive Styles Test (Blackburn et al., 1986) which was designed to 
assess frequent cognitive biases in depression. The cognitive biases 
included in the CBQp are jumping to conclusions (JTC), dichotomous 
thinking (DT), intentionalising (Int), emotional reasoning (ER), and 
catastrophizing (C).

Attention-deficit/hyperactivity disorder (ADHD) is a 
neurodevelopmental disorder affecting 3–7% of school-age children 
(Polanczyk et al., 2015). It is characterized by motor hyperactivity and 
impulsiveness and inattention or distractibility that produces 
functioning problems in the family and school environments’ and in 
the relationship with peers; frequently, these difficulties persist in 
adulthood (Barnett, 2016). In addition to impairments in cognitive 
function, deficits in social cognition and interpersonal difficulties are 
also important features of ADHD. Within social cognition, deficits in 
theory of mind and emotion recognition and processing are the 
domains that have been most investigated; however, findings have 
been ambiguous (Morellini et  al., 2022). Therefore, research on 
cognitive distortions in ADHD remains scarce, with some studies 
focusing on attentional and attribution bias (Hartmann et al., 2020; 
Jenness et al., 2021).

In addition to the genetic overlap between some risk alleles 
(Hamshere et al., 2013), psychotic disorders and ADHD share some 
clinical manifestations. Males are overrepresented, both have a high 
comorbidity with substance abuse, and both manifest difficulties in 
emotional regulation and peer relationships. Deficits in cognition are 
central symptoms of neurodevelopmental disorders and have been 
associated with poor functional outcomes and poor response to treatment. 
A previous report by our group (Sanchez-Gistau et al., 2020) compared 
cognitive performance between patients in their first episode of psychosis 
(FEP) with and without childhood ADHD (c-ADHD) and healthy 
controls (HCs); we  found a gradient in the severity of cognitive 

impairment, with FEP patients with ADHD (FEP-ADHD+ patients) 
being the most impaired. Compared to FEP-ADHD−, FEP-ADHD+ were 
more frequently men, showed a worse antipsychotic response and had a 
higher risk of drug consumption. The present study builds on this 
previous study by aiming to determine whether the type and severity of 
different cognitive biases (measured with the CBQp) differ between FEP 
patients with and without c-ADHD relative to a control group. In 
addition, we aimed to investigate the relationship between cognitive bias 
and psychopathological symptoms in both FEP-ADHD+ and 
FEP-ADHD-patients.

Methods

Participants

We invited all consecutive outpatients referred to the Early 
Intervention Programme (EIP) at the University Hospital Institut Pere 
Mata of Reus, Spain, from January 2015 to July 2019 fulfilling the 
following inclusion criteria: age between 14 and 35 years; FEP, defined 
as the “onset of full psychotic symptoms within the last 12 months”; and 
less than 6 months of antipsychotic treatment. The exclusion criteria 
were as follows: psychosis induced by substances or other medical 
conditions, intellectual disability, severe head injury or a lack of 
fluency in Spanish. During the target period, 152 FEP subjects were 
referred to the EIP. Six subjects refused to participate and 15 did not 
fulfil the inclusion criteria. Of the 133 FEP subjects included in our 
previous study, 11 did not complete the CBQp. Therefore, the final 
sample consisted of 122 FEP subjects, 31 FEP-ADHD+ subjects and 91 
FEP-ADHD−subjects. The sample of HCs (N = 26) was drawn from 
our previous validation study of the CBQp in the Spanish language 
(Corral et al., 2020).

Ethical approval was obtained by the Committee for Ethical 
Clinical and Pharmacological Investigation of the Pere Virgili 
Research Institute (IISPV). After a complete description of the study 
was given to the subjects, written informed consent was obtained.

Assessments

Clinical assessments
Clinical assessments were administered by two experienced 

psychiatrists of the team. Clinical variables related to psychosis, such 
as the duration of untreated psychosis, current pharmacological 
treatment, and frequency of drug use in the past 6 months, were 
assessed through a direct interview. The dose of each antipsychotic 
was converted to chlorpromazine (CPMZ) equivalents in mg/day 
(Gardner et al., 2010). We defined as drug users those individuals who 
used a specific drug “at least several times a week.” The severity of 
psychotic symptoms was assessed using the Positive and Negative 
Syndrome Scale (PANSS) (Kay et al., 1990) and the severity of affective 
symptoms by the Calgary Depression Scale for Schizophrenia (CDSS) 
(Addington et al., 1993) and the Young Mania Rating scale (YMRS) 
(Young et al., 1978). Finally the level of functioning was assessed by 
the Global Assessment of Functioning (GAF) (American Psychiatric 
Association, 1994).

The Spanish version of the Structured Clinical Interview for 
Diagnostic and Statistical Manual of Mental Disorders, 4th edition 
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(DSM-IV) for Axis I disorders (SCID-I) (First et al., 1997) confirmed 
the diagnosis of psychosis following DSM criteria. For descriptive 
purposes we  grouped the diagnoses of schizophrenia, 
schizophreniform and schizoaffective disorders as “schizophrenia 
spectrum disorders”; manic and depressive episodes with psychotic 
symptoms as “affective psychoses” and brief psychotic disorders and 
psychosis not otherwise specified were categorized as “other psychosis.”

Assessment of ADHD
A child and adolescent psychiatrist blind to clinical assessments 

administered the Spanish version of the Diagnostic Interview for 
ADHD in Adults (DIVA) (Ramos-Quiroga et al., 2019). Additional 
information was provided by a parent or close relative. The DIVA 
is the gold-standard assessment for ADHD in adults assessing the 
severity of each of the 18 symptoms required to meet the DSM-IV 
diagnostic criteria for ADHD in both childhood and adulthood. 
Those symptoms must cause impairment in at least two settings 
and must not be better explained by another psychiatric disorder. 
The diagnosis is considered definite when six or more criteria are 
met for each of the symptom domains of hyperactivity-impulsivity 
and/or attention deficit. We specifically asked about childhood-
onset ADHD (c-ADHD) in order to avoid confusion with recent 
prodromal or current full psychotic symptoms. Adult-onset 
symptoms were therefore not considered for ADHD diagnoses. 
FEP subjects fulfilling the criteria for a definite diagnosis of 
c-ADHD were categorized as FEP-ADHD+ otherwise; they were 
categorized as FEP-ADHD−.

Assessment of cognitive biases
The CBQp (Peters et al., 2014) has been recently translated and 

validated for the Spanish population by our group (Corral et al., 2020). 
It is a self-report questionnaire containing 30 scenarios, 15 involving 
the theme of Anomalous Perception (AP) and 15 involving the theme 
of Threatening Events (TE); for each vignette, the subject is asked to 
choose one of three options that best describe that situation. Six 
vignettes are included for each of the five cognitive biases: 
Intentionalising (Int), Catastrophising (C), Dichotomous thinking 
(DT), Jumping to conclusions (JTC) and Emotional reasoning (ER). 
The score of each cognitive bias subscale ranges from 5 to 18, and the 
CBQp total score ranges from 30 to 90 points.

Statistical analyses

Demographic data were compared among the FEP-ADHD+, 
FEP-ADHD-and HC groups using the chi-squared test with Yates’ 
correction or Fisher’s exact test for discrete variables and one-way 
analysis of variance (ANOVA) followed by post hoc Tukey pairwise 
comparisons. Differences in clinical variables between the two FEP 
groups were explored by the chi-squared test with Yates’ correction or 
Fisher’s exact test for discrete variables and Student’s t test or the 
Mann–Whitney U test for continuous variables.

First, differences in cognitive bias (total scores, theme scores and 
bias scores) between the three groups were analysed by between-
subject univariate analysis of variance (ANOVA) followed by post hoc 
Tukey pairwise comparisons. Significant group differences (at p < 0.05) 
were controlled by age and sex by subsequent univariate analysis of 
covariance (ANCOVA).

Second, differences in cognitive bias scores between clinical 
groups were analysed while controlling for the effects of clinical 
variables on which FEP-ADHD+ and FEP-ADHD-groups differed at 
p < 0.10. Finally, Spearman correlation analyses were used to separately 
explore associations between the CBQp total score, TE and SA theme 
scores, cognitive bias scores and psychopathological symptoms in 
each clinical group.

All analyses were conducted using IBM SPSS for Windows, 
version 20.0 (IBM Corp., Armonk, NY).

Results

Sociodemographic and clinical 
characteristics

Thirty-one FEP subjects (25.4%) fulfilled the criteria for c-ADHD: 
35.4% as the inattentive subtype, 25.8% as the hyperactive–impulsive 
subtype, and 38.8% as the combined subtype. Ten out of 31 ADHD 
subjects (32.25%) had been previously diagnosed with c-ADHD in a 
child and adolescent mental health unit, but only three were taking 
treatment for ADHD: one was on methylphenidate, one on guanfacine 
and one on atomoxetine.

As it can be seen in Table 1, the three groups significantly differed 
in age and sex. Both clinical groups were significantly younger than 
the HC group, and males were overrepresented in the FEP-ADHD+ 
group (90.3%). The severity of clinical variables did not differ between 
the FEP groups, but FEP-ADHD+ subjects used tobacco and cannabis 
more frequently and were treated with a higher dose and a greater 
number of antipsychotics than FEP-ADHD−subjects.

Differences in cognitive biases

As shown in Table 2, the ANOVA revealed group differences in all 
cognitive biases except for JTC. Post hoc pairwise comparisons showed 
that FEP-ADHD+ patients scored significantly higher than HCs on all 
scores. After adjusting for age and sex, these differences remained 
significant except for the C bias. FEP-ADHD-patients exhibited 
significantly higher scores than HCs on the CBQp total score, the TE 
theme and the ER bias; however, after adjusting for age and sex, these 
differences were no longer significant.

The two clinical groups were further directly compared after 
adjusting for sociodemographic and clinical differences at a threshold 
of p < 0.10, that is, after adjusting for sex, years of education, tobacco 
and cannabis use and antipsychotic dose (See Table 3). Compared to 
FEP-ADHD-patients, FEP-ADHD+ patients scored significantly 
higher on the CBQp total score (F = 7.11; p = 0.009), TE (F = 4.10; 
p = 0.04) and AP (F = 8.94; p = 0.003) themes and Int (F = 20.97; 
p < 0.001) and RE (F = 4.17; p = 0.04) biases.

Correlation between psychopathological 
symptoms and cognitive biases

In the correlation analyses (Table 4), the CBQp total score was 
significantly correlated with the PANSS positive symptoms subscale 
score (PANSS-P) in both clinical groups and was correlated with the 
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PANSS general symptoms subscale score (PANSS-G) and CDSS score 
in only the FEP-ADHD− group. In the FEP-ADHD+ group, the CBQp 
total score was also correlated with lower GAF scores. Regarding the 
TE and AP themes, TE was correlated with the PANSS-P scores in 
both clinical groups and with the PANSS-G and CDSS scores in the 
FEP-ADHD− group. The AP theme score was associated with 
PANSS-P and PANSS-G scores in only the FEP-ADHD− group.

Regarding cognitive biases, Int was positively correlated with the 
PANSS-P score in FEP-ADHD-patients and with worse GAF scores in 
FEP-ADHD+ patients. Positive correlations were found between the C 
and DT bias scores and the PANSS-P score in both clinical groups and 
between the CDSS score in the FEP-ADHD− group. The DT bias score 
also correlated with the PANSS-G score in the FEP-ADHD− group. JTC 

correlated with PANSS-P score in FEP-ADHD+ patients and with general 
PANSS-G scores, and CDSS score in FEP-ADHD-patients. Finally, the ER 
bias score was associated with positive PANSS-P and PANSS-G scores in 
only in the FEP-ADHD− group.

Discussion

As far as we know, this is the first study to assess and compare the 
severity of cognitive bias (measured by -the CBQp) between 
FEP-ADHD+ and FEP-ADHD− subjects relative to HCs. Our results 
therefore must be considered preliminary and caution is required 
when interpreting the subsequent findings.

TABLE 1 Socio-demographic and clinical characteristics of the groups.

FEP Sample
(N = 122)

FEP-
ADHD+

(N = 31) (A)

FEP-
ADHD−

(N = 91) (B)

Controls
N = 26 (C)

Statistic
(χ2, t)

p Post hoc

Socio demographic variables

Age, years (Mean, SD) 22.2 (5.4) 22.1 (4.8) 22.2 (5.61) 33.4 (6.5) 42.14 <0.001 A = B A < C***B < C***

Sex (N, % of male) 80 (65.6) 28 (90.3) 52 (57.1) 13 (50) 12.9 0.002 A > B**A < C**B = C

Education years (Median, IQR)

Premorbid IQ

10 (8.5–13)

99.4 (15.6)

9 (8–10)

95.2 (14.9)

10 (9–13)

100.2 (16.1)

-1.82a

−1.39

0.06

0.16

Clinical variables

DUP (Median, IQR) 25 (10–60) 30 (15–87) 21 (10–60) 0.67a 0.47

Diagnoses (n, %) 2.744 0.254

Schizophrenia spectrum disorders

Affective psychoses

Other psychoses

64 (52.2)

26 (21.3)

32 (26.2)

20 (64.5)

4 (12.9)

7 (22.6)

44 (48.4)

22 (24.2)

25 (27.5)

PANSS (Median, IQR)

Positive

Negative

General

total

12 (9–18)

16.5 (11–26)

32.5 (25–44.5)

63 (48–84.5)

13 (8.5–18)

17 (11.5–26.5)

30 (23.5–44)

55 (45.5–92.0)

12 (9–18)

16 (10.5–26)

33 (26–45.5)

64 (48.5–81.5)

0.27a

0.15a

−0.29a

0.19a

0.78

0.87

0.77

0.84

GAF (Mean, SD) 57.60 (10.7) 59.7 (11.7) 56.9 (10.3) 1.23 0.21

CDSS (Median, IQR) 1 (0–6) 1 (0–6.5) 1 (0–6) 0.83a 0.40

YMRS (Median, IQR) 1 (0–9) 2 (0–13) 0 (0–9) 0.41 a 0.68

Drug abuse (n, %)

tobacco 67 (54.9) 25 (80.6) 42 (46.2) 9.76 0.002

cannabis 23 (18.9) 11 (35.5) 12 (13.2) 6.12 0.010

alcohol 23 (18.9) 9 (29.0) 14 (15.4) 1.99 0.16

Treatment (n, %)

Antipsychotics

Number of APs (Median, IQR)

CPZE (mg/day) (Median, IQR)

115 (94.3)

1 (1–1)

300 (200–442.4)

30 (96.8)

1 (1–2)

399 (200–600)

85 (93.4)

1 (1–1)

300 (200–400)

0.06

3.05a

1.71a

0.80

0.002

0.08

Antidepressants 28 (23.0) 5 (16.1) 23 (25.3) 0.63 0.42

Mood stabilizers 21 (17.2) 4 (12.9) 17 (18.7) 0.21 0.64

Benzodiazepines 44 (36.1) 9 (29.0) 35 (38.5) 0.53 0.46

SD, standard deviation; IQR, interquartile range; FEP, first episode of psychosis; ADHD, attention-deficit/hyperactivity disorder; DUP, duration of untreated psychoses; IQ, intellectual 
coefficient; PANSS, positive and negative syndrome scale; CDSS, calgary depression scale for schizophrenia; YMRS, young mania rating scale; GAF, global assessment of functioning; AP, 
antipsychotic treatment; CPZE, estimated equivalent amount of chlorpromazine.
aMann-Whitney U test.
*p < 0.05; **p < 0.01; ***p < 0.001.
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We found a gradient of cognitive bias severity from the 
FEP-ADHD+ group: [median (interquartile range) 47 (38–56)], to the 
FEP-ADHD− group [42 (37–48)] to the HC group [38 (35.5–43)]. The 
FEP-ADHD+ group presented significantly higher scores not only on 
the total score but also in the CBQp themes of TE and AP than both 
the FEP-ADHD-and HC groups. Regarding specific cognitive biases, 
FEP-ADHD+ patients exhibited greater Int, DT, C and ER bias scores 
than HCs, while FEP-ADHD-patients presented only greater ER bias 
scores than HCs. The FEP-ADHD+ group therefore showed the most 
marked differences from HCs. However, the HC group used as a 
control group was not specifically recruited for the present study but 
was used in our previous study to validate the questionnaire in the 
Spanish population (Corral et  al., 2020). Consequently, groups 
differed in terms of age and sex ratios. When the results were further 
adjusted for these differences, differences between FEP-ADHD-
patients and HCs were no longer significant. In contrast, FEP-ADHD+ 
patients still significantly scored higher than HCs, except for the C 
bias score. Unexpectedly, the three groups did not significantly differ 
in the JTC bias score. JTC is the most investigated cognitive bias in 
psychosis, and when assessed by the probabilistic behavior task (the 
beads task) (Garety et al., 2005), JTC bias has been frequently observed 
in patients with established schizophrenia (Ross et al., 2015; Dudley 
et al., 2016; McLean et al., 2017) and FEP (Falcone et al., 2015) as well 
as in those at clinical risk of psychosis (Livet et al., 2020). However, 
when assessed by self-report questionnaires, mixed results have been 
reported (Bastiaens et al., 2013; Ahuir et al., 2021; Pena-Garijo et al., 
2022; Pugliese et al., 2022). One possible explanation is that patients 
with psychosis often have a little awareness of their cognitive deficits 
and biases (Moritz et al., 2004). Therefore, a dissociation between the 

objective (assessed by task performance) and subjective measures 
(assessed by self-report) cannot be  ruled out. In addition, Beck’s 
cognitive biases have an emotional component rather than a psychotic 
cognitive–perceptual component, which may explain why they are 
also present in the healthy population (Bastiaens et  al., 2018). 
Unfortunately, depressive and anxiety symptoms were not evaluated 
in the HC group. Thus, it would have been useful in order to identify 
a potential relationship between the emotional component and the 
cognitive distortions in that group.

A novel finding of the present study is that FEP-ADHD+ patients 
showed more severe cognitive biases than FEP-ADHD-patients, even 
after controlling for clinical and sociodemographic differences. Apart 
from scoring higher on the two themes (AP and TE), it is particularly 
interesting that the FEP-ADHD+ group exhibited more DT and 
significantly more Int and ER than the FEP-ADHD− group. Consistent 
with these findings, in their original validation report comparing 
subjects with psychosis with HCs and depressed subjects, Peters and 
colleagues (Peters et  al., 2014) reported that the psychosis group 
scored higher than the depressed group on the Int and ER biases. 
Moreover, Int was the only bias where the depressed group and HCs 
did not score differently. The authors suggested that these two specific 
biases may represent a particular “paranoid thinking style” that 
distinguishes individuals with psychosis from other clinical 
populations. In accordance, we found that FEP-ADHD+ patients were 
more likely to exhibit the Int bias (F = 20.97; p < 0.001). The Int bias 
refers to the implicit and automatic inclination to interpret human 
actions as intentional and to think that negative actions toward oneself 
were committed on purpose (i.e., intentionally). In the ADHD 
literature, research on interpretation bias is very scarce. There is 

TABLE 2 Comparison of cognitive biases between the groups.

ANOVA results ANCOVA aresults

CBQp 
(median/
IQR)

FEP-
ADHD+ 
N = 31 (A)

FEP-
ADHD- 

N = 91 (B)

Controls
N = 26 
(HC)

F (p) Post-hoc
Between subjects

F (p) Post-hoc
Between subjects

CBQ total 47 (38–56) 42 (37–48) 38 (35.7–43) 9.11*** A > B* A > C*** B > C* 5.88* A > B** A > C** B = C

Themes

TE (Threatening 

events)

24 (21–32) 22 (19–25) 20 (18–22) 8.23*** A > B* A > C*** B > C* 4.31** A > B* A > C** B = C

AP (Anomalous 

perception)

23 (18–26) 20 (18–23) 18 (17–20) 7.44** A > B* A > C** B = C 5.85*** A > B** A > C**

Biases

Int 

(Intentionalising)

9 (7–12) 8 (6–8) 7 (6–8) 17.33*** A > B*** A > C*** B = C 12.61*** A > B*** A > C**

C (Catastrophism) 9 (8–11) 8 (7–10) 8 (7–9) 3.38* A = B A > C* B = C 2.76

DT (Dichotomous 

thinking)

10 (8–12) 8 (7–10) 7 (7–8) 8.86*** A > B* A > C* B = C 4.40** A > B* A > C**

JTC (Jumping to 

conclusions)

9 (9–11) 9 (8–11) 9 (9–10) 0.83 0.91

ER (Emotional 

reasoning)

9 (7–11) 8 (7–10) 7 (6–8) 7.72** A > B* A > C*** B > C* 2.80* A > B* A > C** B = C

IQR, interquartile range; FEP, first episode of psychosis; ADHD, attention-deficit/hyperactivity disorder; HC, healthy control; A, PEP-ADHD+; B, PEP-ADHD−; C, healthy controls.
*p < 0.05; **p < 0.01; ***p < 0.001.
aDifferences between 3 groups adjusting for sex and age.
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inconsistent evidence that hostile attribution bias (HAB) with 
ambiguous situations and ambiguous faces occurs more frequently in 
children and adults with ADHD than in HCs (King et al., 2009; Sibley 
et  al., 2010; Schneidt et  al., 2019). No previous study to date has 
addressed this issue in FEP patients with and without ADHD; thus, 
further investigation is needed to replicate or refute our results and 
disentangle whether FEP patients with c-ADHD exhibit greater 
cognitive bias than FEP patients without c-ADHD.

Notably, when exploring the relationship between cognitive biases 
and psychopathological symptoms, only weak correlations were 
found. Regarding specific biases, the severity of positive symptoms 
was associated with the C and DT biases in both clinical groups; 
however, the severity of positive symptoms was associated with the 
JTC bias in the FEP-ADHD+ group and with the Int and ER biases in 
the FEP-ADHD− group. Nevertheless, positive correlations between 
cognitive biases and depressive symptoms and general symptoms were 
found only in FEP-ADHD-patients. Although neither clinical group 
differed in psychopathological symptoms or functioning, our study 
suggests a different pattern of biases related to positive, general and 
depressive symptoms in FEP-ADHD+ patients compared to 
FEP-ADHD-patients. Moreover, poor functioning was associated with 
the CBQp total score and the Int bias in only the FEP-ADHD+ group. 
Given the lack of previous studies, we can only speculate that the 
dominant cognitive biases in FEP-ADHD-patients may be related to 
depressive and anxious symptoms. On the other hand, the severity, 
type of cognitive biases and the lack of relationship with depressive 
and general symptoms in the FEP-ADHD+ group may reflect 
traditional psychotic thinking, which in turn might be associated with 
worse functioning. Moreover, children with ADHD present deficits in 
recognizing facial emotions and others’ emotional states in addition 
to deficits in emotional processing (Pishyareh et  al., 2015). Thus, 
we speculate that greater cognitive biases in the FEP-ADHD+ group 
may interact with the social processing difficulties already present in 
ADHD to pose a higher risk of impaired functioning.

Our results extend previous findings suggesting that young adults 
with c-ADHD and FEP suffer additional impairments (Peralta et al., 
2011; Rho et  al., 2015; Sanchez-Gistau et  al., 2020). Specifically, 

we report for the first time greater cognitive biases (in general) and 
more severe Int and ER biases (in particular) in FEP-ADHD+ patients. 
Together, these findings indicate that FEP-ADHD+ subjects may be a 
particularly vulnerable group and a high-priority target for 
interventions addressing both cognitive biases. Metacognitive training 
therapy (MCT) was developed by Moritz S and colleagues two decades 
ago to address problems related to cognitive biases and social 
cognition in psychosis (Moritz and Woodward, 2007). Previous 
research has indicated that MCT is an effective psychological 
intervention for people with schizophrenia (Moritz and Lysaker, 2018; 
Moritz et  al., 2022). Specifically, in patients with recent-onset 
psychosis, MCT has demonstrated to be  effective for improving 
psychotic symptoms, cognitive insight, and attributional style, as well 
as for reducing cognitive distortions (Ochoa et al., 2017; Ahuir et al., 
2018). Our findings therefore may have clinical relevance for 
treatment recommendations. As reported, ADHD is a prevalent 
condition in FEP accompanied by prominent cognitive bias; thus, an 
adapted intervention for this subgroup aiming to reduce the most 
prevalent bias can be  recommended. Our findings indicate the 
necessity of conducting metacognitive intervention studies specifically 
designed to assess the effectiveness of these particular interventions 
in this particular subgroup of patients.

Limitations and strengths

Some limitations must be taken into account when interpreting 
our finding. With regards the ADHD diagnoses, despite we used an 
structured interview for assessing ADHD symptoms recall bias 
regarding childhood onset symptoms cannot be entirely ruled out. 
We tried to avoid the possibility of overlapping ADHD symptoms with 
psychotic symptoms by restricting the diagnoses of ADHD to 
childhood-onset, that is, onset of symptoms before the age of 7 years 
according to the DSM-IV criteria. Moreover, the healthy control 
group HCs who participated in the previous validation study was not 
specifically assessed for ADHD and differed in terms of age and sex 
distribution. Second, despite controlling for clinical and 

TABLE 3 Comparison of CBQ between FEP ADHD+ and FEP-ADHD-.

Cognitive Biases (median, 
IQR)

FEP sample
(N = 122)

FEP-ADHD+

(N = 31)
FEP-ADHD−

(N = 91)
ANCOVAa

Statistic p

CBQp Total 43 (37.5–50.5) 47 (38–56) 42 (37–48) 7.11 0.009

Themes

TE (Threatening Events) 22 (20–26) 24 (21–32) 22 (19–25) 4.10 0.04

AP (Anomalous Perception) 20 (18–24) 23 (18–26) 20 (18–23) 8.94 0.003

Biases

Int (Intentionalising) 8 (7–9) 9 (7–12) 8 (6–8) 20.97 <0.001

C (Catastrophism) 8 (7–10) 9 (8–11) 8 (7–10) 2.95 0.10

DT (Dichotomous thinking) 9 (7–10) 10 (8–12) 8 (7–10) 2.53 0.11

JTC (Jumping to conclusions) 9 (8–11) 9 (9–11) 9 (8–11) 0.34 0.56

ER (Emotional reasoning) 8 (7–10) 9 (7–11) 8 (7–10) 4.17 0.04

IQR, interquartile range; CBQp, cognitive biases questionnaire for psychosis; IQR, interquartile range.
FEP, first episode of psychosis; ADHD, attention-deficit/hyperactivity disorder.
aadjusted by: sex, years of education, cannabis and tobacco use and CPZE estimated equivalent amount of chlorpromazine dose.
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socio-demographic differences, the scores of CBQp might have been 
influenced by other variables that were not adjusted for, such as 
variables related to stress and childhood trauma. It has also to 
be  acknowledged that sample size limited our ability to conduct 
secondary analyses stratified by ADHD subtype or by psychotic 
diagnoses. Moreover, the low percentage of females prevented us to 
investigate sex differences in the studied variables and ADHD.

However, despite these limitations, we have included a real-world 
clinical practice sample in their early stages of the illness coming from 
a particular geographical area. Our relatively homogeneous sample, 
allows us to minimize the impact of the burden of a chronic disease 
and long-term antipsychotic treatment. Finally cross-sectional 
assessment did not allow us to infer a causal relationship between 
cognitive bias and ADHD in FEP patients.

In summary, we report a gradient of severity in CBQp scores 
among the three groups, with the FEP-ADHD+ group differing the 
most markedly from the FEP-ADHD-and HC groups. The severity of 
cognitive biases, however, did not differ between the FEP-ADHD-and 
HC groups after adjusting for age and sex. Importantly, the Int and ER 
biases were the most strongly associated with the FEP-ADHD+ group, 
but no bias was associated with the FEP-ADHD− group.

Conclusion

Our present findings together with previous findings indicate 
that FEP-ADHD+ subjects represent a clinical subgroup with a 
worse potential prognosis than FEP-ADHD− subjects. Further 
research on the relationships among cognitive biases, cognitive 
performance and environmental factors are needed to develop 
individualized pharmacological and psychological interventions, 
such as MCT, for FEP subpopulations. The relationship between 
ADHD and psychosis is still an important knowledge gap that 
requires further investigation.
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Political polarization: a curse of 
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1 MGPE Programme, The Chinese University of Hong Kong, Shatin, Hong Kong SAR, China, 2 Faculty of 
Social Sciences, Faculty of Educational Sciences, University of Helsinki, Helsinki, Finland

Purpose: Could the curse of knowledge influence how antagonized we  are 
towards political outgroups? Do we assume others know what we know but still 
disagree with us? This research investigates how the curse of knowledge may 
affect us politically, i.e., be a cause of political polarization.

Background: Research on the curse of knowledge has shown that even when 
people are incentivized to act as if others do not know what they know, they are 
still influenced by the knowledge they have.

Methods: This study consists of five studies consisting of both experimental and 
non-experimental and within- and between-subjects survey designs. Each study 
collected samples of 152–1,048.

Results: Partisans on both sides overestimate the extent to which stories from 
their news sources were familiar to contrapartisans. Introducing novel, unknown 
facts to support their political opinion made participants rate political outgroup 
members more negatively. In an experimental design, there was no difference 
in judging an opponent who did not know the same issue-relevant facts and 
someone who did know the same facts. However, when asked to compare those 
who know to those who do not, participants judged those who do not know more 
favorably, and their ratings of all issue-opponents were closer to those issue-
opponents who shared the same knowledge. In a debiasing experiment, those 
who received an epistemological treatment judged someone who disagreed 
more favorably.

Conclusion: This research provides evidence that the curse of knowledge may 
be a contributing cause of affective political polarization.

KEYWORDS

curse of knowledge, cognitive bias, debiasing, political polarization, political 
epistemology

1. Introduction

“[T]he opponent presents himself as the man who says, evil be thou my good. … [H]e who denies 
either my moral judgments or my version of the facts, is to me perverse, alien, dangerous. How shall 
I account for him? The opponent has always to be explained, and the last explanation that we ever 
look for is that he sees a different set of facts.”

Walter Lippman, Public Opinion.

The “curse of knowledge” fundamentally consists of an impaired ability to imagine the 
reasoning of others who do not share one’s knowledge. This is caused by an implicit presumption 
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that one’s own knowledge is shared by others, a presumption that is 
largely impervious to evidence that others do not share this knowledge 
(Birch and Bloom, 2007; Dębska and Komorowska, 2013; cf. Ryskin 
and Brown-Schmidt, 2014). This bias is likely produced by a 
combination of fluency misattribution (mistaking the fluency or ease 
with which information comes to mind, with how widely shared that 
information is) and a failure of inhibitory control (inhibiting one’s 
own knowledge while estimating what others know; Birch et al., 2017). 
Drayton and Santos (2018) found evidence that non-human primates 
do not exhibit curse-of-knowledge effects, suggesting it is unique to 
the theory of mind humans have evolved. As such, it may have been 
evolutionarily adaptive for its efficiency; as hyper-cooperative or 
eusocial animals living in small groups for most of our history 
(Wilson, 2012), we inhabit “knowledge communities” wherein we take 
the knowledge held by members of our own community, or even the 
internet, to be the same as our own knowledge (Fisher et al., 2015; 
Sloman and Rabb, 2016; Rabb et al., 2019). The curse of knowledge is 
essentially the inverse: assuming our knowledge is the same as that 
held by members of our community.

The term “curse of knowledge” was first coined in an economic 
experiment (Camerer et al., 1989). The study tested the uncontroversial 
assumption that in economic situations featuring asymmetric 
information, marketplace participants with more information than 
others would be  able to accurately predict the judgments of 
participants without this information — and profit from the 
information asymmetry. What the experimenters found, however, is 
that even with real money to be gained, their subjects had difficulty 
predicting the judgments of people lacking the information they had. 
Although they had been instructed that other marketplace participants 
lacked certain key information they had been given, subjects made 
investment decisions influenced by an apparently unconscious 
assumption that all other marketplace participants also knew what 
they knew — and lost money as a result. Rather than serving as an 
advantage, the knowledge unique only to the subjects operated as 
a curse.

Paradoxically, the authors noted that in economic settings, this 
curse of knowledge may actually increase social welfare (Camerer 
et al., 1989, p. 1245). Information asymmetries are conventionally 
thought to produce economic inefficiencies, as when a used car dealer 
overcharges for a “lemon,” because only the seller knows hidden 
defects of which the buyer is ignorant. In such economic settings, the 
individual curse of knowledge might be  a blessing for society, by 
making information asymmetries invisible to, and less likely to 
be exploited by, the party with more information. Hence in these 
economic settings, the curse of knowledge may be an example of 
psychological vice producing public virtue.

Yet in political settings, there is reason to expect the curse of 
knowledge to reduce social welfare. The curse of knowledge may 
describe a psychological “default” setting, or an innate theory of 
mind we use to understand others, in which everything we know 
is considered common knowledge, shared by all of our interlocutors 
(Nickerson, 1999). They are then treated accordingly, as if they 
knew the same information we have learned. This would make it 
more difficult to accurately understand the thinking of others who 
do not share knowledge that supports our political opinions. 
(Hence the curse of knowledge: it can make our understanding of 
other people’s thinking worse than when we  are ignorant of 
particular knowledge).

How might we understand the thinking of political opponents, 
when the curse of knowledge makes us implicitly assume that they 
have learned the same knowledge we have learned, i.e., the information 
that has shaped our opinion of an issue? For example, imagine two 
U.S. Americans in 2003 with opposing views on the invasion of Iraq. 
One may have supported the invasion on account of the following 
knowledge: claims of Iraqi weapons of mass destruction and links with 
al Qaeda, and past atrocities committed by the Iraqi government 
under Saddam Hussein. The other may have opposed the invasion, on 
account of knowing the same information but also having additional 
knowledge: Hussein’s history of antipathy toward Islamic 
fundamentalism, UN weapons inspectors finding no WMD, and 
global public opinion disfavoring an invasion. If the supporter is 
affected by the curse of knowledge – implicitly assuming that everyone 
knows just what they themselves know (plus unknown unknowns) – 
what could possibly explain opposition to the war, other than 
opponents being careless about an existential threat at best, or 
“Saddam lovers” at worst? If the opponent is affected by the curse of 
knowledge, what could possibly explain support for the war — since 
their unique knowledge shows claims of WMD and al Qaeda links to 
be  implausible — other than supporters being warmongering 
imperialists, motivated by the desire to control Iraq’s oil?

If the curse of knowledge operates in political thinking, it may 
compound or exacerbate (affective) political polarization. As 
we implicitly assume that our political opponents know all of the facts 
that we know — knowledge which has helped shape our political 
opinions in the first place — then we may judge our opponents more 
harshly. That is, if we presume that others share the knowledge that 
has shaped our opinions, and made such opinions appear self-
evidently correct to us, then our political opponents may take on a 
malevolent character. They are assumed to have all of the knowledge 
we had to arrive at the correct (our) conclusion, yet they persist in 
taking the wrong position; like Milton’s Satan, it may seem that they 
have made evil their good.

This paper reports a series of studies testing whether the curse of 
knowledge is evident in political cognition. The results suggest that 
the curse of knowledge may be  a contributing cause of political 
polarization, one of the heretofore overlooked psychological factors 
(Eibach, 2021) operating alongside institutional causes (Iyengar et al., 
2019; Wilson et al., 2020).

1.1. Studies of the curse of knowledge

While the curse of knowledge (hereafter, CoK) has not yet been 
studied as it relates to and affects politics, it has been studied in a 
variety of other contexts. As discussed earlier, the curse of knowledge 
has been shown to apply in economic contexts, inhibiting marketplace 
actors’ ability to profit from predicting the decisions of those who lack 
the same information (Camerer et  al., 1989; Keysar et  al., 1995; 
Loewenstein et al., 2006). The CoK can negatively affect lawyers, who 
may overestimate what jurors know about memory research relevant 
to eyewitness testimony, to the detriment of their clients (Terrell, 
2014). It can impact criminal investigators and the accused alike, both 
of whom may overestimate what the other party knows about a crime 
(Granhag and Hartwig, 2008). It affects doctors, whose 
communications with patients can be made less effective by the CoK 
inflating doctors’ estimates of patients’ medically relevant knowledge 
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(Howard, 2019; Lourenco and Baird, 2020). It affects businesspeople, 
who may overestimate the level of knowledge widely held within a 
firm about that firm’s organizational structure, impairing intra-firm 
coordination (Heath and Staudenmayer, 2000). Accountants and 
financial regulators may suffer CoK effects by overestimating 
knowledge relevant to predicting outcomes (Kennedy, 1995). Safety 
inspectors can suffer CoK effects, by assuming that site supervisors 
already know best practices they in fact do not (King, 2019). The CoK 
can also affect writers, making it more difficult to imagine their 
audience’s ignorance of plot points they are intimately familiar with 
(Tobin, 2009), and impede communication in general by making 
ambiguous statements seem unambiguous to the speaker 
(Tobin, 2014).

The CoK is related to several other psychological biases, and was 
itself inspired by research on hindsight bias. Fischhoff (1975) 
demonstrated that we are influenced by outcome knowledge in our 
predictions of the likelihood of different outcome possibilities, both 
when we are placing ourselves in the shoes of our past ignorant selves, 
or the shoes of ignorant others. The CoK is also related to egocentrism; 
though whereas egocentrism is a difficulty in understanding 
perspectives other than one’s own, the CoK is a specific difficulty in 
understanding a less informed perspective, not one that is better 
informed (Birch, 2005; Ghrear et al., 2016). Whereas egocentric bias 
weakens over development, with adults better able than children to 
inhibit their initial egocentric thinking (Epley et al., 2004), in some 
contexts adults exhibit greater CoK effects than children (Mitchell 
et al., 1996). The CoK also exhibits similarities to the false consensus 
effect, an overestimation of the extent to which others share our 
perspective on an issue (Spaulding, 2016), and pluralistic ignorance, 
an overestimation of the extent to which others do not share our 
cognition or behavior (Sargent and Newman, 2021).

Past research indicates that the CoK is persistent and difficult to 
eliminate. In economic contexts, monetary incentives and repeated 
iterations of predicting less-informed market participants’ decisions 
reduced CoK effects, but only by half (Camerer et al., 1989). Higher 
education is associated with reduced CoK bias, but explicit 
instructions to focus attention on others’ knowledge did not reduce 
CoK effects (Damen et al., 2018). (However, greater knowledge may 
actually worsen CoK effects, by hiding from one’s view the areas in 
which one is, and others are, ignorant; Son and Kornell, 2010). Higher 
perspective-taking ability is also associated with reduced CoK effects, 
but instructing subjects to take another’s perspective was not 
associated with lessening CoK bias (Ryskin and Brown-Schmidt, 2014; 
Damen et al., 2020).

We were unable to find any studies of the curse of knowledge as it 
relates to political cognition. Without existing research as a guide, one 
possibility is that the CoK has little or no effect on political thinking. 
Politics being an essentially allocentric domain, thinking about 
politics may involve greater focus on what others know and do not 
know, thereby overcoming the bias. Another possibility is that the 
CoK, by implicitly ascribing one’s own knowledge to others, is a form 
of intellectual humility (Hannon, 2020). By reducing intellectual 
arrogance, this form of unconscious humility may tend toward 
reducing political polarization.

The possibility we thought most likely is that the CoK exacerbates 
affective political polarization, by masking the differences in 
knowledge that led to the formation of opposing opinions. The essence 
of the phenomenon – in Gomroki et al.’s (2023, p. 354) formulation, 

“When one interacts with others, one unknowingly imagines that 
others have the same intellectual background to understand the 
subject” – in the context of political disagreements, would seem to 
result in more negative appraisals of contrapartisans. This builds on 
the original definition of the CoK as an inability to inhibit one’s own 
knowledge when imagining the thinking of others who do not share 
the same knowledge, shifting focus to its practical, real-world 
implication: that we act as if unconsciously assuming that others share 
the same information. This is similar to accounts of “naive realism,” 
the result of psychological biases in which our inability to grasp that 
others have different knowledge informing their political opinions 
leads us to assume the worst about them (Ross and Ward, 1996; 
Friedman, 2020). Naive realism consists of the assumption that we see 
reality objectively, and our opinions about it are formed through an 
unbiased and unmediated apprehension of “the” facts. The naive 
realist assumes that others also see reality objectively, and will arrive 
at the same opinions as themselves. To explain why some people 
nonetheless disagree with their opinions, the naive realist has three 
explanatory options: the opponent may (1) be biased by ideology or 
self-interest, (2) be  lazy, irrational, or unwilling to follow “the” 
evidence to its logical conclusions, or (3) not know the same 
information (Ross and Ward, 1996, 110–111). If the CoK affects 
political cognition, this third option is less likely to be taken under 
consideration; and the remaining options all place one’s political 
opponents in a negative light.

People often attribute negative motives to others, committing the 
worst-motive fallacy (Reeder et al., 2005). (Hence Hanlon’s razor: 
“never attribute to malice that which is adequately explained by 
stupidity” — in which “stupidity” should be  replaced with 
“ignorance”). We expected that the CoK may contribute to political 
polarization, by obscuring the (highly likely) possibility that one’s 
political opponents have arrived at contrary opinions because they do 
not know the same information that has shaped one’s own opinion, 
and do know different information that has shaped their opinion. 
With this explanation occluded, and relevant information implicitly 
assumed to be universally shared, one’s political opponents take on a 
malicious hue. For them to have arrived at an opposing opinion, after 
considering the same information, they must have opposing values, 
be  “ideological” or biased by self-interest, or simply be  lazy, 
unintelligent, or irrational. In other words, because people are 
imputing knowledge to people who do not have it, they may judge 
them more harshly. Lastly, if the CoK is part of the causal story behind 
political polarization, how might CoK effects be  reduced in 
political contexts?

1.2. The present research

If the CoK exacerbates political polarization, the first place to 
look would be  in the news media, the source of the basic 
informational building blocks that are used to form political 
opinions. Our first study asked partisans in Hong Kong and the 
U.S. about recent news stories, inquiring who was likely to know of 
the event or phenomenon described in the story. In this way, it lays 
out the direct or foundational evidence for the CoK applying in the 
political realm. Finding evidence of overestimating knowledge, our 
following studies measure what effect the CoK may have on affective 
polarization (and by investigating CoK effects on polarization 
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– from overestimating knowledge to more negative feelings toward 
opponents due to their overestimated knowledge – providing 
further, indirect evidence of the CoK operating in political 
cognition). In other words, the first study investigates whether 
partisans think opponents know about partisan news stories more 
than they do, while the subsequent studies measure how this over-
imputation of knowledge may affect feelings toward political 
opponents, and how this could be  debiased. Our second study 
investigated whether learning novel information about a political 
issue would lead to more negative attitudes toward one’s opponents 
on that issue. Our third study sought to uncover whether partisans 
judge political opponents more favorably if they are told that they 
do not know the same issue-relevant facts. Finding no evidence that 
providing information on others’ opinion-relevant knowledge or 
ignorance affects personal judgments, in Study 4 we  asked 
participants to list their own most important political issue and 
three facts about it, and then to judge those who disagree with them 
on the issue — both in general, and separately for opponents who 
knew and did not know the factual information supporting the 
participants’ position. This more direct method of focusing attention 
on knowledge gaps was associated with a moderation in judgments 
of less-informed others. In a final study, we attempted to debias 
potential CoK effects, testing a treatment condition comprising 
instructions to consider political opponents’ lack of knowledge and 
how that may influence their opinion on the issue. Our overarching 
research question is: Does the curse of knowledge, the 
overestimation of knowledge shared in common, exacerbate 
political polarization, leading to harsher judgments of opponents 
(since “they should know better”)? Table  1 presents the specific 
research questions.

In the following studies, we report sample size determination, data 
exclusion, measures, and manipulations where relevant. All data and 
research materials, including the surveys, are available on the OSF: 
https://osf.io/yc3tf/?view_only=525a070de6a74410aaa445f3f97cbbec. 
In addition, for both the sake of transparency and to inform future 
research, we wrote an appendix about the development of our studies 
and the lessons we learned, which can be found from the above link 
as well. Randomization for all experimental conditions was performed 
by Qualtrics, ethics approval was received from the relevant 
institution, and the studies’ designs and analyses were not 
pre-registered. All U.S. samples were collected via Prolific among self-
identified Republicans and Democrats. Besides over-representing 
political partisans by design, these samples contained fewer ethnic 
minorities, older people, men, and those with lower levels of 
educational attainment than the national average; median income was 
comparable to the nation median.

2. Study 1

During the Hong Kong protests of 2019, one of the authors 
realized what should have been apparent beforehand: having added 
people from both sides of Hong Kong’s political divide (“yellow,” or 
pro-democracy, and “blue,” or pro-establishment) to his social media 
platforms, he began to notice that the two sets of partisans shared and 
commented on news stories covering entirely different events. To test 
whether partisans in Hong Kong were overestimating the extent to 
which news stories they found important were known outside of their 
partisan group, several questions were added to an unrelated study, 
and this formed the basis for a broader research proposal. This design 
was later adapted to the U.S. context in 2022, to test whether 
U.S. partisans overestimate knowledge of news stories important to 
their partisan group. We expected to find overestimation of knowledge 
shared across political divides: partisans claiming knowledge of their-
side news stories at higher rates than contrapartisans, and partisans 
considering their-side stories to be “common knowledge” at higher 
rates than contrapartisans.

2.1. Method

2.1.1. Participants and design
In Hong Kong, participants were recruited via handing out flyers 

at pro-democracy and pro-establishment protests, for a total of 449 
participants (239 women, 49 pro-establishment, Mage 30.59, SDage 
12.73). During this period, pro-establishment protests were less 
frequent and less attended than pro-democracy protests, resulting in 
the lower sample size for pro-establishment respondents. In the U.S., 
participants were recruited via Prolific among self-identified 
Republicans and Democrats, for a total of 201, due to uncertainty 
about whether the large effect sizes from the Hong Kong study would 
be  found in a relatively less polarized context (98 women, 103 
Democrats, Mage 41.23, SDage 14.64). The studies were designed to 
present recent news stories in partisan media outlets on both sides, 
asking participants to identify whether they heard of the story, and 
whether they believed that co-partisans and/or contrapartisans had 
also heard of it.

2.1.2. Procedure and materials
In Hong Kong, participants responded to a longer survey on 

political opinions, with these questions about news stories included. 
In the U.S., the questions about news stories comprised the survey, 
plus demographic questions. In Hong Kong and the U.S., recent (late 
2019 in Hong Kong, early 2022 in the U.S.) news stories were selected 

TABLE 1 Studies in the current research and their respective research questions.

Study Research questions

1 Do partisans overestimate the extent to which their political opponents know news stories/facts featured in their preferred media outlets?

2 If partisans gain new issue-relevant information – and are told that others are ignorant of it – do they nonetheless judge opponents on the issue more harshly?

3 If partisans are asked to judge one of two political opponents – the only difference between them being whether the opponent knows or does not know the 

same issue-related facts – does this information about a knowledge gap lead to less harsh judgments for those who do not share the same knowledge?

4 If partisans are asked to judge both political opponents who know and do not know the same issue-relevant facts, do they rate those who do not know the same 

facts less harshly? Is their rating of those who know the same facts closer to their rating of political opponents in general?

5 If partisans receive a simple political epistemology explanation of why people may disagree, do they judge political opponents less harshly?
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from media outlets favored by the pro-democracy and 
pro-establishment, or Democratic and Republican, partisan groups, 
respectively. The Hong Kong stories were selected from among those 
popular on social media from established media outlets, and the 
U.S. stories were selected from transcripts of the popular Rachel 
Maddow (for Democratic stories) and Tucker Carlson (for Republican 
stories) shows, excluding stories that were covered on both programs. 
(As the most popular cable opinion shows for U.S. partisans at the 
time, we assumed that they would cover stories of particular interest 
to their partisan audiences, and that these stories would be covered by 
other outlets of the same partisan leaning.) An example of a 
“pro-establishment” story is “A police officer was burned by a Molotov 
cocktail thrown by protesters,” and an example of a “pro-democracy” 
story is “A leader of the Junior Police Officers’ Association used the 
word ‘cockroaches’ to describe protesters.” An example of a 
Republican-media story is “In September [2021], Chicago experienced 
its deadliest month since 1992, reporting 89 homicides for the month,” 
and an example of a Democrat-media story is “Interviews with former 
Trump administration staffers and associates revealed that the former 
president often violated the Presidential Records Act by destroying 
government documents.”

2.1.3. Measures
Participants were presented with a sentence summarizing the 

news stories. They asked who they thought knew of the story, from “I 
do not recall ever hearing about this, or I do not think this happened” 
to three options starting with “I heard of it…” and ending in a 
progressively larger audience of others with the same knowledge: from 
neither partisan ingroup nor outgroup members (“…but I think most 
other people do not know about it”) to only the partisan ingroup (“…
but I do not think many [of the opposing party] know about it”) to 
both partisan ingroup and outgroup members (“…and I think almost 
everyone knows it – it’s common knowledge”). This provided story-
aware participants epistemically sophisticated options (they heard of 
it, but most others may not have, or only co-partisans may have heard 
of it via their similar media diets), and an option representing the 
curse of knowledge (all others, including contrapartisans, assumed to 
share the individual’s own knowledge). To minimize survey length, 
whether participants had not heard of the story or whether they 
believed it to be  untrue were collapsed into the first option; the 
remaining options entailed knowledge of the story and belief that it 
was real.

2.2. Results and discussion

In Hong Kong, our pro-establishment respondents answered that 
they had heard of the pro-establishment stories 95.4% of the time, but 
our pro-democracy respondents answered that they had heard of the 
pro-establishment stories 71.1% of the time, t(449) = 8.3, p < 0.001, 
d = 1.26, 95% CI [0.96, 1.55]. Similarly, our pro-democracy 
respondents answered that they had heard of the pro-democracy 
stories 94% of the time, but our pro-establishment respondents 
answered that they had heard of the pro-democracy stories 73.2% of 
the time, t(449) = 11.5, p < 0.001, d = −1.75, 95% CI [−2.04, −1.45]. 
Meanwhile, pro-democracy respondents answered that the 
pro-democracy stories were “common knowledge” 71.3% of the time 
versus 38.8% for pro-establishment respondents, t(449) = 8.3, p < 0.001, 

d = −1.25, 95% CI [−1.55, −0.95], and pro-establishment respondents 
answered that the pro-establishment stories were “common 
knowledge” 69.1% of the time versus 29% for pro-democracy 
respondents, t(449) = 10.6, p < 0.001, d = 1.60, 95% CI [1.30, 1.89]. 
These contrast with the percentages selecting the more epistemically 
sophisticated answer (“I heard of it, and I’m pretty sure most people 
on my side have heard of it too”), which was selected 3.7% of the time 
by pro-democracy respondents for their-side stories, and 7.9% for 
pro-establishment respondents about their-side stories.

In the U.S., our Republican respondents answered that they had 
heard of the Republican-media stories 68.2% of the time, but our 
Democratic respondents answered that they had heard of the 
Republican-media stories only 38% of the time, t(201) = 7.0, p < 0.001, 
d = 0.98, 95% CI [0.70, 1.26]. Similarly, our Democratic respondents 
answered that they had heard of the Democratic-media stories 70.9% 
of the time, but our Republican respondents answered they had heard 
of the Democratic-media stories only 49.2% of the time, t(201) = 5.5, 
p < 0.001, d = −0.77, 95% CI [−1.05, −0.49]. Meanwhile, Democratic 
respondents answered that the Democratic-media stories were 
“common knowledge” 27.2% of the time versus 24.5% for Republican 
respondents, t(201) = 0.8, p = 0.449, d = −0.11, 95% CI [−0.38, 0.17], 
and Republican respondents answered that Republican-media stories 
were “common knowledge” 29.2% of the time versus 18.3% for 
Democratic respondents, t(201) = 3.3, p = 0.001, d = 0.46, 95% CI [0.18, 
0.74]. These are similar percentages to the more epistemically 
sophisticated answer (“I heard about it, but I do not think many [of 
the opposing party] know about it”), which was selected 30.1% of the 
time by Democrats about Democratic-media stories, and 25.7% for 
Republicans about Republican-media stories.

The findings of Study 1 suggest that the CoK may be misleading 
some partisans to overestimate the extent to which the politically 
relevant information they know is widely shared. Our respondents in 
Hong Kong exhibited a greater degree of overestimation compared to 
our U.S. respondents, which may be an artifact of the particularly 
charged environment at the time. But in both contexts, either 
majorities or sizable minorities mistook their own knowledge of 
political news for common knowledge, when that knowledge was not 
actually shared in common. Democrats did not evince this 
overestimation, while Republicans did; but to a lesser degree than both 
groups of partisans in Hong Kong. Likewise, U.S. partisans were more 
likely to select the epistemically sophisticated option, acknowledging 
knowledge gaps between partisan groups – possibly the result of wider 
awareness of political polarization and media bias. However, simply 
overestimating the degree to which partisan knowledge is shared 
might not exacerbate polarization on its own. Contrariwise, the 
greater likelihood of selecting the epistemically sophisticated option 
in the U.S. might not reduce polarization, if such considerations do 
not come to mind in real-world contexts, without prompting. If the 
CoK contributes to polarization, such knowledge would 
be  overestimated and political opponents would be  judged more 
harshly on account of having this imputed knowledge, but persisting 
in their opposition regardless.

3. Study 2

Overestimating the extent to which politically relevant knowledge 
is widely shared would be of little consequence, if such overestimation 
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did not result in harsher judgments of those whose actual knowledge 
leads them to take an opposing opinion. In this study, we explored 
whether receiving information about a new, fabricated political issue 
would lead toward harsher judgments of those disagreeing with the 
opinion such information would tend to support — despite being 
instructed that effectively no one else had been informed about it. 
We expected that treatment-group participants would make harsher 
judgments of opponents on the issue compared to those in the control 
group, overlooking the fact that their opponents had not received the 
same information.

3.1. Participants and design

Expecting a small effect size but without examples from the 
literature, we used G*Power to calculate the sample needed for a range 
of possible lower-end effect sizes; 1,048 participants were recruited via 
Prolific among self-identified Republicans and Democrats in the U.S.; 
942 passed the attention check (a question testing factual memory of 
the treatment or control texts) and were included in the final analysis 
(487 women, 463 Republicans, Mage 37.6, SDage 14.14).

3.2. Procedure and materials

Participants were randomly sorted into control and treatment 
groups. In the control, participants read a description of the executive 
branch of the federal government, focusing on the 15 federal executive 
departments. In the treatment group, participants read a fabricated 
announcement about a senior Department of Homeland Security 
official accused of accepting illegal bribes by a DHS whistleblower, 
who had just shared this accusation alongside incriminating evidence 
on the OpenSecrets website. The announcement noted further that the 
web page listing the accusation had received under 200 “hits” or 
visitors since it went public, and no media outlets had yet reported on 
the story, hence “it is safe to say that almost no one (beside you) has 
heard about it yet.” To ensure that participants read and understood 
the materials, they were given a multiple-choice question about the 
content, and were asked to briefly explain the reasons for their rating.

3.3. Measures

Participants were given an 11-point feeling thermometer to rate 
their feelings toward “those Americans who think that federal 
prosecutors should not focus more effort on investigating possible 
corruption in government agencies.” (Please see Appendix A for a 
discussion on the feeling thermometer, how it seemed to sometimes 
be misinterpreted, and what we did to clarify the interpretation of it.) 
A 0 represented “how you feel about your worst enemy,” and a 10 
represented “how you  feel toward the person you  love most in 
the world.”

3.4. Results and discussion

We expected that participants in the treatment group would fail 
to account for the ignorance of those who might not see a need for 

federal prosecutors to divert their attention away from other concerns 
toward corruption in federal agencies, and judge people holding this 
opinion more harshly than those in the control group. We found that 
treatment-group participants did judge opponents on this issue more 
harshly (M = 2.27; SD = 2.03) than those in the control group (M = 2.53; 
SD = 1.93), t(942) = 2.0, p = 0.045, d = 0.13, 95% CI [0.01, 0.26].

This was a small difference, as would be expected in our theoretical 
model of how the CoK exacerbates polarization: We provided only a 
small piece of information at one point in time, whereas politically 
engaged partisans absorb large amounts of information over their 
lifetimes. As more information is learned cumulatively, the CoK 
would attribute more information to others who have not actually 
acquired it, making opposition to the opinions such information 
supports harder to explain other than by invidious motives.

However, this result might also be explained as an effect of priming: 
that treatment-group participants were primed to think of government 
corruption in general, and with this problem at the forefront of their 
minds, made less charitable judgments of those who disagreed that 
prosecutors should focus more on rooting out government corruption. 
In our next study, we investigated whether by focusing attention on 
what political opponents do and do not know about an issue, judgments 
of less knowledgeable opponents would be moderated.

4. Study 3

The CoK may contribute to polarization by obscuring differences 
in knowledge that resulted in differences of opinion. In this experiment, 
we  tested whether judgments of political opponents would 
be  moderated for those opponents who were described as being 
ignorant of the issue-relevant knowledge participants knew, compared 
to opponents who were described as sharing the same issue-relevant 
knowledge. We expected participants to judge political opponents less 
negatively if they were informed that they do not share the same 
knowledge of the issue — if this information overcomes potential CoK 
effects, and is interpreted to suggest that the opponent’s opinion may 
have been produced by the absence of issue-relevant knowledge known 
to participants — compared with participants who were informed that 
an opponent did share the same issue-relevant knowledge.

4.1. Participants and design

Without effect sizes from existing research, we  tentatively 
expected a small effect size, as prior research has demonstrated the 
CoK to be robust against instructions to consider others’ knowledge 
or take others’ perspectives. We  recruited 600 self-identified 
Republicans and Democrats in the U.S. via Prolific (295 women, 238 
Republicans; Mage 39.21, SDage 14.12). For a two-tailed t-test of mean 
differences with, this sample would have an 80% chance of finding a 
true effect of slightly over 0.2; but it would be underpowered to detect 
smaller effect sizes.

4.2. Procedure and materials

Participants were asked to name a political issue important to 
them, and to provide three facts they knew about the issue that 
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support their opinion on it. Then they were instructed that text-
mining software would search through notes from a previous 
interview-based study and match them with an interviewee to rate. 
Participants were randomly selected into two conditions. In both 
conditions, participants were presented with excerpts from interview 
notes; in the ignorant condition, the interview notes did not mention 
any of the facts the participant provided, and in the knowledgeable 
condition, the interview notes indicated that the interviewee did know 
the facts the participant wrote about. In both conditions, participants 
were informed that the interviewee expressed opposition to the 
opinion expressed by the participant.

4.3. Measures

Participants were given a 10-point scale with happy to angry faces 
as graphic references.

4.4. Results and discussion

No difference was found between the ratings of the interviewee 
who knew the same facts (M = 4.53; SD = 2.35) and one who did not 
know the same facts (M = 4.48; SD = 2.00), t(585) = 0.275, p = 0.784, 
d = 0.02, 95% CI [−0.14, 0.19]. Excluding participants whose stated 
issues and facts were independently judged as indicating inattention 
or misunderstanding by both authors did not affect results. This null 
result is consistent with the explanation that the CoK may not inflame 
polarization by harshening judgments of others via wrongly assuming 
them to know the same issue-relevant information. However, it is also 
consistent with previous research, which has established the 
robustness of CoK effects in the face of instructions to consider others’ 
knowledge and to take another’s perspective (Ryskin and Brown-
Schmidt, 2014; Damen et al., 2018, 2020); here too, providing only 
evidence of what another knows and does not know did not affect 
judgments. Our next study sought to distinguish between these 
two explanations.

5. Study 4

Study 3 randomly provided either an example of a political 
opponent who knew, or did not know, the same issue-related facts as 
participants. In this study, we made knowledge gaps more visible by 
instructing participants to separately judge those who did and did not 
know the same issue-related facts. In this way, we hypothesized that if 
the CoK were harshening judgments of political opponents by 
occluding epistemology, participants asked to separately rate 
knowledgeable and ignorant opponents would be forced to grapple 
with political epistemology, considering how knowledge gaps might 
affect the development of an opposing opinion – and would judge less-
informed opponents less harshly. We furthermore expected that ratings 
of knowledgeable opponents would be closer to the initial rating of all 
opponents, compared to ratings of ignorant opponents. That is, 
we expected participants to judge opponents who are ignorant of issue-
relevant knowledge less harshly than opponents who were 
knowledgeable; and that ratings of knowledgeable opponents would 
be  closer to ratings of opponents in general, evincing CoK bias. 

Alternatively, if the CoK were not influencing political judgments 
according to our theoretical expectations, ratings of more 
knowledgeable opponents might be the same or higher than ignorant 
opponents, owing simply to the positive quality of being knowledgeable.

5.1. Method

5.1.1. Participants and design
Self-identified Republicans and Democrats in the U.S. (N = 152; 

without an expected effect size, funding limitations necessitated a 
small sample) were recruited through Prolific (70 women, 66 
Republicans, Mage 35.34, SDage 14.71).

5.1.2. Procedure and materials
Participants were asked to name a political issue important to 

them and to list three relevant facts that back up their opinion on the 
issue. An example issue was provided: whether to create a new state 
park, along with three example facts that support a favorable opinion 
on the issue. After naming their issue and writing down three related 
facts, participants were asked to rate how they feel about people who 
disagree with them on this issue. In the next step, they were asked to 
separate those who disagree into two groups — first, opponents who 
know the facts they listed, and then those who do not — and to 
separately rate how they feel towards these two groups. Both authors 
independently examined the provided facts to verify good-faith effort 
and understanding of the instructions. Any differences in the coding 
were discussed and resolved. Excluding participants who failed these 
checks did not affect results, so all data are reported below.

5.1.3. Measures
Participants were given 11-point scales with happy to angry faces 

as graphic references, with higher ratings indicating harsher judgments.

5.2. Results and discussion

Participants rated those who shared the same issue-relevant 
knowledge yet disagreed with their opinion (M = 7.92; SD = 2.40) 
significantly more negatively than those who disagreed with them but 
were unaware of the same facts (M = 5.72; SD = 2.21), t(151) = 10.846, 
p < 0.001, d = 0.88, 95% CI [0.69, 1.07]. When participants were 
directed to separately consider their feelings about those who do and 
do not know the same issue-related facts, they were more forgiving of 
opponents who lacked the knowledge participants deemed important 
to understanding the issue. The rating difference between all 
opponents and opponents who lacked the same knowledge (M = 1.82; 
SD = 2.55) was greater than the rating difference between all opponents 
and those who knew the same facts (M = –0.38; SD = 2.03), 
t(151) = −10.846, p < 0.001, d = −0.88, 95% CI [−1.07, −0.69]. This 
indicates that when people think of political opponents in general, 
they judge them in much the same way as they judge opponents who 
know what they know about an issue — a curse of knowledge effect 
(i.e., imputing one’s own knowledge to all others). When thinking 
separately about opponents who do not share the same knowledge, 
instead of punishing them for their ignorance, they were judged more 
charitably: opponents’ ignorance of the knowledge that supports one’s 
opinion was treated as a mitigating factor. The final study uses an 
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experimental design to look for CoK effects by testing an attempt to 
debias the curse of knowledge.

5.3. Study 5

Study 3 found that providing information on what political 
opponents know or do not know about an issue did not affect 
judgments. But Study 4 found that by focusing attention solely on the 
difference between opponents who know the same facts as the 
participant — the facts that shaped their position on the issue — and 
opponents who were ignorant of those facts, participants rated the 
ignorant more favorably, and opponents who knew the same facts 
more harshly. To look for clear evidence of a CoK effect in political 
judgments of others, we designed a final experimental study testing 
an attempt to debias the CoK. If the CoK were influencing affective 
polarization – and such polarization were not exclusively caused by 
other factors – participants receiving a simple political epistemology 
explanation of why people may disagree should make more moderate 
judgments. We expected that judgments of political opponents who 
lacked participants’ issue-relevant knowledge would be moderated by 
an epistemological treatment instructing participants to consider how 
this ignorance may influence an opponent’s opinion. Alternatively, if 
the CoK were not negatively influencing judgments of political 
opponents, this attempt to debias a nonexistent influence should have 
no effect on judgments.

5.4. Participants and design

Tentatively expecting a mid-range effect size, 200 participants 
were recruited via Prolific among self-identified Republicans and 
Democrats in the U.S. (100 women, 102 Republicans; Mage 38.11, SDage 
14.75). This sample would have 0.95 power to detect a true effect size 
of at least 0.4 in a two-tailed t-test.

5.5. Procedure and materials

As in Studies 3 and 4, participants were asked to name a political 
issue of importance, and list three facts supporting their position on 
the issue, with the same example provided. They were instructed that 
text-mining software would search through notes from a previous 
interview-based study and match them with an interviewee to rate. 
Participants were randomly selected into treatment and control 
conditions. In the control, participants were presented with excerpts 
from interview notes, presenting “Jessica” as “very knowledgeable” in 
general, but “when we asked Jessica about <participant’s issue>, she 
did not seem to know as much about this issue as the other issues 
we discussed; she explained that this is an issue she has not yet learned 
much about.” The specific facts participants had written were 
presented, alongside a low “text-mining similarity score” of 5% 
indicating that “Jessica does not know the same facts that support your 
opinion, and she takes the opposite position on this issue.” The 
debiasing treatment condition was the same, except this information 
was followed by an explanation that political disagreements are 
sometimes caused by a lack of knowledge held in common — since 
what we know and do not know about an issue influences the opinion 

we  develop — and other times by different value judgments. The 
example provided pre-treatment was then used to illustrate how 
sometimes learning more about an issue may change one’s opinion, 
but such new knowledge might also leave one’s opinion unchanged if 
it is rooted in conflicting values or beliefs, or differing interpretations 
of the same information.

5.6. Measures

Participants were asked to rate “Jessica” on a feeling thermometer, 
from 1 “Strongly dislike” to 10 “Strongly like.”

5.7. Results and discussion

We expected that the debiasing treatment would moderate 
judgments by reducing CoK effects, and found that participants in the 
debiasing treatment rated their political opponent more favorably 
(M = 5.22; SD = 2.08) than those in the control (M = 4.40; SD = 1.89), 
t(200) = 2.9, p = 0.004, d = 0.42, 95% CI [0.14, 0.69]. There was no 
significant difference in the results when eliminating validity check 
failures, so results from the full sample are reported.

If the CoK were not negatively influencing judgments of political 
opponents, the treatment focusing attention on the epistemology of 
political disagreement should have made little difference. Negative 
judgments based on a “know or should know” standard, not a CoK 
overestimation of knowledge, would unlikely be  affected by this 
treatment. But here, as in Study 4, focusing participants’ attention on 
the role of knowledge and ignorance in the formation of political 
opinions – alongside the alternative possibility that differences in 
values and beliefs may make knowledge gaps irrelevant – resulted in 
more favorable, less harsh judgments of a political opponent. This 
provides additional evidence that the CoK, by occluding epistemology 
and exaggerating similarities in knowledge, makes an independent 
contribution to political polarization.

6. General discussion

If the curse of knowledge affects political cognition, one likely 
effect is exacerbating political polarization. Partisans would make the 
CoK error of unconsciously assuming that their political opponents 
know the same information that they themselves have learned, and 
which led them to form the opinion rejected by their opponent. With 
the possibility occluded that one’s opponent has not learned the key 
information that led to the formation of one’s own opinion, how is one 
to explain the opponent’s position? Ignorance aside, the remaining 
options — laziness, self-interest, ideological bias, malice — all paint 
the opponent in a negative light. This is less likely to occur regarding 
casual or ambivalent opinions, without much personal investment or 
about which the partisan merely leans to one of several known, well-
supported sides. But for strongly held opinions, where “the other side” 
seems self-evidently wrong or immoral given what the partisan knows 
(and does not know), the CoK would tend to make opposing opinions 
unfathomable – except as motivated by discreditable intentions.

To investigate, Study 1 first collected evidence that partisans 
overestimate the extent to which news stories in their preferred media 
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outlets were also known by their political opponents. This is a clear 
CoK effect, related to pluralistic ignorance and the false consensus 
effect, but on its own might not contribute to political polarization. If 
the CoK does tend toward worsening political polarization, partisans 
would gather information leading them to form an opinion on an 
issue, unthinkingly assume that such information is universally held, 
and then, blind to the fact that others might not have learned the same 
information, judge those with an opposing opinion more harshly. 
Study 2 provided evidence of this process: participants were given 
unique information about an issue, formed an opinion on it, and 
despite being told that most people have not learned the same 
information, tended to judge those with a differing opinion on that 
issue more harshly. Study 3 used a more ecologically valid design, 
asking participants to make judgments of someone they met online 
with an opposing opinion on an issue. With only this person’s level of 
knowledge about the issue experimentally manipulated, most 
participants did not evince counter-CoK thinking. For example, they 
did not take the other’s ignorance and knowledge into account and 
temper their judgment with the charitable interpretation that what the 
other does not know might prevent her from forming the same 
opinion. As in Damen et al.’s (2018) study, this indirect attempt to get 
participants to focus on another’s knowledge did not succeed. 
However, these results are also consistent with an absence of CoK 
effects in judging political opponents. Contrariwise, assuming that the 
information provided about opponents’ ignorance did reduce CoK 
bias but the true effect size was small, our study was underpowered to 
detect it.

Study 4 provided a more direct intervention, asking participants 
first to judge those who oppose them on an issue of personal 
importance, and then asking them to rate separately those who know 
the same factual information relevant to the issue, and those who are 
ignorant of such information. With political epistemology brought to 
the fore of their minds by separating opponents into those who do and 
do not share the participant’s issue-relevant knowledge, participants 
made more charitable judgments of their opponents who were 
unaware of the information shaping participants’ opinions. 
Meanwhile, their judgments of opponents who shared the same 
information were as hostile as the judgments they made before 
considering the role of knowledge gaps. In Study 5, a similarly 
externally valid setting as Study 3 was used: again, making judgments 
of strangers online based on their political opinions. While past 
attempts to mute CoK effects have proven largely ineffective, this 
attempt was at least partially successful. When instructed to consider 
the basics of political epistemology — that opinions are formed on the 
basis of the information one has acquired, plus values and beliefs 
which affect the interpretation of that evidence, such that some may 
arrive at opposing opinions simply because they do not know the same 
information — participants judged a political opponent, on a self-
selected issue of personal importance, less harshly. Taken together, 
these studies indicate that the curse of knowledge is one of several 
psychological contributors to political polarization, and that engaging 
in epistemological thinking may reduce its effects.

6.1. Limitations

The limitations of these studies include recruiting using an online 
platform, which limits the sample to those with access to the internet 

and basic computer literacy. The samples included only political 
partisans, and were non-representative on several demographic 
categories; representative samples may reveal differences between 
demographic groups. We  took ecological validity into account in 
designing our studies, e.g., by presenting a person who they might 
meet online. However, the example person’s characteristics could 
influence the results; providing a representative array of example 
people would have remedied this problem but was not feasible. 
Another limitation lies in depending on self-reported awareness of 
different news stories. Varying degrees of social desirability bias and 
humility in admitting what one does not know could have influenced 
the results. Studies 4 and 5 were limited by relatively small sample 
sizes. Our manipulation checks may have eliminated participants who 
were paying attention to the experimental materials, but whose 
attention lapsed only during the attention-check question, or whose 
written answers were incorrectly judged as indicating 
misunderstanding or inattention.

With regard to the possible confounding effect of priming in 
Study 2, future research could present the control with an old news 
story about the same treatment topic, i.e., an example of corruption, 
that received sufficiently ample media coverage as to be  nearly 
universally known. In this way, the topic would be salient in both the 
treatment and control conditions, eliminating the potential priming 
effect. Another possibility would be to give the control condition the 
same story but tell the control group that everyone has heard of it, or 
omit information about who knows it. However, this design has 
interpretation difficulties: if the experimental group judged opponents 
less harshly than this control, it could be that the instructions alerting 
participants to the lack of media attention (only the participant is 
likely to have heard of it) debiased default CoK effects. At the same 
time, if there were no difference in ratings between the two groups, 
this could be the result of the experimental group instructions being 
overwhelmed by the CoK bias, as has occurred in prior research. In 
other words, experimental-group participants could have defaulted to 
CoK over-imputation of knowledge to others, making their ratings 
equivalent to those in the control group. Another possibility would 
be  to use a three-group design: (1) the original experimental 
treatment, (2) a condition told that widespread media coverage means 
that nearly everyone has heard of it, and (3) a control with no 
information about who has heard of the allegations. All else being 
equal, those in the original experimental treatment would be expected 
to have the least harsh judgments of opponents, as their instructions 
should at least somewhat reduce CoK effects by focusing attention on 
widespread ignorance of the story. No difference would be expected 
between the group told that everyone has heard of it and the control 
group in which no information about others’ knowledge was provided. 
A manipulation check would be needed to ensure that those in the 
group which was told that essentially everyone had heard of the story, 
actually believed that there was widespread media coverage sufficient 
to ensure that effectively everyone would know of it.

For greater ecological validity, studies building on the successful 
debiasing procedure in Study 5 should try introducing participants to 
others whose level of knowledge is not stated, to explore how 
depolarization efforts can be  best designed for most real-world 
situations in which political opponents’ knowledge and ignorance is 
unknown. Furthermore, our U.S. story selections relied on editorial 
decisions made by producers at the most popular cable opinion shows; 
a better method of selecting those stories of greatest interest to 
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contrasting partisans may be to exploit engagement data from social 
media companies, where available. Future research could also try to 
exploit any existing measures of how often a news story is covered by 
media sources on one side versus the other. Lastly, the difference in 
the salience of polarized political debates during the 2019 Hong Kong 
protests and the U.S. of early 2022 may be a contributing cause of the 
lesser overestimation of contrapartisan knowledge in our U.S. data. 
Collecting similar data during a presidential campaign season in the 
U.S. may result in more similar levels of overestimation. Alternatively, 
the greater degree of collectivism in Hong Kong compared to the 
U.S. may have affected the likelihood of respondents to select the 
“common knowledge” response.

6.2. Theoretical implications

This study is the first to demonstrate that politics is another 
domain in which the CoK affects cognition, and provides evidence 
that its effect is to exacerbate political polarization. Political 
polarization has been increasing over recent decades, but psychological 
biases, the CoK included, have likely remained unchanged over the 
period. A constant being unable to explain a variable, clearly the CoK 
cannot be  the cause of increasing political polarization in many 
countries. Rather, the CoK is likely an adjunct or accelerant to the 
central causes of increasing political polarization.

For instance, changes in the U.S. media system are a central cause 
of political polarization there (Prior, 2007). Before the rise of cable and 
then the internet, broadcast television news was more widely watched 
and influential; and to attract the largest possible audience, political 
news tended to be  presented in a down-the-middle, nonpartisan 
manner. The introduction of cable television vastly expanded the 
number of options for viewers, and helped create a niche for news 
channels with a decidedly partisan bent. Buoyed by the market success 
of partisan news outlets, and with social media algorithms facilitating 
ideologically homogeneous communication networks, the U.S. media 
system became more populated with content designed to appeal to 
opposing partisan groups (Taibbi, 2020). With separate media diets 
providing contrasting perspectives on political issues, as well as 
covering different stories entirely (e.g., Radtke, 2017), not only were 
partisans entitled to their own opinions — they were presented with 
their own sets of facts. As partisan groups accumulate differing sets of 
politically relevant knowledge, they become more susceptible to CoK 
effects. For instance, Republicans absorbing copious information from 
their partisan media diets about problems attributed to immigration 
would wonder why Democrats seem unconcerned about a problem 
they have learned has caused tremendous suffering to U.S. citizens. 
Blinded by the CoK to the explanation that Democrats’ media diets 
do not include so many stories about victims of immigrant criminals 
and public services overwhelmed by newly arrived migrants, other 
explanations must be  found (e.g., “Democrats tend to be  more 
privileged, do not face these problems in their own lives, and so do not 
care about working class Americans who have to live where such 
problems are most acute”). Democrats absorbing information from 
their partisan media diets about the existential threat of climate 
change would wonder why Republicans seem so unconcerned about 
it. Blinded by the CoK to the explanation that Republicans’ media 
diets do not include so many stories explaining the danger of climate 
change or linking destructive weather events to it, other explanations 

must be found (e.g., “Republicans are anti-science, and they care more 
for oil companies than life on earth”).

Whereas in economic contexts the CoK may produce socially 
beneficial effects by making information asymmetries more difficult 
to exploit, in political contexts, as in many others, the CoK is more 
likely to contribute to social harms, like an increasingly 
polarized society.

6.3. Practical implications

If the curse of knowledge is merely an accelerant or partial cause 
of political polarization, then muting its effects is unlikely to solve the 
problem entirely, but it would ameliorate it. The results of Study 5 
suggest that thinking about political epistemology, if not eliminating 
the CoK, may reduce its negative effects on judging one’s political 
opponents. Political epistemology, or how people come to know or 
believe what they know or believe about politics, involves many 
factors: what one learned from one’s parents, peers, teachers, media 
diet, life experiences, and other sources of politically relevant 
information, along with psychological traits that draw one toward 
some ideas and away from others (Beattie, 2019). By drawing attention 
to the fundamental arbitrariness of the process by which 
we  accumulated some knowledge and not other knowledge, and 
realizing that what we  have and have not learned affected the 
development of our political opinions, we may be humbled (if not 
humiliated). But so too are our political opponents: their opinions 
were also formed through a fundamentally arbitrary process of 
learning some things we likely have not, and not learning other things 
we have. Focusing the attention of partisan disputants on knowledge 
gaps between them may make attributions to malice less likely, and 
attributions to ignorance more likely. And if the apparent solution to 
an opponent motivated by malice is combat, the solution to opposition 
rooted in ignorance should be dialogue.

In commercialized media systems, where media outlets compete 
for advertisers and subscribers, educating audiences in political 
epistemology is unlikely to occur unless such efforts result in greater 
revenues. If audiences reward such efforts, they would likely spread 
across the media system; but if audiences prefer partisan animosity 
from their media diets, political epistemology is unlikely to 
be  featured. However, educators could teach basic political 
epistemology alongside media literacy in schools. Students would 
be taught to critically analyze the news media, considering (among 
others) potential sources of bias and the adequacy of evidence 
provided to support an argument or explanation, and also to think 
about how what they and others learn (and do not learn) influences 
opinion formation. For such educational interventions to succeed at 
reducing polarization — or at least the portion of polarization 
produced by the curse of knowledge — additional research is needed.

7. Conclusion

The present studies extend research on the curse of knowledge to 
the domain of political cognition, by demonstrating that 
overestimating political opponents’ knowledge is linked to more 
negative appraisals. When partisans commit the CoK error of 
assuming that political opponents share the same knowledge as 
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themselves, opponents take on the malevolent character of one who 
knows why a differing opinion is correct, yet persists in opposing it.

This theoretical understanding led us to develop and successfully 
test an intervention to debias CoK effects: prompting partisans to 
think like political epistemologists. By engaging in thinking about how 
differences in knowledge affect opinion formation, partisans may find 
their opponents less implacable, and their character less that of an 
enemy and more that of one who could be made an ally through 
dialogue. Indeed, the opponent must always be explained; but if the 
first explanation that we look for is that he sees a different set of facts, 
political polarization may be reduced.
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