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Atmospheric temperature is a key variable to detect and attribute climate change. Due to
the relative sparseness of ground-based observations and heterogeneity of satellite data,
global atmospheric reanalysis products are considered valuable datasets for studying and
monitoring the climate, since these usually ensure spatially complete and continuous
temporal coverage. Consequently, evaluating differences among the existing reanalyses is
key to identifying inconsistencies. To this aim, the current study intercompares the
climatological mean, variability, and linear trends for upper air temperature provided
from four recent atmospheric reanalysis products (ERA5, ERA-Interim, MERRA-2, and
JRA-55) The Reanalysis Multi-Model Ensemble-mean (RMME) is used as a comparator.
Radiosonde observations are included for comparison on the regional scale (tropics). The
results reveal that all evaluated reanalyses provide a consistent reproduction of the upper-
air temperature profile. Temperature differences from RMME within ±0.25 K are found in
both the troposphere and lower stratosphere, except for a few specific regions. Larger
differences (>± 1.5 K) and discrepancies among the datasets are found in the upper
stratosphere. Agreement between reanalyses increased after 1998. Differences in the
temperature time series and seasonal cycle at the regional scales are smaller in the
Northern Hemispheremid-latitudes than in the tropics and Southern Hemisphere. A robust
cooling trend in the lower stratosphere during the period of largest ozone depletion (1980-
1997) and a warming trend in the troposphere for the period 1998-2018 are clearly found,
at the global level, in all the datasets. Temperature trends and variability in the tropics are
consistent in all reanalysis datasets with the homogenized radiosonde records from the
lower to middle troposphere and in the lower stratosphere. However, large differences are
found in the upper troposphere, tropical tropopause layer (TTL), and middle stratosphere.
The well-known temperature variability in the lower stratosphere associated with Quasi-
Biennial Oscillation (QBO) is captured in both reanalyses and observational datasets.
Among the reanalyses, ERA5 shows the smallest temperature difference with respect to
homogenized upper-air radiosoundings records.

Keywords: upper-air temperature, vertical thermal structure, atmospheric reanalysis, radiosonde observations,
climatology and variability, trend
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1 INTRODUCTION

Atmospheric temperature is a state variable, crucial to
understanding and predicting the evolution of climate. It is
especially important to identify climate change signals in the
troposphere and stratosphere (Steiner et al., 2020). For example,
the rising of the tropopause, resulting from the warming of the
troposphere and the cooling of the stratosphere, has been
indicated as one of the most robust fingerprints of
anthropogenic climate change (IPCC, 2013; Pisoft et al., 2021),
along with stratospheric ozone depletion affecting the
temperature profile in the stratosphere (Polvani et al., 2011;
Ivanciu et al., 2021).

The limitations of studying upper-air temperature are mainly
due to the incompleteness and heterogeneity of satellite and
ground-based atmospheric observations (Sterin et al., 2008). A
valuable alternative solution to observational datasets is
atmospheric reanalysis data (Baatz et al., 2021), which
combines vast amounts of observations with numerical models
using data assimilation techniques to provide a globally complete
gridded and continuous temporal coverage dataset. However, the
accuracy of reanalysis products varies strongly (Dee et al., 2011)
especially for variables that are very sensitive to atmospheric
dynamics and to the main parameters of the assimilation systems,
such as the quantity and quality of the assimilated observations,
the assimilation scheme (e.g., variational, Kalman filter), and the
background forecast model, particularly the spatial and temporal
resolutions (Simmons et al., 2004; Alghamdi, 2020; Gleixner et al.,
2020). The usability of reanalyses data for long-term climate
applications, including trend estimation, is controversial as
discussed in the literature, for specific regions in previous
reanalyses generations (e.g., Thorne, 2008; Thorne and Vose,
2010). Assessing both long-term temperature variability and
trend using reanalyses proved to be challenging due to
changes in the assimilation systems and observations that can
introduce inhomogeneities, and to the documented difficulties
with the representation of low-frequency variations (Simmons
et al., 2017; Madonna et al., 2022).

Several intercomparison studies of upper air temperature were
performed to assess the quality of the datasets since the first
release of the reanalysis products (e.g., ERA15 & NCEP-R1:
Pawson and Fiorino 1998, 1999; ERA40 & ERA15 & NCEP-
R1: Randel et al., 2004; ERA40 & NCEP-R1 & R2: Manney et al.,
2005). Major outcomes of these assessments showed that ERA
products agree better with radiosonde observations and have
better performance in resolving the low tropopause temperatures
compared to NCEP temperatures that are more biased towards
satellite-derived values (Pawson and Fiorino, 1998). Evident
differences between datasets for temperature at specific regions
and/or levels are also documented (e.g. polar lower stratosphere,
temperatures near the tropical tropopause and the global
stratopause).

In terms of variability and trends studies (Simmons et al.,
2014), reasonable agreement is reported in the lower-middle
troposphere and lower stratosphere, while larger variations
accounted for the mid-upper stratosphere among the

considered reanalyses (ERA-40, ERA-interim, MERRA, and
JRA-55).

Recently the “Stratosphere-troposphere Processes And their
Role in Climate (SPARC) Reanalysis Intercomparison Project
(S-RIP)” devoted a notable effort in intercomparing different
generations of reanalysis products (SPARC, 2022). Wide
enhancements for the reanalyses in terms of model
characteristics, physical parameterizations employed,
assimilation schemes, and observations assimilated, have been
archived as a function of their evolution in time (Fujiwara et al.,
2017).

In this framework, particular attention was paid to
intercomparing the climatology and variability of the
atmospheric temperature and wind variables in reanalyses for
the period 1979-2014 (Long et al., 2017), pointing out major
improvements for the recent generation of reanalyses compared
to the older versions. Discontinuities due to the changing in
assimilation instrument(s) were also discussed revealing evident
improvements both in the troposphere and in the lower
stratosphere in the recent generation (e.g., ERA-Interim versus
ERA-40; MERRA2 versus MERRA, JRA-55 versus JRA-25), while
issues persist in the upper stratosphere–lower mesosphere.

SPARC project also evaluated the climatological and long-
term tropical tropopause layer (TTL) temperature and
tropopause characteristics in older and new generations of
reanalysis datasets (Tegtmeier et al., 2020), revealing larger
biases at TTL in the older reanalysis generations. The recent
reanalyses (ERA5, ERA-Interim, MERRA-2, JRA-55, and CFSR)
provide realistic representations of temperature structure within
the TTL, and the vertical resolution of the involved products
played a significant role in representing the temperature at the
cold point and lapse rate at the tropopause.

As pointed out, comprehensive inter-comparisons between
the old and new generations of reanalyses are provided in the
literature. However, among the recent generations, the products’
quality and suitability for a broad set of climate studies or
applications are still under discussion or a few discussed for
specific regions (e.g., Graham et al., 2019; Alghamdi, 2020; Keller
and Wahl, 2021; Simmons, 2022). Furthermore, ERA5, the
newest global reanalysis product and one of the most used
reanalysis families, has not been extensively intercompared
and discussed at the current time compared to the other
products. Therefore, the main goal of this study is to
investigate the vertical structure of the atmospheric
temperature and the coherence among the most recent
reanalysis products (ERA5, ERA-Interim, MERRA-2, and JRA-
55), focusing on both global and regional scales, with particular
attention to the variability and trends. The latter can significantly
be influenced by the discontinuities associated with changing the
assimilation instruments in reanalysis systems. The reanalyses
multi-model mean (RMME) used as a comparator in this study,
assuming it is able to minimize the discrepancy with the
unknown true value, although it provides a smoother
representation of climate variability. The upper-air
homogenized observational datasets are also used as a
benchmark at a regional scale. A set of diagnostics are used,
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highlighting the strengths and weaknesses of the presented
reanalysis products.

The paper is organized as follows; the considered datasets and
methodology are described in Sections 2 and 3. Time series and
climatological differences from RMME, trend assessment, and
comparison with observations are discussed in Section 4.
Discussion and conclusions of the results are provided in
Section 5. A list of all acronyms used in this paper is provided
in the GLOSSARY section, some of the most important for the
understanding of the paper are also introduced in the text.

2 DATASETS AND METHODS

2.1 Reanalysis Datasets
The datasets considered in this study include two datasets of
European Centre for Medium-Range Weather Forecasts
(ECMWF) reanalyses ERA5 (Hersbach et al., 2020) and ERA-
Interim (Dee et al., 2011), NASA’s Modern Era Retrospective
Analysis for Research and Applications-2 (MERRA-2: Molod
et al., 2015; Gelaro et al., 2017), and Japanese 55-years Reanalysis
(JRA-55: Kobayashi et al., 2015). Climate Forecast System
Reanalysis (CFSR) dataset has been excluded as it has changed
in 2011 to CFSR-2 with higher resolution and upgrade to the
forecast model, and assimilation scheme (SPARC Reanalysis
Intercomparison Project (S-RIP), 2022), while the
intercomparison of this study focuses on the recent reanalyses
which are consistent in their system (i.e., used the same forecast
model and assimilation scheme over the entire assessed period).

Older versions of the chosen datasets have been discarded
(JRA-25, ERA-40, and MERRA), as they have been discontinued.
Nevertheless, we decided to include ERA-Interim (discontinued
in September 2019), because it is the former ECMWF reanalysis,
recently replaced by ERA5, and it is crucial to understand the
quality of this new product with respect to the predecessor
version. It is known that reanalyses that span the whole 20th
century with global coverage, like ERA-20C or NOAA’s 20CR, are
less accurate in the upper atmosphere, as they assimilate surface
observations only (Fujiwara et al., 2017); therefore, they have
been excluded from the comparison.

2.1.1 ERA5
ERA5 (Hersbach et al., 2020) is the fifth and latest version of
atmospheric global reanalysis provided by the European Centre
for Medium-Range Weather Forecasts (ECMWF). It is produced
using a four-dimensional variational (4D-Var) data assimilation
and model forecasts in CY41R2 of ECMWF’s Integrated Forecast
System (IFS) 2016 release, with a TL639 (~31 km) spatial
resolution, and 137 hybrid vertical levels with the top level at
0.01 hPa. The data is available in the climate data store (CDS) in
hourly temporal resolution, 0.25° × 0.25° spatial resolution, and
interpolated to 37 pressure levels ranging from 1,000 hPa to
1 hPa. In addition to the use of an updated version of IFS in
the dataset production and the higher spatial, temporal and
vertical resolutions with respect to the preceding version ERA-
interim, ERA5 assimilates a much larger number of reprocessed
observational datasets that are expected to enhance the reanalysis

products, and it depicts a better representation in the troposphere
(Hersbach et al., 2020). ERA5 uses the data prepared for CMIP5
(van Vuuren et al., 2011; Lamarque et al., 2010) for representing
the evolution of tropospheric aerosols. Volcanic sulfates (Sato
et al., 1993) and ash (Tanré et al., 1984) are considered in the
stratosphere. Carbon dioxide and trace gases are also treated
based on CMIP5-recommended values (Meinshausen et al.,
2011), with the extension of RCP3PD scenario after 2010
(“PD” stands for Peak and Decline).

A supplement dataset of the ERA5, called “ERA5.1”, has been
released by ECMWF in May 2020 covering the period from
2000 to 2006 to improve the reported cold bias in the lower
stratosphere exhibited by ERA5 during the mentioned period
(Simmons et al., 2020). ERA5.1 is a rerun of ERA5 from 2000 to
2006, using the background error covariances that were used to
produce the ERA5 analyses for the years 1979–1999. It also
includes the more restrictive ensemble assimilation of Solar
Backscattered Ultra Violet (SBUV) ozone data that was
employed in the production of ERA5 from 1979 to 1999.
Therefore, in this work, the period 2000-2006 in the
ERA5 data is replaced by ERA5.1.

2.1.2 ERA-Interim
ERA-Interim (Dee et al., 2011) is a global atmospheric
reanalysis dataset covering the period from 1 January
1979 up to 31 August- 2019. The assimilation system is
based on Cy31r2 of the ECMWF IFS model 2006 release,
which includes a 4D-Var. The assimilation includes in situ
observations of near-surface air temperature, pressure and
relative humidity, upper-air temperature, wind, specific
humidity, and rain-affected Special Sensor Microwave Imager
(SSMI) radiances. The dataset provides 3 h (forecast) or 6 h
(analysis) temporal resolution depending on the selected
variable, and a spatial resolution of 0.75° (approximately
79 km) on 60 vertical levels from the surface up to 0.1 hPa. It
uses climatological values for aerosols, carbon dioxide, trace
gases, and ozone, while it takes prognostic information from the
forecasting model for the water vapor and a suite of SST and sea
ice data from observations and NCEP.

2.1.3 MERRA-2
The Modern-Era Retrospective analysis for Research and
Applications, Version 2 (MERRA-2) provides data from
1980 to present (Gelaro et al., 2017), using an updated new
version of the Goddard Earth Observing System Data
Assimilation System Version 5 (GEOS-5, Molod et al., 2015)
atmospheric general circulation model (AGCM) with a 4D-Var
data assimilation scheme. Compared to the previous generation
of MERRA reanalysis (Rienecker et al., 2011), the assimilation
system in MERRA-2 has been updated. The new assimilation
system enables the assimilation of modern hyperspectral radiance
and microwave observations, along with Global Navigation
Satellite System (GNSS) Radio Occultation (RO) datasets.
MERRA-2 is the first long-term global reanalysis that
assimilates space-based observations of aerosols and represents
their interactions with other physical processes in the climate
system (Gelaro et al., 2017).
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MERRA-2 considered carbon dioxide following the IPCC
RCP4.5 scenario, aerosol optical depths from satellites and
AERONET are assimilated into the GEOS-5 GAAS (Buchard
et al., 2015, 2017; Randles et al., 2017), and the reactive trace gases
are specified according to steady-state monthly climatologies
from the Goddard two-dimensional chemistry transport model
(Rienecker et al., 2008).

The data are hourly fields produced with a horizontal
resolution of 0.625° × 0.5° and 72 sigma vertical levels up to
0.01 hPa interpolated to 42 vertical levels from 1,000 hPa to
0.1 hPa available for downloading.

2.1.4 JRA-55
Japanese 55-years Reanalysis (JRA-55) (Kobayashi et al., 2015) is
the latest reanalysis produced by the Japan Meteorological
Agency (JMA) and released in 2013. It uses a sophisticated
data assimilation system based on the operational system as of
December 2009 with a 4D-Var scheme. The analysis period
covers 55 years, starting from 1958 when regular radiosonde
observation began on a global basis. JRA-55 uses in situ
observation-based estimates of the COBE (Centennial in situ
Observation-Based Estimates)-SST data and sea ice as boundary
conditions. Daily values of carbon dioxide and reactive trace gases
are assimilated in JRA-55 by interpolating from annual mean
values. All species are treated as globally uniform, with sources
that vary in time (Kobayashi et al., 2015; Table 7). Aerosols are
represented using two aerosol profiles, one over land and one over
sea (WMO, 1986), with AOD adjusted to a 2-dimensional
monthly climatology (JMA, 2013). Interannual variations, such
as those due to volcanic eruptions, are not considered (SPARC,
2022: chapter 2). The dataset spans the period from 1958 to
present with 6-h temporal resolution, TL319 (~55 km) spatial
resolution, and 60 vertical levels up to 0.1 hPa. Data interpolated
to 1.25° × 1.25° spatial resolution and 37 vertical levels from
1,000 hPa to 1 hPa are available to download. Several issues
addressed in the first version (JRA-25) are fixed. It is
produced with a higher spatial resolution and a new radiation
scheme, 4D-Var with Variational Bias Correction (VarBC) for
satellite radiances, and introduction of greenhouse gases with
time-varying concentrations.

2.2 Observational Datasets
2.2.1 Homogenized Radiosonde Records
Three upper-air homogenized data records are used in this study
to better understand the performance of the reanalysis datasets:
the Radiosonde Observation Correction using Reanalyses
(RAOBCORE) (Haimberger, 2007), the Radiosonde Innovation
Composite Homogenization (RICH) (Haimberger et al., 2012),
and the Radiosounding HARMonization (RHARM)
homogenized datasets (Madonna et al., 2022). RAOBCORE
and RICH are both homogenized versions for upper air
temperatures from the global radiosonde network. The
adjustment approach of RAOBCORE/RICH is based mainly
on two steps: first to identify the existing shifts in the
radiosonde observation time series, then to estimate the size of
the shifts through comparison with suitable reference series. A
substantial difference between RAOBCORE and RICH in the

method used for estimating the break size. RAOBCORE uses
differences between the original radiosonde observations (obs)
and background forecasts (bg) time series of an atmospheric
climate data assimilation system used for reanalyses such as, the
40-years European Centre for Medium-Range Weather Forecasts
(ECMWF) (ERA-40), ERA-interim, and currently ERA5, for
estimating the break sizes, consequently, it is considered a not
“independent” dataset for homogenization but it is influenced by
satellite data and the assumptions made in the assimilating
model. RICH estimates the break size by comparing the
observations of a tested time series with observations of
neighboring radiosonde time series (RICH-obs) or by
comparing their background departures (RICH-τ). Although
this approach is independent of satellite data, it remains
influenced by breakpoint dates provided by RAOBCORE.

On the other hand, RHARM algorithm identifies breakpoints
and estimates adjustments using a hybrid approach based on
“reference measurements” (Thorne et al., 2017; Madonna et al.,
2022). The RHARM algorithm works on each time series
(i.e., station): data since 2004 (with starting time station-
dependent) are obtained by post-processing each single
radiosounding profile using a GRUAN-like algorithm (Dirsken
et al., 2014); data before 2004 are homogenized at mandatory
pressure levels using the cumulative sum test for detection of
breakpoint and regulating trends using data after 2004 as a
constraint. The approach is applied to 700 stations of
Integrated Global Radiosounding Archive (IGRA)–Version 2
(Durre et al., 2018) and radiosoundings from ships.

The homogenized variables in RHARM are not influenced by
cross-contamination of biases across stations (Sherwood, 2007)
nor dependent on reanalysis data (Haimberger et al., 2012).

The three radiosonde datasets provide the temperature at
16 standard pressure levels (10, 20, 30, 50, 70, 100, 150, 200,
250, 300, 400, 500, 700, 850, 925, 1,000 hPa), and cover the
common period between reanalyses, 1980–2018, for performing
the inter-comparison.

3 METHODOLOGY

To inter-compare the atmospheric temperature from the global
reanalyses shown in Table 1 and quantify the consistency and
discrepancy among these reanalyses, we first use the Reanalysis
Multi-Model Ensemble-mean (RMME) as the benchmark. The
observational datasets are used for tropics to compare the
temperature variability related to the Quasi-Biennial
Oscillation (QBO) and to study the vertical profiles of trends
at mandatory pressure levels from the lower troposphere
(850 hPa) to middle stratosphere (10 hPa).

The analysis is conducted for the longest available overlap
period among the considered reanalysis datasets (1980–2018),
and the common 34 pressure levels, ranging from the “lower”
troposphere (1000 hPa) up to the “upper” stratosphere (1 hPa),
are considered in the analysis (1,000 hPa, 975 hPa, 950 hPa,
925 hPa, 900 hPa, 875 hPa, 850 hPa, 825 hPa, 800 hPa,
775 hPa, 750 hPa, 700 hPa, 650 hPa, 600 hPa, 550hPa, 500 hPa,
450 hPa, 400 hPa, 350 hPa, 300 hPa, 250 hPa, 200 hPa, 150 hPa,
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100 hPa, 70 hPa, 50 hPa, 30 hPa, 20 hPa, 10 hPa, 7 hPa, 5 hPa,
3 hPa, 2 hPa, 1 hPa).

The monthly datasets have been bilinearly interpolated to a
common grid and downgraded to the coarsest horizontal
resolution grid resolution 1.25° × 1.25° for calculating the
RMME. For each grid-point and pressure level, the RMME is
therefore estimated as,

RMME(t) � Σk
1
N

(xk(t))

where t is the time (monthly frequency), N is the number of
ensemble members (N=4) and X(t) is an individual reanalysis
product.

The global average temperature, calculated for the four
considered datasets over the period 1980-2018, and the
corresponding differences with RMME are first investigated.
Temperature variability of the reanalysis datasets is examined
through the time series and seasonal cycle differences diagnostics
at regional scales, focusing on the Northern Hemisphere (NH)
mid-latitude (25°N–60°N), Southern Hemisphere (SH) mid-
latitude (25°S–60°S), and tropics (25° N–25°S).

Temperature trends are estimated using the ordinary linear
least-squares fit to estimate the slope. The effect of the serial
correlation (lag-1 temporal autocorrelation of the residuals) of
the temperature from each dataset was removed. To determine
the robustness of the results, the probability test of error (p-val)
analysis was employed to calculate the confidence interval of the
temperature trends.

Comparison with observations is finally performed by
inspecting temperature anomalies time series from the
considered datasets, focusing on the tropical stratospheric
region where the signature of the QBO dominates in the lower
stratosphere and TTL. Monthly anomalies are calculated for all
the reanalyses and observations by first zonally averaging the
monthly temperature (on land only for reanalyses) at 6 selected
levels (100 hPa, 70 hPa, 50 hPa, 30 hPa, 20 hPa, and 10 hPa) for
the region 10°N–10°S. Then, the difference between the
temperature time series and its monthly climatology is

generated. The vertical profile of the long-term temperature
trend is also inter-compared across reanalyses at 13 standard
pressure levels from the lower troposphere (850 hPa) to the
middle stratosphere (10 hPa).

4 RESULTS

In the present section, we report the analysis of temperature
climatology at the global scale ((section 4.1), temperature time
series differences and seasonal cycle differences at two time
frames 1980–2000 and 2001–2018 at the regional scale to
highlight the main differences among the datasets and periods
(section 4.2), the trend assessment (section 4.3) at the global
scale and a regional case study (South Polar region). Finally, we
compare the reanalyses with the homogenized radiosonde
datasets (section 4.4).

4.1 Temperature Climatology
The vertical profiles of the zonal mean (latitude vs. pressure level)
temperature difference (to RMME) are shown in Figure 1. From
the lower troposphere to the middle stratosphere (10 hPa), air
temperature climatology shows differences ranging
within ±0.25 K except for a few atmospheric regions: the
equatorial - mid and upper troposphere (0.5–1.0 K, MERRA-2
and JRA-55), the southern pole middle stratosphere (0.5–1.0 K,
ERA5) and the equatorial mid-stratosphere (−1.0 to −0.5 K, ERA-
Interim). The largest differences (more than 1.5 K) are found in
the southern pole (ERA5, ERA-Interim, JRA-55) below 700 hPa.
However, temperature values in this region are vertically
extrapolated for all considered reanalyses, except for MERRA-2.

From the middle to upper stratosphere, the datasets show
larger discrepancies in air temperature climatology. ERA5 (JRA-
55) is ~3.5 K warmer (cooler) than RMME over the entire
latitudinal range at the levels within 2–7 hPa, while below
these levels (7–10 hPa), this signal is reversed. This reported
strong warm (cold) tends to disappear between 1 and 2 hPa
for both datasets. ERA-interim shows a warm signal over the

TABLE 1 | Summary of the main characteristics of the selected atmospheric reanalysis datasets.

Dataset
(Institution)

Time Range Temporal
Resolution (h)

Model
Horizontal
Resolution

Model vertical
Resolution

Model Data Assimilation Algorithm Main
Reference

ERA-5
(ECMWF)

1979 - present
(preliminary version:

1950-1978)

1 T639 (~31 km) 137 hybrid (σ−p)
Top level
(0.01 hPa)

IFS release
41r2
(2016)

4D-VAR Hersbach.,
et al. (2020)

ERA-Interim
(ECMWF)

1979–08/2019 6 T255 (~79 km) 60 hybrid (σ−p)
Top level
(0.1 hPa)

IFS release
31r2
(2006)

4D-VAR Dee et al.
(2011)

MERRA-2
(NASAGMAO)

1980–present 1 Cubed sphere
grid, (~50 km)

72 hybrid (σ−p)
Top level
(0.01 hPa)

GEOS
5.12.4
(2015)

3D-VAR, with incremental update;
Includes aerosol data assimilation,
observation corrected precipitation
forcing for land surface, and aerosol
wet deposition

Gelaro et al.
(2017)

JRA-55 (JMA) 1958–present 1 T319 (~55 km) 60 hybrid (σ−p)
Top level
(0.1 hPa)

JMA GSM
(2009)

4D-VAR Kobayashi
et al. (2015)
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polar region between 1–2 hPa, and in the tropics between 3–7 hPa
(extending to 90° S between 5–7 hPa). The opposite is found for
MERRA-2 which shows a cooler signal at the same pressure levels
and regions.

The reported smooth biases of ERA5 and JRA-55 at all
latitudinal ranges are possibly due to the difference between
the bias correction applied to the radiance in the assimilation
model for each dataset. It is useful to highlight that only scan-
angle adjustments to SSU-3 and/or AMSU-A14 (Advanced

Microwave Sounding Unit for unit A) radiances are applied in
ERA5 while a full adjustment to all SSU and AMSU-A channels
are applied in JRA-55, as reported by Simmons et al., 2020. It is
worth mentioning that a considerable warmer signal in
ERA5 than ERA-interim has been also reported by Hersbach
et al. (2020) in the monthly time series of the global mean
increments between the reanalyses and first-guess fields, at
both 0000 and 1200 UTC in the upper stratosphere due to a
bias with respect to anchoring satellite observations that peak at

FIGURE 1 | Zonal mean of annual mean temperature difference between reanalyses and RMME for the period (1980–2018), and RMME zonal mean temperature
map (bottom panel).
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those pressure levels, generating the evident warm signal of
ERA5 at those levels.

4.2 Regional Time-Series and Seasonal
Cycle Differences
The time series and seasonal cycle are also investigated for all the
reanalyses on the regional scale, focusing on the NHmid-latitude
(25° N–60° N), SH mid-latitude (25°S–60°S), and tropics
(25°N–25°S). Differences between the monthly temperature
time series of reanalyses and RMME for these regions are
shown in Figure 2. The agreement among reanalyses improves
after 1998 in the troposphere and lower stratosphere in all regions
due to the transition from the TIROS Operational Vertical
Sounder (TOVS) to the Advanced TIROS Operational Vertical
Sounder (ATOVS). It is worth mentioning that an improvement
in the data homogeneity at this atmospheric region in the recent
reanalysis datasets compared to their previous generation
versions, particularly after ATOV, is also reported by Long
et al. (2017). Another evident improvement across reanalyses
is found in the tropical upper troposphere after 2006, likely
related to the assimilation of GPS-RO COSMIC data. For all
considered reanalyses, the availability of the COSMIC mission
data in 2006 significantly increased the number of GNSS-RO

profiles available for assimilation (SPARC, 2022: Figure 2.17 in
chapter 2).

Over the time-series 1980-2018, reanalyses datasets agree
better in NH mid-latitude than SH and tropics where a
smaller difference, within 0.25 K, is found for all reanalyses
with respect to the RMME. In tropics, JRA-55 shows the
largest bias at 100 hPa (TTL) within 0.5 K, while the ERA5 has
the lowest bias in the same atmospheric region.

A more disagreement between reanalyses in the upper
stratosphere (above 10 hPa) is found throughout the time
period. The uniform bias of ERA5 and JRA-55, reported in
section 4.1, is found in all regions and over all years. The
change between TOV and ATOV is evident in ERA-interim
dataset, causing a sudden change in the sign at 1–2 hPa.
MERRA-2 also shows a substantial discontinuity around
1995 lasting until 2005 in all regions; afterward, improvement
in the data homogeneity due to the assimilation of temperatures
from Microwave Limb Sounder (MLS) is found.

Seasonal cycle (i.e., monthly climatology) differences between
reanalysis products and RMME are examined for the same
regions over two periods, 1980-2000 and 2001-2018 as
reported in Figures 3, 4 respectively. The reason for dividing
this analysis into two periods is to investigate the change in the
temperature seasonal cycle before and after the notable

FIGURE 2 | Temperature time-series differences (in K) between reanalysis of time series and RMME in the (A-column) NHmid-latitude, (B- column) SHmid-latitude,
and (C- column) tropics, spanning the period 1980–2018.
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improvement in the time series after the availability of ATOVS.
The results show a good agreement among all reanalyses which
improves after 2000, likely due to the consistency in the
assimilation of AMSU-A and AMSU-B radiances–so going
from TOVS (1979–2006) to ATOVS (1998 to present), all
reanalysis systems assimilate microwave and infrared radiance
from these instruments. The improvement can be also due to that
all the reanalyses, except for JRA-55, assimilate radiances
estimated from the hyperspectral infrared sounders AIRS
(2002–present), IASI (2008–present), and/or CrIS
(2012–present). In addition, the increasing amount of
assimilated observations and, in particular of GNSS-RO, can
influence the data performance as pointed out for the tropics.

Among the examined regions, the difference in the seasonal
cycle between reanalyses is pronounced in the SHmid-latitudes for

the two periods but reduced in magnitude after 2000. In the upper
stratosphere, ERA5 shows opposite sign of ERA-Interim at
5–10 hPa. Furthermore, ERA-Interim and MERRA-2 also show
different signs in the tropics at the same atmospheric region. For
the period 2001–2018, The differences have reversed the sign at
10 hPa for ERA5, and 20–30 hPa for ERA-Interim andMERRA-2.

Discrepancies between reanalyses in the upper stratosphere
are controlled by different factors. In addition to the observations’
paucity for the assimilation in this atmospheric region, mainly
satellite data only, differences between reanalysis models and the
treatments applied in the uppermost layers can play a relevant
role in representing the temperature variability (Fujiwara et al.,
2017).

The warm (cold) year-round bias of ERA5 (JRA-55) in the
upper stratosphere found in the two periods and entire the

FIGURE 3 | Seasonal cycle difference (month vs. pressure level) differences (in K) between reanalyses and RMME in the (A-column) NH mid-latitude, (B- column)
SH mid-latitude, and (C- column) tropics, spanning the period 1980–2000.
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investigated latitudinal ranges can possibly refer to the
dominating role of the radiation representation in ERA5 and
JRA-55 versus the role of representing the atmospheric
circulation, dominant in ERA-Interim and MERRA-2.

4.3 Trend Analysis
Inaccurate climate trend detections may lead to deceptive
conclusions about the current state and future evolution of
climate. Despite the uncertainties affecting their estimations,
trends are widely used to assess climate changes in both the
scientific and stakeholders” communities. Regression methods
represent a good relative diagnostic tool when different datasets
are intercompared. Inhomogeneities in climate data records are
one of the main issues affecting the reliability of the trends”
estimation. For example, obtaining robust and consistent

inferences about the long-term trend from different products
that assimilate different types of observing systems can be
challenging. Therefore, studying the coherence of trends for
the reanalyses datasets can be crucial to assess the datasets”
suitability for trend estimation.

In the next subsections, we investigate the ability of the
considered reanalyses in defining the vertical profile of the
global temperature trend; this diagnostic is considered as a
fingerprint of climate change (Santer et al., 2013). The global
zonal mean trend is also discussed along with the agreements/
discrepancies between the considered datasets at different
latitudes. Finally, we provide a case study on a regional scale
at the southern pole, where the role of stratospheric dynamics in
past changes of the Southern Hemisphere climate is evident
(Cagnazzo et al., 2013).

FIGURE 4 | Same as Figure 3 but for the period 2001-2018.
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4.3.1 Vertical Profile of the Global Trend
The vertical trend profiles of global average deseasonalized
temperatures over 1980–2018, 1980–1997, and 1998–2018, are
shown in Figure 5. The two sub-periods (1980–1997 and
1998–2018) were selected to examine the weak stratospheric
cooling that occurred in 1998–2018 compared to the period
characterized by the large ozone depletion and associated
cooling in 1980–1997 (Maycock et al., 2018).

Over 1980–1997, the ozone effect is evident in the period of
maximum ozone depletion in the stratospheric layers (top-left
panel of Figure 5), with the strongest cooling signal (~−3 K/
decade) in the upper stratosphere near 1 hPa. A good agreement
among the datasets is found for this period.

After 1997, the lower stratosphere cooling is dominated by the
increase in GHGs (WMO Ozone assessment, 2018), and it
becomes less robust for pressure levels below 20 hPa. This
finding agrees with the reported stratospheric warming in the
recent decades (Philipona et al., 2018). The results are less

consistent among the datasets in the mid-upper stratosphere.
For ERA-Interim, JRA-55, andMERRA-2, a stratospheric cooling
with height up to 5 hPa is found, but with a magnitude smaller
than within the preceding period (~−1.5 K/decade), instead,
ERA5 shows a weakening of the cooling, and a non-robust
warming signal is found at the levels 5–7 hPa. The
temperature increase in the stratosphere is likely due to
feedback related to the ozone layer recovery and to the
changes in the concentrations of stratospheric halogen gases
(WMO World Metrological Organization 2018), in analogy to
what has been discussed in Randel et al. (2016).

Over the entire time period 1980–2018, the trends show a clear
increase in the stratospheric cooling with height up to 20 hPa.
This cooling is dominated by the known effect of carbon dioxide
increase and ozone depletion on stratospheric temperatures
before 1997 (Shine et al., 2003; Aquila et al., 2016; Steiner
et al., 2020). Those effects result in maximum cooling into the
lower stratosphere. Above 20 hPa, all datasets show a vertical

FIGURE 5 | Vertical profiles of global mean temperature trends (K/decade) in the four reanalysis datasets (colored lines), and the RMME (black line). Trends are
calculated for (A) 1980–1997, (B) 1998–2018, and (C) 1980–2018. The solid lines represent trends at the confidence interval of 95% (p-val ≤ 0.05).
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weakening of the cooling trend, except for JRA-55 which shows a
cooling up to 1 hPa. JRA-55 cooling is consistent with the
reported temperature trends in the upper stratosphere for
1979–2018 using the SSU channels (Steiner et al., 2020).

In the troposphere, temperature trends behave differently
through the considered periods. The tropospheric warming
over 1980–2018 (order of 0.25 K/decade) is dominated by the
1998–2018 warming trends. Temperature warming trends in the
upper troposphere are not robust, consistent with both large
internal variability (Suárez-Gutiérrez et al., 2017) and with
uncertainties associated with upper-air data in this
atmospheric region (Dirksen et al., 2014; Madonna et al., 2020).

For 1980–2018, the warming (cooling) in the lower
troposphere (stratosphere) is a robust trend. Although the
separation in the two sub-periods has chosen to focus on
stratospheric temperature trends, this choice is in line with the
known controversy about the rate of tropospheric warming that

was discussed since the 1990s (Spencer and Christy, 1990; Christy
and Norris, 2004): global warming trends are indistinguishable
from variability in the period 1980–1997 (for a few reanalyses
trends are even negative) but become stable, positive and robust
after 1998. In this study, the major volcanic signals are not
removed from the full-time series, therefore, Pinatubo volcanic
eruption that occurred quite late in the 1980–1997 period,
causing warming in the stratosphere and cooling in the
troposphere for several months following the event, may
partially contribute to the weakening of tropospheric warming
and stratospheric cooling during this period (Stocker et al., 2019).

4.3.2 Global Zonal Mean Trend
The global annual zonal mean of temperature trends is shown in
Figure 6. In general, there is a good agreement among the
examined reanalyses in both the warming and cooling
patterns. For all the latitudes, the warming in the troposphere

FIGURE 6 | Global zonal mean temperature trends [K/decade] of the period (1980-2018) for five reanalyses and the RMME. Gray dots represent confidence
intervals 95% (p-val ≤ 0.05) of the trends.
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and the cooling in the stratosphere are largely due to the radiative
forcing associated with the increase in GHGs and with the
decrease of stratospheric ozone (peaking in the Southern
Hemisphere). The cooling in the stratosphere, concomitant to
the warming in the troposphere, has been reported for the first
time by Manabe and Wetherald (1967) and it is considered a
typical fingerprint of increasing CO2 in the extratropical regions
(Santer et al., 2013). Meanwhile, the Arctic amplification, i.e., the
large near-surface warming in the Northern Hemisphere high
latitudes, is also evident in all datasets although with some
difference in the magnitude.

In terms of differences, the southern pole warming (south of
60°S at around 20 hPa) is not reproduced in ERA5 dataset.
MERRA-2 provides the largest warming trends in the mid-
troposphere in the tropics (from 250 hPa to 300 hPa). A
warming signal is detected by ERA-interim and MERRA-2 at
the topmost stratosphere (1–3 hPa), albeit for ERA-interim is
limited to the 50°S–70°N region. In general, the agreement in the
sign of trends among the reanalyses shows a lower consistency in
the tropopause, in the stratosphere at levels above 30 hPa, and in
high southern latitudes.

4.3.3 Regional Trend: The Case of the
Southern Pole
The global annual mean trends are dominated by changes in
radiative forcing, nevertheless, trends in specific atmospheric
regions and seasons also include signals due to changes in the
atmospheric circulation and its dynamical forcing, especially in
the stratosphere. In this section, we focus on the monthly
temperature trends in the Southern Hemisphere (south of
60°S) for all the reanalysis datasets in the period 1980 to 1997.

As discussed in section 4.3.2, the observed temperature
changes in this atmospheric region are dominated by the
radiative forcing due to the increase of GHGs and the
decrease of stratospheric ozone (due to increasing the ozone-
depleting substances), but also feedback due to changes in the
large-scale circulation (Screen et al., 2018).

In agreement with past studies, over the southern polar region,
trends in the lower stratosphere peak in November, about
1 month after the maximum ozone depletion occurs in
October (e.g., Trenberth and Olson, 1989; Randel and Wu,
1999). As shown in Figure 7, the obtained results of all
reanalyses report the known seasonal evolution of
stratospheric changes, with a cooling starting in September
and lasting until March in the vertical range 30–200 hPa,
reaching maxima in November and December. The peak
cooling value is of -3.0 K/decade for all datasets. A consistent
cooling trend, in order of −2.0 to −3.0 K/decade, has been
reported by Thompson and Solomon (2002) using radiosonde
data for the period 1969–1998. Part of this difference in the
magnitude could be associated with a different dynamical
response, across reanalyses, related to the representation of
different processes in the reanalysis models (e.g., input to
radiation scheme, feedback to large-scale stratospheric

circulation, Brewer-Dobson circulation), similar to what is
found for climate models (Cagnazzo et al., 2013; Rea et al.,
2018). During the rest of the year, the stratosphere shows a
general cooling (not fully evident in Figure 7 because of the
choice of contour levels), mostly associated with the radiative
effect of increasing CO2. At and below 300 hPa, all reanalyses
show a marginally warming, in agreement with radiosonde
analysis (though for a different period, Thompson and
Solomon, 2002).

Above the large cooling, all considered reanalyses report a
warming pattern in the mid-stratosphere, in agreement with what
was reported in past studies, even if for a slightly different period
(Cagnazzo et al., 2013; Rea et al., 2018). This warming has been
diagnosed as a manifestation of the stratospheric dynamical
response associated with changes in the residual circulation.
The obtained results indicate that all considered reanalyses are
able to capture the upper stratosphere circulation response and its
feedback on temperature, with a signal that may be different in
magnitude and in the time occurrence of peak values, although
generally well represented.

4.4 ComparisonWith Upper-Air Radiosonde
Observations
Comparison with observations is crucial for understanding the
performance of reanalyses products. This section compares
temperature variability and long-term trends estimated from
reanalyses and homogenized upper-air radiosoundings data.
Given the detailed characterization of the reanalysis datasets
presented above, the comparison with upper-air observations
is focused on the assessment of specific aspects of climate and
atmospheric circulation in the tropics. This analysis aims to
provide evidence of consistency among the datasets in a
region where the representativeness error is smaller than at
other latitudes.

Monthly temperature anomalies for the period 1980–2018 of
the reanalyses (ERA5, ERA-Interim, MERRA-2, and JRA-55),
RAOBCORE and RICH datasets for the region 10° N–10° S are
shown in Figure 8 at the pressure levels from 100 hPa to 10 hPa.
The results show a good agreement for all considered datasets.
The well-known variability associated with major volcanic
eruptions (El Chichon 1982; Pinatubo 1991) is evident in all
datasets, particularly between levels 20–30 hPa. Among the
considered reanalyses, ERA5 shows the lowest differences with
respect to the radiosonde data, while a notable difference in
magnitude, within the range of 4 K, is found for ERA-Interim,
MERRA-2, and JRA-55. For 10 hPa and 100 hPa levels, the
datasets tend to show slightly larger differences compared to
observations in a few years, within ±4 K and ±2 K respectively.
However, similar patterns in all datasets are produced and this
difference clearly decreases after 2000. It is worth mentioning that
this intercomparison is not fully independent due to the fact that
RAOBCORE adjustments have been used for radiosonde bias
correction in ERA-Interim, MERRA-2, and JRA-55, and RICH is
used in ERA5. Differences between reanalyses and RAOBCORE/
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RICH are possibly due to differences in the datasets’
characteristics (e.g., assimilation schemes, the model used,
datasets resolution, spatial sampling, etc.).

Moreover, it is most notably that the resulted anomaly
patterns for all considered reanalyses reflect a reliable
representation of the atmospheric circulation in the tropical
stratosphere, where the temperature is dominated by QBO
signature in this atmospheric region; positive temperature
anomalies correspond to westerlies and negative temperature

anomalies correspond to easterlies (Pascoe et al., 2005;
Yamazaki et al., 2020).

The vertical profile of the long-term trend of temperature,
estimated using the linear least-squares method, is also
intercompared for all reanalyses and observational datasets
(RAOBCORE, RICH, and RHARM) in the tropics (25°N - 25°

S) from the lower troposphere (850 hPa) to the middle
stratosphere (10 hPa). As shown in Figure 9, all datasets are
in very good agreement from the lower to middle troposphere

FIGURE 7 | Southern pole temperature trends for the period 1980–1997. Contour intervals are 1.0 K/decade. Trends at 95 and 99% confidence levels in
reanalyses are shaded (light and dark grey, respectively). Agreement of sign between datasets in RMME are colored in blue (red) for cooling (warming) trend, and shades
for number of datasets in agreement.
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(250 hPa) for both the trend sign and magnitude. At and above
100 hPa, the reanalyses (except for ERA-Interim at 10 and
100 hPa) agree with observations in the sign although there
are differences in the magnitude.

At the pressure levels between 100 hPa and 250 hPa,
discrepancies in the trend results are evident not only between
reanalyses and observational datasets but also among the
observational datasets. RHARM is the only dataset that shows
a cooling trend at the pressure levels 150–250 hPa, while
RAOBCORE and RICH show a slight warming trend. It is
worth mentioning that ERA5 and MERRA-2 show a warming
trend with twice the magnitude of RAOBCORE/RICH datasets at
these levels.

5 DISCUSSION AND CONCLUSION

The current study investigates and intercompares the upper air
temperature provided by the recent generation of four global
reanalyses datasets (ERA5, ERA-Interim, MERRA2, and JRA-55)
in terms of their mean state, variability, and trends estimation.

The considered reanalyses are characterized by relatively high
spatio-temporal and vertical resolution, and no missing data in

space (except for MERRA-2 below at and below 700 hPa) and
time over 4 decades. All datasets provide consistent reproduction
of the upper air temperature although discrepancies are found,
mainly due to differences in the reanalysis systems configuration.

The zonal mean of temperature differences agrees with RMME
within ±0.25 K from the lower troposphere to the middle
stratosphere (10 hPa), except for a few atmospheric regions,
such as equatorial mid and upper troposphere, upper
stratosphere south of 60°S, equatorial mid-stratosphere. Larger
differences (within +3.5 K), instead, and less consistent results are
found in the upper stratospheric levels.

Although the temperature data at the southern polar region
(Antarctic) is vertically extrapolated and provided for ERA5,
ERA-Interim, and JRA-55 below 700 hPa, the datasets largely
disagree in this atmospheric region, possibly due to different
extrapolation methods. Therefore, special care is strongly
recommended to be used for climate studies or applications in
this region.

The agreement between the considered reanalyses increased
after 1998 owing to the transition from TOVS to ATOVS and
the enhanced consistency between the data assimilation
systems. At the regional scale, the reanalyses agree better in
NH mid-latitudes than in tropics and SH mid-latitudes. The

FIGURE 8 | Monthly temperature anomalies at the region 10°S - 10°N of the radiosonde observations (RAOBCORE and RICH) and the four reanalysis datasets
(ERA5, ERA-Interim, MERRA-2, and JRA-55), for the vertical levels (A) 10 hPa, (B) 20 hPa, (C) 30 hPa, (D) 50 hPa, (E) 70 hPa, and (F) 100 hPa, over the period
1980–2018.
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differences among the datasets largely decrease in all regions
after 2000, due to the increase in the amount of assimilated
observations.

The tropospheric warming and stratospheric cooling are
evident in the long-term temperature trend for all evaluated
datasets. However, differences in the magnitude are found.
Over the period 1980–1997, global temperature trends showed
significant cooling in the lower stratosphere. The same is
observed over the period 1998–2018 but only above 20 hPa
and for specific datasets, consistently with the reported
stratospheric warming after a decade of cooling by Philipona
et al. (2018). A significant warming trend is found in the
troposphere, in particular for the period 1998–2018. The
large spread among the datasets indicates that caution needs
to be deserved in estimating the trends above 30 hPa and at the
tropopause level.

Comparisons of reanalyses and homogenized upper-air
radiosounding data in the tropics reveal a reliable
representation of the temperature variability and long-term
trend for all reanalyses from the lower to the middle
troposphere and in the lower stratosphere. Differences
between datasets are evident in the upper troposphere, TTL,
and middle stratosphere. Among the reanalyses, ERA5 shows the

smallest bias in the monthly anomaly, on average, in the levels
from 30 hPa to 70 hPa.

The findings of our analysis, including the recent
ERA5 reanalysis and multiple in-situ observational datasets,
are generally consistent with the major outcomes provided by
the final S-RIP report (SPARC, 2022). The increase in the spatial,
temporal, and vertical resolutions of the new generation of
reanalysis allows to resolve a larger number of processes in the
atmosphere, enhances performances, for example, of the trends
with the homogenized upper-air data. Nonetheless, relevant
issues are still present for all considered reanalyses mainly in
the upper atmosphere, where caution is recommended, taking
into account dataset-specific characteristics to avoid misleading
data interpretations.

Researchers and reanalyses users are interested to know which
dataset is the most suitable for their own study or applications.
Although the obtained results in this study cannot provide a
general answer to this question, specific suggestions and
recommendations can be provided on the basis of the used
diagnostics:

- For studies/applications that require the construction of
long-term climatologies in the stratosphere, it is strongly

FIGURE 9 | Vertical profiles of temperature trends (K/decade) for tropics (25° N - 25° S) of radiosonde observations (solid lines) and the four considered reanalysis
datasets (dashed lines), spanning the period 1980–2018.
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suggested to use data after 1998 (in all reanalyses systems
presented here).

- For analysis focused on the TTL, it is recommended to use
data from reanalyses systems with a high vertical resolution
in their original grid.

- For the trend estimation, caution must be deserved in the
mid-upper stratosphere (≤30 hPa, at the global level) and in
Tropical Tropopause Layer (TTL)

- Although usage of multi-reanalyses of the same family is
suggested to reduce the uncertainties, caution is
recommended in the interpretation of trends driven by
the assimilated data and the external forcing.

This study complements previous studies (e.g., Long et al.,
2017) by including ERA5 which is most recent but, as a
consequence, the less explored in the literature compared to
other reanalyses, thus providing additional value to the
scientific communities who are interested in using atmospheric
reanalyses for their studies and applications.
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GLOSSARY

AGCM Atmospheric General Circulation Model.

ATOVs Advanced TIROS Operational Vertical Sounder

C3S Copernicus Climate Change Service

abrCDS Climate Data Store

CFSR Climate Forecast System Reanalysis

CMIP5 Coupled Model Intercomparison Project - Phase 5

COBE Centennial in situ Observation-Based Estimates

ECMWF European Centre for Medium-Range Weather Forecasts

ECV Essential Climate Variable

ERA ECMWF Re-Analysis

GEOS-5 Goddard Earth Observing System Data Assimilation System
Version 5

GNSS Global Navigation Satellite System

GSM Global spectral mode

IFS Integrated Forecast System

JMA Japan Meteorological Agency

MERRA Modern-Era Retrospective analysis for Research and Applications

MLS Microwave Limb Sounder

RHARM Radiosounding HARMonization

RICH Radiosonde Innovation Composite Homogenization

RMME Reanalyses multi-model ensemble

RO Radio Occultation

RAOBCORE RAdiosonde OBservation COrrection using REanalyses

S-RIP SPARC Reanalysis Intercomparison Project

SPARC Stratosphere-troposphere Processes And their Role in Climate

SSMI Special Sensor Microwave Imager

TTL tropical tropopause layer

TOV TIROS Operational Vertical Sounder

VarBC Variational Bias Correction
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Recent research has linked the climate variability associated with ocean-

atmosphere teleconnections to impacts rippling throughout environmental,

economic, and social systems. This research reviews recent literature through

2021 in which we identify linkages among the major modes of climate variability,

in the form of ocean-atmosphere teleconnections, and the impacts to

temperature and precipitation of the South-Central United States (SCUSA),

consisting of Arkansas, Louisiana, New Mexico, Oklahoma, and Texas. The

SCUSA is an important areal focus for this analysis because it straddles the

ecotone between humid and arid climates in the United States and has a

growing population, diverse ecosystems, robust agricultural and other

economic sectors including the potential for substantial wind and solar energy

generation. Whereas a need exists to understand atmospheric variability due to

the cascading impacts through ecological and social systems, our understanding

is complicated by the positioning of the SCUSA between subtropical and

extratropical circulation features and the influence of the Pacific and Atlantic

Oceans, and the adjacent Gulf of Mexico. The Southern Oscillation (SO), Pacific-

North American (PNA) pattern, North Atlantic Oscillation (NAO) and the related

Arctic Oscillation (AO), Atlantic Multidecadal Oscillation/Atlantic Multidecadal

Variability (AMO/AMV), and Pacific Decadal Oscillation/Pacific Decadal

Variability (PDO/PDV) have been shown to be important modulators of

temperature and precipitation variables at the monthly, seasonal, and

interannual scales, and the intraseasonal Madden-Julian Oscillation (MJO) in

the SCUSA. By reviewing these teleconnection impacts in the region alongside

updated seasonal correlation maps, this research provides more accessible and

comparable results for interdisciplinary use on climate impacts beyond the

atmospheric-environmental sciences.

KEYWORDS

El Niño/Southern Oscillation (ENSO), North Atlantic Oscillation (NAO), Arctic Oscillation
(AO), Atlantic Multidecadal Variability (AMV), Pacific Decadal Oscillation (PDO), Pacific/
North American (PNA) pattern, Madden-Julian Oscillation (MJO), climate impacts

OPEN ACCESS

EDITED BY

Bin Yu,
Environment and Climate Change,
Canada

REVIEWED BY

Jin-Yi Yu,
University of California, Irvine,
United States
Shengping He,
University of Bergen, Norway

*CORRESPONDENCE

Robert V. Rohli,
rohli@lsu.edu
Gregg A. Snedden,
sneddeng@usgs.gov

SPECIALTY SECTION

This article was submitted to
Atmospheric Science,
a section of the journal
Frontiers in Earth Science

RECEIVED 02 May 2022
ACCEPTED 15 July 2022
PUBLISHED 23 August 2022

CITATION

Rohli RV, Snedden GA, Martin ER and
DeLong KL (2022), Impacts of ocean-
atmosphere teleconnection patterns on
the south-central United States.
Front. Earth Sci. 10:934654.
doi: 10.3389/feart.2022.934654

COPYRIGHT

© 2022 Rohli, Snedden, Martin and
DeLong. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original
publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or
reproduction is permitted which does
not comply with these terms.

Frontiers in Earth Science frontiersin.org01

TYPE Review
PUBLISHED 23 August 2022
DOI 10.3389/feart.2022.934654

24

https://www.frontiersin.org/articles/10.3389/feart.2022.934654/full
https://www.frontiersin.org/articles/10.3389/feart.2022.934654/full
https://www.frontiersin.org/articles/10.3389/feart.2022.934654/full
https://crossmark.crossref.org/dialog/?doi=10.3389/feart.2022.934654&domain=pdf&date_stamp=2022-08-23
mailto:rohli@lsu.edu
mailto:sneddeng@usgs.gov
https://doi.org/10.3389/feart.2022.934654
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2022.934654


Introduction

Ocean-atmosphere teleconnections—climate anomalies

related to each other over large distances–and temporally-

spatially defined climate modes link weather and climate

variability occurring across time and space. Understanding

such linkages can enhance skill in predicting weather and

climate changes at seasonal and longer time scales, which in

turn can be utilized by decision makers to anticipate the

environmental, economic, and social impacts of such ocean-

atmosphere variability, particularly in its extreme modes. At the

synoptic scale, impacts of the major teleconnections as

manifested on synoptic types (Sheridan and Lee, 2012;

McGregor 2017) and hydroclimatic variability (McGregor,

2017) have been reviewed thoroughly. Regionally, similar

work has been done recently for Australia (Frederiksen et al.,

2014), the Horn of Africa (Bahaga et al., 2019), and the North

Polar area (Bushra and Rohli, 2021). The objective of this

research is to review the distinguishing features of the major

modes of climate variability and their teleconnections that

influence the atmospheric environment of the south-central

United States (SCUSA)—defined here as the states of

Arkansas, Louisiana, New Mexico, Oklahoma, and

Texas—including a description of those impacts. While a

literature review through 2021 is the primary tool for

meeting the objective, the varying periods of analysis, data

sets employed, and variables impacted complicates the

comparison of previous work. Thus, this research also

includes original maps of each teleconnection’s degree and

geographic extent of influence on temperature and

precipitation, using the 1950–2020 averaging period and a

modern, high-resolution data set, for comparison to the

consensus of previous work on the impacts of major

teleconnections on temperature and precipitation in the

SCUSA.

Overview of the primary ocean-
atmosphere teleconnections

Teleconnection research has a rich history since the

identification of the Southern Oscillation (SO; Walker and

Bliss, 1932) as the “see-saw” in surface atmospheric pressure

anomalies between the western and eastern tropical Pacific

Ocean. Related and concurrent extreme anomalies in the

ocean have been known for centuries. Specifically, the El Niño

phenomenon is characterized by weakening or even reversal of

the easterly trade winds in both hemispheres that results in

cooler surface waters and shallower thermocline in the

western tropical Pacific Ocean concurrent with

anomalously warm near-surface waters in the eastern

tropical Pacific Ocean, that produce a reduced tilt in the

equatorial Pacific thermocline and reduces upwelling along

the South American west coast. By contrast, the La Niña

phenomenon involves a strengthening of the trade winds

and the Walker circulation in general that results in

warmer near-surface waters and a deepening of the

thermocline in the western tropical Pacific Ocean and

increased tilt in the equatorial Pacific thermocline that

promotes stronger upwelling and colder near-surface waters

in the eastern tropical Pacific Ocean.

Mid-20th century technological advances in upper-air data

collection, along with research emphasizing the connection of the

SO to El Niño (ENSO; Bjerknes, 1969), led to advances in

understanding the SO, such as the identification of its 2- to 7-

year variability (Trenberth, 1976; Trenberth, 1984), its relation to

extratropical weather (van Loon and Rogers, 1981), complexity

and geographically-varying ocean-air feedbacks (Alexander et al.,

2002), and nonlinearity of impacts (Hoerling et al., 1997; Hsieh

et al., 2006) primarily through variability in surface heat and

moisture fluxes and their transport (Deser et al., 2010).

Meanwhile, research on identifying other teleconnections of

variability in the ocean-atmosphere system at various spatial

and temporal scales continued, including recognition of the

importance of the surface energy fluxes (Deser et al., 2010). In

particular, Barnston and Livezey (1987) provided a thorough

description and analysis of teleconnections that explain

significant low-frequency variability in atmospheric flow.

The spatial domains of the SO and the other modes of climate

variability to be considered in this research, as represented by

correlations of the respective climate mode index with SST or

another key defining atmospheric variable, are depicted in

Figure 1. Among the dozens of modes of climate variability

identified since the SO, the Pacific-North American (PNA)

pattern (Wallace and Gutzler, 1981; Barnston and Livezey,

1987; Leathers and Palecki, 1992) is among the most

prominent for the SCUSA. The PNA index is obtained by

obtaining the second rotated empirical orthogonal function

mode of the 500 mbar geopotential height across 0°-90°N, and

may be an atmospheric response to forcing by ENSO (Renwick

and Wallace, 1996; Straus and Shukla, 2002) with the strength of

the response differing across and within ENSO phases (Wang

et al., 2021) associated with barotropic instability in the

atmosphere (Simmons et al., 1983) or other forcings (He and

Wang, 2013; Liu et al., 2017), and with the extratropical response

to ENSO changing over time (Soulard et al., 2019). The PNA

pattern is expressed in the form of variability in the amplitude

and phase of the atmospheric Rossby wave train. More

specifically, an enhanced mid-tropospheric ridge over the

western cordillera of North America and concurrent trough

over the southeastern United States (i.e., positive PNA phase)

is more commonly associated with the El Niño phase of ENSO,

and a dampened or reversed ridge-trough configuration over the

same action centers (i.e., negative PNA phase) is more typical in

the La Niña phase. The PNA pattern has long been linked to

North American climatic variability, including through its
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connection to tropical variability (Mo and Livezey, 1986),

regarding temperature (Loikith and Broccoli, 2014),

precipitation (Henderson and Robinson, 1994; Liu et al.,

2014), and extreme weather events (Bentley et al., 2019).

Recent research has identified a causal relationship to sea

surface temperatures (SSTs) less directly related to ENSO, in

the South China Sea (Zhang and Liang, 2021).

The North Atlantic Oscillation (NAO; Rogers, 1984;

Barnston and Livezey, 1987; Lamb and Peppler, 1987; Hurrell

and van Loon, 1997; Marshall et al., 2001) came to prominence

first, as an observed simultaneous dipole or “see-saw” in near-

surface air temperature anomalies between Greenland and

Europe (Loewe, 1966; van Loon and Rogers, 1978). The NAO

has been recognized as a major forcing mechanism for

transporting energy to the North Atlantic Ocean via the

Atlantic Meridional Overturning Circulation (AMOC), with

abundant air-sea energy exchange (Rodwell et al., 1999), and

eventually affecting Northern Hemisphere multidecadal

precipitation patterns (Zhang et al., 2021). The NAO-related

(Wallace, 2000; Rogers and McHugh, 2002) Arctic Oscillation

(AO; Thompson and Wallace, 1998; Thompson and Wallace,

2000) is also known as the Northern Hemispheric Annular Mode

(NAM; Thompson et al., 2000), but was first described

comprehensively by Lorenz (1951) and since has gained

FIGURE 1
Centers of action for Nino3.4 (A), AMV (E), PDO (F), identified by mapping their correlations with Hadley sea surface temperature (SST; https://
www.metoffice.gov.uk/hadobs/hadisst/); NAO (C), identified by mapping its correlation with sea-level pressure (ERA5; https://cds.climate.
copernicus.eu/); and PNA (B) and AO (D), identified by mapping their correlations with 500 hPa geopotential (ERA5; https://cds.climate.copernicus.
eu/). Only regions where correlations were significant (alpha = 0.1) are shown on the maps.
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increasing attention as a prominent source of atmospheric flow

variability in North America. The degree of coupling between the

NAO and AO is now known to depend on temperature in the

climate system (Hamouda et al., 2021).

The Atlantic Multidecadal Oscillation (AMO; Schlesinger

and Ramankutty, 1994; Kerr, 2000) is an important and

impactful, though enigmatic, ocean-atmosphere mode of

climate variability in SST observed at multi-decadal time

scales. The AMO had originally been named because of its

characterization as an approximately 50- to 80-year cycle in

which SST in the North Atlantic Ocean undergoes multi-

decadal-scale variability of approximately 0.4 C° between the

extreme phases after removing the global trend (Enfield et al.,

2001). The AMO is now referred to as the Atlantic Multidecadal

Variability (AMV) as recent evidence (Mann, 2021) suggests that

it may not be a true oscillation. Paleoclimate reconstructions of

the AMV reveal multi-decadal variability before the instrumental

period, yet land- (Gray et al., 2004) and ocean-based

reconstructions are misaligned in phasing and timing (Poore

et al., 2009; Kilbourne et al., 2014), and the Loop Current in the

Gulf of Mexico plays an important but complicating role

(DeLong et al., 2014), leaving continued unanswered questions

as to the AMO being a true oscillation that extends back in time.

Knight et al. (2005) linked the AMV to thermohaline circulation

variability, and Dima and Lohmann (2007) proposed more

specifically that the AMV is modulated as freshwater

variability causes a thermohaline circulation adjustment,

which triggers subsequent SST response with sea ice and wind

feedbacks. Clement et al. (2015) found that AMV variability is

primarily a response to mid-latitude atmospheric forcing, with

the AMOC and similar oceanic circulation responding in turn to

the AMV rather than forcing it. The most recent AMV-related

warming began around 1997 (Ellis and Marston, 2020).

Interestingly, between 1995 and 2008, the Atlantic coast of the

United States was one of the few places in the North Atlantic in

which SSTs were not anomalously warm (Alexander et al., 2014).

Debate continues as to the extent to which the AMV is driven by

processes internal to the atmosphere-ocean system (Ting et al.,

2009; Han et al., 2016; Deser and Phillips, 2021) related closely to

the AMOC (Fang et al., 2021), natural external variability such as

volcanic forcing (Wang et al., 2017; Mann, 2021), or

anthropogenic external aerosol forcing (Booth et al., 2012).

Several studies suggest that some combination therein appears

likely (Ting et al., 2014; Qin et al., 2020), with the NAO also

potentially playing a role in the relative contributions (Watanabe

and Tatebe, 2019). Zhang et al. (2019) expressed hope for future

improvements in the most recent climate models for more

complete representation of the role of the AMOC on AMV

and its impacts.

The analogous amorphous mode of low-frequency ocean-

atmosphere variability in the Pacific Ocean initially gained

widespread attention through analyses of SST in the mid-

latitude and tropical Pacific (Davis, 1976). Specifically, North

Pacific Ocean SST anomalies tended to display a simultaneous

seesaw between near-coast Alaska and the central North Pacific.

Rogers (1990) noted an atmospheric sea-level pressure (SLP; and

therefore flow) seesaw in the northeastern Pacific near Alaska

known as the North Pacific Oscillation (NPO). Gershunov and

Barnett (1998) subsequently referred to the “NPO” as the SST

(rather than the SLP) anomaly seesaw, and others have referred

to a “North Pacific mode” (Tanimoto et al., 1993; Barlow et al.,

2001) to refer to the same phenomenon. This North Pacific SST

seesaw was shown to be an important modulator of within-ENSO

impacts (Gershunov and Barnett, 1998). The collapse of fisheries

off the Pacific Northwest coast of the United States in 1976 that

corresponded to a shift in North Pacific SST anomalies led to the

naming of the Pacific Interdecadal Oscillation (Mantua et al.,

1997), which was shortened to the Pacific Decadal Oscillation

(PDO; Mantua et al., 1997; Biondi et al., 2001; Mantua and Hare,

2002; Newman et al., 2003; Schneider and Cornuelle, 2005). The

“warm phase” (“cold phase”) of the PDO is conventionally

considered to be the phase in which SSTs near North

America are anomalously warm (cold). The recent period of

rapid global warming is also associated with the PDO’s warm

phase, and the slower warming period is associated with the cold

phase, as internal cooling by heat storage and circulation changes

in the Pacific Ocean occurs (Meehl et al., 2013).

Another widely-used climate index used to represent the

mode of whole Pacific Ocean variability is the Interdecadal

Pacific Oscillation (IPO) (Salinger et al., 2001; Folland et al.,

2002). Further research has found three centers of action for

Pacific SST anomalies known as the Tripole Index (TPI) that

combines the PDO, IPO, and Southern Hemisphere PDO

(SHPDO; Shakun and Shaman, 2009) or South Pacific

Decadal Oscillation (SPDO; Hsu and Chen, 2011; DeLong

et al., 2012) as the tripole of variability (Henley et al., 2015).

The North Pacific Gyre Oscillation (NPGO; Di Lorenzo et al.,

2008; Ceballos et al., 2009; Di Lorenzo and Mantua, 2016;

Tranchant et al., 2019) is related to the PDO but is a distinct

mode of variability. In recognition that multiple Pacific

atmospheric features are occurring, that an anthropogenic

influence is likely (Bonfils and Santer, 2011), and that like the

AMV, the PDOmay not be a true oscillation, recent research now

uses Pacific Decadal Variability (PDV; Deser et al., 2012) rather

than the PDO, with several PDV modes interacting with each

other and ENSO (Shakun and Shaman, 2009; Newman et al.,

2016). Paleoclimate reconstructions that extend the

observational record back more than 300 years with corals

confirm these differing modes based on their geographic

location—the IPO in the South Pacific Convergence Zone

region (Linsley et al., 2008), the SPDO; Hsu and Chen (2011)

or Southern Hemisphere Decadal Oscillation (SHPDO) in the

southwestern Pacific Ocean (DeLong et al., 2012), and the PDO

in the northern Pacific (Felis et al., 2010). Since 1976, the PDO/

PDV has generally been in a so-called warm phase but currently

appears to be shifting toward a cold phase, with the naming
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convention of the phases corresponding to the SST anomalies

near Alaska.

The ocean-atmosphere variability patterns described briefly

here (ENSO, NAO, PNA, AMV, PDV) all produce impacts to

temperature, precipitation, and a variety of other atmospheric

and environmental variables such as prevailing winds and runoff/

streamflow at varying locations and on a variety of time scales.

Moreover, the changing influence of a teleconnection on local

conditions (both across space and time), or non-stationarity, is

an important influence (Stenseth et al., 2003). The variability

patterns themselves can interact, increasing the complexity and

capability for prediction, with compound impacts of multiple

teleconnections (Swain et al., 2017) that can amplify or attenuate

the signal. For example, Newman et al. (2003) described the

relationship between ENSO and the PDO, and showed that the

NPO-like atmospheric SLP signal is weaker than the oceanic

signature in the form of ENSO- and PDO-related SSTs. Chiang

and Vimont (2004) reported evidence of an interannual to

decadal association in SST anomalies between the tropical

Atlantic and Pacific near the ITCZ, which is linked to both

ENSO and the NAO. Budikova (2005) found that AO-

temperature relationship is modulated by the PDO. Mokhov

and Smirnov (2006) described the nature of ENSO forcing of the

NAO since the mid-20th century. Dong et al. (2018) showed the

complicated influence of the IPO on ENSO- and PNA-pattern-

related weather variability. Zhang and Delworth (2007) found

that the AMV could contribute to variability in the PNA and the

PDO and other similar Pacific patterns, independent of ENSO

variability. Wu et al. (2011) concurred with the connection

between the AMV and PDO, with PDO leading the AMV by

1 year. Most recently, Power et al. (2021) echoed that ENSO

governs some, but certainly not all internal tropical Pacific

decadal climate variability and change, as subtropical-tropical

cells in the upper-ocean overturning circulation along with SST

variability beyond the tropical Pacific are also important.

However, even compounded and synergistic effects such as

these may differ by teleconnection phase (e.g., Straus and

Shukla, 2002). Assessment of the influence on complicated

biological effects might be best characterized by the

simultaneous influences of multiple teleconnections (Stenseth

et al., 2003).

Teleconnections and the south-
central United States

In recent years, the increased attention to the impacts of such

ocean-atmosphere variability in environmental, economic, and

social systems, especially at the regional and local scale (e.g.,

Steptoe et al., 2018), have made teleconnections an important

part of our understanding of the climate system. One region

influenced directly throughout natural and social systems is the

south-central United States (SCUSA). Hopkinson et al. (2013)

suggested that changes in hydrology during the coming century

may be the most important impact of climate change on natural

systems in the southeastern United States, which includes the

eastern part of the SCUSA as defined here.

The SCUSA is an appropriate area of focus because of its

expanding populations, diverse ecosystems, important

agricultural and other economic sectors, significant potential

for wind and solar energy generation, and geographic

diversity (both highlands and lowlands, continental and

coastal areas, arid West and humid East, water scarcity and

water richness). The region also sits at the boundary of influences

from the Pacific, Atlantic, and Gulf of Mexico, straddling the

ecotone between humid and arid climates in the United States,

with interplay between subtropical and extratropical circulation

features and the influences of the Pacific and Atlantic Oceans and

the adjacent Gulf of Mexico. These multiple influences lead to a

lack of a dominant pattern of variability (e.g., ENSO, AMV), with

projections for warming and drought looming (Naumann et al.,

2018). This complicated environmental geography calls for the

need to understand the climate variability in the SCUSA,

particularly in light of the cascading impacts of these

environmental influences through ecological and social systems.

The SCUSA is an understudied region vis-à-vis atmospheric

variability and change that contains wide disparities in social

vulnerability to environmental hazards (e.g., Mihunov et al.,

2018). The SCUSA has a large proportion of vulnerable

populations—in urban, rural, and borderlands, as well as

indigenous nations, especially in Oklahoma but also in

Louisiana (National Conference of State Legislatures, 2018),

including the Biloxi-Chitimacha-Choctaw on Isle de Jean

Charles. Moreover, despite its diverse ecoregions and lack of

cohesiveness as a distinct hydroregion (Dethier et al., 2020), the

region has relatively tight economic cohesiveness (Ó’hUallacháin,

2008), with hubs inHouston and the Dallas-FortWorthmetroplex,

and major increases in urbanization at the expense of agricultural

lands being forecasted (Ahn et al., 2002; Alig et al., 2004).

This research will focus on some important causes and effects

of climate variability, specifically focusing on the SCUSA, but

independently of that put forth in the Intergovernmental Panel

on Climate Change (IPCC) Fifth and Sixth Assessment Reports

(IPCC, 2014; IPCC, 2022). de Chazal and Rounsevell (2009)

noted the importance of integrated analysis of biodiversity, land-

use change, and climate change. Improvements in the

understanding of linkages and feedbacks across the climate

system in the SCUSA would provide tangible benefits, such as

in agriculture (Klemm and McPherson, 2018) and fisheries

management (Karnauskas et al., 2015).

Data analysis and methodology

One challenge to understanding teleconnection patterns and

their relative importance across the SCUSA is a lack of
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consistency in prior work between data sets and methods used.

Thus, a uniform set of analyses of the relationship between

climate modes (ENSO, PNA, NAO, AO, AMV, and PDO)

and temperature and precipitation in each meteorological

season—December-January-February (DJF), March-April-May

(MAM), June-July-August (JJA), and September-October-

November (SON)—is undertaken, using a consistent method

and data set.

Each mode of climate variability (ENSO, PNA, NAO, AO,

AMV, and PDO) is identified using a commonly-defined

statistically standardized index, aggregated to monthly

resolution, and displayed in Figure 2. To measure ENSO, the

Niño 3.4 index (SST anomaly in the region bounded by 5°N to

5°S, from 170°W to 120°W), with values estimated back to 1877

(Bunge and Clarke, 2009) and 1856 (Kaplan et al., 1998), was

selected over the SLP-based Southern Oscillation Index

(Ropelewski and Jones, 1987), Multivariate ENSO index

(Wolter and Timlin, 2011), or another indicator, owing to its

direct reliance on SST in the central and Eastern Pacific

(Trenberth, 1997; Trenberth and Stepaniak, 2001). Positive

values correspond to the El Niño phase, with negative indices

representing La Niña. The NAO was identified using the station-

based NAO index (Hurrell, 1995), which measures the strength

of the NAO as the difference between SLP in Portugal and

Iceland. The PNA index (Barnston and Livezey, 1987) uses

principal components analysis of SLP across the Northern

Hemisphere. The AMV index (Enfield et al., 2001) uses SST

across the North Atlantic, and the PDO index (Hamamoto and

FIGURE 2
Time series of annual standardized climate indices for available periods of record (blue lines are monthly values, red are 13-month moving
averages). NAO and AO indices are from theClimate Prediction Center; AMV and PDO indices are determined using the Extended Reconstructed Sea
Surface Temperature (ERSST) data set version 5 (Huang et al., 2017). Source: https://climexp.knmi.nl/.
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Yasuda, 2021) is constructed using principal components

analysis of SST across the North Pacific. Tree-ring-based

reconstructions of the AMO (e.g., Wang et al., 2011) and

PDO (e.g., D’Arrigo et al., 2001) have also been used to

extend the record by hundreds of years. Statistically

standardized time series of the indices are shown in Figure 2.

Monthly 2-m temperature and precipitation fields

(preliminary/provisional from 1950 to 1978 and combined for

1979–2020) from the fifth-generation European Centre for

Medium-range Weather Forecasts (ECMWF) Reanalysis

(ERA5; Copernicus Climate Change Service, 2017) are

aggregated into seasonal means (i.e., DJF, MAM, JJA, and

SON) and correlated (separately) with each teleconnection

index, for the 1950–2020 period. ERA5 is a reanalysis product

that combines in-situ observations and numerical modeling and

is available at 31-km horizontal resolution (Hersbach et al.,

2020). Reanalysis products are typically used as gridded

observations for synoptic- and large-scale atmospheric

circulation and are adequate for pattern identification used

herein. Each variable is linearly detrended at each grid point,

and anomalies are calculated by removing the average monthly

climatology. One area of caution in the interpretation of results is

that current gridded data sets tend to suppress precipitation

extremes in the SCUSA (Sun et al., 2019).

The relationship between each pattern of variability (e.g.,

ENSO) and each atmospheric variable (i.e., temperature or

precipitation) is assessed for each season, such that a

correlation analysis is conducted between the annual ENSO

index time series and the (say) DJF temperature at each grid

point across the continental U.S., although the focus here is on

results for the SCUSA. DJF values were assigned to the year of

their January-February components. Statistical significance at the

95 percent confidence interval is assessed by a two-tailed

Student’s t-test, taking into account serial correlation

(Bretherton et al., 1999).

Impacts of enso in the south-central
United States

The literature suggests that, while every ENSO event is

different (Capotondi et al., 2015), ENSO generally has more

prominent and well-understood impacts on the SCUSA than

other climate modes investigated. Danco and Martin (2018)

observed the influence of ENSO on the low-level jet stream

that advects heat and moisture through the SCUSA toward the

Great Plains. ENSO has been shown to have a predictable

influence on both temperature and precipitation in the

SCUSA (Wang and Robertson, 2019), although Zhou et al.

(2016) cautioned that prediction of ENSO-induced

precipitation tends to underemphasize extremes substantially.

The El Niño phase has been linked to positive cold-season

geopotential height anomalies in the southeastern

United States (Horel and Wallace, 1981) and negative cold-

season temperature departures across the United States. Gulf

Coast and northern Mexico, especially in southwestern Texas

and adjacent northern Mexico (Hurrell, 1996; Torbenson et al.,

2019). EL Niño events have also been found to be generally

associated with positive precipitation anomalies throughout the

same area (Ropelewski and Halpert, 1986; Ropelewski and

Halpert, 1987; Wise et al., 2015; Torbenson et al., 2019), but

with significant clustering of precipitation “hotspots” over the

Gulf of Mexico (Munroe et al., 2014). Summertime El Niño

conditions also increase precipitation in the subsequent winter

with La Niña summers suppressing the upcoming winter’s

precipitation in much of the SCUSA (Kurtzman and Scanlon,

2007). The La Niña phase is linked less conclusively to

temperature and precipitation in the same area, but with

tendencies for negative cold-season precipitation anomalies

(Ropelewski and Halpert, 1989, 1996; Munroe et al., 2014).

Multiple causes of these anomalies have been noted. Vega

et al. (1998) noted the importance of displacement of mid-

tropospheric ridging near the SCUSA that supports ridging

during La Niña events. Eichler and Higgins (2006) linked

precipitation anomalies to displacements in storm tracks in

North America and surrounding ocean environments. Sweet

and Zervas (2011) emphasized the influence of an

anomalously strong subtropical jet stream, which advects

moisture (Sanchez-Rubio et al., 2011) that had been displaced

eastward in the tropical Pacific Ocean during the El Niño event,

with weakening of the subtropical jet and decreased cyclogenesis

in the southeastern United States and SCUSA during La Niña

events (Ropelewski and Halpert, 1986; Schmidt et al., 2001;

McCabe and Muller, 2002). Bove et al. (1998) and Pielke and

Landsea (1999) noted the decreases in upper-level vertical wind

shear in the main hurricane development regions during La Niña

events and increases during El Niño events, which can partially

offset the “typical” anomalies during the early part of the cold

season by increasing storm frequency during La Niña conditions

and reducing storm frequency during El Niño conditions (Gray,

1984; Shapiro, 1987). The precipitation signature of ENSO is

likely to be most important in the northern part of the SCUSA

and the association with hurricanes is likely most influential in

parts of the SCUSA where tropical cyclones represent an

important part of the precipitation climatology, such as south

coastal Texas and Louisiana, at the time of year when tropical

cyclones may be a factor. However, ENSO’s influence on tropical

cyclone frequencies for the southeastern United States. Gulf of

Mexico coast is likely to be reduced compared to that on the

United States. Atlantic Coast (Smith et al., 2007).

Wide spatial and temporal variability in ENSO-forced

temperature and precipitation anomalies are to be expected

in the SCUSA as elsewhere (Deser et al., 2018), with the

magnitude and even the sign of the winter temperature (Yu

et al., 2012a) and precipitation anomalies affected by the

location of the Pacific warm and cold pools during El Niño
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events (Zhang et al., 2012). Whereas conventional El Niño

events are characterized by warming in the eastern tropical

Pacific Ocean, the so-called El Niño Modoki events (Ashok

et al., 2007), also known as central-Pacific El Niño events (Kao

and Yu, 2009), have anomalously warm SSTs in the central

Pacific Ocean flanked by cooler SST to the east and west. As

Atlantic tropical cyclone landfall frequencies are suppressed

less during Modoki events than during conventional El Niño

events on the Gulf of Mexico coast and Central America (Kim

et al., 2009), precipitation anomalies in the SCUSA may

depend on the type of El Niño event. The diverging

hydrometeorological responses by type of ENSO event

(i.e., “conventional” vs. Modoki, or east-Pacific vs. central-

Pacific), such as in above vs. below-normal spring Mississippi

River basin precipitation, soil water hydrology, and streamflow

(Liang et al., 2014), requires careful attention to the type of

ENSO event to assess the impact. Flanagan et al. (2019) noticed

the importance of central Pacific SSTs for producing

precipitation anomalies in the southern Great Plains,

including parts of the SCUSA. Nevertheless, “conventional”

ENSO events tend to have a greater overall influence than

Modoki events for the tropical Atlantic Ocean (Taschetto et al.,

2016) westward in the SCUSA (Yu et al., 2017). Other studies

have found that other weather phenomena across the

United States respond to extreme ENSO phases, such as

tornadoes being more frequent and intense in the SCUSA

during winter and early spring (Cook et al., 2017). The

observation of increased prevalence of Modoki El Niño at

the expense of “conventional” or eastern Pacific El Niño (Yu

et al., 2012b; Liang et al., 2015) may have implications for

future ENSO impacts in the SCUSA.

Results, based on ERA5 for the 1950–2020 period, illustrate

the relatively strong but complex spatial and seasonal differences

in ENSO influence on temperature and precipitation in the

SCUSA. The most prominent temperature relationship in the

SCUSA is in Texas in spring, when anomalously cold conditions

occur in the El Niño events and warm conditions occur in La

Niña events (Figure 3). Precipitation anomalies are also most

prominent in Texas during the spring, with El Niño events

associated with anomalously wet conditions and La Niña with

drier-than-normal springs (Figure 4). Our results of generally wet

anomalies during El Niño events in SON (Figure 4) align with

recent research that suggests a temporally decreasing influence of

El Niño events on southeastern United States precipitation (Mo,

2010) and increasing autumn precipitation anomalies in the

eastern SCUSA and adjacent Mississippi and Alabama related

to El Niño events (Bishop et al., 2019).

The Great Plains low-level jet (GPLLJ), the Caribbean low-

level jet (CLLJ), and extratropical wave trains America

(Krishnamurthy et al., 2015) likely force the broader signals in

the SCUSA during spring. Analysis of reanalyzes/observations

demonstrate that ENSO has a significant impact on the strength

of the GPLLJ, with a significant negative correlation in the spring

and a significant positive correlation in summer (Schubert et al.,

2004; Weaver et al., 2009; Muñoz and Enfield, 2011;

Krishnamurthy et al., 2015; Danco and Martin, 2018). Muñoz

FIGURE 3
Correlation coefficients between the Niño 3.4 index and seasonal temperature across the continental United States (1950–2020); stippling
indicates statistical significance (p < 0.05).
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and Enfield (2011) discovered that colder SSTs in the Niño

3.4 region often result in a stronger GPLLJ in spring.

Observations indicate wintertime La Niña induces high SLP

anomalies over the Intra-Americas Sea the following spring

through changes in the Walker and Hadley circulation. This

leads to a strong CLLJ, which drives a stronger GPLLJ, with the

GPLLJ and CLLJ significantly correlated in spring (Martin and

Schumacher, 2011a). Lee et al. (2013) found that in April and

May, cold SST anomalies in the Niño 4 region and warm SST

anomalies in the Niño 1+2 region work together to result in

increased moisture transport from the Gulf of Mexico, which

could imply a stronger GPLLJ. Another study presented a similar

pattern in the summer, with a Modoki (i.e., Central Pacific) El

Niño weakening the GPLLJ and a conventional (i.e., East Pacific)

El Niño strengthening it (Liang et al., 2015).

Going beyond traditional associations between ENSO vs.

temperature and vs. precipitation, cascading socio-ecological

connections to ENSO are also important in the SCUSA. For

example, ENSO is an important control over “greenness,” as

represented by the Enhanced Vegetation Index, and explains

10 to 25 percent of variability in greenness in south-central Texas

and adjacent western

Texas and eastern New Mexico (Swain et al., 2017). Mishra

et al. (2011) and Konapala et al. (2018) identified linkages

between ENSO and streamflow variability in Texas, with the

latter finding strong but spatially and temporally inconsistent

associations between El Niño events and drought in the

subsequent summer, particularly in southern Texas

(Rajagopalan et al., 2000). The Texas and Oklahoma floods of

May 2015 have also been linked to El Niño events (Wang et al.,

2015), and periodic Texas drought in the pre-instrumental period

in the region have also been noted (Stahle and Cleaveland, 1988);

such variability is likely associated with ENSO and potentially

other teleconnections. El Niño events also lead to warmer SST in

the Gulf of Mexico and Caribbean Sea (see Figure 1A) that can

drive coral bleaching events that can impact fisheries in the

northern Gulf of Mexico (Schmidt and Luther, 2002; Tolan, 2007;

Piazza et al., 2010; Gomez et al., 2019).

ENSO has numerous cascading impacts on atmospheric

circulation (Rasmusson and Carpenter, 1982) and

precipitation-dependent human activities in the SCUSA. For

example, the linkage of El Niño events to anomalously weak

surface winds, and therefore reduced ocean waves along the

major shipping routes in the northernmost Pacific Ocean (Chen

et al., 2012), impacts North America including the SCUSA,

particularly considering the temporally increasing volume of

trade with Asia. ENSO-forced salinity fluctuations in

Louisiana estuaries contribute to decreased brown shrimp

abundance following El Niño events (Piazza et al., 2010). The

SCUSA will undoubtedly be impacted if recent research (Cai

et al., 2021) suggesting a widening ENSO-induced SST variability

and therefore enhanced warm-phase-ENSO warming, along with

an eastward shift and intensification of the ENSO-related PNA

pattern and the Pacific-South American patterns, is realized.

The future of ENSO is far from certain, as some recent work

suggests more extreme El Niño and La Niña (e.g., Cai et al., 2015;

Liu et al., 2021) events, while other research (e.g., Callahan et al.,

2021) suggests that CO2 forcing will dampen ENSO events.

FIGURE 4
As in Figure 3, but for precipitation.
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Nevertheless, any future changes in the dominance of

conventional vs. Modoki (or central-Pacific) El Niño events

are likely to affect SCUSA temperatures, particularly in the

southeastern region (Yu et al., 2012a). Modoki have been

projected to become more common in the future relative to

the more conventional El Niño-defined SST anomalies (Yeh

et al., 2009), perhaps because of the effect of weakened

equatorial easterlies that in turn flatten the eastern tropical

Pacific’s thermocline (Ashok et al., 2007).

Impacts of the PNA pattern in the
south-central United States

The PNA pattern has a substantial influence on both

temperature and precipitation in the SCUSA (Wang and

Robertson, 2019). Specifically, during the PNA positive phase,

the SCUSA has been found to be anomalously cool (Hurrell,

1996) in all months except summer, when the PNA pattern is

poorly defined (Leathers et al., 1991). Hardy and Henderson

(2003) noted the proclivity for more frequent cold frontal

passages in western Texas during the negative PNA pattern,

thereby having implications on both temperature and

precipitation. Dong et al. (2011) linked the PNA pattern

causatively to cyclonic activity in the southwestern

United States including much of the SCUSA, but they

cautioned that the West Pacific teleconnection (Wallace and

Gutzler, 1981; Barnston and Livezey, 1987) may provide an even

more direct association. Somewhat wetter than normal

conditions in the coastal SCUSA have also been found to

occur during the positive mode (Wang and Robertson, 2019),

although Leathers et al. (1991) had found only weak associations.

Liu et al. (2014) observed a generally negative correlation

between the winter PNA pattern and the oxygen isotope ratio

(δ18O) of winter precipitation (including in nearly all of the

SCUSA), showing the influence of moisture source and storm

tracks on winter precipitation δ18O.
The ERA5-based analysis using the extended study period

largely confirms results from the existing literature regarding the

PNA-temperature relationship in the SCUSA, with generally

negative correlations (i.e., anomalously low temperatures

accompanying the positive PNA pattern, and vice versa) in

meteorological winter and (especially) spring, and weak

correlations in meteorological summer and autumn (Figure 5).

Specifically, except for the extreme northern and western sectors,

a negative relationship exists in meteorological winter (DJF) in

the SCUSA, with the coastal southeastern corner following the

pattern throughout much of the rest of the southeastern

United States of significant negative correlations. By spring,

the slight negative correlation in extreme northern and

western SCUSA from winter is reversed, and nearly the entire

SCUSA has significant negative correlation between PNA pattern

and temperature. In summer, the pattern deteriorates, with the

zero correlation line bisecting the SCUSA into western (negative)

and eastern (positive) zones; only northeastern Arkansas joins

much of the adjacent southeastern United States in displaying

FIGURE 5
Correlation coefficients between the PNA pattern index and seasonal temperature across the continental United States (1950–2020); stippling
indicates statistical significance (p < 0.05).
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significant positive correlations. By autumn, even weaker

relationships are found, not only across the SCUSA but also

across the eastern two-thirds of the United States.

The PNA-precipitation spatial pattern in the SCUSA in the

ERA5 for the extended period of years (1950–2020) is also largely

similar to that described previously in the literature. Specifically,

in winter and spring, relatively strong, significant positive

correlations occur in much of the western and coastal SCUSA

and adjacent Gulf of Mexico (Figure 6). A substantial zone of

significant negative correlations exists to the northeast of the

SCUSA, with its southwest-northeast orientation suggesting that

the trough-to-ridge side of the Rossby wave characteristic of a

negative PNA pattern brings anomalously wet conditions to the

Ohio and Tennessee Valleys. However, that zone shrinks and

moves eastward from winter to spring. In summer, the area of

significant positive correlations in the SCUSA is largely confined

to south-central Texas, perhaps due to the increase in albeit very

weak cold frontal passages (Hardy and Henderson, 2003), with

the zone of significant negative correlations

(i.e., PNA-induced trough leading to abundant precipitation)

pushed well to the east of the SCUSA. In autumn, no areas of

significance correlations are found in the SCUSA, with only

isolated pockets of significant correlations elsewhere in the

United States, such as over the Ohio and Tennessee valley

and coastal Virginia and North Carolina (positive) and

peninsular Florida and northern New England (negative).

Variability in themeridionality (i.e., north-to-south or south-

to-north flowing) of the PNA-defined ridge-trough

configuration, including both the temperature and

precipitation anomalies shown here and previously in the

literature, in turn contribute to fluctuations in other

environmental and human systems in the SCUSA. For

example, Rogers and Rohli (1991) and Rohli and Rogers

(1993) linked PNA-induced variability to economic impacts to

agriculture, including in the SCUSA. The PNA pattern has also

been shown to have an important control over “greenness” in the

western SCUSA, with particular importance in New Mexico and

the Texas High Plains (Swain et al., 2017). Based on the

relationships between the PNA pattern and temperature/

precipitation shown here, many other primary and secondary

impacts of the PNA pattern are likely to exist in the SCUSA.

However, relationships between the PNA pattern and natural

and human systems seem to be documented more thoroughly

elsewhere, such as in the Great Lakes region (e.g., Rodionov and

Assel, 2003; Yu et al., 2014).

Impacts of the NAO and NAM (AO) in
the south-central United States

The seesaw in pressure anomalies between the northern and

subtropical North Atlantic associated with the NAO produces a

chain reaction of physical responses. The NAO contributes most

dominantly to winter temperatures across much of the Northern

Hemisphere (Barnston and Livezey, 1987; Hurrell, 1996). A

northward displacement of the polar front jet stream during

the NAO’s positive (i.e., “warm” or “high”) phase (Visbeck et al.,

2001) generally contributes to anomalously warm and wet

FIGURE 6
As in Figure 5, but for precipitation.
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conditions in the eastern United States (Tootle et al., 2005), but

with warm (Hurrell, 1996) and varied precipitation conditions

over the SCUSA (Ning and Bradley, 2016; Wang and Robertson,

2019). Such conditions and their impacts are generally amplified

in the cold season (Folland et al., 2009). Consistent with colder

conditions in the negative (i.e., “cold” or “low”) phase of the

NAO, Hardy and Henderson (2003) attributed their finding of

increased cold frontal passages during the negative phase of the

NAO in much of the SCUSA to troughing over the region and

southerly displacement of the mid-latitude cyclone tracks.

Negative phases of the NAO have also been shown to

coincide with increased probability of cold air outbreaks

across the United States (e.g., Walsh et al., 2001; Cellitti et al.,

2006). Non-stationarity associated with the eastward shift of the

NAO, particularly in summer (Sun and Wang, 2012), has likely

been associated with changes in its influence over the SCUSA,

and, similar to other teleconnections, temporally changing

environmental, economic, and social impacts.

The inclusion of the ERA5 data over a longer period of time

generally suggests that the correlation between temperature and

the NAO index is typically insignificant in the SCUSA in all

seasons. During winter, the correlation is positive across the

majority of the United States, with areas of significance in the

southeast and adjacent to and in the Gulf of Mexico, although not

extending into the SCUSA (Figure 7). The implication is that

zonal (i.e., west-east) flow hinders the meridional transport of

Arctic and polar air masses into the United States. InMAM, areas

of significant positive correlations include the Gulf of Mexico and

adjacent peninsular Florida, and much of the West, with

simultaneous negative correlations across the Northeast and

adjacent Canada, but no significant areas in the SCUSA

(Figure 7). In summer, correlations are negative, but

insignificant across the SCUSA, excepting significant negative

correlations in Arkansas and down the Mississippi River valley

into Louisiana, extending from the Ohio River Valley, with

insignificant correlations between temperature and the NAO

in the SCUSA and most of the rest of the United States

during SON (Figure 7).

The literature suggests that largest and most significant

precipitation anomalies associated with the NAO tend to

occur along the North Atlantic storm tracks, the Midwest,

northeastern United States, and Europe (e.g., Bradbury et al.,

2003; Weaver and Nigam, 2008). For example, strong

correlations have been observed between central United States

precipitation and the NAO index due to the influence of the

GPLLJ in the summer. Ruiz-Barradas and Nigam (2005) and

Weaver and Nigam (2008) found that negative phases of the

NAO coincided with anomalously strong influx of moist Gulf of

Mexico air into the United States interior and unseasonably high

precipitation in the Midwest. Villarini et al. (2013) also found

that in Iowa, the magnitude of the NAO index was a useful

predictor in determining the occurrence of floods. However,

because the positive NAO is tied to a strengthening of the North

Atlantic Subtropical High, also known as the Bermuda-Azores

anticyclone (BAA), which strengthens the northeast trade winds

and promotes evaporation in the Caribbean Sea and Gulf of

FIGURE 7
Correlation coefficients between the NAO index and seasonal temperature across the continental United States (1950–2020); stippling
indicates statistical significance (p < 0.05).

Frontiers in Earth Science frontiersin.org12

Rohli et al. 10.3389/feart.2022.934654

35

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.934654


Mexico, with the opposite effects during the negative NAO phase

(Kapala et al., 1998; Mächel et al., 1998), the effect of the NAO on

the SCUSA is opposite to that farther north. Specifically, the

approach of the trade winds to the northwestern Gulf of Mexico,

after turning northward, advects increased moisture to the

SCUSA during the positive NAO phase and reduced moisture

during the negative NAO, thereby contributing to the

precipitation anomalies in that area (Oglesby and Erickson,

1989).

The correlations in ERA5 between precipitation and the

NAO index are shown in Figure 8, which illustrates the

generally weak relationships in the SCUSA, as with

temperature (Figure 7). The most extensive areas of significant

correlations in the SCUSA occur in spring, when much of

Oklahoma and Texas southward along the Texas-Louisiana

border and adjacent coastal areas show a positive association

between precipitation and the NAO index (Figure 8). In spring,

zonality in the NAO is linked with above-normal precipitation,

and meridionality brings drier air southward, suppressing

precipitation totals, in these areas.

These positive correlations are consistent with the prior

studies showing increased streamflow in the Midwest and into

the Lower Mississippi River basin during the positive NAO

phase. Some negative correlations occur in the westernmost

SCUSA in DJF and the Texas-Mexico border in JJA (Figure 8).

The NAO’s positive phase is linked to significantly greater

streamflow than its negative phase in eastern Texas and

western Louisiana (middle Mississippi River basin), which

aligns prominently with the Ohio, Missouri, and Upper

Mississippi basin (Tootle et al., 2005), thereby affecting

Lower Mississippi stream discharge. Coleman and Budikova

(2010) found that the significant 1993 and 2008 Midwest flood

events were both associated with a positive NAO phase

preceding the events, but the NAO was in a negative phase

during the flooding events. The NAO is also known to alter the

effects of ENSO on tropical cyclone activity by modulating SLP

associated with the BAA and associated vertical wind shear

(Lim et al., 2016).

Impacts of the AMV in the south-
central United States

Previous research has identified linkages between the AMV

and SCUSA temperatures, through the positive correlation

between tropical Atlantic SST and high cloud cover, the latter

of which is indicative of convection (Vaideanu et al., 2018). This

cloud-cover connection is corroborated by the observation of

positive correlations between minimum daily temperatures and

the AMV in much of North America, including the SCUSA (Gan

et al., 2019).

However, more emphasis has been placed on understanding

the hydrometeorological and hydrological impacts of the AMV

in the SCUSA. The AMV has been tied to precipitation variability

in the United States primarily through its influence on the

position and intensity of the BAA. A warm-phase AMV tends

FIGURE 8
As in Figure 7, but for precipitation.
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to weaken the BAA, which reduces low-level “back of high”

moisture advection into the SCUSA (Kushnir et al., 2010). The

relationship between tropical cyclone frequency and broad-scale

teleconnections seems to be most robust in the Atlantic,

particularly regarding the AMV at the interannual to decadal

scales (Vimont and Kossin, 2007). The most complete picture is

provided through the synergistic effects of ENSO and the AMV

(Mo et al., 2009), as the combination of La Niña and AMV warm

phase supports Atlantic-Gulf tropical cyclone activity and

accumulated cyclone energy (Patricola et al., 2014). A

paleoclimate reconstruction from a coral in eastern Caribbean

suggests connection between AMV and tropical cyclone activity

for 1923–1998 (Hetzinger et al., 2008). Other coral-based

reconstructions find strong correlation with AMV and

temperature proxies that extend this record back to 1751

(Kilbourne et al., 2008) and central Caribbean coral

hydroclimate reconstruction varies with the AMV back to

1887 (von Reumont et al., 2018). However, Gulf of Mexico

and Bahamian coral-based reconstructions suggest mixed

results with no direct AMO relationship (DeLong et al., 2014)

to coral-SST lagging the AMO by 6–9 years with a decreased

relationship before ~1800 (Saenger et al., 2009; Flannery et al.,

2017). Sea surface temperature in the Caribbean Sea and the Gulf

of Mexico plays a vital role in weather, hydroclimate, and

extreme events in the SCUSA (Wang et al., 2006, 2008a,

2008b; Martin and Schumacher, 2011a, 2011b, 2012; Misra

et al., 2014).

The positive mode of the AMV also appears to favor drought

in the SCUSA (Enfield et al., 2001; Rogers and Coleman, 2003;

McCabe et al., 2004; Mo et al., 2009). More recently, Torbenson

and Stahle (2018) confirmed this relationship using tree-ring

reconstructions by finding that the positive (warm) AMV phase

is strongly associated with central United States negative

precipitation anomalies in autumn (confirmed by Knight

et al., 2006), and also in spring and summer (confirmed by

Nigam et al., 2011), and with negative streamflow anomalies

along the northern and western Gulf of Mexico coast (Tootle

et al., 2005). Cook et al. (2014) found that while drought in the

SCUSA is positively correlated to the AMV index, drought in the

westernmost SCUSA is linked more strongly to La Niña events.

The mechanism responsible for such anomalies is the diversion

of westward trade wind-associated moisture flow southward of

the Gulf of Mexico (Méndez and Magaña, 2010). Perhaps the

most striking example of impacts from the AMV on SCUSA

drought is the evidence from a tree-ring reconstruction of the

1838 drought, which is likely to have contributed to many deaths

during the so-called Trail of Tears (Torbenson and Stahle, 2018).

Recent work supports these general findings, as long-term

future decreases in streamflow associated with the AMV is

projected for the southeastern United States, including

Louisiana (Sadeghi et al., 2019), although synergistic impacts

between the AMV and ENSO must also be considered

(Torbenson et al., 2019).

Results from ERA5 analysis on the extended study period

confirm a statistically significant positive relationship between

the AMV index and the SCUSA temperature for most of the

year (Figure 9), particularly summer and autumn, and weak,

insignificant correlations in spring. When combined with

results from the previous studies, it appears likely that

Atlantic tropical cyclone season would be impacted strongly

by AMV-related variability through its impacts on Gulf of

Mexico SSTs (Poore et al., 2009). Other paleoclimate-based

research has suggested that cool North Atlantic SSTs, El Niño-

like conditions, and the negative phase of the NAO were

associated with fewer hurricanes during the Maunder

Minimum (Trouet et al., 2016). AMV-precipitation

relationships, on the other hand, are weaker in the

SCUSA, with negative correlations strongest in autumn in

the interior SCUSA (Figure 10) when Gulf of Mexico and

Caribbean SSTs peak. Perhaps the coastal areas display the

weaker relationship due to the influence of tropical cyclones

that are energized by the warmer waters in the summer and

autumn months.

Impacts of the PDO in the south-
central United States

The role of the PDO in the observed cooler period over the

central United States, including the SCUSA, in the last quarter of

the 20th century amid substantial warming elsewhere, has been

noted (Kumar et al., 2013; Pan et al., 2013; Pan et al., 2017).

Responses to PDO-related temperature variability in the SCUSA

are stronger in winter and spring than summer and autumn, with

a tendency for negative temperature anomalies (Figure 11), as

represented by anomalously low geopotential height fields,

during warm-phase PDO, and vice versa (Mills and Walsh,

2013). Winter precipitation (Kurtzman and Scanlon, 2007)

and extreme precipitation (Zhang et al., 2010) have been

shown to be greater in the SCUSA during the positive (warm)

PDO phase than during the negative (cold) phase. The PDO-like

IPO has also been linked to precipitation anomalies of opposing

sign between China and the southwestern U.S., including the

SCUSA, with particular amplification of the relationship when

the AMV is in the opposite phase (Yang et al., 2019). McCabe

et al. (2004) identified the linkage between cooling associated

with the cold- (i.e., negative) phase PDO and drought across the

conterminous United States, including the SCUSA. Ford et al.

(2017) found that below-normal precipitation in the SCUSA is

forced by a negative PDO, which had already been associated

with a prolonged Medieval megadrought (MacDonald and Case,

2005), accompanied by a positive AMV. Barlow et al. (2001)

recognized the synergistic influence of the cold phase of both

ENSO and the PDO on the historic drought of the early to

middle 1950s in the SCUSA. ERA5 analysis on the extended

study period confirms the negative correlation between PDO

Frontiers in Earth Science frontiersin.org14

Rohli et al. 10.3389/feart.2022.934654

37

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.934654


phase and SCUSA temperature, with the relationship

statistically significant across large swaths of the SCUSA in

winter, spring, and summer and in the Gulf of Mexico in winter

and spring months (Figure 11). Anomalously warm Pacific

waters associated with the PDO produce positive

precipitation anomalies (and vice versa) in the western and

coastal SCUSA in all seasons and in the Gulf of Mexico in all

seasons except autumn (Figure 12).

FIGURE 9
Correlation coefficients between the AMV index and seasonal temperature across the continental United States (1950–2020); stippling
indicates statistical significance (p < 0.05).

FIGURE 10
As in Figure 9, but for precipitation.
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Tootle et al. (2005) linked the PDO’s warm phase with

significantly enhanced streamflow along the eastern Texas and

Louisiana coast, and in eastern Oklahoma, with Sagarika et al.

(2015) and Rodgers et al. (2020) concurring with these findings in

the SCUSA but with low explained variance (Mantua et al., 1997).

Khedun et al. (2012) elaborated on the distinction between the PDO’s

winter and spring influence (particularlywhenworking in tandemwith

El Niño) on the upper vs. lower Rio Grande, thereby somewhat

mitigating extremes in water availability. Pascolini-Campbell et al.

(2017) showed the importance of the positive PDO (and negative

FIGURE 11
Correlation coefficients between the PDO index and seasonal temperature across the continental United States (1950–2020); stippling
indicates statistical significance (p < 0.05).

FIGURE 12
As in Figure 11, but for precipitation.
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AMV) as a driver of anomalously positive streamflow in theUpper Rio

Grande basin.

Intraseasonal variability: The
madden-julian oscillation

Whereas the focus of this research is on seasonal-scale modes

of climate variability and their teleconnections, the intra-seasonal

tropical Madden-Julian Oscillation (MJO; Zhang, 2005) deserves

mention because of its proximity to and influence on the SCUSA

and because teleconnections are now recognized to exert an

untapped source of weather predictability at the intraseasonal

scale (Stan et al., 2017). Also known in earlier literature as the

30–60-day Oscillation (e.g., Tokioka et al., 1988; Ferranti et al.,

1990) or 40–50-day Oscillation (e.g., Madden and Julian, 1994),

Roland Madden and Paul Julian discovered the oscillation when

analyzing zonal wind anomalies in the tropical Pacific Ocean

(Madden and Julian, 1971). The MJO is characterized by a

geographically-propagating sequence of convective pulses as

revealed by spatial and temporal fluctuations in outgoing

longwave radiation (Figure 13). The location of MJO- induced

convective bursts define the eight MJO phases, which are

represented by an index developed by Wheeler and Hendon

(2004) based on a pair of empirical orthogonal functions of the

combined fields of near-equatorially averaged 850-hPa zonal

wind, 200-hPa zonal wind, and satellite-observed outgoing

longwave radiation. Phase 1 has relatively benign convection

ubiquitously, while Phases 2 through 6 support vigorous

convection in a west-to-east direction proceeding from the

equatorial central Indian Ocean to New Guinea, and Phases

7 and 8 have milder convective clusters from the central to

eastern equatorial Pacific.

The MJO phase has been linked to extratropical atmospheric

variability, forced largely by convection in the western tropical

Pacific (Lukens et al., 2017) through the modulation of

circulation, including through other teleconnections including

ENSO (Lee et al., 2019), the PNA pattern (Schreck et al., 2013;

Zhou et al., 2020; Toride and Hakim, 2021) and the NAO

(Cassou, 2008; Lin et al., 2009). Moon et al. (2011) recognized

the interplay between ENSO and MJO in modulating MJO

impacts.

Regardless of the extent to which other teleconnections

exacerbate or mitigate the effects, the MJO is known to be

related to North American weather and climate through its

impact on circulation. Research has related the MJO to

variability in the jet stream (Barrett, 2019) and associated

storm tracks (Grise et al., 2013; Zheng et al., 2018) and

snowstorms (Moon et al., 2012), temperatures (Zhou et al.,

2012), precipitation (Jones, 2000; Martin and Schumacher,

2011b), extreme precipitation (Jones et al., 2011), moisture in

atmospheric rivers (Jones and Carvalho, 2014; Baggett et al.,

2017), and tropical cyclones (Vitart, 2009) impacting North

America. As periods of active MJO activity have been

identified as important modes of cold-season circulation

predictability in the Northern Hemisphere extratropics (Jones

et al., 2004), it is not surprising that improvements in forecast

skill for extreme precipitation were found with MJO active

Phases 1, 2, 7, and 8, and in strong-magnitude cases of Phases

3, 4, 7, and 8 (Jones et al., 2011).

Somewhat less predictability for SCUSA temperature and

precipitation is afforded by MJO phase than in most other areas

FIGURE 13
Outgoing longwave radiation anomalies by Madden-Julian
Oscillation phase, using data from 1979 to 2014. Source: Caparotta
(2018). (A–H) represent MJO Phase 1 through 8 respectively..
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of North America (Rodney et al., 2013). There is a suggestion of

positive winter temperature anomalies in the SCUSA during

Phase 4, and in the eastern SCUSA during Phase 6, and positive

precipitation anomalies in the northern SCUSA during Phase 5

(Zhou et al., 2012), with Phases 4, 5, and 6 characterized by

convective clusters that move across the Maritime Continent into

the western tropical Pacific, respectively. Caparotta (2018)

observed increased storminess in the Gulf of Mexico region

during Phases 7, 8, and 1, which show relatively weak

convective clusters, propagating from the central to eastern

Pacific. Gulf of Mexico tropical cyclones have also been

identified to be modulated by the MJO, with westerly low-

level winds in the eastern Pacific far more supportive of

cyclogenesis than easterly (Maloney and Hartmann, 2000;

Klotzbach and Oliver, 2015), and with Phase 8 associated with

enhanced likelihoods for Gulf tropical cyclogenesis (Klotzbach,

2014).

While causes of MJO-influenced intraseasonal precipitation

variability in the SCUSA have been investigated thoroughly,

including due to mesoscale convective systems (Fritsch et al.,

1986) and most recently using isotopic data (Sun et al., 2019),

relatively few studies have isolated the regional impact of the

MJO. Thompson and Roundy (2013) observed a robust link

between March-May violent tornado days in the United States,

with strong representation in the SCUSA, and Phase 2, which is

manifested as a deep trough over the western and central

United States and veering wind anomalies from the south to

the southwest with increasing height. Guo et al. (2017) noted the

dominance of frequency over intensity of MJO-related cyclonic

activity, including over the SCUSA. MJO influences on

cyclogenesis and severe convective storms with damaging

winds, hail, and/or tornadoes in the United States. Gulf

Coastal region, including parts of SCUSA, have also been

identified (Caparotta, 2018).

Recent research has begun to suggest possible future changes

in the MJO. Zhou et al. (2020) proposed that an eastward shift in

the subtropical jet exit region will extend the MJO influence more

strongly eastward, toward the SCUSA. Despite the potential, little

research exists connecting the MJO beyond atmospheric

conditions to other human and environmental systems in the

SCUSA.

Discussion and summary/
conclusions

Multiple ocean-atmosphere modes of variability and their

teleconnections explain a significant amount of variability in

low-frequency atmospheric flow at seasonal and longer time

scales in the south-central United States (SCUSA). While a

rich literature about these teleconnections has been amassed,

the use of different data sets over different periods of record

with results compiled over different temporal units

(i.e., months, seasons, years) complicates comparison of

those results. A thorough review of recent research through

2021 regarding the environmental impacts of the

teleconnections from each major mode of climate variability

in the SCUSA, with a focus on temperature and precipitation,

is conducted here, independently of that put forth in the

Intergovernmental Panel on Climate Change (IPCC) Fifth

and Sixth Assessment Reports (IPCC 2014; IPCC 2022) and

the United States. National Climate Assessments. Correlation

fields are then generated for each climate mode’s index vs.

seasonal temperature and (separately) precipitation using a

modern, high-resolution data set from 1950 to 2020.

Qualitative comparison reveals consistencies and a few

differences between the literature and this analysis. In

general, the teleconnections associated with the modes of

climate variability examined have different degrees of

impact seasonally and spatially across the SCUSA, with the

spatial impact in the SCUSA varying particularly in the west-

east direction. The ERA5 reanalysis product provides a more

complete data set for our analysis, but because it is not

comprised of direct observations, differences may occur

from earlier assessments that used other data sets.

El Niño-Southern Oscillation (ENSO) is found here to have

different impacts on the SCUSA than has been revealed in

previous work. The fact that ENSO events, particularly

Modoki (or central-Pacific ENSO), which may play an

increasing role in the future, differ substantially from each

other in terms of their physical characteristics and their

impacts may explain the discrepancies with and among the

previous studies. The most prominent temperature

relationship in the SCUSA is in Texas in spring, when

anomalously cool conditions occur in the El Niño phase and

warm conditions occur in La Niña. Precipitation anomalies are

also most prominent in Texas in spring, with El Niño associated

with anomalously wet conditions and La Niña having drier-than-

normal conditions in the spring.

As in most of the rest of the United States, the Pacific-North

American (PNA) pattern relates to temperature only in winter

and spring in the SCUSA, where a negative relationship exists in

meteorological winter (DJF). This suggests that mid-

tropospheric ridging over the Rocky Mountain cordillera is

linked to anomalously warm temperatures and mid-

tropospheric troughing in the same area is associated with

anomalously cold conditions. Regarding precipitation, the

positive relationship in much of the western coastal SCUSA

and adjacent Gulf of Mexico means that Rocky Mountain

ridging brings more precipitation than average, as that

region tends to be under the influence of a downstream

trough, while Rocky Mountain troughing makes this area

drier than usual.

Although the relationship between the North Atlantic

Oscillation (NAO) and temperature is weak in the SCUSA,

some extensive areas of significant correlations to
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precipitation occur in spring, when much of Oklahoma and

Texas southward along the Texas-Louisiana border and adjacent

coastal areas show a relationship. More specifically, with strongly

zonal flow associated with the NAO associated with increased

precipitation in those areas and weaker zonality linked to

suppressed precipitation.

The two large, amorphous climate modes frequently

defined based on sea-surface temperatures in the Atlantic

and Pacific Oceans also have teleconnections and impacts

on the SCUSA. Unlike most other modes of climate

variability, the Atlantic Multidecadal Oscillation (AMO;

also known as the Atlantic Multidecadal Variability (AMV))

shows its strongest influence in the SCUSA in summer.

The warm-phase AMV is tied to anomalously warm

SCUSA temperatures, and vice versa. AMV-precipitation

relationships, on the other hand, are weaker in SCUSA,

with negative correlations strongest in autumn in the

interior SCUSA. This analysis verifies the existing literature

regarding the impacts of the Pacific Decadal Oscillation (PDO)

on the SCUSA. A slight tendency for below-normal

temperatures, especially in the cold season, and above-

normal precipitation in the SCUSA are apparent during the

warm phase, with generally opposite results in the cold-phase

PDO. The AMV influences the northern Gulf of Mexico

temperatures in summer and autumn whereas the PDO

has greater influence in the winter and spring. The AMV

has little influence over northern Gulf of Mexico precipitation

but the PDO influences precipitation for all seasons

except autumn, suggesting a quasi-persistent atmospheric

teleconnection between the Gulf of Mexico and the North

Pacific Ocean.

Collectively, the SO, NAO, NAM (AO), PNA pattern, AMV,

PDO, and MJO ocean-atmosphere teleconnections set up a

cascade of linkages (Terjung, 1976) that vary seasonally across

the SCUSA that can ripple across environmental, economic, and

social systems. One example of such cascading influence is the

future impacts of atmospheric and land-use land-cover

variability in forest ecosystems (Sohngen and Brown, 2006).

Trigo et al. (2002) conducted a similar analysis on effects of

the NAO on Europe and the adjacent North Atlantic waters. In

general, the teleconnection information collected in previous

studies and summarized here could be directed toward more

human-environmental systems research. To date, most such

work has focused on ENSO but utility exists for connecting

other teleconnection-based forcing patterns, particularly the

PNA pattern, AMV, and PDO, with human-environmental

systems in the SCUSA.

Moreover, whereas the climate modes and their

teleconnections described here are important modulators of

atmospheric and hydroclimatic variability in the SCUSA, other

teleconnections, particularly those identified by Barnston and

Livezey (1987) and/or the circumglobal (Branstator, 2002) and

extratropical Asian-Bering-North American (Yu et al., 2018)

patterns, may also exert an influence on weather and climate in

this region, as these latter two modes have been shown to have

a comparable influence to the PNA pattern on North

American climate (e.g., Yu et al., 2019). It is also possible

that other identified or as-yet-unidentified teleconnection

patterns could also be important for understanding SCUSA

climate and cascading climatic impacts. These modes and their

impacts could change in a changing climate. For example,

non-stationarity associated with the eastward shift of the

NAO, particularly in summer (Sun and Wang, 2012), has

likely been associated with changes in its influence over the

SCUSA.
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Using 51 years (1960–2010) of observations from meteorological stations in the

Sichuan-Chongqing region, including atmospheric visibility as a proxy for aerosol

concentration, relative humidity, air temperature, wind speed and FNL reanalysis

data (1°×1°) of air temperature, pressure andwind, and the altitude of each station, a

linear trend andmultivariate fitting approach was used to explore the effects of the

large topography on the atmospheric environment in the Sichuan-Chongqing

region. The region mainly consists of two areas: Sichuan Basin (SCB) and Western

Sichuan Plateau (WSP; eastern part of the Tibetan Plateau). Visibility was relatively

low in the SCB and high in the WSP, indicating the high and low levels of aerosols

respectively in the SCB and the WSP. Additionally, visibility and wind speed were

positively correlated within the basin (altitude below 750m), while negatively

correlated at stations above 1,500m, such as on the WSP, indicating that the

topography had an influence on the atmospheric environment of the basin. On the

one hand, the vertical structures of the wind fields and the vertical profiles of

latitudinal deviations in wind speed and air temperature in the basin show that the

unique large topography causes a “harbour” effect on the leeward-slope of the

WSP, with the SCB being a weak wind region, while the descending air currents in

the upper westerlies of the basin form a huge “vault” of air. On the other hand,

topographic effects can make the basin more susceptible to the formation of

inversion structures near the surface and at high altitudes, thus stabilising the

atmosphere. The topographic effects, which is not conducive to horizontal

diffusion and convective transport of pollutants, were the most significant in

winter, followed by autumn and spring.
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1 Introduction

The industrialization and urbanization of China over the

past few decades have caused serious air pollution problems

(Sun et al., 2016; Gui et al., 2020; Zheng et al., 2021),

characterized of high loading of fine particulate matter

PM2.5 (particulate matter with an aerodynamic diameter

equal to or less than 2.5 μm) in ambient air and low

horizontal visibility (Che et al., 2007; Deng et al., 2008; Sun

et al., 2016), with likely consequences on the human health

(Kampa and Castanas, 2008; Shang et al., 2013; Feng et al.,

2016; Xing et al., 2016; Liu et al., 2017), ecosystems (Carslaw

et al., 2010; Allen et al., 2019), and climate (Carslaw et al.,

2013; Kelly and Zhu, 2016). In addition to factors such as high

emissions, the role of meteorological conditions associated

with large topography is also considered to be a crucial factor

(Wang et al., 2013; Wang X. et al., 2018; Liao et al., 2018; Ning

et al., 2019; Zhang et al., 2019; Shu et al., 2022b; Hu et al.,

2022). It is generally accepted that topography has an

important influence on synoptic circulation, atmospheric

boundary layer, and local meteorology (Poulos and Pielke,

1994; Hu et al., 2014; Wang X. et al., 2018; Liu et al., 2018; Zhu

et al., 2018; Zhang et al., 2019), and therefore alter chemical

and physical processes of pollutants.

Topography can alter the thermodynamic and dynamic

structure of the atmosphere, resulting in flows representing a

systematic characteristic of large topography weather and climate

(Zardi and Whiteman, 2013; Wagner et al., 2015; Giovannini

et al., 2017), and thus affects the exchange of energy and mass in

the atmosphere (Wang H. et al., 2018; Wang et al., 2019; Shu

et al., 2022b). One of the main effects is the thermodynamic

forcing caused by inhomogeneous surface properties, disturbing

horizontal wind flows and altering vertical momentum mixing

(Schmidli and Rotunno, 2010). In addition, topographic effects

can cause strong temperature inversions (Whiteman et al., 1999),

low-level jets (Ting and Wang, 2006; Tuononen et al., 2015), lee-

side vortices (Gao and Ping, 2005), and gusts (Letson et al., 2019).

These phenomena are of worldwide significance, as nearly a

quarter of the Earth’s land mass can be classified as mountainous

(Blyth, 2002), such as the European Alps, the Tibetan Plateau

(TP) and the Qinling and Taihang Mountains in China, and the

Rocky Mountains in North America. Especially, eastern China

has been identified as more climatically stable than Europe and

the United States in terms of air conditions, partly due to the

country’s larger size and more complex terrain (Wang X. et al.,

2018).

Among the mountainous areas, atmospheric environment

in the Sichuan Basin (SCB) is of particular interest in recent

years (Yin et al., 2020; Chang et al., 2021; Kong et al., 2021; Wu

et al., 2022), due to both its unique bowl-shaped topography

and its high levels of air pollution. The SCB is flanked by

mountains-that is, bordered to the west by the TP, to the north

by the Daba Mountains, to the east by the Wu mountains, and

to the south by the Yunnan-Guizhou Plateau, which together

serve to shield the basin from external winds and trap air

penetrating the basin via large-scale weather disturbances

(Zhang et al., 2019; Guo et al., 2022). The basin is one of

the regions with the highest values of atmospheric aerosols

and clouds in China (Li et al., 2015; Qiao et al., 2015), with an

annual average AOD (550 nm) value of 0.848 from 2000 to

2010, which is very significantly different from that in the TP

(about 0.1) (Luo et al., 2014), which is immediately to the west

of the basin. Previous studies showed that the average

visibility in the SCB from 1973 to 2010 was basically no

higher than 20 km, and below 10 km for most of the time

in the central and southern regions, while the visibility on the

western Sichuan Plateau (WSP) in the immediate west of the

region remained above 25 km all year round (Chen and Xie,

2012). The principal causes of the visibility impairment in

SCB were identified to be high levels of aerosol concentrations,

as well as low wind speed and high relatively humidity

conditions due to terrain effects (Wang et al., 2017).

Previous studies have examined the influence of terrain

effects on haze pollution in the SCB using individual cases

of PM2.5 pollution and seasonal PM2.5 pollution aspects (Ning

et al., 2018; Ning et al., 2019; Zhang et al., 2019; Shu et al.,

2022b). Using sensitivity simulations of topography, Zhang

et al. (Zhang et al., 2019) found that the topography could

increase near-surface PM2.5 concentrations in the SCB by

close to 50 μg/m3 during a severe haze episode in winter

2014, corresponding to an increase of roughly 45%. Shu

et al. (Shu et al., 2022b) then went on to investigate the

three-dimensional distribution of terrain-induced PM2.5

concentrations over the SCB in different seasons, and they

found that the increases in PM2.5 concentrations can increase

from 30 μg/m3 in summer to 90 μg/m3 in winter at surface

layer and increase from summertime 10 μg/m3 to wintertime

30 μg/m3 in the lower free troposphere.

Although previous studies have manifested the terrain

effects of the SCB on regional atmospheric environments,

the current understanding is still inadequate, especially from a

long-term climate perspective. In the context of the westerly

wind belt, the dynamic and thermal effects of the TP

significantly influence the regional weather and climate

characteristics of China, particularly the SCB region.

Therefore, there is a great need for an in-depth analysis of

the large topographic dynamics and thermal effects on the

long-term spatial and temporal distribution changes of

aerosols in the SCB. Due to the lack of long-term aerosol

concentration observations, this study uses visibility as a

proxy for analysis, and a description of data and method

used are presented in Section 2. Section 3 describes the spatial

and temporal variability of visibility in relation to topography

and analyses the mechanisms by which topography affects it

using reanalysis data. Finally, the major conclusions are

summarized in Section 4.
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2 Materials and methods

This paper uses observations from meteorological stations in

the SCB and its surrounding areas (191 stations in total as shown

in Figure 1) for a period of 51 years (1960-2010). The

meteorological selected for analysis includes atmospheric

visibility as a proxy for aerosol concentration, relative

humidity, air temperature, and wind speed, as well as the air

temperature, pressure, and wind in the FNL reanalysis data from

1999 to 2010. The AOD from MODIS remote sensing data were

used. Data from 2010 onwards is avoided because of the

substantial impact on air pollution due to the large number of

emission reduction measures undertaken in SCB (Liu et al., 2021;

Shu et al., 2022a). Visibility observations in China were classified

according to 10 classes before 1980, after which they were

expressed in kilometers. In order to make the visibility data

comparable before and after 1980, we adopt the method of Qin

(Qin et al., 2010) to homogenize the data. With the method, the

day-by-day visibility data of all stations from 1980 to 2005 are

accurately converted into visibility classes, and the visibility

distances are averaged under the limits of each visibility class

to obtain a more suitable proxy for the visibility distances

corresponding to the 10 visibility classes (Table 1).

The Chinese meteorological stations conduct at least three

regular visibility observations per day, i.e., 08:00, 14:00, and 20:

00 Beijing time (BJT), with an additional observation at 02:00 BJT

for the base meteorological stations. Since the visibility

observation at 02:00 BJT and 20:00 BJT are carried out at

night, the targets selected for observation are different from

those during the daytime (i.e., 14:00 BJT), resulting in

inconsistent observation data. In addition, the visibility at 08:

00 BJT is easily affected by early morning radiation fog.

Therefore, only the observations at 14:00 BJT were selected

for analysis. Observations of visibility under weather

conditions such as fog, high winds, precipitation, and high

humidity (relative humidity RH> 90%), which may affect

visibility, have been excluded. The filtered visibility data was

then revised for humidity according to the method of Rosenfeld

(Rosenfeld et al., 2007) to obtain “dry visibility”, based on which

the climatic characteristics of atmospheric visibility in the SCB

and its surrounding areas were analyzed. In conjunction with the

wind, air temperature, humidity, etc. from FNL, the effects of

meteorological elements and the potential impact mechanism on

the transport and dispersion of pollution in the special

topography were investigated.

3 Results and discussion

3.1 Variation in dry visibility and AOD

Figure 2 shows the spatial distribution of the AOD over

China, aggregated over the years 2001–2010. It can be seen that

the SCB is one of the several most polluted regions in China, with

the AOD comparable with those in NCP and PRD, and that the

interior of the basin (marked with white line in Figure 2) is more

polluted than the peripheral areas around the basin.

The higher the AOD, the stronger the extinction of the

atmosphere. Therefore, visibility is generally inversely

proportional to AOD. Atmospheric visibility data can be

used to indirectly evaluate the optical properties of

aerosols, although the effects of aerosols, air molecules and

water vapor on light attenuation should be considered in the

calculation. According to the annual average of atmospheric

FIGURE 1
Topography map (shading, unit: m) with the locations of TP, WSP, and SCB. The solid red line marks the basin boundary with a topographic
elevation of 750 m. The 191 meteorological stations used to collect visibility and wind speed are marked with red dots.
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visibility over the past 51 years in Figure 3A, it can be seen

that there is a sharp contrast between the visibility in the SCB

and its western plateau region. Visibility within the basin,

averaged at 18.9 km, is significantly lower than that in the

WSP where the visibility mostly falls within 40–50 km, with

the average visibility of about 46.0 km in areas above 1.5 km

in altitude. The lowest visibility and highest AOD

simultaneously occur in the southern part of the basin,

with the former showing a gradual increase from east to

west, and the maximum visibility occurs on the WSP,

reaching 58.1 km.

According to the distribution of atmospheric visibility

variability in Figure 3B, 116 of the 191 stations (60.7% of the

total number of stations) showed a decreasing trend in

visibility, with 77 stations (66.4%) passing the 99%

confidence test, indicating a clear trend of decreasing

visibility. The stations with reduced visibility were mainly

located in the basin, concentrated in southwest of the basin

area and the southeast of Chongqing (Figure 3B). The most

significant reduction in visibility is in Panzhihua, with a

climatic tendency of about -7.73 km per decade. Panzhihua is

an important industrial city in the south Sichuan

province, where highly developed industries emitting a

large amount of air pollutants may be the main reason for

the reduction in high visibility. On the other hand,

74 stations (38.7% of the total number of stations),

mainly located on WSP, showed an increasing trend in

visibility, with 39 stations (52.7%) passing the 99%

confidence test. The most significant increase reached

about 6.39 km per decade.

3.2 Visibility in relation to terrain height
and wind speed

According to the linear correlation between the average

visibility and altitude of each station from 1960 to 2010

(Figure 4), it can be seen that visibility and altitude are

positively correlated, and the correlation coefficient is

about 0.90 (R2=0.81, p<0.01), indicating that there is a

close relationship between visibility and altitude, and the

higher the altitude, the greater the visibility. When the

altitude is less than 750 m, the visibility is mostly less

than 25 km, while when the altitude is greater than

1500 m, the visibility is mostly more than 40 km. A linear

correlation between the visibility and terrain altitude is also

given for the different interdecadal periods (Figure 5). The

visibility and terrain height in different periods are highly

positive correlated as well, with all the correlation

coefficients exceeding 0.8 (p<0.01).

TABLE 1 Visibility ranges and estimations for visibility levels.

Visibility level Visibility distance range
(km)

Visibility distance estimates
(km)

0 < 0.05 0.025

1 0.05–0.2 0.1

2 0.2–0.5 0.28

3 0.5–1.0 0.7

4 1.0–2.0 1.41

5 2.0–4.0 2.67

6 4.0–10.0 6.77

7 10.0–20.0 13.58

8 20.0–50.0 29.04

9 ≥50.0 54.27

FIGURE 2
Spatial distribution of the AOD over China, aggregated over
the years 2001–2010. Regions with relatively high AOD are
marked, i.e., the SCB, the North China Plain (NCP), the Yangtze
River Delta (YRD), the Central China (CC), and the Pearl River
Delta (PRD).
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As the relationship between visibility and wind speed is

relatively complex, it is discussed here separately for the SCB

(below 750 m elevation) and the WSP (above 1500 m

elevation). It reveals that visibility in the SCB was

positively correlated with the wind speed (Figure 6A), with

a correlation coefficient of 0.57 (p < 0.1), indicating that wind

speed is an important factor influencing visibility changes

within the basin. On the contrary, visibility and wind speed

on the WSP region are basically negatively correlated

(Figure 6B), i.e., visibility decreases with increasing wind

speed. As a rule of thumb, in heavily emitting areas such

as the SCB, higher wind speeds are more conducive to the

dispersion and outward transport of pollutants, while in

relatively clean areas, higher wind speeds are more

conducive to the transport of external pollutants into the

local area causing local pollution.

3.3 The mechanism of topography on
visibility

According to the analysis of visibility and altitude correlation

for 1960-2010 and for each inter-decade period (1960-1970,

1980-1990, 2000-2010), it can be seen that visibility and

altitude do not vary with the inter-decade period, but show a

significant positive correlation, indicating that there is indeed a

close influence effect between atmospheric environment and

topography, and it can be inferred that the conclusions of this

study would be still valid if the data are extended to present. In

addition, visibility and wind speed are significantly positively

correlated in the SCB area, while are weakly negatively correlated

in the WSP area, demonstrating the regional differences in

visibility variability, and its relationship with influencing

factors, which are tightly affected by the topography. It is

needed to understand how topography affects the atmospheric

environment. In this section, the characteristics of atmospheric

dynamic and thermal characteristics (reflected by wind and

temperature, respectively) under the influence of the special

topography are studied.

Figure 7 illustrates the vertical profile distribution of the

latitudinal zone average (28°N-32°N) of horizontal and vertical

wind speeds for different seasons. It can be seen that the

atmospheric circulation structure over the region is relatively

similar in winter, spring and autumn. During the three seasons,

the low-level atmosphere in the SCB, where harbored by the

Tibetan Plateau (TP) with its impact on midlatitude westerly

winds, is characterized by weak winds and updrafts, while the

high-level atmosphere is generally characteristic of strong winds

and downdrafts, forming a “harbor” effect over the basin on the

leeward slopes of the TP (Xu et al., 2015; Xu et al., 2016). On the

contrary, the surface wind speed in the WSP area is substantially

higher than those within the basin. A minimal horizontal wind

FIGURE 3
Distribution of (A) atmospheric visibility and (B) atmospheric visibility variability in the SCB and its surrounding areas over the 51 years (1960-
2010). The makers *, C, and ○ indicate passing the 99%, 95% and 90% confidence tests, respectively.

FIGURE 4
Scatter plots and correlation coefficient (R) of the visibilities
and terrain heights over the years from 1960 to 2010. There are
191 scattered points in the figure, representing the values of
191 meteorological observation stations.
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speed zone exists between 700 hPa and 850hPa, where is typically

the center of a lee-side vortex of immediately upstream TP

(Zhang et al., 2019; Shu et al., 2021). The zero vertical

velocity layer is at approximately the same altitude as the

WSP. It is worth noting that sinking air aloft is stronger in

winter than those in spring and autumn, with the updrafts being

suppressed within a lower altitude range and at their weakest

strength, forming a more unfavourable vertical structure for the

transport and dispersion of pollutants. In contrast, although

there are also areas of weak winds over the basin in summer,

the atmosphere is almost entirely in upward motion, which is

more conducive to the upward transport of pollutants. The

pronounced difference in the vertical movement of the

atmosphere in winter and summer should be related to the

thermal effect of the TP, i.e., acting as a cold source in winter

and heat source in summer (Zhang et al., 2000). The

dynamical structure of the atmosphere under the influence

of large topography may partly explain why haze is the most

FIGURE 5
Scatter plots and correlation coefficients (R) of the visibilities and terrain heights over the years from (A) 1960 to 1970, (B) 1980 to 1990, and (C)
2000 to 2010, respectively. There are 191 scattered points in each of the three subplots, representing the values of 191 meteorological observation
stations.

FIGURE 6
Scatter plots and correlation coefficients (R) of the visibilities and wind speeds in the stations with the altitude (A) below 750 m and (B) above
1,500 m.
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severe in the basin in winter, followed by spring and autumn,

and least severe in summer (Cai et al., 2018). Overall, on the

basis of the preceding analysis, diffusion conditions for

pollution are poor in the SCB under the particular large

topography, and become progressively better with

increasing altitude. Besides, higher anthropogenic emissions

within the basin would further reduced the visibility in the

basin areas.

In order to isolate the effect of large topography on the

atmospheric dynamic and thermal structure of the SCB, the

latitudinal deviations in wind speed and temperature within the

basin area (28°N~31°N, 104°E-109°E) were calculated. As shown

in Figure 8, in terms of average wind speed deviations, the

topography reduced the wind speed below 500 hPa in the

basin by about 0.5–2 m/s, while increased the wind speeds

above 500 hPa significantly. The topography causes the most

significant decrease in wind speed over the basin at 700-800 hPa,

especially in winter and spring (Figure 8A), which are not

conducive to the transport and dispersion of pollutants and

tend to cause the accumulation of pollutants in the basin. The

large topographic dynamic effects described above are present in

different seasons, only to varying degrees. Based on the overall

FIGURE 7
Vertical west–east cross–sections of horizontal (shading) and vertical (contour) wind speed averaged from 28°N to 31°N in (A)winter, (B) spring,
(C) summer, and (D) autumn for the period 1999 to 2010. The solid and dashed lines indicate rise (ω<0) and descend (ω>0) of the airflow, respectively.

FIGURE 8
Overall and seasonal deviations of wind speed (A) and temperature (B) from the same latitudinal band for the period 1999 to 2010 in the range
104°E–109°E and 28°N–31°N (corresponding to the SCB region).
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temperature-latitude deviation, it can be seen that, compared with

other regions in the same latitudinal zone, the topography reduces

the atmospheric temperature below 600 hPa over the basin, with the

largest drop of 2.5–3°C at 800 hPa (Figure 8B), which is about the

same as the height at which the topography reduces the wind speed

over the basin most significantly. This suggests that the topography

tends to make this layer of the basin more susceptible to off-ground

inversions, which may be closely related to the overall downward

warming of the leeward flow over the Tibetan Plateau (Xu et al.,

2014). Under the warming effect of the leeward-slope airflow,

inversions aloft are prone to form over the basin, with the

highest likelihood and frequency of occurrence in winter

(Figure 8B). The inversions would make the atmospheric

stratification in the basin region more stable and the vertical

transport of pollutants would be weakened, leading to the

accumulation of pollutants in the basin and thus deteriorating air

quality. There is a large seasonal variation in the effect of topography

on temperature, with an overall decrease in temperature of a more

pronouncedmagnitude in autumn and winter, and a relatively more

pronounced inversion effect at 800-600 hPa. Combining the above

analysis of the terrain effects on the wind-temperature structure over

the basin shows that the most significant effects are experienced in

winter, with both wind speed and temperature changing

considerably due to the topography, and that an inversion layer

is more likely to be generated than those in the other seasons. It is

therefore important to pay more attention to the deteriorating effect

of topography on air quality when developing pollution prevention

and control in winter.

4 Conclusion

The topography of the Sichuan-Chongqing region is very

complex, i.e. the SCB and the surrounding mountains are highly

undulating, especially the TP that lies immediately to the west,

resulting in a significant topography-dependent atmospheric

environment. Studies have been conducted to quantify the

influence of topography on atmospheric pollution in the SCB.

In this study, the atmospheric environmental effects of

topography in the Sichuan-Chongqing region are examined in

terms of long-term changes in visibility, a proxy of aerosol

concentration, and its connections with topography.

Visibility in the Sichuan-Chongqing region is significantly

and positively correlated with the terrain height. Visibility in

the SCB (defined as altitude less than 750 m) shows a

significant positive correlation with wind speed, while at

higher altitudes (larger than 1,500 m), visibility shows a

negative correlation with wind speed. The effects of the

large topography on the atmospheric environment of the

region are mainly manifested in the following ways: The

SCB is located on the leeward slope of the WSP. Under the

influence of its special large topography, the leeward-slope

effect leads to a weak wind area accompanied by ascending

motions at low altitude, and descending motions with westerly

winds at high altitude during the winter, spring, and autumn.

A zone of minimal wind speed exists between 700 and 800 hPa

in winter, spring and autumn, which corresponds to the height

of the centre of the leeward-slope vortex. The descending

motions could form a huge “vault” over the basin, which are

not conducive to vertical transport and dispersion of

pollutants. The “vault” effect is strongest in winter,

followed by autumn and spring, and disappears in summer,

being one of the key factors for the worst winter pollution in

the basin. Therefore, more attention should be paid to the

exacerbating effect of topography on pollution during winter

pollution control. In addition, topography has a significant

effect on the temperature structure over the basin, leading to a

tendency for inversions to form near the surface of the basin as

well as at high altitudes above 800 hPa, particularly at the high

altitudes where the intensity of the off-ground inversion is

very strong in the winter, autumn, and spring. The inversions

will further lead to a more stagnant atmosphere over the basin,

which is not conducive to the upward transport and

dispersion of pollutants.

This study attempts to investigate the atmospheric effects of

topography around the SCB from a long-term climatic perspective,

which is important for furthering the understanding of the effects of

topography on the atmospheric environment and the protection of

the atmospheric environment within the basin. There may exist

uncertainties in this study, such as the fact that most of the analysis

in this study was carried out using statistical methods, such as the

difference in meteorological conditions between areas within the

basin and the same latitude zone was used in studying the role of

topography, in which the interference of some other factors, such as

differences in underlying surface and/or climatic background, may

not be excluded. Therefore, future studies could combine a variety of

methods, such as conducting long time scale topographic sensitivity

tests in conjunction with chemical transport models, to reduce

uncertainties and improve the quantitative understanding of the

effects of topography in the SCB.
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influences of thermal and
dynamic boundary layer on the
vertical distribution of black
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Using vertical observation data of black carbon aerosol and meteorological

parameters in the ShouXian area of Anhui Province from 14 December

2016 to 3 January 2017, the thermal and dynamic effects of the boundary

layer on the vertical distribution structure of black carbon were studied. The

results show that 1) of 82 vertical sounding profiles obtained during the

observation period, there were 72 boundary layer sounding profiles

dominated by heat and 10 profiles dominated by dynamics. 2) When

thermal effects were dominant, the concentration of black carbon

aerosol was significantly affected by diurnal changes in the boundary

layer. In the unstable boundary layer, black carbon aerosol was uniformly

distributed in the vertical direction; during the transition from an unstable to

a stable boundary layer, the concentrations of black carbon aerosol were

significantly higher in the lower layer than in the upper layer; in the stable

boundary layer, the concentrations of black carbon aerosol decreased

continuously with height; and during the transition from a stable to an

unstable boundary layer, the black carbon aerosol concentrations

exhibited high values in the upper layer, with the concentration

difference reaching 4 μg m−3. 3) When the dynamic effect was dominant,

the structure of the vertical distribution of black carbon aerosol was affected

by wind and by diurnal changes in the boundary layer simultaneously. The

high winds (>4 m/s) removed the black carbon aerosol. In the unstable

boundary layer, the black carbon aerosol uniformly distributed in the

vertical direction had significantly lower concentrations in the high-wind

range; when stable boundary layers occurred and during transitions from

stable to unstable boundary layers, the black carbon aerosol concentrations

were higher in the lower layer and lower in the upper layer. The stratification

was more obvious than that observed under thermal control.
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Introduction

Black carbon (BC) aerosols not only pose a great threat to

human health (Zhang et al., 2007), but also play an important

role in environmental pollution, climate change, and extreme

weather occurrences (Raunemaa et al., 1994; Ramanathan et al.,

2002; Ramanathan and Carmichael 2008; Wang Y. et al., 2018a;

Slater et al., 2021; Xiao et al., 2011).

The analysis of observational data is a direct means of

understanding the spatial and temporal distributions of BC

aerosol. Since the 1970s, a series of field observation

experiments have been carried out in the United States

(Waggoner and Charlson, 1976; Countess et al., 1980; Cass

et al., 1982; Wolff et al., 1982), the United Kingdom (Singh

et al., 2018), Switzerland (Herich et al., 2011), Finland (Pakkanen

et al., 2000), and China (Luan and Mao, 1987; Tang et al., 1999;

Weng et al., 2001; Zhang et al., 2015; Lu et al., 2015), leading to an

in-depth understanding of the spatial and temporal distribution

characteristics, source resolution and formation mechanisms of

BC aerosol. However, these works are mostly based on near-

surface analyses.

An increasing number of studies have indicated that the

vertical distribution characteristics of BC aerosol have important

effects on both atmospheric radiative forcing and physical

processes in the boundary layer (Corrigan et al., 2008;

Ramanathan and Carmichael, 2008; Li et al., 2015; Zhao et al.,

2019; Zhang et al., 2015; Ding et al). Gordon (1997) and Duforet

et al. (2007) showed that the absorptive heating of BC aerosols by

shortwave radiation depends on their vertical distribution

characteristics. Slater et al. (2021) used models to quantify

this effect. When BC aerosol is concentrated at the top of the

boundary layer, a “dome effect” is formed. That is, BC aerosol

absorbs shortwave radiation at the top of the boundary layer and

heats up the surrounding atmosphere, leading to a decrease in the

turbulence intensity and inhibiting the development of the

boundary layer, thus increasing ground pollution (Tian et al.,

1997; Ding A. J. et al., 2016b; Huang et al., 2018; Y. Wang et al.,

2018a; Z.Wang et al., 2018b; Liu et al., 2019; Zhao et al., 2020). At

the same time, the cloud condensation nuclei (CCN) capability of

BC is significantly enhanced (Ding AJ. et al., 2016a), which

further affects indirect radiation. When BC aerosol is

concentrated near the ground, its heating effect will, in turn,

enhance turbulent motion and promote the development of an

unstable boundary layer (Petj et al., 2016; Tian et al., 2019).

Li and Liang et al. (Li et al., 2015; Liang et al., 2016) found

that the vertical structure of BC aerosol concentrations

differed significantly throughout the day using outfield

experimental data. Under stable conditions, BC aerosol

concentrations were found to be significantly higher in the

lower layers than in the upper layers (Zhang et al., 2012). The

shallower boundary layer and temperature inversion layer

increase the mass concentration of BC (Zhao et al., 2020).

Under unstable conditions, the vertical distribution of BC

aerosol is relatively uniform (Lu et al., 2019). When the wind

speed is high, ground transport may either remove or

exacerbate pollution, depending on the level of pollution in

the upstream atmosphere (Zhao et al., 2020). In addition, BC

aerosol concentrations are also influenced by the combination

of the turbulent motion, temperature stratification, and wind

field characteristics in the boundary layer. That is, physical

processes in the boundary layer play important roles in the

vertical distribution of BC aerosol.

At present, there are many individual case studies on the

vertical distribution of BC aerosol (Altstdter et al., 2019; Lu et al.,

2019). Zhao et al. (2019) and Shi et al. (2020) found BC aerosol

through observations. Zhao et al. (2019) and Shi et al. (2020)

found that the vertical structure of BC aerosol is strongly affected

by local meteorological conditions, local pollution sources, land

types, and atmospheric thermal and dynamic effects. However,

when most studies are only 3–5 days, this article has been

observed for 21 days and obtained 82 usable profiles. What’s

more, there are the profiles under different stability conditions,

which is more representative.

Table 1 lists a series of vertical sounding measurements

conducted by researchers in China in recent years. Through

comparison, these studies mainly discuss the physical

characteristics of BC aerosols and their effects on radiation,

and lack the influence of boundary layer physical processes on

BC profile. However, the distribution of BC mass concentration

in the boundary layer is strongly affected by the thermal and

dynamic effects of the atmosphere, so research in this area is

indispensable.

With this foundation as a starting point, ground-based

observations and vertical observations of the boundary layer

in ShouXian County, Anhui Province, in winter 2016 were used,

among other data, to compare and analyze the effects of dynamic

and thermal processes within the atmospheric boundary layer on

the vertical distribution characteristics of BC aerosol under

different stability conditions.

Experiment

Observation experiment

To understand in detail the variation characteristics of the

vertical structure of BC aerosol in a typical rural area in eastern

China, Nanjing University of Information Science and
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Technology (NUIST), together with Anhui Institute of

Meteorological Science, conducted a 21-days comprehensive

atmospheric boundary layer observation experiment in

ShouXian County, Anhui Province, China, from 14 December

2016 to 3 January 2017. The observation site was the ShouXian

National Climate Observatory (116.47E, 32.26N), the specific

position is shown in Figure 1, located 9 km from the county, with

flat surrounding terrain, homogeneous farmland in the

subsurface, and no obvious pollution sources (Yang et al.,

2017; Wang et al., 2020).

This experiment focused on the simultaneous observations of

the three-dimensional structure of BC aerosol, PM2.5 and

meteorological parameters. The ground observation

instruments included a microAeth® AE-33 micro-

aethalometer (Maggee, United States), a

CAWSD600 automatic weather station (Huayun Technology

Development, China), and a GRIMM180 particulate matter

concentration monitor (GRIMM, Germany). The sampling

frequency is 0.02HZ.

The vertical observation system mainly included a tethered

balloon (XLS-II type, volume 5.25 m3; payload 5 kg,

Supplementary Figure S1), a meteorological sensor (Institute

of Atmospheric Physics, Chinese Academy of Sciences,

Supplementary Figure S1) and a microAeth® AE-51 micro-

aethalometer (Maggee, United States). Vertical observations

were conducted eight times a day at 02, 05, 08, 11, 14, 17, 20,

and 23 h (local time, local time = UTC + 8, same below). The

collection frequency of meteorological data is 1HZ, while the

collection frequency of BC and PM2.5 data is 0.2HZ. Due to the

observation condition limitations, the observations were

suspended when the wind speed was high (>7 m/s) or when

precipitation occurred, so there were missing data in the later

analysis.

The balloon ascent/descent rate (approximately 0.8 m/s) was

controlled by an electric winch. Considering that the fish-shaped

balloon was well balanced, the air flow disturbance was largely

reduced during launch. Together with consideration of the

timing accuracy of the observations, the ascent was chosen for

the subsequent analysis.

TABLE 1 Comparison of research contents of BC vertical sounding in different regions of China.

Observation
area

Observation
time

Observation
height

Research content References

Shouxian 14.12.2016-
03.01.2017

0–1000 m Thermal and dynamic effects of boundary layer on the vertical distribution of BC This article

Beijing 25.11.2018-
27.11.2018

0–3000 m Physical properties of BC vertical profile during heavy pollution and its effect on
radiation

Zhao et al., 2020

Beijing late spring and
winter

500–2500 m Physical characteristics and parameterization of tropospheric vertical BC discuss
the influence of BC on radiation

Zhao et al., 2019

Beijing and Europe Beijing: 0–10000 m The physical properties related to the particle size of BC. The relationship
between BC and CCN, radiation is discussed

Ding et al.,
2016b09.04-2018; 12.11-

2018

Europe:

09.04-2008; 12.11-
2008

Xuzhou 13.07.2018-
15.07.2018

0–3000 m The effect of BC on radiation Liu et al., 2019

Nanjing 2016-2019 0–1000 m BC profile classification. Assess the effect of BC on radiative forcing and heating
rate

Shi et al., 2020

FIGURE 1
The location of the observation point. The black asterisk in
the figure refers to ShouXian.
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Data processing

AE-51 has a measuring range of 0–1 mg m−3, a resolution of

1 ng m−3, an accuracy of 5%, and a sensitivity of < 0.1 μg m−3.

The collected data were processed using the optimized noise-

reduction averaging (ONA) algorithm (Hagler et al., 2011), and

the light attenuation (ATN) of the averaging time window

increments was determined by the internal filter of the

instrument, reducing the light attenuation of the

instrument(ΔATN), which in turn reduces the effect of

instrument noise on the data. This expression is shown in Eq.

1 as follows:

BCi � As

Q · Eatn
×
ΔATNi

Δti
(1)

Where BC i is the average mass concentration of black carbon

(BC) aerosol in the i-th time interval (μg m−3);A s is the sampling

point area (7.1×10−6 m2); Q is the sampling flow rate

(100 ml min−1);Δ t i is the sampling time interval (10s);

andEatn is the sampling time interval whenΔ t i is the effective

mass absorption rate within the sampling interval.

AE-33 has an accuracy of 5% and a sensitivity of <
0.1 μg m−3. The dynamic zero-point test was performed at 00:

00 h in January of each month, and each test lasted for 20 min

with a time resolution of 1 s. The average BC value of the zero-

point test in this study was 0.01 ± 0.09 μg m−3; the BC values

showed a normal distribution, and the expected value was

0.01 after fitting with the Gaussian distribution function,

indicating that the instrument we used performed well during

the observation period.

The data were measured using a dual-point measurement

method (Virkkula et al., 2007; Cheng et al., 2018), and the BC

aerosol mass concentration was calculated from the optical

attenuation (ATN1 and ATN2) caused by two sampling

points with different loading levels, as shown in Eqs 2, 3:

BC1raw � BCzero loading × (1 − k × ATN1) (2)
BC2raw � BCzero loading × (1 − k × ATN2) (3)

where BC1raw and BC2raw are the mass concentrations of BC

aerosol at different flow rates through the sampling point

(μg m−3), and BCzero loading is the revised value after

removing the loading effect (μg m−3).

Considering that BC aerosol data measurements are

affected by temperature, with the measured BC aerosol

decreasing by 0.25 μg-m−3 for every 1°C increase in

temperature within the sensor (Altstdter et al., 2019), this

paper also applies a temperature revision to the BC data.

Before the study, we verified the data quality of AE-33 and AE-

51, see the attachment for details.

In addition, the sampling frequency of the meteorological

data was 1 s/group. The collection frequency of AE-51 was 10 s/

group. To eliminate mismatches between the meteorological data

and BC data in the vertical direction, a 60-s averaging was

performed for both datasets during the data processing. At

the same time, unreasonable data from instrument

malfunction or human factors were excluded. Variance tests,

extreme value tests, and continuity tests were applied to control

the quality of all observations and ensure data reliability and

accuracy (Ren et al., 2015). The wind direction is divided into

16 directions, e.g., 348.75–360° and 0–11.25° are recorded as due

north. 60-s mean wind direction is the most frequent wind

direction occurring in the time frame.

In addition to the barometric pressure (P), temperature (T),

relative humidity (RH), wind speed (WS) and wind direction

(WD) data collected by the meteorological sensors, the

atmospheric stability was calculated using the virtual potential

temperature (VPT). For the calculation of VPT, see Eq. 4 (Wang,

1987) below:

VPT � T × (

P0

P
)

Rd
Cpd

(1 + 6.08 × 104(ε ×
e

P − (1 − ε)e × 1000))

(4)
Where T is the measured air temperature (K);P andP0 are the

measured air pressure (hPa) and standard sea level pressure

(hPa), respectively;R d is the specific gas constant of dry air

(287 J kg−1 K−1); Cpd is the specific heat capacity of dry air at

a constant pressure and standard temperature

(1005 J kg−1 K−1); ε is the mass ratio of water vapor

molecules in air to dry air (0.622); and e is the water vapor

pressure (hPa), which is the product of the saturation water

vapor pressure at a given temperature (T) and relative

humidity (RH).

The time series of ground pollutant concentrations and

meteorological parameters during the observation period are

shown in Figure 2. The solid lines and dotted lines in Figure 2A

are the daily variations of BC aerosol and PM2.5, respectively.

The solid lines and bars in Figure 2B are the relative humidity

and precipitation, respectively. The solid line and arrows show

the temperature and wind distribution respectively in

Figure 2C, where the length of the arrow indicates the wind

speed magnitude. During this period, the atmospheric

circulation situation in the ShouXian area was relatively

stable, with mainly cloudy weather, low surface wind speeds,

high relative humidity, and small amounts of precipitation on

19-21 and 25-26 December. Under the influence of

meteorological conditions, the BC aerosol and

PM2.5 concentration trends were consistent, and there were

2 complete heavy pollution formation-dissipation processes

(PM2.5 ≥ 150 μg m−3) during this period. That is, the first

heavy pollution process on 18-20 December 2016, after which

pollutants were rapidly cleared on the 21st under continuous

precipitation flushing. The second heavy pollution process on

1–2 January 2017. After 13:00 on 2 January, the concentration

of BC began to decrease, which was due to the elevation of the
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boundary layer with the increase of solar radiation. The strong

turbulent mixing effect caused BC to mix in the boundary layer,

and combined with the clearing effect of high wind (Figure 10),

the surface concentration decreased. After that, with the

decrease of solar radiation and human activities, the

pollutants gradually increased until the precipitation on the

4th (see Supplementary Figure S5 in the attachment), and the

pollutants were removed.

Results and discussion

The atmospheric boundary layer structure has distinctive daily

variation in its distribution characteristics due to the sunrise and

sunset (Stull, 1988, See Supplementary Figures S3, S4 in the

appendix). The boundary layer evolution process can be roughly

divided into four periods according to differences in the vertical

structure of the boundary layer: the unstable boundary layer period

in the daytime, the unstable-to-stable boundary layer transition

period in the evening (referred to as transition period 1), the stable

boundary layer period at night, and the stable-to-unstable boundary

layer transition period (transition period 2). Location of the

maximum vertical gradient of virtual potential temperature was

used to determine the height of the boundary layer by calculating the

virtual potential temperature profile based on the temperature,

humidity and wind speed profiles observed by the sounding.

According to the Richardson number, the atmospheric stability is

judged; the virtual potential temperature profile is compared with

the typical profile (not shown here) of Stull (1988) to finally

determine the boundary layer structure and type.

Atmospheric stability varies highly in the boundary layer at

different times of the day. The ability of turbulence to disperse

pollutants vertically varies, depending on the stability.

Atmospheric stability also directly affects the vertical and

horizontal transport of pollutants by changing the thermal and

dynamic effects in the boundary layer. At this stage, the

Richardson number (R f ) is used to determine the atmospheric

stability (Vogelezang and Holslag, 1996; Seidel et al., 2012; Guo

et al., 2016).R f is defined as the ratio of buoyancy-related

turbulence to mechanical shear-induced turbulence; whenR f < 1
, the system is dynamically unstable, and whenR f > 1, the

dynamics are stable (Stull, 1988). Due to the discontinuity of

the observed height, the overall Richardson number is commonly

used in practical calculations (R B, Eq. 5). The Richardson number

can be calculated as follows:

RB � gΔVPTΔZ
VPT(Δu)2 (5)

where g is the acceleration of gravity; VPT is the virtual potential

temperature; Z is the height; and u is the horizontal wind speed.

The data of two adjacent layers are used in the paper, and the

Richardson number is calculated every 50 m.

FIGURE 2
From 14 December2016 to 3 January 2017: the changes in ground pollutants and meteorological parameters over time (A) BC aerosol, PM2.5;
(B) relative humidity, precipitation; (C) temperature, wind).
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In addition to atmospheric stability, wind speed is another

important factor that affects the atmospheric dispersion capacity

(Li, 1985). A study by Guiqin et al. (2016), Liu et al. (2002) and

Sun et al. (2016) pointed out that wind speeds greater than 4 m/s

in the boundary layer are favorable for pollutant dispersion.

Therefore, in this paper, wind speeds (>4 m/s) and the vertical

shear of horizontal wind speeds between two height layers (>1 m/

s/50 m) are considered, with RB< 1 as the judgment condition of

the boundary layer dominated by dynamic action. The rest of the

stability is attributed to the thermally controlled boundary layer.

Based on the above criteria, Table 2 counts the number of

contour lines in each of the four boundary layers under the

dominant dynamics and thermal controls. A comparative

analysis showing the effects of dynamic and thermal processes

within the atmospheric boundary layer on the vertical

distribution characteristics of BC under different stability

conditions was conducted. Due to the limitation of the

tethered balloon sounding conditions, 82 effective profiles

were obtained because observations could not be made under

adverse weather conditions such as precipitation or high winds.

Among the obtained cases, more cases were observed under

unstable boundary layer and stable boundary layer conditions,

with 34 and 33 cases, respectively; fewer cases were obtained for

Transition 1 and Transition 2, with only 8 and 7 cases,

respectively. Among all boundary layer types, the share of

thermodynamic dominance was as high as 87.8%, especially in

Transition1, where only thermodynamic dominance data were

observed. The number of boundary layers dominated by

dynamics was small, with a percentage of only 12.2%.

However, previous studies have shown that wind plays an

important role in the diffusion and three-dimensional

transport of BC (Wang et al., 2001; Liu et al., 2002).

Therefore, the influence of dynamics on variations in BC

concentrations in the boundary layer cannot be ignored.

Figure 3 shows the vertical profile distribution of the average

value of BC, temperature, virtual potential temperature, wind

speed and wind direction obtained during the winter observation

period. According to Figure 3A, the concentration of BC is the

highest at the ground, about 11.01 μg m−3, and decreases rapidly

with height. The concentration of BC at 150 m decreases to

4.09 μg m−3. In 150–800 m BC decreases only 2.20 μg m−3 with

height. Above 800 m, the BC concentration remains unchanged.

The short blue line is the standard deviation line, and the

standard deviation also decreases with the height, indicating

that the concentration of BC changes higher at the low

altitude, but few at the high altitude. The temperature profile

in Figure 3B shows that from the ground to 150 m, the inversion

is weak to the ground, but in the position temperature profile

(Figure 3C), the virtual potential temperature increases slowly

with the height, indicating a weak stable stratification (zVPT/

zz=0.77K/100 m), and the wind speed gradually increases from

1 m/s to 3.3 m/s. Under the superposition of stratification

conditions and wind, the concentration of BC decreases with

height.

Although the BC concentration is generally high on the

ground and low in the upper air, the shape of the BC profile

is different under different boundary layer conditions. The

influence of dynamic and thermal conditions on the BC

concentration under different boundary layer conditions will

be discussed in detail below.

Influence of the thermal effects of the
boundary layer on the vertical structure of
black carbon

Figures 4–7 show the distributions of BC, temperature,

virtual potential temperature, wind speed and wind direction

over the vertical profile under the four boundary layer

conditions. Among them, a-e are the vertical distribution

maps of each element under unstable boundary layer

conditions. In the evolution process of boundary layer, due to

the influence of weather, advection and other factors, sometimes

the imaginary virtual potential temperature profile of each stage

is not exactly the same as the diurnal cycle evolution profile of

boundary layer of Stull. Under normal conditions, thermal action

is the main reason for the formation of an unstable boundary

layer. In particular, turbulent activity is strong in boundary layers

due to the thermal forcing of the surface at noon. The vertical

distribution of meteorological parameters within a boundary

layer is more uniform under the effect of turbulent mixing.

The virtual potential temperature profiles at 11:00 and 14:

00 on 18 December 2016 basically meet the conditions that

zVPT/zz< 0 near the ground and zVPT/zz ≈ 0 in themiddle and

TABLE 2 Profile statistics under different boundary layer conditions.

Boundary layer type Total Thermal effects dominate
the profile

Dynamic effects dominate
the profile

Unstable boundary layer 34 31 3

Transformation of unstable to stable boundary layer(Transition period 1) 8 8 0

Stable boundary layer 33 27 6

Transformation of stable to unstable boundary layer(Transition period 2) 7 6 1
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upper layers. In this paper, two times were used as typical

individual cases among many samples for analysis. As seen in

Figure 4A, the BC concentrations throughout the vertical profile

(black dotted lines) at 11:00 on 18 December 2016 have slight

differences among the three altitude ranges. The profiles below

200 m and above 550 m have large concentration values,

0.86 μg m−3 and 1.95 μg m−3, respectively. Figure 4B and

Figure 4C show the vertical profiles of temperature and virtual

potential temperature. The temperature profile at the moment

shown in the Figure indicates an overall decreasing trend, with a

hanging inversion (intensity of 0.66°C/100 m) in the range of

200–550 m. The corresponding virtual potential temperature

profile also shows a strong stable structure. The wind speed

below 700 m (Figure 4D) is less than 1.5 m/s, and the wind

direction (Figure 4E) is variable. In summary, the height of the

mixed layer is approximately 200 m. The turbulent transport

effect is strong, and horizontal transport is weak in the mixed

layer. BC is more uniformly distributed in the lower layer,

200–550 m, and due to the existence of top inversion,

turbulent mixing is suppressed. The vertical transport of BC is

blocked and BC cannot enter the inversion layer, so the BC

concentration is lower in this height interval.

FIGURE 3
During winter observation period, BC, T, VPT, WS and WD contours. Blue lines are BC standard deviation line. (A) black carbon aerosol vertical
profile, (B) temperature vertical profile, (C) virtual potential temperature vertical profile, (D) wind speed vertical profile, (E) wind direction vertical
profile.

FIGURE 4
Thermally controlled unstable boundary layer BC, T, VPT, WS and WD contours. The black line indicates the contours of each element at
2016121811 and the red line indicates the contours of each element at 2016121814. Green and blue lines are BC error bars. (A) black carbon aerosol
vertical profile, (B) temperature vertical profile, (C) virtual potential temperature vertical profile, (D) wind speed vertical profile, (E) wind direction
vertical profile.
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The thermal effect is more obvious at 14:00 than at 11:00 on

18 December 2016. As seen in the figure, the suspended inversion

disappears at 200 m. Turbulent activity within the mixed layer is

stronger at this time than at other times. The vertical distribution

of BC (red dotted line) is more uniform, with an average

concentration of 2.19 μg m−3. From the ground to a height of

50 m is a superadiabatic layer with a decreasing temperature rate

of up to 4.85°C/100 m. The layer junction is in a strongly unstable

state (zVPT/zz � −4.11K/100m). The vertical wind speed profile

is similar to that seen at 11:00, with a slight shift in the wind

direction. Therefore, in such a boundary layer, the layer junction

is extremely unstable. Turbulent activity caused by the thermal

effect is strong. Convection in the vertical direction is strong. The

influence of the dynamic effect on BC remains small, and BC is

uniformly mixed in the vertical direction with concentration

fluctuations <0.5 μg m−3.

Figure 5A–E shows the structures of the vertical distributions

of the parameters during transition 1. In the evening, surface

radiation cools as solar radiation disappears. Ground inversion

occurs, with the lower layers showing stable boundary layer

FIGURE 5
Thermally controlled transformation of unstable to stable boundary BC, T, VPT, WS and WD contours. The black line indicates the contours of
each element at 2016121820 and the red line indicates the contours of each element at 2016123120. Green and blue lines are BC error bars. (A) black
carbon aerosol vertical profile, (B) temperature vertical profile, (C) virtual potential temperature vertical profile, (D) wind speed vertical profile, (E)
wind direction vertical profile.

FIGURE 6
Thermally controlled stable boundary BC, T, VPT, WS and WD contours. The black line indicates the contours of each element at
2016122823 and the red line indicates the contours of each element at 2016122302. Green and blue lines are BC error bars. (A) black carbon aerosol
vertical profile, (B) temperature vertical profile, (C) virtual potential temperature vertical profile, (D) wind speed vertical profile, (E) wind direction
vertical profile.
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characteristics, and pollutants decrease with height. The upper

layers retaining unstable boundary layer characteristics from the

previous moment, the vertical distribution of pollutants is

relatively uniform. The temperature profiles of 20:00 on

18 December 2016 and 20:00 on 31 December 2016 are the

closest to the standard profile, so they are analyzed as typical

cases in this period. From the BC concentration profile obtained

at 20:00 on the 18th (Figure 5A; black dotted line), it can be seen

that the concentration of BC in the lower layer is significantly

larger than that in the upper layer. The near-surface mean

concentration is approximately 7.7 μg m−3, which decreases

rapidly with increasing height (BC data are missing at

150–250 m). The BC concentration above 300 m is

approximately 2.3 μg m−3. In Figures 5A,B strong ground

inversion occurs below 100 m, with an intensity of

approximately 3.1°C/100 m. The virtual potential temperature

profile also shows a strong stable structure (see Figure 5C). The

temperature and virtual potential temperature profiles above

100 m are similar to those at 17:00 (omitted), which reflect

the atmospheric characteristics of the upper layers retained at

the peak of the mixed layer development after turbulence

disappears. At 20:00, due to the weak vertical transport of

turbulence in the ground inversion layer combined with the

effect of evening peak motor vehicle emissions, BC in the near-

earth layer cannot be transported upward, and the upper layers

retain their concentrations from the previous time period. The

BC concentrations in the lower layers are significantly larger than

those in the upper layers.

The profiles of each element (red dotted lines) at 20:00 on the

31 December 2016 are similar to those seen at 20:00 on the 18th.

Additionally, the characteristics of the two boundary layer types

at the time of Transition 1 are shown. The BC profile is

distributed in two segments. From the surface to 550 m, the

BC concentration slowly decreases from 6.2 μg m−3to 3.2 μg m−3.

Above 550 m, the average BC concentration is 1.9 μg m−3. A

strong ground inversion occurs below 100 m at this time, with an

intensity of approximately 5.06°C/100 m. The virtual potential

temperature profile also shows a strong stable structure. The

temperature and temperature profiles above 100 m still retain the

characteristics of the atmosphere at the peak mixed layer

development. It can be seen from the above that during

Transition 1, an inversion appears close to the ground, and

the turbulence-induced vertical transport is weak. The BC

concentration values decrease continuously with height inside

the inversion layer. However, outside the inversion layer, the BC

concentration is still characterized by an unstable boundary

layer.

Figure 6A–E shows the structures of the vertical

distributions of the parameters of stable boundary layers.

The stratification is more stable here than Transition 1 due

to continued radiative surface cooling, weak turbulent activity

and increased ground inversion thickness, which often occurs

from night to early morning. The near-ground zVPT/zz>0 at
23:00 on 28 December and at 0:00 on 31 December 2016 is an

obvious virtual temperature profile characteristic at the stable

boundary. Therefore, this paper takes it as a typical case for

analysis. During the high ground level BC concentrations seen

at 23:00 on the 28th, ground level concentration was

6.5 μg m−3. The data are missing for the layer from

50–100 m, and the concentrations above 100 m fluctuate

around approximately 4.1 μg m−3. In the temperature

profile (Figure 6B), the inverted temperature is close to the

FIGURE 7
Thermally controlled transformation of stable to unstable boundary BC, T, VPT, WS and WD contours. The black line indicates the contours of
each element at 2016122311 and the red line indicates the contours of each element at 2017010410. Green and blue lines are BC error bars. (A) black
carbon aerosol vertical profile, (B) temperature vertical profile, (C) virtual potential temperature vertical profile, (D) wind speed vertical profile, (E)
wind direction vertical profile.
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ground below 100 m, while the corresponding virtual

potential temperature (Figure 6C) increases with height.

The wind speed and direction (Figure 6D,E) have less

effects on the BC concentration than does temperature. In

the stable boundary layer, the turbulent vertical transport is

weak. Near-surface BC cannot reach high altitudes, and high

altitudes are still characterized by daytime mixed layers. The

BC profile is clearly stratified.

At 02:00 on 31 December 2016, the stable boundary layer

characteristics were still obvious. Due to the thermal effect, the

BC profile could be divided into two segments. Below 200 m, the

average BC concentration is larger than above, at approximately

9.3 μg m−3. Above 200 m, the BC concentration fluctuates at

approximately 3.0 μg m−3. The ground inversion temperature

ranges from 0 to 200 m, and the intensity is 1.36°C/100 m.

The virtual potential temperature profile also shows a strong

stable structure. The wind speed of the whole layer is less than

3 m/s. In summary, stable boundary layers where

thermodynamic effects dominate often have strongly stable

structures with inversion temperatures. The wind speed is

small; the turbulence activity is weak; BC diffuses poorly in

the vertical direction; and the profile shows a two-segment

distribution of with the lower level characterized by high BC

and the upper level characterized by low BC.

Figure 7A–E shows the vertical structure profile of each

element during Transition 2. The stable boundary layer is

transitioning to an unstable boundary layer, which often

occurs during the morning hours. The surface is heated by

the solar radiation that it receives. The thermal effect

strengthens the turbulent activity, and the heat is transferred

upward. The ground inversion in the lower part of the boundary

layer disappears, while the upper part remains a stable layer

junction. At 11:00 on 31 December 2016 and 10:00 on 4 January

2017, the virtual potential temperature profile satisfies the

conditions that the near ground zVPT/zz is slightly less than

0, the middle layer zVPT/zz >0, and the upper layer zVPT/zz ≈0,
which is most similar to the standard profile. In this paper, we

choose 11:00 on 31 December 2016 and 10:00 on 4 January

2017 as typical cases for analysis. The BC (Figure 7A) profile

shows a nose-like structure at 11:00 on 31 December. The

concentration remains at a constant value of 0.9 μg m-3 below

200 m. At heights of 200–300 m, the concentration of BC

increases with height up to 11.4 μg m−3, followed by reduced

concentration at 300–500 m. Above500 m, the concentration

fluctuates between 0.7 and 2.1 μg m−3. The ground inversion

(Figure 7B) disappears due to solar radiation, and an

overhanging inversion develops at 200–400 m. The virtual

potential temperature profile (Figure 7C) hardly varies with

height below 200 m, and above 200 m, it shows a stable layer

junction. The wind speed and direction (Figure 7D,E) indicate a

small southerly wind. Because the wind speed at 400 m reached

7 m/s on 30 December (figure omitted), the wind direction was

southerly, Hefei urban area transmitted a large number of

pollutants to Shouxian. BC accumulates in the suspended

inversion layer, where the turbulent activity inside the

overhanging inversion layer is weak, and BC cannot be

exchanged with the outside layers. The concentration is

5.2 μg m−3 higher inside than outside the inversion layer.

At 10:00 on 4 January 2017, the profile distribution of each

element was similar to that at 11:00 on 31 December. The near-

surface turbulent activity is strong, the ground inversion

disappears and an unstable boundary layer appears. However,

the turbulent activity aloft is weak, and there is an overhanging

inversion at heights of 100–250 m. The decreasing rate of the

virtual potential temperature below 100 m (zVPT/zz=0.15 K/

100 m) is less than the increasing rate of the upper level

(zVPT/zz=0.85 K/100 m). Under this layer condition, the BC

profile is divided into two segments. At 150 m–250 m, there is a

constant BC concentration of 0.9 μg m−3. At 250 m–450 m, the

concentration increases to 5.4 μg m−3. During the transition from

a stable to unstable boundary layer, the ground inversion

disappears. However, the upper layers still retain its inversion

structure. When the stable boundary layer changes to the

unstable boundary layer, the ground-level inversion

disappears, but the inversion structure still remains in the

upper layer. Weak turbulent transport makes it impossible for

black carbon to break through the bottom of the suspended

inversion layer, resulting in the difference of BC concentration

inside and outside the inversion layer.

Sometimes, in the unstable boundary layer, the ground is

superadiabatic, and turbulent activity caused by thermal effects is

strong. Under these conditions, BC is mixed uniformly in the

vertical direction, and the fluctuation range of the concentration

is less than 2.5 μg m−3. In Transition 1, a ground inversion of

temperature appears. The turbulence-induced vertical transport

capacity is weak. The BC concentration decreases continuously

with height. The intensity of the ground inversion in the stable

boundary layer strengthens continuously with time, and BC

accumulates near the ground. In Transition 2, due to the

emergence of solar radiation, the near-surface turbulence

activity is enhanced. The ground inversion disappears, but the

upper layers still retain their inversion structure. The BC profile is

split by the overhanging inversion, and high BC concentrations

appear in the upper layers, with concentration differences up to

4 μg m−3.

Effect of boundary layer dynamics on the
vertical structure of black carbon

From January 1st to 2 January 2017, the surface PM2.5

increased rapidly from 116.42 μg m−3 to 227.65 μg m−3 from

04:00 to 18:00 on 1 January. From 16:00 on 1 January to 13:

00 on 2 January, surface PM2.5 fluctuated at 214.25 μg m−3. After

13:00 on 2 January, PM2.5 concentration began to decrease. The

diurnal variation of air temperature decreased with the increase
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of PM2.5 concentration, and the relative humidity was always

above 70%. The surface wind speed is between 0.35 m/s and

2.95 m/s, and the dominant wind direction is north and

northwest. There is weak northerly wind pollution transport.

Meanwhile, the track 24 h after 00:00 on 2 January,

(Supplementary Figure S6), also shows that there is weak

northerly wind cold transport.

The selection of typical profiles under different boundary

layer conditions when the dynamic action is dominant is

consistent with that when the thermal effect is dominant. The

time when the temperature profile is most similar to the standard

profile is selected as a typical case. Figures 8–10 the vertical

profiles of BC, temperature, virtual potential temperature, wind

speed and wind direction for different boundary layer conditions

when the dynamic effects dominate. Only three boundary layer

types are available due to the lack of data for Transition 1, when

dynamic effects dominate. At 11:00 on 2 January 2017, the

dynamically controlled unstable boundary layer (Figure 8A–E)

is characterized by some similarities to the thermally controlled

layer, such as high turbulent activity. However, when high wind

speeds occur, high winds have a powerful transport effect on

material at the corresponding heights. As seen in Figure 8A,

below 200 m, the BC concentration is high, approximately

12.9 μg m−3. Then, it decreases slowly with height to

FIGURE 8
Dynamic controlled unstable boundary BC, T, VPT, WS andWD contours. The black line indicates the contours of each element at 2017010211.
Blue lines are BC error bars. (A) black carbon aerosol vertical profile, (B) temperature vertical profile, (C) virtual potential temperature vertical profile,
(D) wind speed vertical profile, (E) wind direction vertical profile.

FIGURE 9
Dynamic controlled stable boundary BC, T, VPT, WS and WD contours. The black line indicates the contours of each element at 2017010205.
Blue lines are black carbon error bars. (A) black carbon aerosol vertical profile, (B) temperature vertical profile, (C) virtual potential temperature
vertical profile, (D) wind speed vertical profile, (E) wind direction vertical profile.
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1.2 μg m−3 at 350 m. Above 350 m, the concentration fluctuates at

approximately 1.4 μg m−3. Below 400 m, the temperature

(Figure 8B) decreases with height, and the corresponding

virtual potential temperature (Figure 8C) is almost constant.

The wind speed (Figure 8D) has a nose-like structure in the

profile. From 200–450 m, the wind speed increases rapidly from

2 m/s to 5 m/s. Above 450 m, the wind speed decreases with

height. From the ground to an altitude of 700 m, westerly winds

change clockwise to northerly winds (Figure 8E). In summary,

when the wind speed is small, the characteristics of the thermally

controlled boundary layer are more obvious. For instance, below

200 m, the turbulence activity is strong, and the BC

concentration is uniformly distributed. As the wind speed

increases, gales play a diffusion and removing role for BC. For

example, above 200 m, the BC concentration decreases slowly

with height.

Figure 9A–E show the vertical structure profiles for each

element of stable boundary layers under dynamic control. In

this paper, we choose 05:00 on 2 January 2017 as typical cases

for analysis. BC (Figure 9A) has the highest concentration at

the ground level, reaching 19 μg m−3. From the ground to

300 m, BC decreases rapidly with height. Then fluctuating at

approximately 0.3 μg m−3 above 300 m. In Figure 9B and

Figure 9C, there is a ground inversion below 300 m with an

intensity of approximately 1.11°C/100 m, exhibiting a strong

stable structure (zVPT/zz = 2.12 K/100 m). The wind speed

(Figure 9D) profile shows an obvious nose-like structure in the

height range from 50–600 m. The maximum wind speeds

appear at 300 m and 6 m/s, and the wind direction is

northwest (Figure 9E). Above 300 m, the wind speed

remains >4 m/s. It is thus clear that the wind speed is high

in the whole layer, and the gusty wind plays a scavenging role

on BC. The BC concentration decreases with height at the

lower level (300 m) under the combined effect of the ground

inversion and gusty winds. The BC concentration is still low at

high altitudes due to high winds. Therefore, the BC profile

shows a clear structure of low-level high concentrations and

upper-level low concentrations.

During Transition 2 (Figure 10A–E, 08:00 on 2 January

2017), the unstable boundary layer starts to disappear due to

solar radiation. The BC (Figure 10A) concentration is highest

fluctuated around the surface (25.0 μg m−3) and fluctuates at

approximately 0.38 μg m−3 above 100 m. Turbulence activity is

intense from 0–100 m, and the layer junction is extremely

unstable (Figure 10B,C, zVPT/zz = -0.92 K/100 m). The top

inversion temperature remains above 100 m. The wind speed

at 50–600 m (Figure 10D) is higher than 4 m/s, and the nose-like

structure is obvious. The wind direction (Figure 10E) is a uniform

northwest wind. During Transition 2, the BC concentration

decreases rapidly at heights of 50–100 m due to the effect of

the top cover inversion. Above 50 m, high winds can significant

lower BC concentration. Therefore, the BC concentration is high

in the lower layer and low in the upper layer, and the high and

low air stratification is more obvious under these conditions than

that under thermal control.

Clearly, under dynamically dominated boundary layer

conditions, high winds play a diffuse removing role for BC, in

agreement with Altstdter et al. (2019),Wei et al, (2020), Caputi et al.,

2018, Miao et al., 2019, and others. However, due to the small

amount of data in this study, there may still be some errors in the

vertical profile distribution of BC in the actual winter boundary

layer, and more data are needed to further validate definitive

conclusions. In addition, due to the small amount of data used

in this study, theremay still be some errors within the vertical profile

distribution of black carbon in the actual winter boundary layer.

More data are needed to further verify this conclusion.

FIGURE 10
Dynamic controlled transformation of stable to unstable boundary BC, T, VPT, WS and WD contours. The black line indicates the contours of
each element at 2017010208. Blue lines are BC error bars. (A) black carbon aerosol vertical profile, (B) temperature vertical profile, (C) virtual potential
temperature vertical profile, (D) wind speed vertical profile, (E) wind direction vertical profile.
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Conclusion

In this study, vertical observations of BC and meteorological

parameters in the ShouXian County area during the winter of

2016 were used to analyze and discuss the influence of the

thermal and dynamic characteristics of the boundary layer on

the vertical distribution of BC. The results are as follows.

1) A total of 82 effective profiles were obtained during the

observation period, with a small proportion, 12.2%,

dominated by dynamic effects, and the rest representing

boundary layer profiles dominated by thermal effects. Among

the four boundary layer types, the unstable boundary layer and

stable boundary layer appeared more frequently, 34 and

33 times, respectively; the occurrence numbers of Transition

1 and Transition 2 cases were 8 and 7, respectively.

2) When thermodynamics dominate, in the unstable

boundary layer, turbulence activity is strong, convection

in the vertical direction is strong, and BC is evenly

distributed in the vertical direction. During Transition

1, the ground inversion temperature appears, and the

turbulence activity is weak. The BC concentrations in

the near-ground layer cannot be transported upward.

The BC concentrations in the unstable boundary layer

are retained in the upper layers, and the BC

concentrations in the lower layers are significantly larger

than those in the upper layers. In the stable boundary layer,

the ground inversion is deeper than that in the unstable

layer, and the layer junction is more stable. Under these

conditions, turbulence activity is further suppressed, and

the BC concentration decreases continuously with height.

During Transition 2, an overhanging inversion appears,

turbulence activity in the inversion layer is weaker, BC

cannot be exchanged with the outside world, the profile is

divided by the overhanging inversion, and the

concentrations show high values in the upper layers.

3) The BC profiles are similar to that of the thermodynamically

dominated profile when these dynamics are dominant. The

BC concentrations are evenly distributed in regions of low

wind speeds in unstable boundary layers and decrease

significantly in regions of high wind speeds (>4 m/s). In

stable boundary layers and during Transition 2, the wind

removal effect is significant, the BC concentration is higher in

the lower layer and lower in the upper layer, and stratification

is more obvious than that observed under thermal control.

This study did not consider the influence of regional transport

on the BC profile, and there are still many shortcomings.

Meanwhile, BC has a strong absorption effect on solar shortwave

radiation. If further studies confirm the relationship between BC

aerosol profile distribution and boundary layer evolution, this paper

can provide a profile reference for subsequent radiation simulations

and can provide a feasible idea for air pollution control.
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SUPPLEMENTARY FIGURE S1
A tethered balloon and a meteorological sensor. In this observation test, AE-
33 micro-Aethalometer measured ground BC data and AE-51 measured
high-altitude BC data. In order to verify the consistency of data quality
measured by the two instruments, the two kinds of BC data are compared
and verified in this paper. In the preparation stage for themooredmotorboat
to lift off, we turn on the AE-51 collector, so we have a period of time to
measure on the ground.We use the ground data during this period of time to
compare and verify the ground black carbon data measured by AE-33.
Supplementary Figure S1 shows the comparison of ground black carbon
concentration observed by AE-33 and AE-51 black carbon measuring
instruments. The results show that, the correlation coefficient of the black
carbon mass concentration data after correction by the two instruments
reached 0.92, the value difference was small, and the change trend was the
same. Therefore, it is believed that the observation results of AE-33 and AE-
51 in this observation test are consistent.

SUPPLEMENTARY FIGURE S2

Comparison of ground black carbon concentration observations
between AE-33 and AE-51 black carbon measuring instruments.

SUPPLEMENTARY FIGURE S3
Schematic diagram of the evolution of the boundary layer (Stull, 1988).

SUPPLEMENTARY FIGURE S4
Average virtual potential temperature profile of a typical profile (Stull,
1988). Stull R. B. An introduction to boundary layer meteorology. Klumer
Academic Publishers, Dordretch, 665pp, 1988.

SUPPLEMENTARY FIGURE S5
Changes of surface pollutants and meteorological parameters over time
from 1 January to 4, 2017 Relative humidity, precipitation, temperature
(B) BC aerosol, wind direction, wind speed.

SUPPLEMENTARY FIGURE S6
Backward trajectory diagram of 00:00 on 2 January forward 24 h.
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Air pollution is an issue across the world. It not only directly affects the

environment and human health, but also influences the regional and even

global climate by changing the atmospheric radiation budget, resulting in

extensive and serious adverse effects. It is of great significance to accurately

predict the concentration of pollutant. In this study, the domain knowledge of

Atmospheric Sciences, advanced deep learning methods and big data are

skillfully combined to establish a novel integrated model TSTM, derived from

its fundamental features of Time, Space, Type and Meteorology, to achieve

regional and multistep air quality forecast. Firstly, Expectation Maximization and

Min-Max algorithms are used for the interpolation and normalization of data.

Secondly, feature selection and construction are accomplished based on

domain knowledge and correlation coefficient, and then Sliding Time

Window algorithm is employed to build the supervised learning task. Thirdly,

the features of pollution source and meteorological condition are learned and

predicted by CNN-BiLSTM-Attention model, the integrated model of

convolutional neural network and Bidirectional long short-term memory

network based on Sequence to Sequence framework with Attention

mechanism, and then Convolutional Long Short-Term Memory Neural

Network (ConvLSTM) integrates the two determinant features to obtain

predicted pollutant concentration. The multiple-output strategy is also

employed for the multistep prediction. Lastly, the forecast performance of

TSTM for pollutant concentration, air quality and heavy pollution weather is

tested systematically. Experiments are conducted in Beijing-Tianjin-Hebei Air

Pollution Transmission Channel (“2+26” cities) of China for multistep prediction

of hourly concentration of six conventional air pollutants. The results show that

the performance of TSTM is better than other benchmark models especially for

heavy pollution weather and it has good robustness and generalization ability.

KEYWORDS

air quality forecast, deep learning, domain knowledge, big data, heavy pollution
weather
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1 Introduction

With the rapid development of industrialization and

urbanization, more and more fossil fuels are burned, resulting

in the deterioration of air quality and frequent haze weather

(Jerrett, 2015; Mo et al., 2021; Mu et al., 2021). As a serious

environmental problem air pollution has attracted worldwide

attention. Air pollution is the single greatest environmental risk

to human health and one of the main avoidable causes of death

and disease globally, with some estimated 6.5 million premature

deaths (2016) across the world attributed to indoor and outdoor

air pollution (United Nations Environment Programme, 2022).

Predicting air pollution in advance is of great significance to the

health guide of the public and the pollution control of

government (Li et al., 2019).

Numerical forecast and statistical forecast are mainstream

methods for air quality forecast. The numerical forecast model

predicts the concentration of air pollutants by simulating the

transmission and diffusion of pollutants in the atmosphere.

Numerical forecast has more advantages in regional pollution

forecast and analysis, but it has higher demands on input data

and computation power. Commonly used models are based on

theWeather Research and ForecastingModel (WRF). Spiridonov

et al. (Spiridonov et al., 2019) configured and designed an air

quality system based on theWRF coupled with chemistry (WRF-

Chem) for Macedonia. A generalized additive model was also

developed to predict the concentration of PM2.5 by using the

WRF to obtain the input of the prediction model (Sahu et al.,

2020). And Cheng et al. (Cheng et al., 2021) proposed an air

quality forecasting system composed of WRF and Community

Multiscale Air Quality Modeling System (CMAQ) and a bias-

correction method to improve the accuracy of forecast. The

statistical forecast model obtains predicted pollutant

concentration in the basis of statistical analysis on historical

data of pollutant and meteorology. Statistical forecast is relatively

more efficient and practical, while it has limitations for the

prediction of hourly concentration and heavy pollution.

Common statistical models are multiple linear regression

model (MLR) and autoregressive integrated moving average

model (ARIMA). Ng et al. established a MLR based on

meteorological factors and air pollutants to predict the daily

average concentration of PM10, and obtained good prediction

performance (Ng and Awang, 2018). Pohoata et al. used the

ARIMA to predict pollutants, and the results showed that the

prediction performance of PM and CO was poor, but the

prediction of NOX and O3 achieved relatively good results

(Pohoata and Lungu, 2017).

In recent years artificial intelligence (AI) has acquired the

rapid development, especially machine learning has been applied

in various fields and great success was achieved. Machine

learning technologies effectively serve air pollution forecast

too, and there are relatively more applications of traditional

machine learning algorithms. Perisic et al. (Perišić et al., 2017)

used the boosted decision tree model to predict the hourly

concentration of PM10 at different stations, and found that

the prediction performance of the model at different stations

was affected by emission sources, topography and local climate.

Chen (Chen, 2018) applied Back Propagation Neural Network

combined with PM2.5 concentration, temperature, humidity,

wind force and satellite remote sensing data of aerosol optical

thickness, and realized the high-precision prediction of PM2.5 in

the next 3 hours. Cheng et al. (Cheng et al., 2019) combined

Empirical Mode Decomposition (EMD) with Support Vector

Regression (SVR) to forecast daily air quality index (AQI) of

Xingtai in China. Li et al. (Li et al., 2020) designed a

geographically and temporally weighted generalized regression

neural network (GTW-GRNN) to estimate ground NO2

concentrations by integrating ground NO2 station

measurements. Mo et al. (Mo et al., 2019) combined

Improved Complete Ensemble Empirical Mode

Decomposition with Adaptive Noise (ICEEMDAN), Whale

Optimization Algorithm (WOA) and Extreme Learning

Machine (ELM) to design prediction model and acquired

superior effect in daily concentration prediction of

conventional air pollutants. The applications of deep learning

to air quality forecast attract increasingly more attention.

Chakma et al. (Chakma et al., 2017) collected street view

photos containing sky, buildings and pollution category labels

in Beijing from 2013 to 2017 to train convolutional neural

network (CNN), and the accuracy of the model in predicting

air pollution category through photos can reach 68.74%. Kim

et al. (Kim et al., 2018) compared the performance of traditional

machine learning model multilayer perceptron, deep learning

model Elman neural network and long-short term memory

network (LSTM) in predicting ozone concentration, and the

experiment shows that the performance of LSTM is better and

the error growth rate of LSTM is smaller with the increase of

prediction time. Pak et al. (Pak et al., 2020) combined CNN,

LSTM and the historical data of air quality and meteorological

elements related to the target based on mutual information (MI),

and realized the one-step prediction of the daily average

concentration of PM2.5 in Beijing. Convolutional Long Short-

Term Memory Neural Network (ConvLSTM) was used by Wen

et al. (Wen et al., 2019) to predict hourly PM2.5 concentration of

all monitoring stations in China. Wang et al. (Wang et al., 2020)

predicted hourly ozone concentration of 35 monitoring stations

in Beijing by Sequence to Sequence model (Seq2Seq). In addition,

other forecast methods based on AI have also been proposed in

recent years (Zhao et al., 2019;Mo et al., 2020; Ulpiani et al., 2022;

Yu et al., 2022).

However, there are still shortages in previous studies, and air

quality forecast based on AI needs to be further improved.

Previous studies always focus on single pollutant, but actually

six conventional air pollutants PM2.5, PM10, CO, NO2, SO2, O3

are essential for air quality prediction and early warning. For

example, AQI must rely on predicted concentrations of the six
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pollutants to report future air quality level and chief pollutant.

This deficiency also leads to an incomplete evaluation of model

performance. Missing data is a common problem and can cause

serious impacts to data-driven model, but it is usually neglected.

Besides data, algorithm and computing power, domain

knowledge plays a critical role in the application of AI

algorithm, but the modeling of air quality forecast always

ignores this point. Furthermore, the application of deep

learning to air quality forecast is an important research

direction, and it is urgent to conduct numerous studies to

comprehensively explore the applicability of deep learning

algorithms to air pollution prediction and develop appropriate

models1.

To overcome shortcomings of previous studies, we introduce

the domain knowledge of Atmospheric Sciences to design a novel

integrated model based on deep learning to perform regional and

multistep forecast of six air pollutants in this study. Our model is

called TSTM because of its four key features including Time,

Space, Type and Meteorology. It is worth mentioning that TSTM

is the result of combining the theories of Atmospheric Sciences

and deep learning technologies. First of all, the theories of

Atmospheric Sciences help grasp the evolution mechanism of

air pollution and determinants of pollutant concentration, and

then the forecast framework are also designed based on related

domain knowledge. Secondly, it is needed to find solutions from

deep learning models to dispose important factors for prediction.

It can be seen from previous studies that CNN and LSTM are

preferred in air pollution prediction because of their superiority

in feature extraction and learning long and short-term

correlations in big data (Ian et al., 2017). Therefore, CNN and

advanced versions of LSTM, namely Bidirectional long short-

term memory network (BiLSTM) and ConvLSTM, are applied.

Moreover, Seq2Seq framework is used to establish integrated

model, and Attention mechanism is helpful to multiple-feature

task. At last, a comprehensive evaluation plan is proposed from

the perspective of Atmospheric Sciences too. Besides common

statistical indicators, more practical evaluation is conducted

involving air quality level, chief pollutant, heavy pollution

weather and so on, which is the focus of the public and

government.

The workflow of TSTM can be summarized as follows.

Firstly, Expectation Maximization algorithm (EM) efficiently

deals with missing data and Min-Max normalization can

improve the convergence speed and accuracy of model.

Secondly, domain knowledge of Atmospheric Sciences helps

us decide preliminary features and effective features are

further selected by correlation coefficient, and then feature

decomposition and combination as well as the sliding time

window algorithm is applied to transform the original time

series into the supervised learning task. Thirdly, CNN-

BiLSTM-Attention, an integrated model of CNN and BiLSTM

by Seq2Seq with Attention mechanism, is used to learn and

forecast pollution source and meteorological condition features

separately, and then ConvLSTM couples them to obtain

predicted pollutant concentration. Furthermore, multiple-

output strategy is employed for multi-step prediction, which

achieves high efficiency and low cost. Finally, a comprehensive

performance evaluation scheme is designed referencing

“Technical guideline for numerical forecasting of ambient air

quality (HJ 1130-2020)” issued by China’s Ministry of Ecology

and Environment (The Ministry of Ecology and Environment of

China, 2022a). Evaluation involves three aspects, namely,

pollutant concentration forecast, air quality forecast and heavy

pollution weather forecast. TSTM is tested on two independent

test sets for the multi-step prediction of the hourly concentration

of six conventional air pollutants in Beijing-Tianjin-Hebei Air

Pollution Transmission Channel (“2+26” cities) of China.

2 Data and methods

2.1 Study area

Recently regional and compound air pollution is increasingly

notable. Beijing-Tianjin-Hebei and surrounding regions belong

to the core economic zone of China but the most polluted region

with prominent cross-region air pollution, which has caused

serious concern from the public and government. The Ministry

of Ecology and Environment of China determined Beijing-

Tianjin-Hebei Air Pollution Transmission Channel (“2+26”

cities) involving 6 provinces in 2017 and established its special

emission limits of air pollutants in 2018. Therefore, Beijing-

Tianjin-Hebei Air Pollution Transmission Channel (“2+26”

cities) as Figure 1 shows is chosen as study area for its

important strategic position and space correlation of air

pollution.

2.2 Data

Six conventional air pollutants (PM2.5, PM10, CO, NO2, SO2,

O3) are necessary items for air quality forecast and evaluation,

especially AQImust rely all of them. As to meteorological elements,

we collect data of wind speed, temperature, relative humidity and

precipitation based on the domain knowledge of Atmospheric

Science. Hourly monitoring data of 6 air pollutants and

4 meteorological elements during 2017.12–2019.2 of 28 cities are

collected fromTheMinistry of Ecology and Environment of China2

1 https://www.nsfc.gov.cn/publish/portal0/tab934/info79588.htm. 2 https://www.mee.gov.cn/
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and China Meteorological Administration3. Same architecture of

forecast model is shared, while the model for each pollutant in each

city needs to be trained and evaluated separately. The total number

of data participating in modeling is approximately 100 million,

which means actually big data. Data from 2017.12 to 2018.12 are

used as training set, and the data of 2019.1 are used as validation set

while the data of 2019.2 are selected as test set. The

hyperparameters are tuned manually and determined based on

the performance of model on validation set. In addition, in order to

test the generalization ability of the model, the data of 2019.6 are

supplemented as an additional test set.

2.3 Methods

2.3.1 Convolutional neural network
Convolutional neural network (CNN) is a feedforward neural

network with convolution operation and depth structure (Lecun,

1989). It is a classical deep learning algorithm. The research on

CNN began in the 1980s. After the 21st century, with the

proposal of deep learning theory and the improvement of

numerical computing ability, it has developed rapidly. Based

on the visual perception of biology, it has been successfully used

in computer vision, natural language processing and so on

because of its sparse connection and weight sharing. CNN is

usually composed of input layer, convolutional layer, pooling

layer, fully-connected layer and output layer (Figure 2).

2.3.2 Long short-term memory network
Long Short-Term Memory Network (LSTM) (Hochreiter and

Schmidhuber, 1997) is an improved model of Recurrent Neural

Network (RNN). It replaces hidden node with memory block to

solve the problem of gradient disappearance or explosion after many

time steps. Memory block is made up of memory cell, forget gate,

input gate and output gate. Figure 3 presents the architecture of

LSTM. LSTM is skilled in learning from experience and processing

time series with unknown time delay between important events. It

has been successfully applied to handwritten character recognition,

machine translation and so forth.

2.3.3 Bidirectional long short-term memory
network

The traditional recurrent neural network can only predict

the output of the current time according to the historical

information. However, in some cases, the output of the

current moment is closely related to the history and future

state, so considering the context information at the same time

is conducive to comprehensive judgment. Bidirectional long

short-term memory network (BiLSTM) solves this problem. It

consists of two unidirectional LSTM (Schuster and Paliwal,

1997) (Figure 4). The input at each time will be provided to the

forward and backward LSTM at the same time. The two

hidden layers calculate the state and output independently.

The final output of the BiLSTM is jointly determined by the

outputs of the two LSTM.

FIGURE 1
The Beijing-Tianjin-Hebei Air Pollution Transmission Channel (“2+26” cities).

3 http://www.cma.gov.cn/

Frontiers in Earth Science frontiersin.org04

Mo et al. 10.3389/feart.2022.995843

78

http://www.cma.gov.cn/
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.995843


2.3.4 Convolutional long short-term memory
network

Convolutional long short-term memory network

(ConvLSTM) is a variant of LSTM (Shi et al., 2015). The

conventional LSTM belongs to the fully connected LSTM

(FC-LSTM), that is, the input to state and state to state

connections are calculated by feedforward neural network.

ConvLSTM replaces this connection with convolution, which

not only has the time series processing advantage of LSTM, but

also obtains the feature extraction ability of CNN.

2.3.5 Sequence to sequence
Sequence to Sequence (Seq2Seq) is a variant of RNN, and

Encoder and Decoder are its main parts. This framework is

proposed for the case that the length of input sequence and

output sequence is unequal. Two neural networks are treated as

Encoder and Decoder respectively, and Encoder reads and

compresses input sequence to a vector C with fixed length

which is then read and processed by Decoder according to

target sequence (Cho et al., 2014).

However, experiments show that the performance of this

method will deteriorate sharply with the increase of input length,

which is mainly because it is very difficult to summarize all

features of long input sequence by vector C with fixed length.

Therefore, Attention Mechanism is proposed for this problem

(Bahdanau et al., 2014) (Figure 5). In each step of decoding, the

hidden state of the encoder will be queried. Calculate the

correlation between each part of the input sequence and the

FIGURE 2
The architecture of CNN.

FIGURE 3
The architecture of LSTM.

FIGURE 4
The architecture of BiLSTM.
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current output (weight). Then the hidden state of each part of

input is weighted and averaged to get the vector C which contains

most relevant information of input to the current output.

3 The design of TSTM

3.1 Domain knowledge

The introduction of domain knowledge is helpful to the

application of deep learning algorithms to modeling. For

pollutant concentration prediction, it is necessary to know

which factors actually affect concentration, and then proper

methods are applied to learn their correlations.

3.1.1 Pollution source
Type and property of air pollutant are decided by pollution

source, so comprehensive information of pollution source is

crucial in pollutant concentration forecast. Air pollution

sources of a city can be divided into two categories from the

perspective of source apportionment, namely internal source and

external source, which refer to local emission and regional

transmission respectively.

For local generation, it is necessary to consider the primary

emission and secondary generation of pollutants. The pollutant

directly discharged into the air by the pollution source and whose

physical and chemical properties has not changed is primary

pollutant (Xue et al., 2020). The primary pollutant is usually

affected by the emission source with obvious periodicity, and the

high-time resolution monitoring data of pollutant contain the

change law of the emission of pollution source. For example, the

bimodal mode of NO2 hourly concentration in city corresponds

to the morning and evening peak of traffic. Primary pollutant can

change under the influence of physical and chemical factors or

react with other substances in the air to produce secondary

pollutant with different properties (Drozd et al., 2018). The

formation and transformation mechanism of secondary

pollutant involves complex physical and chemical reactions

between different pollutants, and its harm to the environment

and biology is also greater than that of primary pollutant (Kong

et al., 2019; Menares et al., 2020). For example, SO2 and NO2, as

precursors, can undergo photochemical oxidation reaction and

gas-solid conversion to form sulfate and nitrate, becoming

secondary particles. NOx, VOCs and CO can participate in

atmospheric photochemical reaction to produce O3. In

addition, particles and O3 also have complex interactions

(Chen et al., 2019). Particles reduce the solar shortwave

radiation reaching the ground through absorption and

scattering, thereby reducing the photochemical reaction rate of

O3. O3 will lead to the enhancement of atmospheric oxidation,

which is conducive to the formation of secondary particles.

Therefore, when predicting the concentration of pollutant, we

should not only pay attention to the change law of pollutant with

time, but also consider the complex interaction between different

pollutants.

Air pollutants can be transported over long distances across

regions, making air pollution affect each other among cities. This

problem is particularly prominent in area with dense cities and

heavy pollution, and sometimes the contribution of regional

transmission even exceeds that of local generation (Sun et al.,

2017). For air pollution prevention and control, the actions of a

single city cannot fundamentally solve the problem, and regional

joint prevention and control is an effective way.

When carrying out urban air pollutant concentration

prediction, the introduction of pollution sources should

consider the primary emission, secondary generation and

regional transmission of pollutants. Based on the above

analysis, the predicted pollutant, the related pollutants in the

same city, and the same pollutants in related cities can be used as

prediction factors. The time series of the above variables are

mined by deep learning algorithm to learn their complex

interactions and spatial-temporal variations.

3.1.2 Meteorological condition
In addition to the root cause of pollution source,

meteorological conditions are also main factors affecting the

change of pollutant concentration, which is mainly reflected in

the migration and transformation process of pollutant (Dong

et al., 2020). Diffusion condition represents the ability of the

atmosphere to dilute, diffuse, accumulate and remove air

pollutants. Under different diffusion conditions, even the

same pollution source will cause significant differences in

pollutant concentration (Liu et al., 2019). Wind speed,

temperature, humidity and weather phenomenon are the main

meteorological factors that determine the diffusion condition

(Wang et al., 2019; Jury, 2020; Pérez et al., 2020; The

Standardization administration of China, 2022). The wind can

transport pollutant along the horizontal direction, and the wind

speed determines the speed and distance of pollutant migration.

FIGURE 5
The architecture of Encoder-Decoder-Attention.
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The irregular change of wind will form turbulence, which will

fully mix the pollutant with the surrounding clean air and

promote the dilution and diffusion of pollutant. However,

excessive wind speed will also blow the dust on the ground

into the air, causing particle pollution. The temperature and

humidity of the atmosphere are closely related to the stability of

the atmosphere and affect the vertical diffusion of pollutant. At

the same time, high temperature and humidity are conducive to

the photochemical reaction of ozone and the hygroscopic growth

of particles, respectively. Precipitation is an important way to

remove air pollutants. During the falling process, raindrops

absorb solid particles through collision, and gaseous pollutants

can also be dissolved in water or chemically reacted with water

and brought to the ground.

Referring to the instruction of the “Air pollution diffusion

condition index” from the China Meteorological

Administration4 and above research, the change of air

pollutant concentration is closely related to wind speed,

temperature, relative humidity and precipitation. Therefore, in

the prediction of urban air pollutant concentration, the above

four meteorological elements in the same city are introduced as

prediction factors.

3.2 Data preprocessing

The problem of missing data is common but always

overlooked. For the data-driven deep learning model, its

performance is directly related to the integrity and accuracy of

data. Deletion or simple interpolation method is incompetent for

the data of air pollutant and meteorological element which are

highly nonlinear and nonstationary. Thus, the dataset is

processed by advanced Expectation Maximization (EM)

algorithm. EM (Neal and Hinton, 1998) algorithm is an

iterative algorithm to calculate maximum likelihood

estimation of posterior distribution in the case of incomplete

data. Two steps are performed alternately in each iteration cycle:

E step (Expectation), calculate the conditional expectation of log

likelihood function by the estimated parameters from previous

iteration; M step (Maximization), maximize the log likelihood

function to determine the parameters which are used in next

iteration. The algorithm iterates between E step and M step until

convergence. It has good convergence and is suitable for large

sample.

The normalization of data is an important procedure of deep

learning, which can eliminate the influence of magnitude among

different features and further improve convergence speed and

accuracy of model. SoMin-Max normalization is applied to input

data and then output data are processed by reverse normalization

for the evaluation of model’s performance (Jin et al., 2015).

3.3 Feature selection

For the prediction of air pollutant concentration, based on

the domain knowledge of Atmospheric Sciences, the preliminary

features are conventional air pollutants (PM2.5, PM10, CO, NO2,

SO2, O3) and meteorological elements (wind speed, temperature,

relative humidity, precipitation) of all cities in the region. In

order to eliminate irrelevant features and improve computational

efficiency, effective features are further selected through

statistical methods. For pollution source, besides predicted

pollutant itself, Spearman rank correlation coefficient and

Pearson correlation coefficient are used to screen the related

pollutants in the same city and the related cities on the same

pollutant, and the threshold value is 0.6 (strong correlation). For

meteorological condition, four meteorological elements of the

same city are selected as effective features to predict pollutant

concentration.

Feature decomposition and combination are used in this

study. From the perspective of deep learning, the predicted

pollutant, the related cities on the same pollutant, the related

pollutants in the same city and the meteorological elements in the

same city can be classified into four types of features: time, space,

type and meteorology. Pollution source and meteorological

condition are the two main factors that determine the change

of pollutant concentration. Pollution source can be learned based

on the first three types of features. With reference to the “Grades

of air pollution diffusion meteorological conditions (QX/T 413-

2018)” issued by the China Meteorological Administration, the

meteorological condition in the future can be estimated based on

the historical data of air pollutant concentration and

meteorological elements without considering the pollution

source (China Meteorological Administration, 2022).

Therefore, meteorological condition can be learned based on

time and meteorology features. In this study, the features of

pollution source and meteorological condition are studied and

predicted respectively, and then the final prediction result are

obtained by integrating the two features. In addition, the hourly

concentration of air pollutant has significant diurnal variation

(24 h), so the time lag is 24, which is also consistent with previous

studies (Wang et al., 2020). Finally, the sliding time window

algorithm is applied to divide the data, and the original time

series is transformed into supervised learning tasks.

3.4 Forecast strategy

On the basis of domain knowledge of atmospheric science,

deep learning algorithms are employed to learn pollution source

and meteorological condition, which contain time, space, type
4 http://www.cma.gov.cn/2011qxfw/2011qqxkp/2011qqxzs/201110/

t20111027_126331.html.
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and meteorology features, namely four important correlations.

Time correlation: air pollutant concentration has prominent

periodicity and hourly monitoring data can reflect this

variation over time. Space correlation: air pollution of

different cities affects each other because of regional

transmission, and Pearson correlation coefficient is used to

select highly related cities for target city on the same

pollutant. Type correlation: in view of the transformation

mechanism of secondary pollutant, it is necessary to learn

complex interactions among air pollutants, and Spearman’s

rank correlation coefficient is used to find highly related

pollutants for target pollutant. Meteorology correlation needs

to be considered in forecast too. Attention mechanism can give

each variable distinct weight, so integrated model CNN-

BiLSTM-Attention with advantages of different deep learning

algorithms is applied to learn and forecast pollution source (time,

space, type) and meteorological condition (time, meteorology)

features respectively. And then the advanced ConvLSTM is

adopted to integrate the two features to forecast air pollutant

concentration. Moreover, in this study multiple-output strategy

is employed to obtain multistep prediction results

simultaneously, which has greater efficiency and lower cost

when compared with recursive strategy or multi-independent

models.

3.5 Performance evaluation

Besides pollutant concentration, the forecast performance of

model for air quality and heavy pollution weather are also

evaluated to form a comprehensive evaluation plan.

3.5.1 Pollutant concentration forecast
TSTM’s performance is evaluated by three representative

indicators including normalized mean bias (NMB), root mean

square error (RMSE), and correlation coefficient (r). The

prediction performance of the model is evaluated from the

deviation, error and correlation between the predicted value

and the observed value. Their equations are as follows:

NMB � ∑

n
i�1(Xi − Yi)
∑

n
i�1Yi

(1)

RMSE �
������������

1
n
∑

n

i�1
(Xi − Yi)2

√

(2)

r � ∑

n
i�1(Xi − �X)(Yi − �Y)

������������

∑

n
i�1(Xi − �X)

2
√ �����������

∑

n
i�1(Yi − �Y)

2
√ (3)

whereXi and Yi are the predicted value and observed value of air

pollutant concentration; n is the number of test samples; �X and �Y

are the average value of the predicted value and the observed

value respectively.

3.5.2 Air quality forecast
1) Air quality index range

Based on the predicted concentrations of six conventional air

pollutants, the predicted value of AQI is calculated, and that it

plus/minus 25% is taken as the prediction range. If the actual

value of AQI is within the prediction range, the prediction is

accurate. The calculation equation of prediction accuracy of AQI

range is as follow:

AAQI � nAQI
N

(4)

Where AAQI is the prediction accuracy of AQI range; nAQI is the

number of samples with accurate AQI range prediction;N is the

total number of samples.

2) Air quality level

The range of predicted air quality level can be obtained

through AQI prediction range. If the actual value of the level

is within the prediction range, the prediction is accurate. The

calculation equation of the prediction accuracy of the air quality

level is as follow:

AAQL � nAQL
N

(5)

WhereAAQL is the prediction accuracy of air quality level; nAQL is

the number of samples with accurate air quality level prediction;

N is the total number of samples.

3) Chief pollutant

When the actual air quality level is greater than or equal to

level II, if the prediction is the same as the actual chief

pollutant, the prediction is accurate. The calculation

equation of the prediction accuracy of the chief pollutant is

as follow:

ACP � nCP
N

(6)

Where ACPis the prediction accuracy of chief pollutants; nCP is

the number of samples with accurate chief pollutant prediction in

the evaluation period; N is the number of samples whose actual

air quality level is greater than or equal to level II.

3.5.3 Heavy pollution weather forecast
1) Prediction accuracy

The prediction accuracy of air quality level when the actual

AQI is greater than 200 is calculated as follow:

HAAQL � nAQL
NOH

(7)

Where HAAQL is the prediction accuracy of heavy pollution

weather; nAQL is the number of samples with accurate prediction

in the evaluation period; NOH is the actual number of heavy

pollution weather samples.
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2) Prediction test score

The prediction accuracy of air quality level when the

predicted or actual AQI is greater than 200 is calculated as follow:

HSAQL � nAQL
NFOH

(8)

Where HSAQL is the prediction test score of heavy pollution

weather; nAQL is the number of samples with accurate prediction

in the evaluation period; NFOH is the number of predicted or

actual heavy pollution weather samples.

Based on above all, we proposed a novel integrated model

TSTM based on the theory andmethods of Atmospheric Sciences

and deep learning for regional and multistep air quality forecast.

The architecture and workflow of TSTM can be seen in Figure 6

and Figure 7, respectively.

4 Results and discussion

4.1 Pollutant concentration forecast

The performance of TSTM for regional (e.g. BJ and TJ) and

multistep (e.g. CO_1, CO_2 and CO_3) air quality prediction is

tested on the hourly concentrations of six conventional air

pollutants in study area, and independent test sets (e.g. BJ

1 and BJ 2) are used. In view of a large number of

experimental results, the heat map is used to present the

performance of TSTM on all cities and pollutants. NMB in

Figure 8 reflects the deviation between prediction and

observation. A positive value indicates that the predicted

concentration is generally higher than actual concentration,

while a negative value indicates that the predicted result is

FIGURE 6
The architecture of TSTM.

FIGURE 7
The workflow of TSTM.
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lower. According to all results, the number of positive values is

equal to that of negative values. Generally, the NMB does not

show obvious correlation with city, pollutant, prediction step and

test set, and there is no systematical deviation shown by these

experiments.

Figure 9 shows the RMSE of TSTM under different

conditions. RMSE can not only reflect the average error of the

prediction, but also is very sensitive to outliers, which is the focus

of deep learning in the application for air quality prediction. The

experimental results show a certain regularity. The accuracy of

FIGURE 8
The NMB of pollutant concentration prediction of TSTM in “2+26” cities.

FIGURE 9
The RMSE of pollutant concentration prediction of TSTM in “2+26” cities (unit: mg/m3 for CO, μg/m3 for other pollutants).
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the model is mainly affected by the data themselves. Generally,

the higher the concentration value, the higher the RMSE value.

On test set 1, the six conventional air pollutants are arranged

according to the increasing order of the average concentration

value, namely CO, SO2, NO2, O3, PM2.5 and PM10, which is

consistent with the order of RMSE value. For 1-step prediction,

the results of PM10 on test set 1 show that the RMSE and

concentration of Shijiazhuang is 46.83 μg/m3 and 194 μg/m3,

while the 19.49 μg/m3 and 138 μg/m3 of Jining. In Anyang, the

concentration of PM2.5 on test set 1 and 2 are 162 μg/m3 and

36 μg/m3 respectively, while the RMSE are 28.62 μg/m3 and

5.07 μg/m3. For multistep prediction, based on the same

historical data, it is obviously more difficult to predict

multistep result at the same time than one-step result. The

experimental results show that the accuracy decreases slightly

with the increase of prediction steps. Take the O3 on test set 2 as

an example, in Taiyuan, the RMSE of 1 step, 2 steps and 3 steps

are 16.67 μg/m3, 17.42 μg/m3 and 19.35 μg/m3 respectively.

Figure 10 shows the correlation between the predicted value

and the actual value, that is, whether the model can accurately

capture the change trend of air pollution. The results show that

TSTM has a good performance in almost all experiments. The

predicted value is strongly correlated with the actual value (r >
0.6), and the correlation coefficient decreases slightly with the

increase of prediction steps. Very few experimental results show

weak correlation, the pollutants with low concentration value

such as CO and SO2 are further explored. There are random

deviations from deep learning model. Compared with pollutants

with high concentration value, the correlation of pollutants with

low concentration value are more affected, but the uncertainty

only exists in very few cases.

In view of a large number of experimental results and similar

forecast effects in all cities, it is necessary to select representative

city and further carry out detailed comparative analysis. Beijing is

the capital of China and has an important strategic position, but

it is under considerable strain in air pollution prevention and

control. Beijing is also the central city of this study area, and it is a

common target in previous studies. Therefore, Beijing is selected

as the representative, and the radar chart is used to analyze the

prediction effects of TSTM in all experiments.

Figure 11 shows the results of TSTM’s multistep prediction

for six conventional air pollutants in Beijing, involving three

evaluation indicators (NMB, RMSE, r) and two independent test

sets (winter and summer). TSTM adopts the multi-output

strategy for multistep prediction, and the prediction error

usually increases with the increase of prediction step. In

addition, the random deviation is shown by NMB.

In winter (Test 1), the air pollution is relatively heavier and

there are more negative values of NMB. The NMB of high

concentration value PM10 (72.19 μg/m3) and PM2.5 (51.76 μg/

m3) increases with the increase of prediction step. For medium

concentrations value of O3 (44.70 μg/m3) and NO2 (33.80 μg/

m3), the NMB for one-step and two-steps prediction are close,

while the NMB of three-steps decreases. The NMB of low

concentration value SO2 (6.33 μg/m3) and CO (0.79 mg/m3)

for one-step and two-steps prediction are close, while the

NMB of three-steps increases. In summer (Test 2), except for

the increased concentration of O3, the concentration of other

FIGURE 10
The r of pollutant concentration prediction of TSTM in “2+26” cities.
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pollutants decreases, and the number of positive and negative

values of NMB are approximate. The NMB of high concentration

value PM10 (52.82 μg/m3) increases with the increase of

prediction step; The NMB of high concentration value O3

(102.78 μg/m3), medium concentration value PM2.5 (36.35 μg/

m3) and low concentration value CO (0.66 mg/m3) first decrease

and then increase with the increase of prediction step. The NMB

of lower concentration values of NO2 (26.05 μg/m3) and SO2

(2.70 μg/m3) first increase and then decrease with the increase of

prediction step. Compared with NMB, the laws of RMSE and r of

model are more obvious. Considering the current air pollution in

China, CO and SO2 are not the main pollutants, while O3

(summer) and PM (winter) pollution are more serious, that is,

they have higher frequency of pollution process (maximum value

of concentration). The weak ability to predict the peak value of

data is a common problem for models based on machine

learning. And it can be seen from Figure 11 that the RMSE

value of PM10, PM2.5 and O3 is always greater than that of the

other three pollutants. In general, RMSE value increases with the

increase of pollutant concentration value and prediction step. r

FIGURE 11
The radar chart of pollutant concentration prediction of TSTM in Beijing.
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decreases with the increase of prediction step, and is affected by

random deviation. For the same pollutant, r is positively

correlated with the concentration.

Taylor diagram can compare the performance of multiple

models from different aspects in single map (Taylor, 2001). It is

recommended by Intergovernmental Panel on Climate Change

(IPCC) and is widely favored in the field of Geoscience. Taylor

diagram skillfully presents the cosine relationship of the three

evaluation indicators of the model, namely, the central root mean

square difference (RMSD), standard deviation and correlation

coefficient. In this study, this data visualization method is applied

for model comparison.

The traditional root mean square error E can be decomposed

into overall deviation �Eand central root mean square difference

E′. The smaller the E′, the better the prediction precision.

E � ⎡⎣

1
N

∑

N

n�1
(fn − rn)

2
⎤⎦

1/2

(9)

�E � �f − �r (10)

E′ � ⎧⎨

⎩

1
N

∑

N

n�1
[(fn − �f) − (rn − �r)]2⎫⎬

⎭

1/2

(11)

E2 � �E
2 + E′2 (12)

Where N is the number of samples; fn and rn are the predicted

and actual value of the nth sample; �f and �r are the average of the

predicted sequence and the actual sequence.

The standard deviation σ can be used to judge whether the

prediction sequence of the model reflects the dispersion of the

actual sequence.

σA � ⎡⎣

1
N

∑

N

n�1
(An − �A)

2
⎤⎦

1/2

(13)

Where An and �A are the nth value and average value of the

sequence respectively.

The closer the correlation coefficient R is to 1, the better the

prediction performance of the model.

R �
1
N∑

N
n�1(fn − �f)(rn − �r)

σfσr
(14)

Where fn and rn are the predicted and actual value of the nth

sample; �f and �r are the average of the forecast sequence and the

actual sequence; σfand σr are the standard deviation of the

forecast sequence and the actual sequence.

Three indicators can form a cosine relationship:

E′2 � σ2f + σ2r − 2σfσrR (15)
c2 � a2 + b2 − 2abcosϕ (16)

Referring to the “Technical guide for ambient air quality

prediction and early-warning methods” from the China National

Environmental Monitoring Centre (China National

Environmental Monitoring Centre, 2017), three classical

benchmark models, Radial basis function network (RBF) of

traditional machine learning, Deep Belief Network (DBN) and

Elman neural network (Elman) of deep learning, are selected to

compare with the proposed model TSTM.

Figure 12 and Figure 13 are Taylor diagrams of the prediction

performance of fourmodels on two test sets in Beijing. The results of

Test 1 show that they are TSTM, Elman, RBF and DBN in

descending order according to the prediction accuracy. Although

the deep learningmodel has more complex structure and algorithm,

it does not mean that it must obtain better effect than traditional

machine learning. It is necessary to explore the applicability of

different deep learning algorithms by practice, and establish an

effective model for air quality prediction. In this study, DBN cannot

capture the characteristics of high oscillation of air pollutant

concentration, and its three indicators of all pollutants are poor.

RBF has worse robustness, and the prediction accuracy is obviously

affected by outlier (PM10). Elman belongs to recurrent neural

network and has short-term memory ability. Its prediction effect

for most pollutants is second only to TSTM, but it has the same

problem as RBF. TSTM not only combines CNN, BiLSTM and

other advanced deep learning algorithms suitable for time series

prediction, but also considers varieties of related features based on

domain knowledge. As shown in experiments, TSTM obtains better

results especially in the face of outliers. In addition, the multistep

effects of recurrent neural network TSTM and Elman with memory

ability are generally more stable, and the prediction error increases

slightly with the increase of prediction step.

The experimental results of Test 2 are similar to that of Test 1.

TSTM still maintains the highest precision. Take PM2.5 in winter

and O3 in summer as examples, the RMSD (r) of the three-steps

prediction are 16.52 μg/m3 (0.93) and 19.31 μg/m3 (0.95)

respectively. The experimental results show that TSTM has

good robustness and generalization ability.

4.2 Air quality forecast

The purpose of pollutant concentration prediction is to

release air pollution information in advance, providing the

guidance for the public in production and life as well as the

basis for government in pollution prevention and control.

Therefore, based on the predicted concentration of six

conventional air pollutants, the performance of four models

for air quality forecast is further compared and analyzed

according to the “Technical Regulation on Ambient Air

Quality Index (HJ 633-2012)” issued by the Ministry of

Ecology and Environment of China (The Ministry of Ecology

and Environment of China, 2022b). Table 1 reflects the accuracy

of the four models for different tasks of air quality prediction.

According to the “Technical guideline for numerical forecasting

of ambient air quality (HJ 1130-2020)”, the requirement for air

quality level is 60%, which can be used as a reference. The results

show that there is a large gap in the performance of the four
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FIGURE 12
The Taylor diagram of pollutant concentration prediction in Beijing (Test 1).
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FIGURE 13
The Taylor diagram of pollutant concentration prediction in Beijing (Test 2).
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models for air quality prediction. RBF and DBN have similar

prediction accuracy for AQI range and air quality level, but DBN

has poor prediction effect for chief pollutant. TSTM and Elman

with recurrent neural network structure always rank in the top

two. Their effects of multistep prediction are more stable, and the

accuracy decreases slightly with the increase of steps. The

accuracy of one-step prediction of the three benchmark

models are all lower than 0.6, but the performance of TSTM

is the best, reaching 0.88. The accuracy for air quality level of the

four models can all meet the national requirement. TSTM has the

best performance, its one-step and three-steps prediction can

reach 0.98 and 0.92, respectively.

4.3 Heavy pollution weather forecast

For air pollution prevention and control, heavily polluted

weather has always been the focus of attention. In order to

reduce pollution and protect human health, all cities issue the

emergency plan for heavy air pollution and take measures

according to the air quality forecast results. Therefore, it is crucial

to ensure the prediction accuracy in heavy pollution weather. At the

same time, the prediction ability for peak values has always been a

difficulty and challenge for machine learning model, and the heavy

pollution weather contains more concentration maximum values,

which is a “touchstone” to test the robustness of the model. Table 2

reveals great differences of the four models under extreme

conditions. Deep learning has a higher upper limit than

traditional machine learning, and the prediction accuracy of RBF

for heavy pollution weather is lower than that of three deep learning

models. Elman still maintains the second position. However, with

the increase of prediction steps, the performance decreases

significantly, and the accuracy for air quality level of three-steps

prediction is lower than 0.6. TSTMwidens the gapwith othermodels

in heavy pollution weather forecast. The accuracy and test score of

one-step prediction are close to the full score, although the

performance decreases slightly with the steps, the results of three-

steps prediction are also above 0.86.

5 Conclusion

Accurate prediction of pollutant concentration is significant

to air pollution prevention. To overcome the shortcomings of

present studies, a novel integrated model TSTM is proposed to

achieve regional and multistep air quality prediction. The

domain knowledge of Atmospheric Sciences is innovatively

introduced to design the model architecture, and advanced

deep learning algorithms including ConvLSTM, Seq2Seq, etc.

are applied to learn important correlations of time, space, type,

meteorology. “Beijing-Tianjin-Hebei air pollution transmission

TABLE 1 Accuracy of four models for air quality forecast in Beijing.

AQI range Air quality level Chief pollutant

TSTM 1 step 0.88 0.98 0.91

2 steps 0.79 0.95 0.88

3 steps 0.69 0.92 0.86

RBF 1 step 0.30 0.71 0.67

2 steps 0.32 0.70 0.66

3 steps 0.33 0.67 0.62

DBN 1 step 0.32 0.73 0.46

2 steps 0.29 0.76 0.38

3 steps 0.29 0.77 0.40

Elman 1 step 0.50 0.87 0.73

2 steps 0.46 0.83 0.70

3 steps 0.45 0.80 0.70

TABLE 2 Performance of four models for heavy pollution weather
forecast in Beijing.

Prediction accuracy Prediction test score

TSTM 1 step 1 0.97

2 steps 0.93 0.94

3 steps 0.87 0.86

RBF 1 step 0.07 0.07

2 steps 0 0

3 steps 0 0

DBN 1 step 0.32 0

2 steps 0.29 0

3 steps 0.29 0

Elman 1 step 0.80 0.82

2 steps 0.73 0.71

3 steps 0.50 0.49
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channel (2+26 cities)" is selected as the study area, and the

prediction of hourly concentrations for six conventional air

pollutants in all cities are carried out. And then the detailed

performance evaluation and analysis are conducted based on two

independent test sets (winter and summer) and three benchmark

models (RBF, DBN, Elman).

Pollutant concentration prediction results show that TSTM

has small NMB and RMSE as well as large r, which is similar in all

cities. As for air quality prediction, there are similar prediction

effects as pollutant concentration prediction. TSTM is obviously

better than other comparison models, and the prediction

accuracy only decreases slightly with the increase of prediction

step. The tests under heavy pollution weather show that TSTM

and Elman with recurrent neural network structure have better

results, but the accuracy of Elman with short-term memory

decreases significantly with the increase of prediction step. In

general, comprehensive experiments and detail evaluations prove

TSTM’s feasibility on regional and multistep air quality

prediction especially in heavy pollution weather. In future, we

will continue improving our model, which is hoped to provide

effective supports for the daily health guide of the public and the

air pollution control of government.
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Projected changes in mean
annual cycle of temperature and
precipitation over the Czech
Republic: Comparison of CMIP5
and CMIP6

Eva Holtanová*, Michal Belda and Tomáš Halenka

Department of Atmospheric Physics, Faculty of Mathematics and Physics, Charles University, Prague,
Czechia

The multi-model ensembles like CMIP5 or CMIP6 provide a tool to analyze

structural uncertainty of climate simulations. Currently developed regional and

local climate change scenarios for the Czech Republic assess the uncertainty

based on state-of-the-art Global Climate Model (GCM) and Regional Climate

Model (RCM) ensembles. Present study focuses on multi-model spread of

projected changes in long-term monthly means and inter-annual variability

of monthly mean minimum, mean and maximum daily air temperature and

monthlymean precipitation. We concentrate inmore detail on the simulation of

CNRM-ESM2-1, the driving GCM for the convection permitting ALADIN-

Climate/CZ simulation contributing to the local scenarios in very high

resolution. For this GCM, we also analyze a mini-ensemble with perturbed

initial conditions to evaluate the range of internal climate variability. The results

for the Czech Republic reveal minor differences in model performance in the

reference period whereas quite substantial inter-generation shift in projected

future change towards higher air temperature and lower summer precipitation

in CMIP6 comparing to CMIP5. One of the prominent features across GCM

generations is the pattern of summer precipitation decrease over central

Europe. Further, projected air temperature increase is higher in summer and

autumn than in winter and spring, implying increase of thermal continentality of

climate. On the other hand, slight increase of winter precipitation and tendency

towards decrease of summer precipitation lead to projected decrease of

ombric continentality. The end of 21st century projections also imply higher

probability of dry summer periods, higher precipitation amounts in the cold half

of the year and extremely high temperature in summer. Regarding the CNRM-

ESM2-1, it is often quite far from themulti-model median. Therefore, we strictly

recommend to accompany any analysis based on the simulation of nested

Aladin-CLIMATE/CZ with proper uncertainty estimate. The range of uncertainty

connected to internal climate variability based on one GCM is often quite large

in comparison to the range of whole CMIP6 ensemble. It implies that when

constructing climate change scenarios for the Central Europe region, attention

should be paid not only to structural uncertainty represented by inter-model

differences and scenario uncertainty, but also to the influence of internal

climate variability.
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Introduction

The climate change is an essential problem of the planet

Earth and associated global changes affect natural ecosystems

as well as human activities. As a basis for the assessment of its

effects across many Earth Science disciplines, global climate

models (GCMs) are commonly used providing the tool for

projections of these changes and impacts. Thus, the outputs of

GCMs have become an indispensable source of information to

many sectors and research fields, most prominently for

studying climate system dynamics (e.g. Dai and Deng, 2022;

Yang et al., 2022), evolution of past climates (e.g. Otto-

Bliesner et al., 2017) and climate change projections (e.g.

Belda et al., 2017; Coppola et al., 2021a; Thomas et al.,

2022). However, model simulations of climate are subject to

many uncertainties. Generally, the uncertainties in model

outputs come from the inaccuracies of initial and boundary

conditions, the parameterization of small-scale processes, and

the structure of the model (Tebaldi and Knutti, 2007;

Abramowitz et al., 2019). Additionally, in the case of future

climate simulations, the unknown development of forcings

that influence the climate system also plays a role (e.g.

Meinshausen et al., 2020). Ensembles of simulations of one

model with perturbed initial conditions are designed to

provide an estimate of uncertainty stemming from internal

climate variability, which is inevitably different in models and

in the real world (e.g. Deser et al., 2012; Deser, 2020). The

relative importance of uncertainty connected to internal

climate variability increases with shorter temporal scale and

smaller spatial scale of studied phenomena (e.g. Bassett et al.,

2020; Poschlod and Ludwig, 2021). The multi-model

ensembles provide a tool to analyze structural uncertainty

(connected to choices of numerical schemes, spatial

resolution, etc.), even though the interpretation of multi-

model spread is not simple. However, the design of

available ensembles in terms of model choice is not

systematic and thus the commonly used model ensembles

such as CMIP (Coupled Model Intercomparison Project) or

CORDEX (Coordinated Regional Climate Downscaling

Experiment) do not represent an independent estimate of

the overall uncertainty (Abramowitz et al., 2019).

Czech Republic has joined the United Nations Framework

Convention on Climate Change (UNFCCC). One of the

obligations connected with the UNFCCC ratification is to

observe the ongoing climate change and its impacts and to

support research in the fields of climate change, its impacts,

adaptation and impact mitigation. In present, this goal is

approached within the project PERUN (https://www.perun-

klima.cz/indexENG.html), connecting the study of local

climate changes and impacts with preparation of adaptation

options in several other disciplines and sectors, like hydrology,

agriculture, etc. Regional and local climate change scenarios

for the Czech Republic that are currently being developed

within this project will try to distill all the available

information, with CMIP6 GCMs (Eyring et al., 2016) being

the straightforward resource. However, for regional and local

applications, RCMs provide better information with added

value coming from the higher resolution (Torma and Giorgi,

2020), eventually more detailed description of some processes,

e.g. convection (Kendon et al., 2017). Regional climate models

(RCMs) have become widely accepted as physically consistent

tool for downscaling spatially coarse GCM simulations

(Giorgi, 2019). RCMs inevitably need inputs from their

driving GCMs and the RCM simulations are substantially

influenced by the driving fields (Takayabu et al., 2016;

Crhová and Holtanová, 2018; Holtanová et al., 2019; Prein

et al., 2019). For the purpose of the project, EURO-CORDEX

RCM simulations (e.g. Jacob et al., 2020) downscaling the

CMIP5 GCMs (Taylor et al., 2012) that are available up to now

are very useful. In addition, there is strong effort within the

PERUN project to use convection permitting RCM ALADIN-

Climate/CZ (Termonia et al., 2018; Wang et al., 2018) in very

high horizontal resolution of 2.3 km and to analyze its results

within uncertainty estimates derived from available ensembles

of GCM and RCM simulations. Therefore, to provide a basis

for further uncertainty estimate, we first analyze available

GCM outputs from both the CMIP6 project and their

predecessors from CMIP5 project.

In the present study, we focus on multi-model spread of

projected changes in long-term monthly means and inter-

annual variability of selected variables. The analysis is based

on CMIP5 and CMIP6 multi-model ensembles. It is done for

monthly mean minimum, mean and maximum daily air

temperature and monthly mean precipitation as basic

variables characterizing climate of studied area. The annual

cycle of these characteristics has an important impact in

various sectors of human activities as well as natural

ecosystems. Some recent studies (e.g. Coppola et al., 2021a;

Coppola et al., 2021b; Palmer et al., 2021) have already

analyzed the CMIP5 and CMIP6 projections for Europe,

but in the present study we provide a more detailed

information about the expected changes focusing on

Central Europe and climatic characteristics relevant for

various end-users.

Besides the analysis and comparison of the whole GCM

ensembles, we concentrate in more detail on the simulation of

CNRM-ESM2-1 (Séférian et al., 2019) because this model

(specifically the run denoted as r1i1p1f2) is used as the
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driving GCM in above mentioned project PERUN. For this

model, we also analyze a mini-ensemble consisting of

simulations with perturbed initial conditions (see Data and

methods Section).

The paper is structured as follows. The data and methods

used for the analysis are described in Data and methods Section.

The results are described and illustrated in Results Section.

Discussion Section discusses the results and Conclusion Section

provides conclusions with future prospects and possible usage of

our results.

Data and methods

A suite of CMIP5 and CMIP6 GCM simulations is employed

here. List of all model simulations incorporated is presented in

Supplementary Tables S1, S2 (in the Supplementary material).

Further information and references can be found in Tebaldi et al.

(2021) for CMIP6 and at PCMDI website (https://pcmdi.llnl.gov/

mips/cmip5/availability.html) for CMIP5. The data were

approached via Deutsches Klimarechenzentrum (DKRZ); we

used monthly means of daily mean air temperature (further

abbreviated as TAS), daily maximum air temperature (TX), daily

minimum air temperature (TN) and daily precipitation (PR). For

both CMIP5 and CMIP6, the outputs from the experiment

denoted as ‘historical’ were used for the reference period

1961–1990. For the future time period of 2070–2099, we

considered simulations for two alternative socio-economic and

emission scenarios. For CMIP5, the representative concentration

pathways (RCPs, Moss et al., 2010) RCP4.5 and RCP8.5 were

used. For CMIP6, two shared socio-economic pathways

(SSPs, Meinshausen et al., 2020) SSP2-4.5 and SSP5-8.5 were

chosen.

The GCMs were selected based on the availability of data for

selected scenarios in the time of analysis preparation. In total,

there are 47 CMIP5 GCMs and 57 CMIP6 GCMs with varying

number of available simulations for individual variables and time

periods (Supplementary Tables S1, S2).We decided not to choose

only corresponding simulations for each ensemble as we wanted

to include as many model simulations as possible to gain as wide

uncertainty range as possible. Where more ensemble members

were available, we used only r1i1p1 simulations for CMIP5. For

CMIP6 we used preferably r1i1p1f1, but where “f1” is not

available, we used “f2”. The “f" index distinguishes simulations

run under the same CMIP6 experiment protocol, but with

different forcing. For more detailed explanation of the

notation “ripf” please see CMIP protocol and associated

documentation. In case of CNRM-ESM2-1 from

CMIP6 ensemble we also used other available realizations

(technically, ensemble members with different “r" values),

varying from r1 to r10 in case of historical and SSP2-4.5, and

from r1 to r5 in case of SSP5-8.5. These mini-ensembles provide a

rough view of the uncertainty connected to perturbed initial

conditions, e.i. representing internal climate variability, and are

further denoted as “CNRM_INI”. We especially focus on the

simulation of CNRM-ESM2-1 r1i1p1f2, which is the driving

simulation for the Aladin-Climate/CZ as described in the

Introduction Section. This simulation is denoted as

CNRM_r1 in the rest of the text.

We concentrate on mean annual cycle of monthly mean

values of studied variables (TAS, PR, TN, TX) and on annual

cycle of standard deviation of the monthly values for both time

periods 1961–1990 (further denoted as reference) and

2070–2099 (further denoted as future). Standard deviation

was chosen as a basic measure of inter-annual variability of

studied variables. For its calculation we used "(n-1)" in the

denominator, and the data for each 30-year period were

linearly detrended.

Further, we also used several observed datasets. For all

incorporated variables, we used EOBS v.23.1e (Cornes et al.,

2018) in two spatial resolutions (0.25° and 0.11°). For TAS and PR

we also used two versions of Climatic Research Unit (CRU)

datasets: TS 3.22 dataset (Harris et al., 2014) and TS 4.05 dataset

(Harris et al., 2020). For PR we further used the dataset created by

GPCC Global Precipitation Climatology Centre (https://www.

dwd.de/EN/ourservices/gpcc/gpcc.html) version 7 in two spatial

resolutions (1° and 0.5°) (Becker et al., 2013). The spread between

individual observed datasets provides a benchmark for the

evaluation of multi-model spread.

The GCM simulations were interpolated to a common grid

corresponding to the grid used by Climatic research unit with

horizontal resolution of 0.5° × 0.5°. A simple bilinear

interpolation method was used for this purpose (similarly like

in Belda et al., 2015). The purpose of this interpolation is to avoid

the influence of different gridbox sizes which could result in

FIGURE 1
The orography of Europe with red box denoting the area
studied here.
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different size of studied area. The observed datasets were used

with their original grids.

The area used for the analysis covers the region between

11.85° and 19.15° E of longitude and 48.25° and 51.25° N of

latitude (Figure 1). We concentrate on the values averaged

over this region, which covers the area of the Czech Republic.

The effective spatial resolution does not allow GCMs to resolve

details of climate over orographically complex area of the

Czech Republic (effective spatial resolution depends on

numerical methods incorporated in the models but is

generally several times coarser than the nominal spatial

resolution), therefore we focus on areal averages over the

region of interest.

The results are presented in the form of boxplots that show

median, lower and upper quartiles with whiskers extending no

more than 1.5*IQR (inter-quartile range) from the hinges, and

outliers plotted as points.

For the comparison of model performance between

corresponding pairs of CMIP5 and CMIP6 GCMs we use the

root mean square error (RMSE) of monthly values plotted in

Figure 2. As reference data we use the EOBS data in 0.25°. The

RMSE was used for RCM evaluation over the Czech Republic by

Holtanová et al. (2012), on global scale by e.g. Gleckler et al.

(2008).

Results

The results are described separately for the reference period

of 1961–1990 (Mean annual cycle in 1961–1990 Section) and for

future time period of 2070–2099 (Projected changes Section).

Mean annual cycle in 1961–1990

Figure 2 shows the results for monthly mean values of studied

variables, whereas Figure 3 shows the results for annual cycle of

standard deviation of the monthly values.

Results for monthly means of daily mean air temperature

(TAS) are displayed in Figure 2A. Generally, both CMIP6 and

CMIP5 GCMs represent the mean annual cycle quite well. Except

for August, September and October, the CMIP6 multi-model

median gives lower temperatures than CMIP5 median, which

otherwise tend to overestimate observed values. Regarding the

multi-model ensemble spread (both IQR and the minimum-

maximum range) it cannot be concluded that in all months it is

smaller or larger in CMIP6 than CMIP5, even though there is a

different number of simulations in CMIP6 (57 vs 42, see

Supplementary Tables S1, S2), so it could be expected that the

range of CMIP6 was larger. There are a couple of outliers in both

FIGURE 2
Mean annual cycle of monthly means of daily mean air temperature (A), daily precipitation amount (B), daily minimum air temperature (C) and
daily maximum air temperature (D) in the period 1961–1990 averaged over the studied area (see Figure 1). Boxplots show intra-ensemble statistical
distribution (median, lower and upper quartiles, whiskers representing 1.5 * IQR, and outliers as dots) of CMIP5 (green), CMIP6 (orange), perturbed
initial conditions mini-ensemble of CNRM-ESM2-1 model (CNRM_INI, 10 members, blue) and observations (consisting of EOBS v. 23.1 in both
0.1° and 0.25° resolutions, for daily mean air temperature and precipitation also CRU TS 3.22 and CRU TS 4.05 datasets, for precipitation also GPCC
version 7 datasets in two spatial resolutions (1° and 0.5°), green). The CNRM-ESM2-1 r1i1p1f2 simulation is plotted as a pink line.
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ensembles in some months, but these are different models in

different months. Therefore we cannot mark any of the GCMs to

be systematically worse than the others. CNRM_INI ensemble

members have mean annual amplitude of TAS higher than

observed with winter temperatures lower and summer

temperatures higher than observed and simulated by most of

the GCMs. CNRM_r1 lies in the lower part of the multi-model

distribution in January and in higher part in July and August

(Figure 2A).

Both CMIP5 and CMIP6 ensembles tend to overestimate

observed values of monthly mean precipitation (pr), especially

in the cold half of the year (Figure 2B). Only in May, June, July

and September the CMIP6 multi-model median is close to

observed monthly mean precipitation. In the rest of months

the differences between CMIP5 and CMIP6 are small, with

CMIP6 giving slightly lower precipitation amounts (and thus

being closer to observations). CNRM-INI mini-ensemble lies

within the lowest quartile of CMIP6 in most months. In

winter, the range of CNRM-INI mini-ensemble is

comparable to the range of different observed values (from

six different datasets), whereas in the rest of the year

the differences between observed precipitation are much

less than the range of CNRM-INI. CNRM_r1 simulation

tends to be in the lower part of the CMIP6 ensemble

distribution, except for May, June and July, being quite

close to the observed precipitation amounts in these

months (Figure 2B).

There are a few GCMs outlying strongly from both multi-

model ensembles severely underestimating EOBS values of daily

minimum air temperature (TN, Figure 2C, note that only EOBS

dataset includes TN and TX). In CMIP5 these are all three IPSL

GCMs, in CMIP6 the most outlying simulation is AWI-CM-1-1-

MR, the other outliers vary between months. If we do not take

these outliers into account the patterns of GCMs distributions of

TN are very similar to TAS.

In case of daily maximum air temperature (TX) mean annual

cycle, contrarily to TAS and TN, CMIP6 GCMs give worse results

than CMIP5 in most of the months (Figure 2D).

CMIP6 underestimate observed TX, whereas

CMIP5 correspond well to EOBS except for August–October,

where it underestimates EOBS similarly to CMIP6. A few outliers

from both muti-model ensembles overestimate TX. In most of

the months, these outliers correspond to the simulations that

underestimate TN (see above), i.e., “IPSL” models from

CMIP5 and AWI-CM-1-1-MR from CMIP6. However, it is

not possible to conclude that these models would be the worst

in general, because according to simulated annual cycle of TAS

and PR they give better results.

Both CMIP5 and CMIP6 ensembles capture the shape of

annual cycle of standard deviation of TAS quite well with respect

to the observed values, with slight overestimation especially in

spring and autumn (Figure 3A). Again, the outlying simulations

differ between months. CNRM_INI tend to overestimate

observed standard deviation of TAS, lying mostly in higher

FIGURE 3
Same as Figure 2, but for standard deviation of monthly mean values.
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part of the CMIP6 distribution, except for January, March, April

and June.

In case of standard deviation of PR one of the prominent

features in Figure 3B is that the differences between observed

datasets are comparable to multi-model spread in winter (DJF),

the simulated annual amplitude is lower than observed and the

shape of the annual cycle is not captured very well by neither of

the multi-model ensembles. CNRM_INI tend to overestimate

observed values with CNRM_r1 lying mostly on the edges of the

multi-model spread (Figure 3B).

Mean annual cycle of standard deviation of TN is relatively

well reproduced with CMIP6 having tendency to rather higher

values and more overestimation than CMIP5 (Figure 3C).

Similarly to mean annual cycle of TN (Figure 2C), there are a

few distinct outliers, with the “IPSL” CMIP5 GCMs being within

them in most of the months. CNRM_r1 overestimates observed

standard deviation of TN throughout the year, sometimes being

close to the CMIP6 multi-model median, sometimes in the upper

part of the distribution (Figure 3C).

CMIP6 GCMs tend to simulate higher standard deviation of

TX with multi-model median being thus further from

observations than CMIP5 GCMs (Figure 3D). This feature is

quite similar to mean values of TX in the sense that CMIP6 give

slightly worse results than CMIP5 (Figure 2D). CNRM_r1 also

tends to overestimate observed standard deviation of TX, except

for July (Figure 3D).

For standard deviation of all studied variables, the spread of

CNRM_INI is comparable to multi-model spread of CMIP6, at

least in some months (Figure 3). Similar conclusion can be

inferred for mean annual cycle of PR (Figure 2B). For

monthly mean TAS, TN and TX the contrary is true (Figures

2A,C,D). Thus, the magnitude of uncertainty resulting from

internal climate variability is large in case of variability of

studied variables and also for mean values of precipitation.

For TAS and PR, observational uncertainty can be evaluated.

Regarding monthly mean air temperature, there are visible

differences between CRU and EOBS up to 0.9°C. However,

the values of standard deviation of TAS differ much less, the

differences in individual months are up to 0.2°C. For mean

precipitation the uncertainty connected to observations is up

to 0.1 mm/day, i.e., 3 mm per month. Generally, in comparison

to multi-model spread the observational uncertainty of TAS and

PR is small, except for standard deviation of precipitation in

winter, where the differences between observed datasets are

comparable to multi-model spread. For TN and TX only

EOBS in 0.25° and 0.11° datasets are available and they give

practically identical values, therefore the observational

uncertainty cannot be evaluated in the present study.

To investigate more the difference in model performance

between CMIP5 and CMIP6 ensembles, we compare a simple

performance metric RMSE of the mean annual cycle of four

studied variables for ten pairs of GCMs from both ensembles for

which the CMIP5 GCM can be considered as predecessor of

corresponding CMIP6 GCM (Table 1). For most of these ten

pairs, the CMIP6 RMSE is lower than RMSE of corresponding

CMIP5 GCM. In some cases the progress is not very high, there

are also pairs with higher CMIP6 RMSE (worse performance

than CMIP5). Generally, for annual cycle of PR the differences in

RMSE are lower. The better CMIP6 performance is most visible

for TN and TX (Table 1).

Projected changes

Figure 4 shows the results for projected changes in monthly

mean values of studied variables, whereas Figure 5 shows results

for standard deviation of the monthly values. Changes in annual

mean of monthly mean values of studied variables are also shown

in Figure 4.

Projected changes in TAS, TN and TX are positive indicating

expected increase of air temperature in studied area in all months

(Figures 4A,C,D). The increase is naturally larger for stronger

forcing scenarios (RCP8.5, SSP5-8.5) in all months, and in most

cases the changes in summer and autumn months are higher

than in winter and spring. CMIP6 project generally higher air

temperature changes than CMIP5. The difference between

CMIP5 and CMIP6 is higher in summer and autumn,

especially for TAS. Regarding changes of TAS, TN and TX

simulated by CNRM_r1, the annual mean values are very

close to the CMIP6 median (Figure 4). In winter, this

simulation tends to be in the upper part of

CMIP6 distribution and in summer in the lower part.

Projected mean annual change of PR shows slight increase of

precipitation amount with 75% of GCMs giving positive annual

mean change and multi-model medians projecting change of

approximately 5% for both CMIP5 and CMIP6 under both

forcing scenarios (Figure 4B). CNRM_INI mini-ensemble

gives higher changes around 10% (Figure 4B). However, the

change is not distributed uniformly throughout the year. From

November to May all GCM simulations agree on precipitation

increase. During summer season, the results differ for both GCM

ensembles and forcing scenarios. For CMIP5 under RCP4.5 the

multi-model median change is close to zero (corresponding to

value of 100% in Figure 4B, with the term “zero change”meaning

no increase nor decrease of PR) and the spread between lower

and upper quartiles includes zero change from June to October.

Similar conclusion applies for CMIP5 under RCP8.5, with lower

(more negative) multi-model median change and larger spread in

July and August (Figure 4B). Under SSP2-4.5 CMIP6 projected

median precipitation change is near zero in June, and from July

to September slightly negative with multi-model inter-quartile

spread including zero change. Under SSP5-8.5 CMIP6 GCMs

project precipitation decrease from June to September with

maximum median decrease of 25% in August. In October

CMIP6 projected precipitation changes do not practically

differ between scenarios with median changes indicating
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increase of approximately 5% but MME spread between quartiles

involving zero change (Figure 4B). CNRM_INI gives more

positive precipitation changes than most of other GCMs in all

months, with practically zero median change in July and rather

positive changes in other months. CNRM_r1 projects

precipitation decrease of 10–25% from June to September, and

precipitation increase of similar magnitude range in other

months, with only minor differences between forcing scenarios.

TABLE 1 Comprasion of root mean square error (RMSE) of themean annual cycle of studied variables between selected CMIP6 and CMIP5 GCM pairs.
The differences are shown relatively, values lower than 100 implying better performance of CMIP6 GCM than its CMIP5 counterpart.

RMSE(CMIP6)/RSME(CMIP5)*100

CMIP5 CMIP6 tas Tasmin Tasmax pr

CanESM2 CanESM5 36 60 85 152

CNRM-CM5 CNRM-CM6-1-HR 62 69 94 139

EC-EARTH EC-Earth3 177 227 91 53

FGOALS-g2 FGOALS-g3 51 32 165 96

GFDL-CM3 GFDL-CM4 188 117 87 98

GFDL-ESM2M GFDL-ESM4 187 89 97 70

IPSL-CM5A-LR IPSL-CM6A-LR 74 19 58 90

MIROC5 MIROC6 88 95 101 206

MPI-ESM-LR MPI-ESM1-2-LR 94 30 85 103

NorESM1-M NorESM2-LM 108 — — 173

FIGURE 4
Projected changes of monthly means of daily mean air temperature (A), daily precipitation amount (B), daily minimum air temperature (C) and
daily maximum air temperature (D) for the period of 2070–2099 in comparison to 1961–1990 averaged over the area of the Czech Republic, “year”
denotes annual mean change. Boxplots show intra-ensemble statistical distribution (median, lower and upper quartiles, whiskers representing 1.5 *
IQR, and outliers as dots) of CMIP5 under RCP4.5 (dark green), CMIP6 under SSP2-4.5 (orange), perturbed initial conditions mini-ensemble of
CNRM-ESM2-1 GCM under SSP2-4.5 (10 members, blue), CMIP5 under RCP8.5 (light green), CMIP6 under SSP5-8.5 (yellow), perturbed initial
conditions mini-ensemble of CNRM-ESM2-1 GCM under SSP5-8.5 (5 members, brown). The CNRM-ESM2-1 r1i1p1f2 simulation is plotted as a pink
line for SSP2-4.5 and as grey line for SSP5-8.5.
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Regarding the projected changes in inter-annual variability of

TAS, TN, TX and PR, which were evaluated based on relative

changes in standard deviation (Figure 5), the differences between

CMIP5 and CMIP6 and individual emission scenarios are

smaller than in case of changes in mean values of studied

variables (compare to Figure 4). Further, the spread of

CNRM_INI mini-ensemble is comparable to the spread of the

whole CMIP5 and CMIP6 ensembles. This implies that the

internal variability seems to play an important role in changes

of inter-annual variability of studied variables. Standard

deviation of TAS, TN and TX is expected to increase in

summer and decrease in winter. Standard deviation of PR is

projected to increase, but the multi-model spread includes zero in

some months. CNRM_r1 tend to be rather far from the multi-

model median of CMIP6, especially for changes in standard

deviation of PR.

Furthermore, regarding the changes in standard deviation of

studied variables, there are some severely outlying points visible

in Figure 5, with changes up to 150–200% in several extreme

cases. The outlying models vary. It is not possible to depict

several particular models. However, we have to note that the

CNRM_r1 is also in some cases among these outlying

simulations, especially for standard deviation of PR, as already

noted above.

Similarly like in Mean annual cycle in 1961–1990 Section,

to investigate more the difference between air temperature

changes projected by CMIP5 and CMIP6 ensembles, we

compare changes in daily mean air temperature for ten

pairs of GCMs from both ensembles for which the

CMIP5 GCM can be considered as predecessor of

corresponding CMIP6 GCM (Table 2). For the sake of

easier interpretation, we only show the differences for

summer and annual means of projected TAS changes. We

choose summer season because the results in Figure 4 show

that for this season the differences in TAS changes between the

two multi-model ensembles are largest. For six out of these ten

pairs, the CMIP6 signal is higher for both forcing scenarios.

For “MIROC”, “FGOALS” and “GFDL-CM” pairs the

difference between generations is zero or CMIP5 version

gives higher TAS change than CMIP6. Also for “NorESM”

pair under the lower radiative forcing the CMIP5 projected

annual mean TAS change is slightly higher than CMIP6

(Table 2). Therefore, we cannot conclude that all

CMIP6 GCMs give higher TAS changes than their

CMIP5 predecessors do.

Discussion

Most of the results are presented in the form of boxplots for

individual ensembles. When comparing the boxplots we have to

keep in mind that each ensemble has different number of

members. So for example in some cases higher number of

simulations included can cause larger spread. On the other

FIGURE 5
Same as Figure 4, but for relative changes in standard deviation of studied variables.
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hand, we can conclude that higher number of models in

CMIP6 comparing to CMIP5 does not automatically lead to

larger spread, which implies higher convergence in CMIP6.

Differences in model performance and changes projected by

CMIP6 simulations in comparison to previous CMIP5 GCMs are

hard to attribute to one particular feature or difference between

the multi-model ensembles, because the ensembles differ in

various aspects. These include different number of

contributing models, differences in model complexity, e.g.,

inclusion of wider scale of bio-geo-chemical processes in some

CMIP6 earth-system models, differences in forcing scenarios etc.

Regarding the forcing scenarios, according to Gidden et al. (2019)

there are slight differences in emission and concentration

pathways between corresponding SSP-RCP pairs in the course

of the 21st century. As discussed in Tebaldi et al. (2021) there are

only minor differences in the radiative forcing according to more

traditional definition established by IPCC AR5 (Myhre et al.,

2013). However, when considering effective radiative forcing

(Smith et al., 2020), some differences arise, due to above

mentioned differences in emission pathways (for detailed

discussion see Tebaldi et al., 2021, Section 3.1.3).

Another important issue potentially contributing to

revealed differences in projected climate changes is higher

effective climate sensitivity in some of the CMIP6 GCMs (e.g.,

Zelinka et al., 2020) leading to higher projected temperature

changes especially in summer (e.g., Palmer et al., 2021).

Moreover, a number of recent studies have shown that

there is a certain relationship between model performance

in recent decades and the magnitude of projected future

changes (e.g., Tokarska et al., 2020; Hegerl et al., 2021).

When some kind of constraint is applied based on the

historical simulations then the constrained

CMIP6 projected changes get more in line with

CMIP5 constrained projections (e.g., Tokarska et al., 2020;

Tebaldi et al., 2021). However, most of relevant studies

concentrate on global mean surface air temperature (e.g.,

Brunner et al., 2020; Tokarska et al., 2020), so the effect of

such constraints over Central Europe needs to be assessed.

Analysis of possible constraints is out of scope of the present

study, the authors are working on a follow-up study focusing

on this issue. Preliminary results for the reference period

analyzed here do not show any difference in simulated air

temperature trends between CMIP5 and CMIP6. Nevertheless,

we can make a note, that both GCM generations tend to

overestimate observed air temperature trends, with

observed trends of monthly mean air temperature being

mostly statistically insignificant and simulated trends

statistically significant in approximately half of studied

cases (not shown).

Regarding model performance, some previous studies

compared the GCMs contributing to both CMIP5 and

CMIP6 in order to evaluate explicitly the progress between

the generations. For example, Cannon (2020) evaluated

15 such pairs of GCMs according to their skill in simulating

observed patterns of atmospheric circulation over six selected

continental regions based on daily values of sea-level pressure.

They concluded that the simulated atmospheric circulation is

substantially improved in the new generation of models.

Similarly, Fernandez-Granja et al. (2021) also report a

progress to better results in CMIP6 when evaluating

atmospheric circulation based on Lamb classification over

Europe for nine pairs of GCMs. Evaluation of model

performance is not the main goal of this study, as we evaluate

mainly multi-model characteristics rather than individual model

performance. Anyway, our results for the reference period are

quite inconclusive; there are not large differences in the

resemblance with observed values between CMIP5 and

CMIP6 (Figures 2, 3). On the other, the simple comparison of

TABLE 2Differences in TAS projected changes (°C) between selected CMIP6 a CMIP5GCMpairs for two forcing scenarios. Positive values imply higher
projected changes in CMIP6 than in CMIP5. JJA denotes mean over June-July-August season, Y denotes annual mean.

RCP45/SSP2-4.5 RCP85/SSP5-8.5

CMIP5 CMIP6 JJA Y JJA Y

CanESM2 CanESM5 0,9 1,2 0,8 1,7

CNRM-CM5 CNRM-CM6-1-HR 1,2 0,5 2,4 1,2

EC-EARTH EC-Earth3 2,3 2,4 3,9 3,9

FGOALS-g2 FGOALS-g3 −0,7 −0,4 −1,1 −1,3

GFDL-CM3 GFDL-CM4 −1,4 0,1 −2,6 −0,7

GFDL-ESM2M GFDL-ESM4 0,8 0,6 1,1 0,5

IPSL-CM5A-LR IPSL-CM6A-LR 1,0 0,5 2,4 0,9

MIROC5 MIROC6 0,0 −0,7 0,0 −1,0

MPI-ESM-LR MPI-ESM1-2-LR 0,7 0,9 1,0 0,6

NorESM1-M NorESM2-LM 0,4 −0,2 1,3 0,4
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RMSE of mean annual cycle of studied variables for selected

CMIP5-CMIP6 pairs show general tendency towards better

performance in the new GCM generation.

One of the prominent features visible in our results across GCM

generations is the pattern of summer precipitation decrease over

central Europe. It has already been described based on both GCM

and RCM projections (e.g., Coppola et al., 2021a) and has been

reported to get evenmore prominent inCMIP6 (Palmer et al., 2021).

Another noticeable feature is that projected air temperature increase

is higher in summer and autumn than in winter and spring

(Figure 4A). This implies a possible change in the annual air

temperature amplitude and hence thermal continentality of

climate. Continentality of climate generally characterizes the

influence of the distance of ocean on the climate of a place

(Driscoll and Yee Fong, 1992). Previous studies based on

Köppen-Trewartha climatic classification showed projected

transition from continental temperate climate to oceanic

temperate climate over Central Europe (Feng et al., 2012; Belda

et al., 2017). This is seemingly in contrast to our results. However,

Köppen-Trewartha climatic classification distinguishes the

continental and oceanic temperate climates based solely on a

numerical threshold for air temperature of the coldest month

(Belda et al., 2014). However, thermal continentality indices are

generally based on annual air temperature amplitude (e.g.,

Gorczynski, 1922). Hence, as our results for both CMIP5 and

CMIP6 show increasing annual temperature amplitude, it implies

increase of continentality of climate over Central Europe. On the

other hand, a different view on continentality can be based on the

annual course of precipitation (e.g., Brázdil et al., 2009). More

uniform annual course implies ombric oceanity, whereas

increasing differences between seasonal precipitation amounts

imply increasing ombric continentality. Our results show slight

increase of winter precipitation and tendency towards decrease of

summer precipitation (Figure 4B). Combining these projections

with observed annual course of precipitation (Figure 2B), we can

conclude that our results indicate projected decrease of ombric

continentality over Central Europe, contrasting with expected

increase of thermal continentality of climate.

Regarding projected changes in inter-annual variability of

studied parameters, our results indicate increase of variability of

precipitation, except for summer months, where the results are

inconclusive with multi-model ranges including zero changes

(Figure 5B). Together with projected decrease of summer

precipitation (Figure 4B), this might lead to higher probability

of dry summer periods. Increased inter-annual variability

together with increased mean precipitation in winter, spring

and autumn leads to higher probability of extreme

precipitation that might point toward higher probability of

floods. Inter-annual variability of studied temperature

characteristics in summer is expected to increase (Figures

5A,C,D) which together with projected increase of monthly

mean values (Figures 4A,C,D) leads to even higher probability

of extremely high temperatures with possible more frequent heat

waves in summer. Higher probability of high temperature

extremes in future has also been concluded in previous

studies, most recently e.g., in Coppola et al. (2021b).

Conclusion

We have evaluated differences between CMIP5 and

CMIP6 GCM multi-model ensembles with regard to mean

annual cycle of four basic climatic variables and their inter-

annual variability in the 1961–1990 reference period and

projected changes in 2070–2099 under two forcing scenarios.

The reference period of 1961–1990 was selected to represent

relatively stable recent climate over the Czech Republic. More

recent reference period would be more influenced by

contemporary anthropogenic climate changes (e.g., Brázdil et al.,

2022). A special attention has been paid to the simulation of CNRM-

ESM2-1, one of the CMIP6 GCMs, and its perturbed-initial

conditions mini-ensemble. The results for the area centered on

the Czech Republic reveal minor differences in model performance

in the reference period whereas quite substantial inter-generation

shift in projected future change towards higher air temperature and

lower summer precipitation in the new GCM generation. Based on

our simple comparison of selected predecessor-successor pairs it

cannot be concluded that all CMIP6 GCMs project systematically

higher air temperature changes (Table 2). However, themulti-model

characteristics imply generally higher changes for CMIP6 GCMs,

especially in summer.

Regarding the consistency of GCM simulations with

observed values in the reference period, we can conclude that

based on the multi-model characteristics the GCMs are capable

of capturing the main features of annual cycles of studied climatic

elements. Even though the model performance does not

automatically imply reliability of future climate change

projections (e.g., Abramowitz et al., 2019), it is a necessary

condition for the process of climate change scenario creation.

Regarding the CNRM-ESM2-1, the driving GCM simulation

of Aladin-CLIMATE/CZ, which is the core simulation for the

PERUN climate change scenarios, its results are often quite far

from the multi-model median. Therefore, we strictly recommend

accompanying any analysis based on the simulation of Aladin-

CLIMATE/CZ with proper uncertainty estimate using available

GCMs and RCMs. On the other hand, the nested RCM does not

automatically inherit the manner of behavior from the driving

GCM, even the climate change signal is often substantially

modified (e.g., Sørland et al., 2018; Crhová and Holtanová,

2019). We concentrated here on the CNRM-ESM2-

1 simulation for the area of the Czech Republic, which lies in

the center of the Aladin-CLIMATE/CZ integration domain.

However, for the resulting RCM simulation, the input from

GCM in the form of boundary conditions is very important

(e.g., Christensen and Kjellström, 2020; Ahrens and Leps, 2021).

Therefore, in an upcoming study, we will concentrate on
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evaluation of CNRM-ESM2-1 with regard to the boundary

conditions provided to Aladin-CLIMATE/CZ, i.e., the upper-

air parameters over the boundaries of the integration domain.

The range of CNRM_INI mini-ensemble represents a rough

estimate of uncertainty related with internal climate variability. It is

relatively larger in case of inter-annual variability of studied air

temperature variables than for themean values, in both the reference

period and with regard to projected changes. For precipitation, the

role of internal variability is more pronounced than for air

temperature, in both reference and future time periods. The

CNRM_INI mini-ensemble includes only ten or five simulations

for only one model, and therefore provided uncertainty estimate

must be considered as a lower bound. With regard to this fact, we

can conclude that the CNRM_INI range is often quite large in

comparison to the range of whole CMIP6 ensemble. It implies that

when constructing climate change scenarios for Central Europe,

attentionmust be paid not only to structural uncertainty represented

by inter-model differences and scenario uncertainty, but also to the

influence of internal climate variability.

Our results and above discussion lead us to the conclusion

that it is necessary to explore possible constraints on simulated

changes before the CMIP6 GCM outputs are used for any kind of

further analysis, including uncertainty estimates for impact and

adaptation studies on regional and local scales. Therefore, within

the project PERUN, a further analysis of possible links between

simulated changes, model performance and model climate

sensitivity will be performed to tackle this issue appropriately.
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Observational study of river-land
breeze and its influence on
distribution of PM10

concentrations over a main
mining city in the Yangtze River
Delta, China
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1Anhui Environment Science Institute, Hefei, Anhui, China, 2Anhui Meteorology Institute, Anhui Key Lab
of Atmospheric Science and Satellite Remote Sensing, Hefei, Anhui, China, 3Shouxian National Climate
Observatory, Shouxian, China

Wind data from air pollutant observation networks and meteorological stations

are used to analyze the characteristics of river-land breeze near Tongling city (a

mainmining city in the Yangtze River Delta). The inhomogeneous distribution of

pollutant matters near Tongling city due to river-land breeze is also

investigated. Our results show the following conclusions. 1) The river breeze

during the daytime is stronger than the land breeze at night. And the speed of

river-land breeze is increased rapidly from 7:00 and arrived at the maximum at

12:00. After 15:00, the speed is slowed rapidly. 2) The river-land breeze in city

area (east of Yangtze River, speed is .07 m/s) is weaker than the natural area

(west of Yangtze River, speed is 0.18 m/s). Furthermore, the seasonal variations

of breeze both in the west and east sides are different. In west side, the breeze is

strongest in spring. And in the east side, the breeze is strongest in summer. 3)

Under a weak breeze (≤0.45 m/s), the PM10 is moved by the breeze within the

region and causes the heterogeneity. While with a strong breeze (>0.45 m/s),

the PM10 is transported out of the region, and the PM10 concentration becomes

homogenous. 4) The river breeze leads to a reduction of the pollutant

concentration near the Yangtze River, but an increase in the city due to the

transportation of pollutant particles from coast to city at daytime.

KEYWORDS

river-land breeze, the distribution of air pollutant, inhomogeneity, PM10, Yangtze
River Delta

Highlights

Weak river-land breezes caused spatial heterogeneity of PM10. And strong breezes

produced spatial homogeneity.
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1 Introduction

The Yangtze River Delta (YRD) is one of the most important

economic zones in China, including 26 cities in Shanghai,

Jiangsu, Zhejiang and Anhui provinces. It is a region has not

only heavy industries such as machinery industry, chemical

industry, automobile manufacturing and mining, but also has

agricultural products like wheat, rice and corn. It is also a hub of

transportation. With the significant economic growth of the

YRD, environmental problems become more and more

prominent in that region. Hu et al. (2014) pointed out some

atmospheric environmental problems including increase of

particle concentration, more haze weather and the

deterioration of air quality. Fu et al. (2013) also showed that

the average emission intensities in the YRD for some air

pollutants (SO2, NOX, PM2.5, PM10, NMVOCs and NH3) were

2–7 times higher than the national average value in 2010. The

annual average concentrations of PM2.5 in the cities of Shanghai,

Nanjing and Hangzhou in 2013 were 5–7 times higher than the

World Health Organization (WHO) Air Quality Guidelines

(Wang et al., 2014). These problems of air pollution may

cause loss of both human health and Economic wealth (Wang

et al., 2015). Therefore, the atmospheric environmental problem

in the YRD is one of the most important issues that researchers

should pay a close attention to.

Tongling city, a major mining city, is located in the west of

YRD and near the Yangtze River. There are various industries,

such as ore mining, metal smelting and Energy-Chemical

industry. And the source of air pollution is a complicated

problem in Tongling. In addition, complex topography (the

Yangtze River, hills, cities, etc.) also creates special regional

meteorological conditions. Particularly the specific geographic

distribution of water and urban land use will have a certain effect

on regional climate. Previous studies indicate that physical

property differences between water and land may cause local

atmospheric motion, form weather phenomenon with significant

diurnal variation such as Sea-Land Breeze, land-lake breeze, and

river-land wind (Avissar and Pielke, 1989; Oliveira and

Fitzjarrald, 1993; Porson et al., 2007; Crosman and Horel,

2010; Crosman and Horel, 2012; Choi et al., 2015). Local

atmospheric motion can change wind direction and speed,

and thus influence the distribution of air pollutants in the

area (Clappier et al., 2000; Melas et al., 2006). For example,

air pollutant could be transported from coast to land due to the

effect of sea breeze (Alexandra et al., 2016).

Despite that the spatial scale of river-land breeze is smaller

(about 20 km) than sea breeze, it can bring remarkable influences

on local weather and air quality (Wang et al., 2010). Silva Dias

et al. (2004) studied the Amazon basin and found that river-land

breeze could induce local convergence and divergence and create

a local climate with distinct geographical features. The contrast

between the wide surface of the Yangtze River and the land is

prone to the formation of river-land breezes under a certain

condition, which creates local climate regime and corresponding

distribution features of atmospheric pollutant concentration.

Therefore, in this study, we analyze river-land breeze and its

influence on regional air pollution in Tongling city.

We analyze the characteristics of river-land breeze and the

influence on distribution of PM10 in the Yangtze River Delta,

China. The remainder of this paper is organized as follows: The

study area, observations, and data quality control methods used

are described in Section 2. We analyze the results in Section 3.

The Discussion are given in Section 4 and the conclusions are

given in Section 5.

2 Materials and methods

2.1 Meteorological and air quality data

In this study, we focus on Tongling city and the area

surrounding it. The study region (117.5E-118E, 30.8–31.1N) is

shown in Figure 1. In this domain, the Yangtze River passes

through from south to north and is almost perpendicular to the

latitude in all lines. Therefore, the river breeze caused by the

difference of land and surface contrast is mainly in east-west

direction. Observation data from all meteorological stations

(total 22 stations) and air quality monitoring stations (total

four stations) in study region are collected for analyzing river

breeze and its influences on pollutant particles distribution.

These four air quality monitoring stations are located at the

ninth middle school (NS), the wastewater factory (WF), the

fourth middle school (FS) and the road bureau (RB).

The data from air pollutant observation stations (national

stations of Ministry of Ecology and Environment, PRC) and

meteorological observation stations (regional stations of China

Meteorological Administration) in the whole year of 2011

(observation experiment period in Tongling) are used in this

study, include concentration of PM10, the wind speed and

direction. The time frequency of these observation data is 1 h.

Those concentration of PM10 were observed by the LGH-01B

PM10 air particulate matter monitoring instrument (produced by

Anhui Landun Photoelectron CO., LTD., Anhui, PRC). The wind

speed was observed by the three-cup wind speed sensor (EL15-

1A) and the wind direction was observed by the sensor of EL15-

2A (produced by Zhonghuan TIG, Tianjin, PRC).

The data of PM10 are disposed according to the technical

specifications of Ministry of Ecology and Environment, PRC

(Technical Specifications for Installation and Acceptance of

Continuous Automatic Monitoring System for Ambient Air

Particulate Matter (PM10 and PM2.5), HJ 655–2013). And the

supplemental quality control of all these datasets had been carried

out before analysis. The primary purpose of quality control is to

eliminate the outliers. However, it is also assumed 10% of air

pollutant data are unreliable. The quality control aims to eliminate

not only the outliers, but also those unreliable data. So, first step is
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to calculate its probability distribution, then, a threshold is

obtained to eliminate those 10% data.

2.2 River-land breeze calculation

According to formulas (1), it is clear that total wind (V
.
)can

be decomposed into zonal (u i
.
), meridional (v j

.
) and vertical

component (wk
.
). Because only horizontal wind data are

collected in meteorological stations, and only zonal and

meridional wind data are available. And for our case, the

river-land breeze mainly affects the winds in east-west

direction; therefore, only zonal winds (positive for westerly

wind and negative for easterly wind) are analyzed. In

addition, since river-land breeze is local deviated wind from

environmental background wind, we further decompose zonal

wind into environmental background wind (�u) and local deviated

wind (Δu) as shown in formulas (2).

V
. � u i

.+ v j
.+ wk

.
(1)

u � �u + Δu (2)
�u � 1

n
∑

n

i�1ui (3)

n is the number of weather stations in the study region, ui is the

zonal wind of the weather station i for the per hour

observation data.

As the environment background wind (�u) is calculated with

domain average method as formula (3) shown, the local deviated

wind (Δu) is subtracted from the total zonal as formula (2). As

the local deviated wind (Δu) is caused by the local geomorphic

characteristics (river and land), and it is used to express river-

land breeze in the following articles.

Environment background wind (�u) is calculated with domain

average method, and the formula is showed in formula (3). The

difference (Diff) between the local deviated wind in the east

(Δueast) and west (Δuwest) bank of the Yangtze River is also

calculated as formula (4).

Dif f � Δuwest − Δueast| | (4)

3 Results

3.1 Analysis of yangtze river breeze

Diurnal variation of annual mean local deviated wind (Δu) is
shown in Figure 2. Generally, A “change inversely” relationship

can be noticed between the west and east side of the river. During

FIGURE 1
Map of the study region (squares are weather stations, and triangles are air quality stations, color shadow is altitude, blue is Yangtze River).

FIGURE 2
Diurnal variation of annual mean local deviated wind speed
(Δu) in both sides of the Yangtze River and their difference in
2011 year.
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8:00–16:00 (local time, and same hereafter), It is easterly wind in

the west of the Yangtze River and westerly wind in the east,

exhibiting a divergence pattern. In contrast, during 16:00–1:00,

the local winds reverse the direction, which forms a convergence

pattern. It can also be noticed that the local deviated zonal wind

speed Δu in both east and west sides of the Yangtze River

increases from 8:00a.m., reaching the maximum between 12:

00–14:00, and gradually decreases afterwards. According to the

difference between Δu in the east and west (Diff), there are two

maximums in a diurnal cycle. The first one occurs between 12:

00–14:00 when both u’ and Diff reach their maximums (the

largest Δu is 0.28 m/s and occurs in the west side of the Yangtze

River, while the largest Diff is 0.37 m/s). The second maximum

occurs between 16:00–22:00, and both Δu and Diff (0.2 m/s and

0.29 m/s respectively) are smaller in magnitude compared with

the first maximum.

The diurnal variation of local deviated wind (Δu) in the

east and west side of Yangtze River and their difference for

different seasons are shown in Figure 3. It shows the following

information. 1) For the pairs of Δumaximum at any season, in

the daytime, it is always negative in the west side and positive

in the east side of the Yangtze River. The only difference about

this aspect for different seasons is the strength of Δu and the

duration time of strong wind reversal. 2) In the daytime, the

difference between the winds in either side of the Yangtze

River is most significant in spring, followed by autumn, winter

and summer. 3) In the nighttime, the difference between the

winds in either side of the Yangtze River is the most obvious in

winter, followed by spring and autumn, and the smallest

difference occurs in summer too. 4) “Diff” is larger in the

FIGURE 3
Diurnal variation of local deviated wind (Δu) in both sides of Yangtze River and their differences for different seasons.

FIGURE 4
Diurnal variation of wind direction in east side of the Yangtze
River.
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nighttime than daytime in winter, while vice versa for other

seasons. For the Diff represents the difference of wind between

the east and west sides of the Yangtze River, as formula (4), it

can be used to represent the speed of river-land breeze. As

Figure 3 shown, the speed of river-land breeze at night is

greater than that in daytime in winter, and it is just the

opposite in other seasons.

The mean local deviated wind speed and standard

deviations are calculated during daytime (9:00–16:00) and

nighttime (19:00–04:00). As shown in Table 1, the land

breeze in the west side of Yangtze River is stronger than

that in the east. The mean Δu in the west and east

are −0.18 m/s (negative sign indicates easterly wind) and

.07 m/s (positive sign indicates westerly wind) respectively.

In the west side, the river-land breeze is strongest in spring.

And the average easterly/westerly wind speed is 0.29/0.27 m/s.

However, in the east side, the river breeze in summer is the

most prominent (0.11 m/s), so is the land breeze in winter. For

the wind different between the west and east side, the

maximum occurs during daytime in spring, and the

minimum occurs during nighttime in summer.

As shown in Figure 4, the results from this analysis support that

easterly winds (land breezes) are dominant during nighttime, but

westerly winds (river breezes) appear during 10:00–16:00, which has

crucial impacts on dominant winds over Tongling. During the

diurnal cycle, when the maximum occurs with westerly winds in

the east and easterly winds in the west during 10:00–16:00, the river

breezes are dominant winds; when the maximum occurs with

westerly winds in the west and easterly winds in the east during

16:00–22:00, the land breezes are dominant winds. The difference is

more significant in the daytime than nighttime.

3.2 The origin and effects of river breeze

The main cause of river-land breeze is the different heat

capacity between river and land. Suppose Q (J/m2) is solar

radiation flux, C is specific heat capacity of surface (land and

water), dT represents the change of temperature due to radiation,

and m indicates unit mass of atmosphere. Then the formula of

solar radiation flux is as following:

Q � C · dT ·m (5)

Because specific heat capacity of land (denoted as CL) is

smaller than that of water (denoted as CW), for same solar

radiation, temperature change of water (denoted as dTW) is less

than that of land (denoted as dTL). In the daytime, temperatures

of both land and the Yangtze River rise because of solar radiation,

but the land is heated much quicker than the river, resulting in

warm land and cold water. In contrast, during the night,

temperatures of both land and the Yangtze River decrease due

to radiation cooling, but the land cools much quicker than the

river, resulting in cold land and warm water. A pressure gradient

is generated due to the temperature difference between the

Yangtze River, which leads to airflow movement.

According to atmospheric state equation p � ρRT, if there is

a difference between the temperatures in two regions, their

corresponding atmospheric pressure (p) will respond to the

change of temperature gradient by increasing their gradient

accordingly. Based on equation of atmospheric motion

[formula (6)], wind speed as well as the change rate of the

wind speed with time will follow the changes of the pressure

gradient, resulting in an increase of the local deviated wind speed.

In another word, the river-land breeze increases the amplitude of

the perturbed wind component, which further aggravate the

inhomogeneity of the wind fields. Therefore, river-land breeze

increases the change rate of the wind with time, amplifies the

perturbations of the total wind and finally effects the diffusion of

the atmospheric polluted matters.

du

dt
− fv � −1

ρ

zp

zx
+ Fx

dv

dt
+ fu � −1

ρ

zp

zy
+ Fy

dw

dt
� −1

ρ

zp

zz
− g + Fz

⎧⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

(6)

Diurnal variation of the speed of Δu and the regional average

concentration of PM10 are shown in Figure 5. We can find that

the Δu is generally low speed (<0.35 m/s) from 0:00 to 7:00. A

quick increase can be noticed after 7:00, and it reaches maximum

around 16:00 and then decreases abruptly afterwards. Also, it is

obvious that the speed of Δu is small during the night, and less

than 0.4 m/s after 20:00.

TABLE 1 Themean of local deviated wind Δu in the west and east side of the
Yangtze River (negative value indicates easterly wind; positive value
indicates westerly wind).

West (m/s) East (m/s)

annual day −0.18(±0.09) 0.07(±0.03)

night 0.13(±0.05) −0.06(±0.03)

spring day −0.29(±0.16) 0.09(±0.06)

night 0.27(±0.07) −0.05(±0.05)

summer day −0.11(±0.04) 0.11(±0.04)

night 0.03(±0.08) 0.00(±0.04)

autumn day −0.23(±0.08) 0.04(±0.05)

night 0.03(±0.05) −0.06(±0.05)

winter day −0.14(±0.16) 0.04(±0.04)

night 0.26(±0.07) −0.10(±0.04)
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4 Discussion

Unlike the variation of PM10 concentration which is

primarily determined by the meteorological conditions, the

variation of the NO2 and SO2 concentrations is much more

complicated and subjected to combined effects from multiple

factors. Therefore, we use PM10 as a representative of air

pollutant to study the impact of river-land breeze on its

spatial distribution.

We first calculate the domain-averaged concentration of the

PM10, then the PM10 anomalies at each observation station can

be obtained by subtracting the averaged PM10 value from the

observed PM10. Those anomalies reflect the inhomogeneity of the

PM10 spatial distribution.

According to the diurnal variation of averaged PM10

concentration from four stations, the main period of reduced

concentration is 9:00–16:00. During that period, the speed of Δu
is larger than 0.45 m/s. This implies the local perturbed winds can

effectively enhance the diffusion of atmospheric pollutants for

the concentration of PM10 is decreased significant. We can also

notice from Figure 6 that the PM10 concentrations at stations FS

and RB are larger than those at station NS and WF, and the

former two stations are the farthest from the Yangtze River while

the latter are the closest. This indicates the PM10 concentration is

lower near the Yangtze River. Diurnal variation of local deviated

wind in three different regions from the east side of the Yangtze

River is depicted in Figure 7. E1, E2 and E3 respectively represent

the region whose distance from the Yangtze River is less than

10km, between 10 and 20 km and more than 20 km. It is clear

that u’ varies inversely with the distance from the Yangtze River.

As a result, the local deviated wind speed is stronger and

pollutant concentration is less near the Yangtze River.

The diurnal variation of pollutant concentration is also

obvious in Figure 6. The anomalous PM10 concentration at

those four stations gradually increase starting from 6:00 and

decrease after 20:00. This period corresponds to the exact time

frame when the local deviated winds are enhanced (Figure 7),

indicating a strong correlation between the pollutant

concentration and the local deviated winds. In addition,

there are also remarkable diurnal variation for the

differences of averaged Δu in E1, E2 and E3. The difference

of averaged Δu between E1 and E2 reaches maximum (0.21 m/s)

around 14:00 and the ratio is 2.4. The difference of averaged Δu
between E2 and E3 reaches maximum (0.16 m/s) around 16:

00 and the ratio is 9.2. In general, u’ increases rapidly after 6:00,

which causes stronger winds in the areas along the Yangtze

River.

There are strong correlations about the diurnal variation of

pollutant concentration between the stations. The correlation

coefficient is -0.75 between stations NS and RB and

-0.71 between stations WF and FS. The strong negative

correlations between these two pairs of stations imply a

plausible scenario that the pollutants are transported

between stations: the concentration of pollutant in one

observation point is increased, while the concentration of

pollutant in the other point is decreased.

Figure 8 is the scatter diagram of local deviations of PM10

concentration (SD-PM10) and the speed of Δu. As the speed less

FIGURE 5
Diurnal variation of Δu (unit: m/s) and regional average
concentration of PM10 (unit: mg/m3).

FIGURE 6
Diurnal variation of PM10 anomalies at individual stations.

FIGURE 7
Diurnal variation of the local deviatedwind speed (Δu) in three
regions east side of the Yangtze River (E1: close to the Yangtze
River; E2: moderate distance from the Yangtze River; E3: far from
the Yangtze River).
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than 0.45 m/s, the SD-PM10 increases quickly with the speed of

u’. However, after the speed of Δu more than 0.45 m/s, the SD-

PM10 decreases gradually with the 0.45 m/s. That is to say, the

PM10 distribution generally becomes homogenous after Δumore

than 0.45 m/s.

The above analysis shows: 1) river-land breeze causes strong

local wind in the area near the Yangtze River and helps to spread

the air pollutants, which results in a low concentration of

pollutant in this area; 2) in the daytime, river breeze

transports the pollutants away from the Yangtze River,

leading to a negative correlation of the pollutant

concentration between the areas close to and far away from

the river. 3) Under a weak river breeze (Δu ≤0.45 m/s) scenario,

the PM10 is transported by the breeze within the study region

and causes the heterogeneity of PM10 concentration. While

under a strong river breeze (Δu >0.45 m/s) scenario, the PM10 is

transported out of the study region, and the PM10 concentration

becomes homogenous.

5 Conclusion

A river-land breeze is a regional meteorological phenomenon

caused by the difference of heat capacity between water and land.

As one of the major mining cities near the Yangtze River,

Tongling is subjected to significant influences from the river-

land breezes. The river-land breezes in Tongling have the

following characteristics:

1) During the spring, the local deviated wind (river-land breeze)

is more prominent, and the speed of breeze in daytime is

stronger than the speed at night.

2) Although the dominant winds in Tongling are easterlies, they

frequently turn to westerlies due to the influences of breezes.

3) The river-land wind component is large for area near the

Yangtze River and small for those far from, and it exhibits a

significant non-linear decreasing relation with the increase of

the distance from Yangtze River.

Under the influence of the river-land breezes, the spatial

distribution of PM10 concentration in Tongling has the following

characteristics:

1) PM10 concentration is lower at the stations near the Yangtze

River and higher at the stations far away. The discrepancies of

concentration between different stations gradually increase

after 6:00.

2) In the daytime, river breeze transports the pollutants away

from the Yangtze River, leading to a negative correlation of

the pollutant concentration between the areas close to and far

away from the river.
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Influence of key parameters of
ice accretion model under
coexisting rain and fog weather
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Based on 30 complete wire icing processes lasted longer than 24 h observed

from the Enshi, Jinsha, Dacaoping and Shennongding of Shennongjia in

mountainous areas of Hubei province during the winter of 2008–2016, the

macroscopic effects of rain–fog weather on the ice accretion process were

analyzed. Furthermore, the distribution characteristics of key simulation

parameters in supercooled fog (SF) and freezing rain (FR) were discussed

according to the physical model of icing process. Finally, the evolution

characteristics of the simulated ice thickness in rain–fog weather were

proposed. Results showed that the duration of ice accretion in mountainous

areas is the key factor affecting the maximum ice thickness; the freezing rain is

most frequent during the glaze icing process, which leads to the substantial

growth of ice thickness. The average growth rates of ice thickness with and

without freezing rain are 1.26 mm h−1 and -0.11 mm h−1, respectively. Collision

rate is the main parameter for inhibiting ice accretion of SF, with an average

value of ~ 0.1, while freezing rate is the main parameter for inhibiting ice

accretion of FR, with an average value of ~ 0.6. The ice accretion of SF shows the

characteristics of periodic growth, while the ice accretion of FR shows the

explosive growth of ice thickness, which makes the simulated values of icing

closer to the observations. The ice formation efficiency of FR was more than

twice that of SF, with a negative feedback mechanism to the ice accumulation

of SF.

KEYWORDS

supercooled fog mixed with freezing rain, icing model, collision rate, freezing rate,
wire icing

Introduction

Since the first 500 kV high-voltage transmission line with the length of 595 km from

Pingdingshan to Wuhan in China was put into operation in 1981, seven inter-provincial

power grids as well as the five independent provincial (regional) power grids have been

put into operation one after another; the total length of 500 kV lines is >20,000 km. As

high-voltage transmission lines are usually erected in high-altitude mountainous areas,

they are highly vulnerable to freezing rain (FR) and supercooled fog (SF); the cooling
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droplets condensed on the cable or snow slush frozen on the

cable will cause ice coating on cable, which is usually called as

“wire icing”. Wire icing will not only affect the normal operation

of the transmission network but also cause serious insulator

flashover, cable breaking after galloping, damage to the fittings

and insulators, tilt and collapse of poles towers, and other

accidents (Adhikari and Liu, 2019; Deng et al., 2012; Lu et al.,

2022). Since the deployment of China’s 330 and 500 kV high-

voltage transmission lines, wire icing disasters have increased and

seriously affected the safe and stable operation of the power grid

(Wang and Jiang, 2012; Hu et al., 2016; Huang et al., 2021). There

were four severe low-temperature snowstorm and ice freezing

events hitting the 20 provinces and cities in South China during

10 January 2008–2 February 2008, causing severe influence to the

development of economy and security of humans. However,

widespread icing disasters are not frequently seen. In winter,

high-altitude mountainous areas become icing-prone areas due

to low temperature and sufficient water vapor (Lamraoui et al.,

2014; Neil et al., 2014), therefore, the local icing disaster has

become the focus of attention in the field of power

communications.

According to the icing density, ice accretion mainly includes

three types: glaze, rime, and mixed-phase of glaze and rime. The

glaze is more commonly observed in the South China than in the

North China, whereas the rime is more frequently observed in

the North China than in the South China; both types of icing are

more frequently observed in the mountainous areas than on the

plains (Wang, 2011; 2014a; 2014b). Zhao et al. (2010) revealed

the spatial distribution and climate change characteristics of

freezing weather in China from 1961 to 2008, and

demonstrated that the frequency of freezing weather in most

areas of China decreased, but the intensity has increased. The

continuous invasion of cold air and transportation of large

amount of water vapor due to the combined anomalies of

atmospheric circulation are the key reasons for the widespread

freezing weather (Ding et al., 2008; Kuang et al., 2019; Wang

et al., 2020; Zhao et al., 2022). Bernstein (2000) studied the

meteorological conditions like temperature, relative humidity,

wind speed, wind direction, and precipitation during glaze and

rime icing processes, and indicated that the glaze icing requires

more stringent meteorological conditions than rime-type icing,

whereas the mixed-phase icing has more relaxed requirement on

meteorological condition. The FR caused by the “melting

process” depends on altitude, thickness, and temperature of

the near-surface cold and warm layers (Rauber et al., 2000).

Therefore, glaze icing mainly occurs in the plains, with low

frequency, while the FR formed by the “supercooled warm-

rain process” has looser requirement on the cold layer and

warm layer, and is often accompanied by the rime icing in

mountainous areas; this makes the mixed-phase icing the

most frequently seen in this regions (Gultepe et al., 2014),

imposing great safety threat to the transmission lines and

communication towers.

The wire icing is essentially the coagulation of supercooled

droplets on the surface of the cable. Changes in the number

concentration of droplets, average particle size and liquid water

content, and other physical parameters dominate the ice

accretion intensity, where the rain intensity is the key factor

affecting the intensity of glaze icing, has the similar droplet

spectrum characteristics with stratiform cloud precipitation

(Chen et al., 2011), while the liquid water content determines

the intensity of rime icing, with the similar droplet spectrum

characteristics to that of advection fog (Niu et al., 2012). The

particle size of FR droplets is much larger than that of SF

droplets; when it approaches the ground, it not only provides

more supercooled water to the icing process but also affects the

microphysical process of SF near the ground (Wang et al., 2019a),

thereby indirectly affecting the ice accretion process. For the

simulation of FR ice accretion processes, Jones (1998) developed

a relatively simple ice accretion model of FR, which primarily

considers raindrops falling vertically and those blown by wind.

Szilder (1994) proposed an ice accretion model considering icicle

occurrence, and obtained the size and shape of FR icing by using

comprehensive analysis and stochastic theory. However, the

magnitude of FR icing mainly depends on the number of

supercooled raindrops coagulated on the cable surface

(Makkonen, 1998), and the empirical model cannot describe

the whole process of icing accurately. Contrarily, the simulation

on the SF icing is relatively mature. Makkonen (1984; 2000)

proposed the ice accretion model considering collision, capture,

and freezing rates of supercooled droplets, and the model can

describe the evolution of SF icing. Drage and Hauge (2008) and

Nygaard et al. (2011) used this ice accretionmodel to simulate the

icing process of power lines in mountainous areas, and obtained

better simulation results compared with the measured values.

In summary, the ice accretion model of SF is highly

correlated to the microphysical characteristics of liquid

droplets. The occurrence of FR increases supercooled liquid

water content in the atmosphere and enhance its contribution

to ice accretion. However, it would also affect the microphysical

characteristics of SF, which in turn will change the contribution

of SF to the development of icing process. To this end, our paper

explored the occurrence characteristics of SF and FR in the

process of ice accretion in mountainous areas, the influence of

the coexistence of FR and SF on the process of ice accretion is

analyzed, and the ice thickness during rain–fog weather in

mountainous areas is simulated through the physical model of

ice accretion, which provides a reference for the meteorological

sector to carry out targeted wire icing early warning and disaster

assessment and the power sector in decision-making.

Data and methods

In the winter of 2008 and 2009, for the macro-micro

characteristics of cloud-precipitation affecting the ice accretion
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process, two consecutive comprehensive observations were

conducted at Enshi (109.27°E, 30.28°N; altitude 1722 m),

Jinsha (114.21°E, 29.63°N; altitude 751 m), and Dacaoping of

Shennongjia (110.33°E, 31.63°N; altitude 2,593 m) in Hubei (Niu

et al., 2012). In addition, five consecutive observations of wire

icing were conducted at Enshi, Jinsha, and Shennongding of

Shennongjia (110.31°E, 31.45°N; altitude 3,100 m) in the winter

of 2012–2016, and a total of 30 complete wire icing processes

lasting longer than 24 h were obtained in 7-year field

observations. The distribution of the above four sites is shown

in Figure 1. The four stations are located in the intermediate and

high-altitude mountainous areas in the southwest, southeast, and

west of Hubei Province, which basically cover the three main

heavy ice areas in Hubei Province (Zhou et al., 2013, 2018); the

southwest and southeast areas have Gezhouba Power Plant,

Three Gorges Power Station Transmission Project and West-

to-East Power Transmission Project, representing the ice

accretion process in mountainous areas under the joint action

of cold front system and southwest warm-humid airflow. The

Shennongjia in the west is a typical representative of ice accretion

in high-altitude mountains.

The observations mainly included icing photos, ice thickness

and weight, cloud amount, weather phenomena, and

meteorological elements. The ice accretion observations were

made every 1 h in the winter of 2008 and 2009, and every 6 h in

the winter of 2012–2016. Icing photos were taken at the same

time as ice thickness measured, and icing was weighted once or

twice during each ice accretion process when ice thickness

reached its maximum. The microphysical characteristics of SF

and FR were observed in the winter of 2008 and 2009 using the

FM-100 fog droplet spectrometer and the Parsivel raindrop

spectrometer, and the specific observation design is described

in Reference (Zhou et al., 2013). The temporal resolution of the

meteorological elements (temperature, barometric pressure,

humidity and wind) is 1 h.

In this study, the evolutions of ice thickness formed by SF and

FR are simulated using a physical model based on the collision,

capture, and freezing rates of supercooled droplets (Makkonen,

1984) as follows:

dM
dt

� E1E2E3wvA (1)

where, dM is the icing amount per unit time and dt is the unit

time, E1 is the collision rate; E2 is the freezing rate; E3 is the

capture rate; υ is the effective particle velocity (approximated as

the wind speed); w is the liquid water content of supercooled

droplets; andA is the effective cross section of icing. Based on the

analysis of the distribution characteristics of key simulation

parameters, combining with their influence on the ice

accretion model, the simulation was conducted on the three

ice accretion processes in winter 2008 and 2009 (Table 1), and the

macro and microphysical characteristics of the ice accretion

process are shown in the literature (Niu et al., 2012). The

capture rate in the icing simulation can usually be considered

as a constant of 1, and the effect of ice thickness on the collision

rate and capture rate of supercooled droplets was also considered

to achieve a normalized simulation of ice thickness in rain–fog

weather.

FIGURE 1
Map of study area and distribution of observation sites of wire icing (red triangles) in Hubei in the winter of 2008–2009 and 2012–2016.

Frontiers in Earth Science frontiersin.org03

Zhou et al. 10.3389/feart.2022.1036692

116

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.1036692


Influence of rain–fog weather on the
ice accretion process

The FR lasts for a relatively short period, but has a heavier

rain intensity, leading to a higher icing density, while the

duration of SF is longer, the rain intensity is lower or even no

precipitation occurs, leading to a lower icing density

(Makkonen and Ahti, 1995; Ikeda et al., 2007). Figure 2

presents the correlation characteristics between the

duration of icing process and maximum ice thickness of

rime, glaze, and mixed-phase icing during 30 ice accretion

processes at Enshi, Jinsha, and Shennongjia in 7-year field

observations, with the percentage of observations with liquid

precipitation. It can be seen that, regardless of the type of ice

accretion, the duration of icing in mountainous areas is

positively correlated with the maximum ice thickness, with

a correlation coefficient of 0.52. The increase rate of ice

TABLE 1 Overview of the Three Icing Processes at Enshi in winter 2008 and 2009.

Cases Duration Icing type Relative humidity/% Minimum
temperature/°C

Initial temperature
(shedding temperature)/°C

Case1 26 February 2009–04 March 2009 Mixed-phase 100 –5.9 –0.3 (–0.2)

Case2 09 January 2010–11 January 2010 Mixed-phase 100 –5.8 –1.6 (–0.5)

Case3 21 January 2010–24 January 2010 Mixed-phase 100 –4.6 –0.3 (–0.6)

FIGURE 2
The correlation characteristics between the duration and
maximum ice thickness of rime (red plus), glaze (blue cross), and
mixed-phase (green star) icing during 30 ice accretion processes,
with the percentage of observations with liquid precipitation
(gray scale; %).

FIGURE 3
Relationship between the FR and growth rate of ice thickness
during the 30 ice accretion processes. (A) Violin and box-whisker
plots of the growth rate of ice thickness with and without FR. The
central box represents the values from the lower to upper
quartiles (25th to 75th percentiles), and the vertical line extends
from the minimum to the maximum. The middle hollow square
represents the mean value. (B) The correlations between the
rainfall intensity and growth rate of ice thickness during the rime
(red square), glaze (blue triangle), and mixed-phase (green circle)
icing processes.
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accretion in mountainous areas is usually smaller than that in

plain areas, and the long duration is an important

characteristic and disaster-causing property (Jasinski et al.,

1998; Frohboese and Anders, 2007). The increase rate of

maximum ice thickness with the duration during the rime

icing cases is similar to the relationship between the two in all

cases, with a higher correlation coefficient of 0.88. The

correlation coefficient between the two in the cases of

glaze icing also reaches 0.78, but the slope of the fitted

curve is about twice as high as that in the case of rime

icing, which indicates that the duration determines the

maximum ice thickness of rime and glaze icing, and that

the increase rate of ice thickness in glaze icing is significantly

higher than that of the rime icing. The correlation between

the maximum ice thickness and the duration is not stable for

the mixed-phase icing due to the alternative effect of SF

and FR.

The periods with liquid precipitation to the total observed

periods for the entire ice accretion process is calculated as the

percentage of liquid precipitation. From Figure 2, we can see that

the percentage of liquid precipitation in either type of ice

accretion is above 20%, and the average percentage can reach

57% of the total number of observations, which indicates that the

intermittent FR is a typical feature of the ice accretion in

mountainous areas. At the same time, further analysis of the

percentage of observations with liquid precipitation in different

icing types revealed that the glaze icing has the lowest percentage

of liquid precipitation, with the most concentrated percentage

values; while the hard rime ice accretion has the highest

percentage of liquid precipitation, with the most scattered

percentage values.

The growth rate of ice thickness with and without FR is

further compared in Figure 3A, showing that the occurrence of

FR does not guarantee a positive ice thickness growth rate. Ice

melting as well as breaking off and shedding were observed in

both situation, but the cases with a negative ice thickness

growth rate without FR was 2.5 times higher than that with

FR. In addition, the occurrence of FR made the growth rate of

ice thickness reach the maximum value of 7.83 mm·h−1, and
the ice thickness growth rate was positive in more than 75% of

the observations, and the average ice thickness growth rate was

1.26 mm·h−1; while in the observation without FR, the growth

rate of ice thickness was more evenly distributed

between −3.0 and 3.0 mm·h−1, centered on 0. The average

growth rate was −0.11 mm·h−1, and the variation of ice

thickness under the influence of SF was mainly stable,

without explosive growth. The correlation characteristics

between the rainfall intensity and growth rate of ice

thickness deeply illustrate the importance of FR to the ice

accretion (Figure 3B). Whether it is the rime icing, glaze

icing, or mixed-phase icing, the growth rate of ice thickness

is positively correlated with the rainfall intensity, with the

correlation coefficient of 0.42, 0.76, and 0.14, respectively,

showing the rainfall intensity has the most significant effect

on the growth rate of glaze icing.

Distributions of the key parameters of
ice accretion model under rain–fog
weather

The different effects of SF and FR on the icing process are

given in terms of macro-features in the above section. Then, to

reveal the reasons for this difference from the perspective of the

physical mechanism of ice accretion, it needs to be quantitatively

determined that whether the droplets of SF and FR collide and

freeze on the cable. Therefore, in this section, the distributions of

the collision rate (E1) and freezing rate (E2) of SF and FR and

their correlation characteristics with key physical parameters are

analyzed using the observations of microphysical properties of

fog/cloud and precipitation during icing processes in Hubei

Province in winter of 2008 and 2009.

Figure 4 presents the distributions of the collision and

freezing rates of SF and FR during the three icing cases. It can

be seen that E1 and E2 show opposite distribution patterns,

where the collision rate of SF (Figure 4A) is mostly below 0.15,

with a mean value of about 0.1, while the freezing rate (Figure 4B)

is mostly above 0.9, with a mean value greater than 0.8. The

droplet size of SF on the order of 101 μm prevents them from

colliding with the cable due to the ambient flow, while their small

size makes them easier to freeze on the cable (Farzaneh, 2008).

The collision rate of FR (Figure 4C) is close to 1, while the

freezing rate (Figure 4D) vary the most (more than 75% of the

values are distributed within the range of 0.2–1), with the average

value is still around 0.6, and the droplet size of FR on the order of

101 mm makes almost all of them collide with the cable, while

raindrops also tend to flow down along the cable to form into

icicles (Makkonen, 2000), which in turn leads to reduce the direct

contribution of raindrops to ice accretion. Since the ice thickness

simulation is obtained by multiplying the multiple parameters,

the extremely low collision rate of SFmakes its contribution to ice

accretion significantly lower than that of FR in similar scenarios.

In order to explore the key physical properties affecting the

icing process, the correlation characteristics between liquid water

content (Clw), median volume diameter (Dmv), wind speed (V),

the collision rate (E1), and the freezing rate (E2) during the SF

and FR process are given in Figure 5. It is seen that the key

physical properties affecting the ice accretion of SF are Dmv, V

and Clw in order, with correlation coefficients of 0.66, 0.41 and

0.22 with E1, respectively. Meanwhile, based on the average

values of relevant variables with the E1 intervals of the value

of 0.05, and the E2 intervals of the value of 0.1, the correlation

coefficients increase to more than 0.8, which indicates that these

meteorological properties have an obvious impact on E1 and

E2 in general, but the degree is different. The droplet size of the

SF has the greatest effect on E1 (Figure 5B), especially after
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Dmv > 15 μm, and the increase of Dmv significantly increases the

value of E1, which is similar to the results of ice accretion

processes in a Swiss wind farm (Davis et al., 2014); The

increase of V leads to the decrease of E1 (Figure 5C),

especially when V > 3.5 m·s−1, the mean value of E1 basically

remains below 0.1, and only a small number of supercooled

droplets will collide with the cable. The correlation between Clw

and E1 is the lowest (Figure 5A), even when the value of Clw is

greater than 0.2 g·m−3, E1 is mainly distributed within 0.3, which

indicates that the increase of liquid water content during the ice

accretion of SF in mountainous areas mainly relies on the

increase of the number concentration and overall size of fog

droplets. The mechanism of significantly increasing liquid water

content by forming big droplets through collision-growth

process are relatively weak, which is consistent with the

microphysical characteristics of SF during these icing cases

(Zhou et al., 2013).

For the FR process, the freezing rate (E2) is the key

parameter that inhibits the increase of ice thickness. It is

seen that E2 exponentially decreases with the increase of Clw

(Figure 5C) and Dmv (Figure 5D), and the correlation

coefficients are 0.77 and 0.82, respectively. When Clw >

0.5 g·m−3, E2 is maintained below 0.2, the corresponding

raindrop size is about 1.0 mm; when both the value of Clw

and Dmv are small, E2 is distributed within the range of 0–1,

and the simulation to ice accretion of FR has higher

uncertainty. Similarly, larger wind speed also inhibits the

E2 value (Figure 5D), and when the wind speed is

2.5–3.0 m·s−1, E2 has higher uncertainty and mainly

distributed within 0–1; when the wind speed is smaller

than this value range, E2 is larger than 0.9, and almost all

the raindrops can freeze on the cable; while when the wind

speed is larger than this value range, E2 is below 0.3, which is

significantly lower than its average value.

Simulation of the ice accretion
process under rain–fog weather

Figure 6 presents the evolution of the simulated ice

thickness during the above three ice accretion processes

(Case1, Case2, and Case3) under the joint effect of SF and

FR. It can be seen that the ice accretion of SF shows a periodic

variation. And Case1 (Figure 6A) showed three significant

FIGURE 4
Distribution characteristics of collision rates (E1) of supercooled fog (A) and freezing rain (C), and freezing rates (E2) of supercooled fog (B) and
freezing rain (D) of the three ice accretion cases in winter of 2008 and 2009. The central box represents the values from the lower to upper quartiles
(25th to 75th percentiles), and the vertical line extends from the minimum to the maximum. The middle solid square and line represents the mean
value and median value, respectively.
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increases in ice thickness, with an increase of about 7.6 mm,

Case2 (Figure 6B) showed three significant ice thickness

increases lasting about 200 h during the ice accretion

process, with an increase of about 9.1 mm, Case3

(Figure 6C) showed a significant ice thickness increase

lasting 160 h during the ice accretion process, with an

increase of about 12.2 mm. The significant increase in ice

thickness occurred mainly at the initial stage of the ice

accretion, and the change in ice thickness during the

growth period accounted for more than 90% of the total ice

thickness during the process, which was mainly limited by the

collision rate of the SF droplets. The effective cross section at

the initial stage of the ice accretion was the smallest in the

whole process, and more droplets can fall on the cable easily,

while with the increase of ice thickness, the effective cross

section is amplified significantly, making supercooled droplets

that can collide with the cable originally can no longer collide

with the cable, which is also the main reason for the relatively

stable and unobvious increase of ice thickness in later stage of

ice accretion (Wang et al., 2019b). Unless a stronger SF

process occurs in the later stage of ice accretion, there are

more and bigger droplets to make the ice thickness continue to

increase again.

Meanwhile, it can be clearly seen that the duration of FR is

short, with the ratio of duration of FR to SF is 6.60, 21.01, and

5.48%, respectively. Although the freezing rate of FR was

significantly smaller than the collision rate, the bigger size and

larger liquid water content of the raindrops can ensure that

enough liquid water is frozen on the cable, promoting the

increase of ice thickness significantly.

Statistical analysis of the ratio of the simulated icing of FR to SF

was also illustrated in Figure 6. For Case2 and Case3 with weak FR,

the ice accretion efficiency of FR to SF which is calculated by the

ratio of duration and simulated ice thickness, was about 2.69, and

3.19, respectively, while for Case1, where the FR is stronger, the ice

accretion efficiency can reach the value of 6.81. Also, the total ice

thickness simulated by the comprehensive consideration of FR and

SF can reflect the explosive growth of icing process obviously, and

make the simulations closer to the numerical range of observations.

Meanwhile, the occurrence of FR leads to the rapid growth of ice

FIGURE 5
Scatter plots comparing collision rate E1 with liquid water content Clw (A), median volume diameter Dmv, and wind speed V (B) during SF
process, and freezing rate E2 with liquid water content Clw (C), median volume diameter Dmv, and wind speed V (D) during FR process. The
corresponding least-square fitting lines and correlation coefficient (R) are given in the corner of each panel. Box plots also show (A) Clw, (B) Dmv of
SF process, and (C) Clw, (D) Dmv of FR process with the E1 intervals of the value of 0.05, and the E2 intervals of the value of 0.1. The central box
represents the values from the lower to upper quartiles (25th to 75th percentiles), and the vertical line extends from the minimum to the maximum.
The middle solid square represents the mean value.
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thickness during this period, significantly reduce the collision rate of

SF droplets, which in turn inhibit the ice accretion efficiency of SF.

Generally speaking, there is a negative feedback mechanism of the

occurrence of FR on the ice accretion of SF.

Conclusion

During the winter of 2008–2016, the icing properties and key

influence factors of 30 complete wire icing processes observed at

Enshi, Jinsha, Dacaoping, and Shennongding of Shennongjia in

Hubei are investigated, the collision rate and freezing rate of

supercooled droplets under rain–fog weather is also analyzed,

and the simulation of ice accretion processes is conducted

considering the joint effect of FR and SF. The conclusions are

as follows:

1) The duration of ice accretion in mountainous areas

determined the maximum ice thickness of the process, and

the two variables were positively correlated with a correlation

coefficient of 0.52. There was the highest increase rate of ice

thickness during the glaze icing processes. FR occurred in

more than 50% of the icing processes.

2) The occurrence of FR could lead to an explosive increase in ice

thickness, with a maximum value of 7.83 mm·h−1 and an

average growth rate of 1.26 mm·h−1, while the variation of ice
thickness was relatively stable during the icing processes

without FR, with the growth rate mainly distributed within

the range of −3–3 mm·h−1, and an average growth rate

of −0.11 mm·h−1. The growth rate of ice thickness was

positively correlated with the rainfall intensity, with the

correlation coefficient of 0.42, 0.76, and 0.14, respectively,

showing the rainfall intensity had the most significant effect

on the growth rate of glaze icing.

3) The collision rate (E1) was the main parameter inhibiting the

ice accretion in SF, with the mean value of about 0.1. The

median volume diameter (Dmv) of SF had the greatest

influence on E1, and when it was larger than 15 μm, the

increase of Dmv would significantly increase E1. The increase

of wind speed (V) would reduce the value of E1, and when it

was larger than 3.5 m·s−1, the mean value of E1 basically stays

below 0.1. The correlation between liquid water content (Clw)

and E1 was the weakest. The freezing rate (E2), on the other

hand, was the main covariate that inhibited the ice accretion

of FR, with the mean value of about 0.6. The Dmv, V, and Clw

of FR were all negatively correlated with E2, and the

distribution range of E2 values was wide (0–1), with large

uncertainty.

4) The ice accretion of SF showed the characteristics of periodic

growth, with increase of ice thickness of the growth period

accounts for more than 90% of the total ice thickness of the

process. However, the ice accretion of FR showed the explosive

growth of ice thickness, whichmade the simulated values of icing

closer to the observations. The ice formation efficiency of FR was

more than twice that of SF, with a negative feedback mechanism

to the ice accumulation of SF.

Although the research in this manuscript is helpful to reveal the

physical mechanism of the explosive growth of icing process in

FIGURE 6
Temporal variations of observed ice thickness (gray hollow
circle), simulated ice thickness under the effect of supercooled fog
(red line), freezing rain (blue column), and joint effect of the both
(black line) during ice accretion of Case1 (A), Case2 (B), and
Case3 (C) in Hubei Province in winter of 2008 and 2009.
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mountainous areas, the ice accretion properties are mainly obtained

through manual observation, which is featured by low temporal

resolution, and does not match the macro–microscopic physical

quantity observations of cloud and precipitation. These problems are

yet to be solved through further researches on the response of ice

accretion to changes in physical properties of supercooled droplets

by using the automated icing observation equipment in the future.
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The risk of lightning exposure increases as wind turbine size increases, and lightning
accidents have grown up to be a severe threat to wind turbines. The present paper
focuses on the influence of the changes in atmospheric conditions around the
rotating blade for the upward leader initiation. A 2D computational fluid dynamics
model was established to obtain the air pressure distribution around the blades, and
the simplified inception model was used to determine the initiation of the upward
leader mechanism. In this paper, two significant factors of velocity and attack angle
were studied. The results show that the trigger height is about an 11.2% difference for
120 m/s with the peak current of return stroke at 30 kA; the difference has reached
about 28% for the attack angle of 10°. The research indicates that the area with higher
air pressure is exposed to a greater risk of lightning strikes, and the probability of
lightning strikes will increase as the blade attack angle increases.

KEYWORDS

lightning strike, wind turbine, air pressure distribution, upward leader inception, positive
streamer

Introduction

In recent years, wind energy has grown to be a significant source of sustainable energy to
reach emission reduction. Wind turbine installation capacity has increased rapidly in order to
meet carbon peak and neutrality targets, which have become common sustainability goals
around the world. Based on GWEC (Global Wind Energy Council. 2022) reports, the global
wind power total installed capacity reached 837 GW by the end of 2021, about 12.4% growth
compared to 2020. With the progress of material technology (such as carbon and glass fiber-
reinforced polymers), wind turbine blades have experienced an enormous development due to
the new material. Therefore, the size of wind turbines has tremendously increased in recent
decades. A large percentage of wind turbines are likely to be installed in places with significant
lightning activity [SArajcev et al., 2013]. Lightning strikes on wind turbines are strongly
influenced by topological factors, wind turbines installed in mountainous areas are riskier to
lightning damage than wind turbines installed in coastal regions [McNiff et al., 2002]. Thus, it is
expected that wind turbines need to suffer greater lightning strikes (Agoris, 2002; Cotton et al.,
2001; Sorensen, 1998).

Lightning is a tremendous nature phenomenon, the number of lightning strikes increases
with structure height, posing significant challenges to wind turbines of growing size (Beckers,
2016). The threat posed by lightning strikes has increased, and caused significant damage due to
both direct and indirect effects. According to the insurance company report, lightning strikes
cause 23.4% of wind turbine failures in the United States (Gcube-insurance, 2012). Damages to
the wind turbine occurred to the blades, rotor, and generator. The blades are the key
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components that convert wind energy to mechanical energy, and it is
also one of the wind turbine’s most vulnerable parts. According to a
report from the ECN (Energy Research Centre of the Netherlands), the
blades have the highest frequency of lightning strikes (approximately
75%), as well as the most extended downtime (about 10 days per
lightning incident) (Rademakers et al., 2002). About 118 lightning
strike accidents were recorded, the research has shown that 88.1%
were attached to the blade tips. (Madsen et al., 2006). Garolera
analyzed 304 cases of lightning-striking accidents in the USA and
noted that most of the lightning strike is located at the blade tip, with
about 90% of incidents located at the last 4 m of the blade (Garolera
et al., 2014). Furthermore, 739 lightning incidents were observed
during 7 years, but more than 1032 failures were found. That were
indicating a single lightning strike can cause multiple component
damage (Rademakers et al., 2002). Despite the fact that wind turbine
being equipped with lightning protection equipment, lightning strikes
have occurred nevertheless. This is because the manufacturers’
design lightning protection devices mainly regard lightning
strikes occurring at the place of the maximum electric field
strength, for wind turbines that are the tip of blades.
Remarkably, the lightning statistics data for wind turbines
shows that only about 60% of lightning strikes occur at the
blade tip (maximum electric field strength). However, there are
still close to half of the lightning strikes occurring outside the
vulnerable lightning strike area. The considerable number of
existing protection failures indicates this direction is worth
further study.

Different researchers have conducted some experiments with the
scaled models to investigate the lightning characteristics. Radicevic
presented a study with the reduced-size model, and the result shows
the rotation of the blades decreases the number of direct lightning
strikes. (Radicevic et al., 2012). Wen experimented with a scaled model
and switching impulses (250/2500 μs), and the result indicates that the
rotation of the blades improves lightning triggering ability (Wen et al.,
2016). Furthermore, A comparison between current parameters from
stationary and rotating wind turbines was carried out, and it reveals
there is no substantial difference between the two operational modes
(Yu et al., 2022). From the above study, some ambiguous and even
conflicting conclusions have been obtained, and these results are
confusing.

The blades of wind turbine generate periodic electric discharges
indicating that the effect of rotation plays a critical role [Montanya
et al., 2013]. Meanwhile, the lightning development and attachment
mechanism considering space charge density distribution were carried
out by some researchers. Gu discovered the electric field distortion
produced by the space charge and discussed the variation of the
streamer during the discharge process [Gu et al., 2020]. To determine
the mechanisms of corona and leader initiation for rotating wind
turbines, Yu established a three-dimensional drift and diffusion
model. The results reveal that as the spinning speed increases, it
becomes more sensitive to initiating corona discharge (Yu et al., 2017).
Qu proposed amodel to investigate the distribution of charged particle
migration. It was further discovered that the rotation effect reduces
positive ion concentration (Qu et al., 2019). Wang conducted long-gap
discharge experiments to determine the difference in lightning
triggering ability between rotating and stationary blades. According
to the study, rotation increases its capacity to generate lightning strikes
[Wang et al., 2017]. However, the space charge distribution is not the
only factor that can influence the upward leader initiation when the

blades are rotating. These studies have been limited to the shielding
effect of space charges generated by thundercloud electric fields.
The effect of the change of atmospheric conditions around the
blades due to the rotation is neglected. Nevertheless, this factor is
strong enough to influence the initiation process of the upward
leader. But very few existing studies have paid attention to this
point. M. Ramirez carried out a research to investigate the impact
of air density on the discharge process [M. Ramirez et al., 1990].
The influence of pressure and humidity on the corona onset
performance was studied, and a mathematical model to evaluate
the corona onset voltages was proposed (Hu et al., 2011). Yu
examined the corona discharge at low atmospheric pressure and
discovered that the corona inception voltage drops as atmospheric
pressure falls. (Yu et al., 2006). However, the above studies are
concentrated on static conditions, and no further research has been
proposed for dynamic systems. Therefore, it is necessary to conduct
a numerical simulation to analyze the lightning strike
characteristics for rotating blades considering the atmospheric
conditions. In this paper, a 2D numerical model of air pressure
distribution was established. Combining the inception model of
upward leaders, the relevant sensitive factors were examined.
Furthermore, the vulnerable strike areas of the blade were
analyzed. The study will give a theoretical foundation for wind
turbine lightning strike performance.

Methods

In the second or subsequent streamer bursts, the streamer-leader
transform condition is equal to or greater than approximately 1 μC
(Gallimberti, 1979; Lalande et al., 2002). Once the requirement is
reached, the ionization process provides the energy and current to
sustain the thermal transition. At the same time, the upward leader
channel expansion generates the electric field to enable the ionization
process (Goelian et al., 1997). If this process reaches a dynamic
equilibrium, the upward leader–streamer system can develop
continuously and steadily.

According to the streamer criterion, free electrons are accelerated
under electric field E. The impact ionization of neutral gas particles

FIGURE 1
Formation of a positive streamer in the enhanced electric field.
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increases the electrons. A net ionization coefficient α′ can be
defined as:

α′ � α E( ) − η E( ) (1)
Where α(E) and η(E) are functions of E representing ionization and
attachment coefficient, respectively. Defining the distance between
α(E) and η(E) where they are equal (α′ =0) is l. The criterion from the
conversion of electron avalanche to streamer is given below:

∫

l

0
α E( ) − η E( )( )dl≥ ln Nstab( ) (2)

Where,Nstab is the critical number of positive ions, taken as 55 × 108 γ
is the absolute humidity, Pw is the partial pressure of water vapor, αw
and αd are ionization coefficients in water vapor and dry air, ηw and ηd
are attachment coefficients.

Eq. 1 is only valid for α′> 0. The electronic avalanche process is
formed with the number of electrons increasing exponentially. The
electric field gets greater ahead of the space charge zone, resulting in
more positive space charges enter to the electrode gap to neutralize the
positive space charges, as shown in Figure 1. When the stability
number of positive ions or electrons at the head of the avalanche
exceeds Nstab, the streamer is assumed to be formed. The average
electric field of the streamers Estr is affected by the air humidity and
the relative air density according to (Eriksson et al., 1986)

Estr � 425δ1.5 + 4 + 5δ( )γ (3)
P z( ) � P0 exp −z/z0( ) (4)

T � T0 − 6HL (5)
γ � γ0 exp −HL/zH( ) (6)

Where γ is the absolute humidity, δ is the relative air density given by
δ � (P/P0)(T0/T), in which P is the atmospheric pressure, T is the
temperature, P0 is the standard atmospheric pressure (1013.25 hPa), HL is
the altitude (km), and T0 is 293 K; Estr is equal to 52MV/m under the
standard atmospheric condition (P=P0, T=T0; γ � 11g/m3). It is worth
noting that it can be considered as a constant value for stationary objects,
but it is necessary to make the corrections for a dynamic system.

In order to determine the stable upward leader’s inception, the
positive upward-leader inception theory is adopted (Becerra and
Cooray, 2006a; Becerra and Cooray, 2006b). The method of
approximate geometric based on the background potential distribution

was presented. When △Q is greater than 1 μC, it is considered that the
unstable upward leader has been generated since the background potential
is strong enough to create a second corona charge. Furthermore, if the
leader length exceeds the maximum value of 2 m, the steady leader
inception criterion is considered satisfied. Otherwise, the development of
the upward leader is considered to be terminated.

Charge conservation theory states that the quantity of charge
entering the leader should be equal to the number of space charges
remaining in the corona zone. The background potential distribution
U(0)

1 shift to U(0)
2 for the reason of space charge existence and

expressed as a straight line, the slope is E1 and the intercept of the
vertical axis Is U0

′, as Figure 2 shows. Accordingly, the distribution of
background potential can represented as:

U 0( )
1 ≈ E1 · l + U0

′ (7)
According to the approximate geometric method, the second

corona charge defines as:

ΔQ 0( ) ≈ KQ · l
2
s

2
· Estr − E1( ) (8)

When thermal ionization is completed (temperature above 1500 K),
the stem is transited to the leader with increased conductivity and
energy as ΔQ(0) ≥ 1 μC. The potential for the tip of leader can be
computed with:

U i( )
tip � l i( )

L · E∞ + x0 · E∞ · ln Estr

E∞
− Estr − E∞

E∞
· e−l i( )

L /x0
[ ] (9)

The charge ΔQ can be calculated as:

ΔQ ≈ KQ Estr · l i( )
L − l i−1( )

l( ) + U i−1( )
tip − U i( )

tip( ) · l i−1( )
s − l i( )

L( )[ ] (10)

The developed distance of the upward leader and the corona can
be expressed with:

l i( )
s � l 0( )

s + Estr · l i( )
L − U i( )

tip

Estr − E1
(11)

l i+1( )
L � l i( )

L + Δl i( )
L � l i( )

L + ΔQ
qL

(12)

When lL reaches 2 m, the stable upward leader requirement is satisfied.
Once Δl(i)L < 0, the development of the upward leader is terminated. The
relevant parameters are shown in Table 1. In a previous study, the validity
of model was examined by comparing simulated results with optically
observed data which shows great agreement. (Yang et al., 2017).

The positive streamer gradient is affected by the atmospheric
conditions (air humidity and air pressure), which make significant
changes to lightning strike performance. Hence, it can obtain a
method to determine the initiation of the upward leader by taking
the atmospheric condition as an essential factor from the above
correlating formulas. It is important to note that the lightning
strike is assumed to be taken place successfully when the inception
condition of the upward leader is satisfied in this study. The initial
point is considered the subsequent strike point.

Results

The geometry of the wind turbine increases with the installed
capacity, and the blade length also increases accordingly, which leads

FIGURE 2
The background potential distribution.
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to the blade tip speed becoming higher. As a result, precisely predicting
a lightning strike to a wind turbine is critical. The study applies the
geometry of a 2 MW wind turbine model with a 95 m hub and 54 m
blades, with rotational speeds ranging from 8.1 rpm to 19 rpm
according to the wind. The linear velocity of the blade tip is
between 45 and 110 m/s. It is faster than wind speed, but much
slower than the downward stepped leader (approximately 105–106 m/
s). For the sake of a quantitative study, a symmetric wing
NACA0012 was used in this research. Different speeds and attack
angles were used as variables in this study to discuss the lightning
strike characteristics of wind turbines under different conditions.

According to Bernoulli’s theory, the air velocity on the top surface
of the airfoil is greater than on the bottom. Hence, the atmospheric
pressure on the blade surface is unequal (the pressure on the lower
surface is high and the upper surface is low), and it depends on the two
factors of velocity and attack angle. To analyze the lightning striking
characteristics of the wind turbine, the air pressure distribution
around the blade must be obtained. In this paper, a commercial
finite element method (FEM) program based on the COMSOL
software (Comsol Group, 2014) is used to analyze the pressure
distribution. A two-dimensional model is made for the sake of
achieving a balance between computational speed and accuracy.

TABLE 1 The parameters.

Parameter Description Value Units

IL
(1) Initial leader length 5×10–2 m

Estr Positive streamer gradient 4.5×105 V/m

E∞ Final quasi-stationary leader gradient 3×104 V/m

x0 Constant given by the ascending positive leader speed and the leader time constant .75 m

qL Charger per unit length necessary for thermal transition 6.5×10–7 C/m

KQ Geometrical constant 4×10–11 C/Vm

FIGURE 3
The air pressure distribution at different velocities around wind turbine blade.
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From the above, it is known that the inception of the upward
leader is a necessary condition for the object to be struck by
lightning. The major factors must be identified to investigate the
upward leader development process. Firstly, the effect of the

velocity of the blade is considered. Figure 3 shows the simulated
result of air pressure distribution for several different velocities of
the blade, the attack angle is set to 4°. As can be seen, the difference
in air pressure increases while the blade speeds up. Several
velocities between 80 m/s to 120 m/s are simulated, respectively.
The simulation result shows that the minimum pressure (relative
pressure) is close to −1.22 × 104 Pa when the blade speed is at
120 m/s, while the maximum pressure (relative pressure) reaches
8.93 ×103 Pa. Therefore, the difference of pressure could cause a
huge change in the positive streamer gradient, which can lead to a
considerable change in lightning strike characteristics according to
Eq. (3). Based on the simulation results, the positive streamer
gradient varies between 4.43 × 105 V/m and 5.87 × 105 V/m in
this case.

This study makes the assumption that the downward stepped
leader channel is vertical with branch-free and non-uniform charge
density distribution, which can be expressed as a function of the
return stroke peak current (Cooray et al., 2007). In this case study,
the return stroke peak current is taken as a typical value with 30 kA.
As the downward-stepped leader moves toward the ground, an
upward leader can be initiated when downward-stepped leader
descends to a certain height. There is a decreasing trend with the
increasing velocity at minimum pressure area, which equals 742 m
at the velocity of 80 m/s, while it is approximately 714 m for the

FIGURE 4
The trigger height at different velocities for minimum and
maximum air pressure area.

FIGURE 5
The air pressure distribution for different attack angles around wind turbine blade.
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velocity at 120 m/s. However, the maximum pressure area shows
the opposite trend. Note that if the effect of air pressure change is
not considered, the downward-stepped leader trigger height is a
fixed value of 763 m regardless of how fast the blade rotates. From
the above results, it can be seen that the region where the air
pressure is higher will be more likely to trigger a lightning strike
than the lower-pressure region. The trigger height for the two
different regions reaches 714 m and 794 m at 120 m/s, respectively.
There is about an 11.2% difference between the two regions, as
shown in Figure 4.

On the other hand, the attack angle is also regarded as an
important factor. A similar method is adopted, the simulation
result of pressure distribution for different attack angles is
obtained, represented in Figure 5. In this case study, the
obtained result is simulated with different attack angles from
0 to 10° at 100 m/s (the airflow separation effect occurs as the
angle of attack increases, there are no more discussion for
larger attack angles), respectively. The change in the pressure
result in a considerable variation of the positive streamer
gradient, which varies between 3.19 × 105 V/m and 5.67 ×
105 V/m in this case. The trigger height that makes the upward
leader successfully initiated was correspondingly changed. The
simulation results are depicted in Figure 6. It is shown that the
trigger height decreases dramatically with increased attack
angle for the low-pressure area (0°–10°). But this trend in the
high-pressure area is not significant. The trigger height is 785 m
for the high-pressure area, and is reduced to 612 m in the low-
pressure area (−28% reduction) for the case of 10°. The difference in
trigger height tends to increase gradually with the increase of the
attack angle. According to the simulated results, it can be
concluded that the probability of lightning strikes in the low-
pressure area will be reduced as the attack angle increases for
the blade.

Conclusion and discussion

According to the statistics, lightning strikes have already
become a severe threat to wind turbines that could cause

enormous damage. The size of the wind turbine is getting
increasingly larger, which faces more potential threats. As a
result, it is expected that the wind turbines would be suffered
more lightning strikes. In this paper, a 2D computational fluid
dynamics model was established to obtain the distribution of the air
pressure field around the blade. Aside from that, an upward leader
inception model was established as well, and the initiation process
of the upward leader on the blade for different velocities and attack
angles was calculated. It can be found that there is a severe shortage
without considering the changes in air pressure. The related
conclusions are given as follows.

1 The difference between the maximum and minimum air pressure
values increases as the blade accelerates, which can reach 2.11 ×
104 Pa at 120 m/s. The changes result in the positive streamer
gradient varying between 4.43 × 105 V/m and 5.87 × 105 V/m,
which leads to a considerable difference in the lightning strike
characteristics for the wind turbines.
2 The trigger height decreases with the increasing velocity at the
minimum pressure area. However, the maximum pressure area
shows the opposite trend. The trigger height for the two regions
reaches 714 m and 794 m at 120 m/s with a typical return stroke
peak current of 30 kA respectively, there is about 11.2%
difference between the two regions. It can be inferred that
the region where the blade pressure is higher will face more
risk of lightning strikes than the lower-pressure region. The
lightning protection device is recommended to be installed at
the high pressure area of the blade.
3 The attack angle has a more significant impact than velocity on
the positive streamer gradient, and the tends to increase gradually
as the attack angle increases. It is noteworthy that the difference has
reached about 28% for the attack angle of 10°. According to the
simulated results, it can be concluded that the probability of
lightning strikes in the low-pressure area of the blade will be
reduced as the attack angle increases.

When the downward stepped leader is descending to a certain
height, the upward leader will be initiated at the areas where the
conditions are satisfied. After the height of the developing stepped
leader decreases further, other places will also meet the conditions
of the upward leader initiation. Therefore, more than one upward
leader could be generated in the process of the downward stepped
leader development. In general, the upward leader that initiates in
the first place gets more time to develop an extended channel and
has a higher probability of eventually connecting with the
downward stepped leader to discharge. Nevertheless, according
to the observation data, although the upward leader is successfully
initiated and developed subsequently, there are still cases where
the initiation point fails to become a lightning strike point.
However, in this paper, it is still considered that the successful
initiation of the upward leader is an important indication of the
lightning strike, ignoring the development process after the
initiation.
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FIGURE 6
The trigger height of different attack angles for minimum and
maximum air pressure area.
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Aircraft observations on a
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A continuous haze event was recorded on November 14th~17th, 2020 over

Shijiazhuang. Two flights of King-air 350 meteorological research aircraft were

performed on November 14th and 16th for the retrieval and observations of

meteorological elements, aerosols, and black carbon. In this study, we

combined airborne data with air pollution data (PM2.5), ground

meteorological data, and ERA-5 reanalysis data to describe the vertical

distribution of aerosols (namely 0.1–3.0 μm) and black carbon. We further

explicated the formation of this haze event. PM2.5 pollution dominated this

haze event, and the highest concentration of PM2.5 was 209 μg/m3. The

intensity and height of thermal layers highly linked with the vertical transport

of pollution. The highest number concentration of aerosols and black carbon

was found below the thermal layers on both airborne sounding days. On the

14th, both BC and aerosol concentrations showed unimodal distribution, and

the highest concentrations of BC and aerosols were 12683 ng/m3 and

6965.125#/L at 250m within layer Ⅰ. The intensity of the thermal layer near-

ground was weaker on the 16th that the number concentrations of BC and

aerosols also remained at high levels in layer Ⅱ. Backward trajectories of air mass

indicated the long-range transport of pollution contributed to the high level of

pollution on the 16th. Vapor conditions were more favorable for aerosols

growth through moisture absorption. The maximum concentration of

943.58#/L was recorded at particles with a diameter of 0.4 μm on the 16th,

while 749.26#/L was reached at 0.14 μmon the 14th. The corresponding height

was consistent with the height of maximum concentration in the vertical

distribution.
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aerosols, black carbon, vertical distribution, airborne observation, particle size
distribution
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1 Introduction

Aerosols are the key components in earth-atmosphere

system, affecting the global and regional climate (Anderson

et al., 2003; Shi et al., 2008; Li et al., 2015), they can also

severely harm the ecological environment and human health

(Haywood and Boucher, 2000; Bond et al., 2013; Rao et al., 2013;

Lei et al., 2016). They lay important forces on atmospheric

circulation, precipitation distribution, and weather forecast

(Jacobson, 2001). Through absorbing or scattering solar

radiation (shortwave radiation), aerosols can heat the

atmosphere or cool down the surface. Changing the thermal

condition of the atmosphere, aerosols can further affect the

vertical dynamic structure of the atmosphere. Therefore, to

assess and calculate the direct and indirect radiation forcing

from aerosols, we must form a clear picture of the vertical

concentration distribution and particle size distribution of

aerosols (Haywood and Boucher, 2000; Gobbi et al., 2004;

Landman, 2010).

Black carbon (BC) is one of the key components of

atmospheric aerosols (Janssen et al., 2012). As a strong

absorbing component, BC can only absorb the visible

wavelengths (Bond et al., 2013). They warm up the

surrounding atmosphere, and to a great extent, this warming

can offset the cooling caused by the scattering of atmospheric

aerosols, in which BC will further influence local and global

climate (Jacobson, 2001; Ramanathan and Carmichael, 2008).

Current instrumentation has been mainly mounted on

sounding platforms, such as meteorological towers (Han et al.,

2015), tethered balloons (Ran et al., 2016), remote sensing

(Strawbridge and Snyder, 2004), and aircraft (Ding et al.,

2009). Among, aircraft can collect data of the spatial

distribution of aerosols and BC in real time. More

importantly, the in-situ detection can reach higher altitudes

and cover larger areas. The vertical distribution of aerosol

showed a great correlation with the atmospheric structure

(Johnson et al., 2000). The accumulation of aerosol particles

was often found with thermal layers and high values of relative

humidity (Sun et al., 2012; You et al., 2015). The number

concentration of aerosols was distinct under different weather

conditions and atmospheric structures (Yao et al., 2016). The

vertical number concentration of aerosols followed a unimodal

distribution (Fan et al., 2007), and the spectral width narrowed

with increasing height (You et al., 2015). Li et al., 2014 found the

spectral width of aerosols broadened with increasing height over

the middle of Shanxi Province, China. In a stable atmosphere, BC

concentration was higher in lower layers (Zhang et al., 2012), but

evenly distributed in an unstable atmosphere (Lu et al., 2019).

Besides, the vertical distribution of BC was different throughout

the day (Li et al., 2015), and in different regions (Tan et al., 2022).

Zhang et al. (2013) have found that China was the main

contributor to global BC emissions up to a quarter. Shijiazhuang

is the capital of Hebei province and is located in the middle and

southern parts of Hebei Province. Due to rapid economic growth

and accelerated urbanization, this region has been facing severe

pollution for past decades. Recent researches have been focused

on the aerosols in this region but rarely refers to the BC. Zhai

et al. (2011) analyzed the number concentration and particle

spectrum of aerosols in the atmosphere based on near-ground

aerosols data, as well as the causes of it. During

2005–2007autumn seasons in the Hebei region, Zhang et al.

(2011) concluded that high values of aerosol number

concentration near the ground were often found under

different synoptic weather conditions with records of small

wind speed, high relative humidity, and thermal invasion, or

on haze days. Sun et al. (2013) analyzed airborne observations of

aerosols over the middle and west of North China Plain during

the 2010 autumn. They found that the main source of aerosols

was from the underlying transport, and the transport efficiency

was determined by thermal inversion layers and the wind shear

within the boundary layer.

Air quality has been improved over Shijiazhuang region for

the past years, however, heavily polluted events still occurred

every now and then. Therefore, it is still needed to explore the

vertical characteristics and the transport of pollution.We focused

on the analysis of both ground and airborne observations for a

continuous haze event recorded during November 14th~ 17th,

2020 over Shijiazhuang. Specifically, we concluded the vertical

distribution of both aerosols and BC based on two flights of

airborne data, including the concentration, mean diameter, and

particle spectrum of aerosols and BC. Potential sources of near-

ground aerosols were also discussed.

FIGURE 1
Flight trajectory on November 14th (red) and 16th (blue),
2020, and locations of observation stations.
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Data and flight sounding description would be in “Data”. The

following sections are in the order of “Weather and Pollution

Background”, “Vertical Distribution of Pollutant

Concentration”, “Backward Trajectory”, “Aerosol Spectrum

Density Distribution”, and “Discussion”.

2 Data

Ground hourly meteorological data was acquired from

Zhengding station (38.15°N, 114.34°E), ground PM2.5 data was

sourced from Zhengding (38.15°N, 114.59°E), wind profiler data

was from Shijiazhuang (38.07°N, 114.35°E), and the geological

distribution was illustrated in Figure 1.

2.1 Airborne observation

King Air-350 meteorological aircraft was carried out for the

vertical observations and the true airspeed was around

250–300 km/h. Two sounding flights were on November 14th

18:50 and 16th 18:00, 2020 (Beijing time). The time in this article

would be Beijing Time unless specifically highlighted. The flight

tracks were drawn in Figure 1. Under the left flight wing, PCASP-

100X (Passive Cavity Aerosol Spectrometer Probe-100X) was

mounted for aerosol observations. Meanwhile, the AE-33 model

of the aethalometer was mounted for the black carbon

acquisition.

2.1.1 Aerosol observation
The Passive Cavity Aerosol Spectrometer Probe 100-X

(PCASP) is manufactured by Droplet Measurement

Technologies (DMT). The PCASP-100X is an optical

particle counter for measuring aerosol size distributions

from 0.1μm to 3 μm in diameter. It uses the Mie scattering

theory to derive aerosol particle size distribution (Zhao et al.,

2018). The size is divided into 15 bins and the sampling

frequency is 1 Hz. The sample flow volume in the PCASP-

100X is set to 1 cm3/s. The details and detecting uncertainties

of PCASP-100X can be found in Zhao et al. (2018) and

Rosenberg et al. (2012).

2.1.2 Black carbon observation
In this study, Magee Scientific Aethalometer® Model AE33 is

used to observe black carbon concentration. Two sample spots

are collected from the same input air stream with different

accumulation rates and the analysis of air is conducted

simultaneously. The two results are combined mathematically

to eliminate the “Filter Loading Effect” nonlinearity and

accurately measure the aerosol concentration. The analysis

will be performed at seven optical wavelengths spanning from

the near-infrared (950 nm) to the near-ultraviolet (370 nm). The

sequencing of illumination and analysis is performed on a 1Hz

time base. This will present a complete spectrum of aerosol

optical absorption with one data line every second.

2.2 Wind profiler data

Wind profiler is Doppler radars that have five antenna

beams. The radar transmits electromagnetic pulses in five

directions, in the order of north, east, south, west, and vertical

direction. A wind profiler radar can derive atmospheric motion

and wind information from the Doppler shift in the echoes

produced under different atmospheric conditions (Wang et al.,

2022). We use hourly wind data from the wind profiler

manufactured by the China Aerospace Science & Industry

Corporation (Liu et al., 2020).

2.3 Backward trajectory analysis

The HYSPLIT-4 model is an open-access model from

NOAA’s Air Resources Laboratory and can compute

atmospheric transport, dispersion, and deposition of

pollutants and hazardous materials (Stein et al., 2015). The

model has been widely used in the analysis of air parcel

trajectories and atmospheric pollution transportation (Li et al.,

2019). The backward trajectory model meteorological

background data input from the NCEP GDAS dataset, 4 times

daily including 00, 06, 12, and 18UTC (08, 14, 20, 02 as in Beijing

Time) output. The geological resolution of the GDAS dataset

is 1°×1°.

3 Result and discussion

3.1 Weather and pollution background

3.1.1 Weather analysis
During November 14th ~ 17th 2020, a continuous haze event

was recorded over the Shijiazhuang region. At 500 h Pa, the

meridional circulation spanned over the mid-and high

altitudes regions in East Asia. The cold air was impeded from

moving southward. On the 13th, (first stage, Figures 2A, 3A), the

atmospheric water vapor content was underprovided. The

synoptic settings included a high-level ridge, a weak

anticyclonic circulation lower level at 850 hPa, and a ground

high-pressure field. The atmosphere was clear and cloudless, in

favor of radiative cooling. As a result, water moisture and

pollutants gradually accumulated near the ground, marking

the beginning of this haze event. The second stage lasted from

the 13th evening to the 14th daytime as a weak upper-level

trough was passing through North China. In mid-to-low levels,

moisture was brought by the weak southwest air flow. Near the

ground, the uniform pressure field behind the high-pressure
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ridge further aggravated the pollution level. The synoptic

background in the third stage was similar to the first stage,

from the 14th nighttime to the 15th morning (Figures 2B, 3B),

where the high level was under the control of a high-pressure

ridge. The pressure field from high to low levels was even more

stable during this time which reinforced the pollution event. The

fourth stage was from the 15th afternoon to the 16th. The high-

level field was under the control of westerly flows behind the

high-pressure ridge. Near the ground, the wind speed was low.

The continuous moisture supply facilitated the haze

development. The highest concentration of PM2.5 was reached

on the 16th at midnight. Afterward, southerly airflow at 850 hPa

was getting stronger, and the low-pressure field took over near

the ground. However, the cold air was rather to the west and the

high-level trough slowly was moving to the east. Near the ground,

the wind speed was rather low that cannot disperse atmospheric

pollutants. On the 17th, atmospheric pollutants were removed

due to the precipitation and the air quality improved.

During this haze event, stable westerly air was dominated at

high levels. In the early stage of this pollution event, water vapor

was inadequate in the atmosphere but more sufficient in later

stages. In the seal level pressure fields, the cold air was rather

weak and located to the North (Figure 3), which was favorable for

southwesterly air to transport moisture. Horizontal winds were

small near the ground that pollutants were hardly dispersed.

3.1.2 Characteristics of air pollutants and surface
meteorological elements

The temporal variation of meteorological elements and

pollution levels were shown in Figure 4, covering the whole

FIGURE 2
Upper-level synoptic weather at 08:00 2020 November 13th (A) and 08:00 2020 November 15th(B), among, blue lines denote 500 hPa
geopotential height, red lines denote 850 hPa isothermals, and wind barbs represent wind field at 850 hPa. The red square is Shijiazhuang area.

FIGURE 3
Sea level pressure at 08:00 2020 November 13th (A) and 08:00 2020 November 15th (B). The red square is Shijiazhuang area.
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polluted period between November 14th and 17th. The PM2.5

concentration remained above 75 μg/m3 on the 14th (early stage

of the pollution event). It reached the highest concentration on

the 16th (pollution accumulated and worsen) with a value of

209 μg/m3 and dramatically dropped below 50 μg/m3 on the 17th

(pollution ended). During the 14th and 15th, the diurnal changes

of temperature and relative humidity were quite the opposite.

Temperature rose during the day but relative humidity

decreased, and vice versa at night. Ground winds were mostly

easterly and northwesterly and varied around 0.8~1 m/s. In the

afternoon, temperature dropped and the altitude of the boundary

layer decreased. Meanwhile, pollution concentration near the

ground increased. After the 15th at 14:00, the PM2.5

concentration started increasing from 119 μg/m3 to 209 μg/m3

on the 16th at 02:00. On the 16th, relative humidity remained at

65–75%, and the PM2.5 concentration varied around 150–209 μg/

m3. A precipitation event occurred on the 17th. Due to the wet

removal, the concentration of PM2.5 dropped dramatically and

this pollution event came to an end.

As shown in Figure 5, no wind shear was recorded by the

ground wind profiler radar before the 15th at 14:00. After that,

wind shear was near 700 m and existed till the 17th at 04:00. As

mentioned, ground PM2.5 concentration continued rising to the

highest value (Figure 4). Afterward, the altitude of wind shear

elevated and the pollution level was reduced. During the whole

pollution event, the vertical motion of atmospheric air was

rather weak which hinders the vertical transportation of

pollutants.

3.2 Vertical distribution of pollutant
concentration

King-Air 350 meteorological aircraft was employed on the

14th and 16th to investigate the vertical distribution of pollutants

over Shijiazhuang. The properties of air mass can determine the

declining rate of potential temperature (əθ/əz). Therefore,

different layers were drawn based on the variation of əθ/əz

(Yang et al., 2020), and we analyzed the distribution of

pollutants in each layer. When the declining rate of potential

temperature is zero (əθ/əz=0), the declining rate (γ) is the same as

the dry adiabatic declining rate (Γ), define as the neutral layer;

When əθ/əz>0, Γ<γ, defines as a stable layer; Otherwise as an

unstable layer.

FIGURE 4
Time series of PM2.5, temperature (T), relative humidity (RH), wind speed (WS), wind direction (WD), visibility (MOR), and precipitation during the
pollution event. The yellow boxes cover the periods of flight sounding.
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The vertical distribution of BC mass concentration, aerosol

number concentration, mean diameter of aerosols, temperature,

relative humidity, and the potential temperature was presented in

Figure 6. According to the əθ/əz, we defined four layers including

ground to 600 m, 600–1,200 m, 1,200–2,000 m, and 2,000 m

above (labeled from Ⅰ to Ⅳ in Figure 6). For all four layers,

the number of əθ/əz was positive with little variation. During this

period, the vertical velocity was less than 1 m/s (Figure 5). All

four layers were stable with weak atmospheric convection. Two

thermal inversion layers were 1,150–1230m and 2,000–2,300 m,

where the 1,150–1230 m layer was stronger with a variation of

2.7°C/100 m.

Layer Ⅰ and Ⅱ were within the same thermal inversion layer

(Figure 6D). In layer Ⅰ, both BC and aerosol concentration

showed unimodal distribution. The peak concentration of BC

and aerosol were 12683 ng/m3 and 6965.125#/L, respectively. The

mean particle diameter was around 0.2–0.225 μm. Near the

ground, accumulated particles were mostly small particles. As

shown in the backtrack trajectory (Figure 8A), pollution

transportation from the underlying surface contributed to this

heavily polluted layer. Our results accorded with what Sun et al.

(2013) previously concluded. Within layer Ⅱ, the BC

concentration fluctuated around 4,000–6,000 ng/m3 and the

aerosol concentration peaked at 950 m with a value of

5438.416#/L. The mean diameter decreased from the top of

layer Ⅰ to 800 m, and the minimum value was 0.188 μm. Near

the top of layer Ⅱ (1,000–1200 m), the mean diameter was

enlarged up to 0.25 μm. Thermal inversion can restrain the

vertical transportation of pollution to the higher atmosphere,

and hence, pollutants were accumulated below the thermal

FIGURE 5
Time series of wind profiler data with atmospheric vertical motion contoured.

FIGURE 6
The vertical distribution of black carbon (BC) mass concentration (A), PCASP number concentration (B), PCASP mean diameter (MD, (C),
temperature (T, (D), relative humidity (RH, (E), and potential temperature (θ, (F) during aircraft descending on 14 Nov 2020.
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inversion layer. The peak values of both relative humidity and

pollutant concentration appeared almost at the same altitude. For

both layers Ⅰ and Ⅱ, aerosol concentration shows a better

correlation result with relative humidity than BC

concentration. The correlation coefficient of BC and aerosol

concentration in layer Ⅰ is 0.66 and 0.92, respectively, and

0.74 and 0.9 in layer Ⅱ.
A distinct dropping in pollutant concentration was noted

within the 1,150–1,200 m inversion layer. The upward transport

of pollutants was impeded by this strong thermal inversion. The

concentrations of BC and aerosol at 1150 mwere 4292 ng/m3 and

2855.219#/L, respectively. At 1200m, the concentrations of BC

and aerosol dropped to 537 ng/m3 and 1757.318#/L. Again, due

to the thermal inversion, pollutants in layer Ⅱ cannot be

transported into layer Ⅲ. Therefore, the concentrations of

both BC and aerosol was comparatively low in layer Ⅲ. The

concentrations range of BC and aerosol were 500–1500 ng/m3

and 1,200–1800#/L. Meanwhile, the mean diameter of aerosols

was 0.22 μm with slight variation. Since the pollution

concentration was already low in layers Ⅲ and Ⅳ, the thermal

inversion at 2,000 m hardly affected the pollutant concentration.

The vertical profiling on the 16th was dived into three layers,

including ground to 350 m, 350–1,000 m, and 1,000–1980 m

(labeled as Ⅰ, Ⅱ, and Ⅲ in Figure 7). Two thermal inversion

layers were defined in 350–400 m, and 800–1000 m. The

350–400 m inversion was relatively weak with a value of

0.43°C/100 m. Below each inversion layer, the relative

humidity increased with height.

The layer Ⅰ was below the 350–400 m inversion layer. Above

this inversion layer, the temperature remained almost unchanged

around 400–500 m. This will block the vertical transportation of

pollutants, and the pollutant concentration hardly changed with

height within layer Ⅰ. The average mass concentration of BC and

number concentration of aerosol are 8857.9 ng/m3 and

5964.458#/L. Near the inversion layer (350 m), the BC

concentration dramatically dropped to 4000 ng/m3. Within

this inversion layer, BC concentration rapidly increased to

9,633 ng/m3 at 400 m. Underlying pollutants can be

transported to this altitude and upwards since the thermal

inversion was weak (Figure 7D). Meanwhile, the number

concentration of aerosols barely changed below and above the

inversion layer. The weak thermal inversion near the ground

hardly affected the vertical transport of aerosols but affected the

BC distribution. Both BC and aerosols concentrations were

maintained at relatively high levels in layer Ⅱ. The bottom

isothermal layer (400–500 m) and the top inversion layer

(800–1,000 m) were responsible for pollutant accumulation in

this layer. The peak concentrations of BC and aerosol in the

isothermal layer were 10422 ng/m3 and 6283.851#/L. Below the

thermal inversion layer, the highest concentrations were

12873 ng/m3 and 6612.291#/L, respectively.

The intensity of thermal inversion in layer 800–1,000 m was

1°C/100 m and the pollutant concentration dropped rapidly

within the inversion layer. At 800 m, BC and aerosol

concentrations were 9379 ng/m3 and 5466.911#/L, and the

concentrations dropped to 960 ng/m3 and 1,494.99#/L at

1,000 m, respectively. The mean diameter of aerosol particles

varied around 0.21–0.22 μm in layers Ⅰ and Ⅱ. The aerosol

concentration in layer Ⅲ decreased with height while BC

concentration fluctuated at a low level. The thermal inversion

at 800–1,000 m blocked the vertical transport of pollutants from

layer Ⅱ.
On both the 14th and 16th, values of əθ/əz in all layers were

higher than zero, which were all defined as stable layers. Hence,

within these layers, thermal conditions were not favorable for the

vertical transportation of pollution. Aerosol particles were

enlarged through moisture absorption, which was confirmed

by the increasing relative humidity. As a result, the aerosol

concentration increased. On the 16th, the heights of thermal

inversion layers were lower compared to the 14th. This led to

pollution accumulation below the inversion layers and the peak

concentrations were closer to the ground. Compared to the 14th,

FIGURE 7
The vertical distribution of BC mass concentration (A), PCASP number concentration (B), PCASP mean diameter (MD, (C), temperature (T, (D),
relative humidity (RH, (E), and potential temperature (θ, (F) during aircraft descending on 16 Nov 2020.
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the BC concentration increased more significantly than the

aerosol concentration on the 16th. At 55 m, the BC and

aerosol concentrations were 9861 ng/m3 and 6662.823#/L on

the 16th, but 6519 ng/m3 and 5797.351#/L on the 14th.

3.3 Backward trajectory

Regional transport has an important effect on the

distribution of pollutants (Shen et al., 2022). To investigate

the effect of regional transport on the vertical distribution of

pollution, we chose the altitude with peak concentration values of

and aerosols for backward trajectory simulation, which was 275m

and 950 m on the 14th, and 625 m on the 16th, namely. The 48-h

backward trajectories (UTC Time) were presented in Figure 8.

On the 14th, the air masses at 275 m and 950 m both

originated from the Bohai Sea but moved in different

trajectories (Figures 8A,B). Before the 14th 14:00, the 275 m

air mass was first moving towards the southwest and then

northwest, close to the ground. Afterward, the air mass

elevated till arriving at 275 m above the observation location.

The concentration of PM2.5 in Hengshui and Cangzhou exceeded

110 μg/m3. This indicated that air at 275 m was mostly polluted

from the underlying surfaces. The air mass at 950 m first moved

further to the southwest and then to the northeast. After the 13th

20:00, the air mass rose from the ground till reaching 950 m. The

high level of the polluted level at 950 m was a result of both

thermal inversion blocking and distant transport of pollution.

This trajectory detour was considered highly linked to

atmospheric circulation. On the 16th (Figure 8C), the air

mass originated from the Shanghai region and kept moving

northwards to the observation location. After the 15th 08:00,

the air mass reached the height of 500 m and stayed at this height.

This indicated a relatively stable atmosphere, not favorable for

pollution dispersal. To conclude, ground pollution was mostly

from local sources but pollution in the higher air also came from

distant regional sources. Besides, the southerly air was

responsible for the distant transport of pollution.

3.4 Aerosol spectrum density distribution

The particle size distribution is one of the determining factors

for aerosols’ transportation, lifetime, and optical properties in the

atmosphere. Particles from different sources will show different

features of spectral distribution. Besides, the atmospheric

condition will largely affect the microphysical processes of

moisture absorption and particle coagulation, and as a result

of particle size spectrum will be changed (Sheng et al., 2003).

The aerosol spectral density distribution in the vertical

observation phase was stratified with the same height

according to the potential temperature. As shown in

Figure 9A, aerosols were mostly dispersed in layers Ⅰ and Ⅱ on

the 14th. From ground to 250 m, aerosol particles were

distributed within the range of 0.12–0.45 μm. Around

250–400 m, high values were found at 0.125–0.15 μm and

0.2 μm. The corresponding height was consistent with the

height of maximum concentration (Figure 6B). A diameter of

0.14 μmwas recorded with the highest concentration of 749.26#/

L. Since aerosols in layer Ⅰ were mostly from the underlying

surface (Figure 8A), small particles took the majority in the

transportation.

Compared to layer Ⅰ, aerosols in layer Ⅱ were larger with

higher number concentrations. The diameter range was between

0.2 and 0.5 μm. Below the thermal inversion layer, the relative

humidity was relatively high and aerosols can grow through

moisture absorption (Figure 6E). The aerosol concentration

peaked at 950 m and around this height particle within

FIGURE 8
Backward trajectory of air mass during aircraft sounding period at 275 m (A) and 950 m (B) on 14 Nov 2020, and 625 m (C) on Nov16th, 2020.
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0.35–0.45 μm also had the highest number concentration. The

thermal inversion layer can block the vertical transport of

pollutants, and thus, aerosol number concentrations were

rather low in both layers Ⅲ and Ⅳ.

On the 16th, the aerosols were also mainly spread in layers Ⅰ
and Ⅱ but the particle diameter enlarged into 0.35–0.4 μm

(Figure 9B). Among, particles of 0.4 μm was found with a

maximum concentration of 943.58#/L. The lapse rate of

temperature in layers Ⅰ and Ⅱ was relatively small, indicating a

stable atmosphere. Aerosols with concentrations higher than

600#/L were less in layer Ⅰ than in layer Ⅱ. Aerosols around

0.3–0.4 μm, the number concentration of particles were also less

in layer Ⅰ than in layer Ⅱ. Again, the thermal inversion prevented

the vertical transportation of pollutants to layer Ⅲ.

The relative humidity was higher on the 16th than the 14th,

which wasmore favorable for particles growing throughmoisture

absorption. On the 16th, both wind shear and thermal inversion

exacerbated the pollution accumulation. Therefore, the diameters

of aerosol particles were larger with higher number

concentrations. The height of the thermal inversion layer was

lower on the 16th. This also explained the higher aerosol

concentration on the 16th below 800 m.

4 Conclusion

In this article, we analyzed a heavily polluted event that

occurred in Shijiazhuang on November 14th~17th, 2020.

Ground and airborne meteorological and pollutant monitoring

data were combined for the analysis of this heavily polluted event,

specifically themeteorological causes and the vertical distribution

of pollutants.

This heavy pollution event was dominated by PM2.5 with a

highest concentration of 209 μg/m3. During the whole polluted

period, the Shijiazhuang region was under the control of a high-

pressure ridge. Winds were mostly westerly winds in the upper

air but northerly near the ground. Ground winds were lower than

1 m/s and convergences were found in the ground wind field. The

atmosphere maintained a stable status and the vertical motion

was weak.

Pollutants were accumulated below the thermal inversion

layer and the highest concentration was found on both the

14th and 16th just below the inversion layer. On the 14th,

both BC and aerosol concentrations showed unimodal

distribution, and the highest concentrations of BC and

aerosols were 12683 ng/m3 and 6965.125#/L at 250 m

within layer Ⅰ. In layer Ⅱ, the concentrations of BC and

aerosols were distinctly low due to the transport

inhibition of the thermal layer. On the 16th, the thermal

layer near ground was rather weak that pollutants in layer Ⅰ
can be transported into layer Ⅱ.

Distant transport of pollutants also contributed to this

continuous haze event. On the16th, before reaching the

Shijiazhuang region, air mass in layer Ⅰ was moving close to

the ground. Apart from the vertical transport of the underlying

surfaces, the continuous high-level pollution in layer Ⅱ was also

sourced from regional transport.

Aerosols were mostly dispersed in layers Ⅰ and Ⅱ on both

14th and 16th. On the 14th, small particles within

0.125–0.15 μm were the most particles near the ground

where below the inversion layer 1,150–1230 m large aerosols

around 0.4 μm had the highest concentration. On the 16th, the

thermal and vapor conditions were more favorable for aerosol

accumulation.

FIGURE 9
The particle size distribution of aerosols from PCASP probe during vertical soundings on November 14th (A) and 16th (B), 2020. The black
dotted lines divide the vertical altitudes into four layers based on əθ/əz.
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Air pollution is of high relevance to human health. In this study, multiple
machine-learning (ML) models—linear regression, random forest (RF), AdaBoost,
and neural networks (NNs)—were used to explore the potential impacts of air-
pollutant concentrations on the incidence of pediatric respiratory diseases in
Taizhou, China. A number of explainable artificial intelligence (XAI) methods
were further applied to analyze the model outputs and quantify the feature
importance.Our results demonstrate that there are significant seasonal variations
both in the numbers of pediatric respiratory outpatients and the concentrations
of air pollutants. The concentrations of NO2, CO, and particulate matter (PM10

and PM2.5), as well as the numbers of outpatients, reach their peak values in the
winter. This indicates that air pollution is a major factor in pediatric respiratory
diseases. The results of the regressionmodels show thatMLmethods can capture
the trends and turning points of clinic visits, and the non-linear models were
superior to the linear ones. Among them, the RF model served as the best-
performingmodel. The analysis on the RFmodel by XAI found that AQI, O3, PM10,
and the current month are the most important predictors affecting the numbers
of pediatric respiratory outpatients. This shows that the number of outpatients
rises with an increasing AQI, especially with the increasing of particulate matter.
Our study indicates that MLmodels with XAI methods are promising for revealing
the underlying impacts of air pollution on the pediatric respiratory diseases,
which further assists the health-related decision-making.

KEYWORDS

air pollutants, respiratory diseases in children, explainable artificial intelligence (XAI),
feature importance analysis, Taizhou city

1 Introduction

Since the reform and opening up of China from the 1980s, there have been significant
achievements in its economy and the construction of infrastructure. However, the
environmental problems caused by the extensive development model in the early stages is
becoming a serious issue (Xu et al., 2013; Qi et al., 2020), especially regarding air pollution.
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Due to the rapid development of heavy industry, the continuous
expansion of urbanization, and the sudden surge in the number
of motor vehicles, the increasing emission of air pollutants
is being monitored (Kan et al., 2012; Xu et al., 2013; Gu et al.,
2020). In recent years, air pollution has been considered by the
World Health Organization (WHO) as the greatest environmental
risk to health (World Health Organization, 2021). Reports
show that 90% of people are breathing polluted air every day
(World Health Organization, 2018a). There are nearly 7 million
premature deaths from cancer, strokes, and cardiopulmonary
diseases caused by air pollution, and 90% of these deaths occur
in low- and middle-income countries (World Health Organization,
2018b).

Studies have shown that the content of air pollutants
significantly affects human health, both in the short and long
term (Shahi et al., 2014; Khaniabadi et al., 2017; Song et al.,
2018; Wang L. et al., 2018a; Song et al., 2019). The short-term
effects are characterized by a rapid increase in the incidence
of respiratory diseases, especially in vulnerable groups such as
the elderly, children, and pregnant women (Sarnat et al., 2012;
MacIntyre et al., 2014; Zhu et al., 2017; Li et al., 2018). WHO points
it out that the particulate matter can penetrate into the lungs
and enter the bloodstream, which further cause cardiovascular
and respiratory impacts (World Health Organization, 2021).
Besides, There is emerging evidence that NO2 is associated with
respiratory diseases, i.e. asthma, coughing, and difficulty breathing
(World Health Organization, 2022). Long-term chronic effects of
air pollution are also seen on human health (Zhang et al., 2014;
Islam et al., 2017). The Global Burden of Disease Study 2015
showed that chronic respiratory diseases ranked third among
the fatal diseases in China, second only to cardiovascular and
cerebrovascular diseases and tumors; all three of these types of
disease are highly related to air pollution (Prüss-Üstün et al., 2016).

It is clear that air pollution is becoming one of the most
important risk factors affecting human health. Specifically, a large
number of studies have been performed examining the impact of
air pollutants on the incidence of respiratory diseases in major cities
across China (Wang and Chau, 2013; Wang L. et al., 2018a). It has
been found that the air quality index (AQI) is positively correlated
with bronchial infections, upper respiratory-tract infections, and
lung diseases in Tianjin (Guo et al., 2010). Yin et al. (2011) pointed
out that levels of particulate matter (PM2.5 and PM10), NO2,
SO2, and carbon monoxide (CO) have positive correlations with
the number of pediatric outpatients with respiratory diseases in
Shanghai, while the correlationwith ozone (O3) was negative. A case
study by Zhang et al. (2014) showed that short-term exposure to air
pollutants can cause explosive increases in pediatric patients with
pneumonia in Guangzhou. The results of the study by Shen et al.
(2017) showed that sulfur dioxide (SO2) is the main pathogenic
factor for respiratory-tract infections in Henan Province, and this
has synergistic effects with the particulate matter and nitrogen
oxides (NOx). A study in Beijing further showed that air pollution is
one of the important causes of the increase in the number of elderly
patients with allergic rhinitis (Zhang et al., 2016).

The above studies clearly point out that the content of air
pollutants can significantly affect the incidence of respiratory
diseases. However, these studies were mainly based on parametric
linear models, i.e., multiple linear regression, (Ruckerl et al.,

2006; Wang M. et al., 2018b), or they relied on semi-parametric
generalized linear models and generalized additive models
(Dominici et al., 2002; Terzi and Cengiz, 2009; Ravindra et al.,
2019). Unfortunately, these linear models are not very efficient
for capturing the non-linear dependence among the complex data.
Furthermore, although the regression coefficient can be simply used
for evaluating the feature importance, it is incapable of quantifying
the synergy of multiple variables and performing a local analysis for
a given sample with the linear models.

The development of machine learning (ML) and deep learning
has led to technological innovations in numerous areas, including
autonomous driving (Bojarski et al., 2016; Badue et al., 2021),
facial recognition (Hu et al., 2015; Parkhi et al., 2015), weather
forecasting (McGovern et al., 2017; Reichstein et al., 2019), and
smart healthcare (Litjens et al., 2017; Hesamian et al., 2019). Using a
variety of linear and non-linear computational units,ML approaches
are able to learn complex representative features from high-
dimension data to establish models projecting from predictors to
predictands. In the field of the atmospheric environment, a number
of studies have been performed considering time-series prediction
of atmospheric pollutants (Freeman et al., 2018; Wang et al., 2020;
Kleinert et al., 2022), spatial and temporal downscaling (Yu and
Liu, 2021; Geiss et al., 2022), and modal classification (Harrou et al.,
2018). However, there have still been few studies using ML models
with explainable artificial intelligence (XAI) methods to analyze
the correlations between air-pollutant concentrations and human
health. Because ML models have higher non-linearity and stronger
robustness, it is of great significance to simulate how the morbidity
rates of respiratory diseases are affected by the concentrations of
different air pollutants. Furthermore, XAI methods can further
quantitatively analyze the feature importance of each air-pollutant
input and help to reveal the underlying impacts of air pollution on
human health.

Taizhou is an important part of the Yangtze River Delta
Economic Zone in East China, with inland ports and mature
industries. However, it still suffers from the growing problem of
air pollution in its main urban area. This is largely caused by the
chemical industry, automobile exhaust emissions, construction-site
dust, and transmission of pollutants. More seriously, measurements
further show that the air pollution issue in Taizhou is more
prominent among the surrounding cities and few studies are
performed for assessing the impacts of air pollution on human
health in Taizhou city. In this context, exploring the impact of
air quality on the incidence of pediatric respiratory diseases is of
great social significance. In this study, we aimed to carry out a
risk assessment of air pollution on children’s health in Taizhou
with ML models and provide a scientific basis for taking effective
intervention measures. In this work, the impact of the air pollution
was characterized by changes in the number of pediatric patients
visiting respiratory departments; furthermore, XAI methods were
used to analyze the contribution of the content of the air pollutants.
The main contributions of our study can be summarized as follows:
1. A detailed statistical analysis is performed between the air-
pollutant concentrations and the number of pediatric respiratory
outpatients in Taizhou, i.e. detrended correlation analysis, stratified
analyses by seasons, air-pollution levels, and types of primary
pollutant. 2. XAI methods are introduced to evaluate the ML
model performance in simulating the number of the clinic visits, by
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quantifying the feature importance of the air-pollutant factors. 3. It
is a useful complement to the research of regional air quality and
pediatric respiratory diseases usingXAI andMLmethods inTaizhou
city.

The remainder of this manuscript is organized as follows.
Section 2 introduces the clinical and air-pollutant monitoring data
used in our work, as well as the ML models and XAI methods.
Summary and detailed results are presented in Section 3, and this
is followed by conclusions and future outlook in Section 4.

2 Data and methods

2.1 Data and preprocessing

The datasets used in this work included daily air-pollutant
monitoring data from the Taizhou Environmental Monitoring
Center and daily clinical data from the pediatric department
of a comprehensive Grade 3A hospital in the urban area of
Taizhou, spanning from 2018 to 2020. The air-pollutant data covers
measurements of the content of PM2.5, PM10, CO,NO2, SO2, andO3,
as well as the AQI, the level of air pollution, and the type of primary
pollutant. The clinical data is the total number of outpatients
visiting the pediatric department each day. Since the daily number
of outpatients was found to follow a Poisson distribution using
the Kolmogorov–Smirnov test, a log transform was further applied
to the raw clinical data. Given the raw clinical data as Ct , the
preprocessed predicant Yt is:

Yt = logCt (1)

where the subscript t is the timestamp of the sample.
In this study, in addition to the measurements of air pollutants,

temporal information was also used as an additional predictor.
Hence, the candidate predictors Xt consist of PM2.5, PM10, CO,
NO2, SO2, and O3, as well as AQI, the level of air pollution
(AQI_level), the type of primary pollutant (Major_pollutant), and
temporal information (Month). AQI_level consists of four categories
from I to IV; the higher the AQI_level, the worse the air quality.
Major_pollutant indicates the type of primary pollutant. In our
study, Major_pollutant I means that there is no air pollution.
Major_pollutant values from II to VII were defined as the cases
of O3, CO, NO2, SO2, PM10, and PM2.5, respectively being the
primary pollutant. The temporal information is the month of the
given sample.

2.2 ML models

The ML models used in this study included linear regression,
ridge regression, Huber regression, random forest (RF), adaptive
boosting (AdaBoost), and a neural network (NN). Among these,
linear regression, ridge regression, and Huber regression are
considered as weakly non-linear models, while RF, AdaBoost, and
NN are more robust and complex.

Linear regression is one of the most basic statistical models.
Given predictors X = {x1,x2,…,xk}, the prediction ŷ of linear

regression is written as:

ŷ (w,x) = w0 +w1x1 +⋯+wkxk (2)

where W = {w0,w1,w2,…,wk} are the regression coefficients
(weights) of the corresponding predictors. The weights are usually
estimated by optimizing the L2 loss:

‖ŷ (w,x) − y‖22 (3)

where y is the ground truth. However, linear regression models
are sensitive to outliers and are hence highly dependent on reliable
feature engineering. To build a more robust model, ridge regression
(Hoerl and Kennard, 1970) and Huber regression (Huber, 1973)
further add regularization terms into the loss function. The loss
function of ridge regression can be written as:

‖ŷ (w,x) − y‖22 + α‖w‖
2
2 (4)

where α ≥ 0 is the penalty coefficient. A larger α means stronger
regularization on the model. Huber regression pays more attention
to handling outliers. The loss is given as:

n

∑
i=1
(δ+H(

ŷ (w,x) − y
δ
)δ)+ α‖w‖22 (5)

where

H (z) = {
z2, |z| < ϵ
2ϵ |z| − ϵ2, |z| ≥ ϵ

(6)

in which δ and ϵ are the non-negative constant parameters.
A decision tree is a classic non-parametric supervised learning

approach; a tree-like model is built to learn the simple rules inferred
from the data features, and this hasmultiple nodes and branches.The
clear structure of a decision tree makes it easy to understand, and it
is hence commonly used in data science and decision-making. An
RF (Breiman, 2001) is an ensemble of decision trees. It consists of a
number of independent decision trees; each decision tree is trained
with random bootstrapped samples, and each node of the decision
tree is estimated using random combinations of predictor variables.
The ensemble mean of the decision trees is used as the prediction
of the RF model, and this helps to improve accuracy and mitigate
overfitting problems.

AdaBoost (Freund and Schapire, 1997) is another commonly
used ensemble machine model. It starts with an initial weak learner,
i.e., a linear model, and this weak learner is trained with the
complete dataset to obtain an accuracy that is slightly higher than
random guessing. Then, AdaBoost reweights the training samples
and assigns higher weights to the samples misclassified by the
initial weak learner. Subsequently, the goal of AdaBoost is to build
another weak learner to complement the previous one with these
reweighted training samples. In this adaptive strategy, the training
samples misclassified by the previous weak learner will contribute
more to the model performance, and hence the subsequent weak
learners are forced to improve the misclassified samples. The final
AdaBoost model is an ensemble of all the individual weak learners
that converges to a strong learner.

As a more flexible and non-linear ML method, NNs
(Rumelhart et al., 1986) have been widely used in multiple fields
including computer vision, earth science, and biological science.
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FIGURE 1
Time series of the numbers of patients visiting the pediatric department of a comprehensive Grade 3A hospital in Taizhou from 2018 to 2020. The
scatter points show the number of pediatric outpatients (red) and outpatients visiting for respiratory diseases (blue) in a single day. The solid lines are
the monthly average respectively. The mean and standard deviation for each year are shown at the bottom of the plot.

These are built from multiple layers, and each layer consists of
a number of neural nodes with non-linear activation functions.
The prediction of an NN model is generated through forward
propagation. A loss function is applied to quantify the distance
between the model output and the ground truth. A series of
optimizers have been designed to minimize the loss function
using backward propagation with the training samples. Hence,
NNs are highly non-linear and they have advantages in learning
representative features from the data. However, a decrease in model
performance is seen when handling a small dataset with an NN.

2.3 Explainable artificial intelligence
methods

Although ML models show great potential for improved
performance, there are always questions relating to how their
decisions are made and how much we can rely on them. Hence,
it is of great importance to understand the results of ML
models rather than them simply being “black boxes.” In this
study, four XAI methods—permutation feature importance (PFI),
the partial dependence plot (PDP), local interpretable model-
agnostic explanations (LIME), and Shapley additive explanations
(SHAP)—are used to gain a well-grounded understanding of the
established ML models and explore the feature importance of their
predictors.

The PFI method (Breiman, 2001) computes the contribution
of a single feature by randomly shuffling its values among the
validation/testing samples with a trained model while keeping the
other features unchanged. The decrease in the model score, i.e., R2

for regression, with the permuted data is defined as the importance
of the selected feature. Since the model and the remaining features
are unchanged, the change in the model’s score is seen as the
contribution of that feature to themodel performance. It can be seen
that the PFI strategy can be applied to any ML model because it
gives the feature importance by simply permuting the data without

internal knowledge ofmodel that has been used. Given anMLmodel
f trained with data containing K features, the model score evaluated
on the unpermuted testing data D is s. Then, a random permutation
is performed on feature k among the testing samples to obtain the
permuted data ̃Dk. The new model score evaluated on the permuted
data ̃Dk is sk. The importance Ik of feature k is defined as:

Ik = s− sk (7)

In practice, Ik is computed multiple times on different perturbed
data, and the average value is used as the feature importance.
The larger the value of Ik, the more significant the impact
of the feature on the prediction and the more important the
feature.

The PDP (Friedman, 2001) is used to assess the marginal effects
of one or two features in an ML model. The idea is similar to
the PFI method, in that the feature importance is defined as the
drop in the model score that occurs when breaking the relationship
between the given feature and targets. The strategy of the PDP is to
calculate the importance of the given feature by marginalizing over
the distribution of the other features among the training data. Given
an ML model f trained with data D containing K features, the set of
features we are interested in is k (usually one or two features) and
the set of remaining features is c. The partial dependence function is
then given as:

̂fk (Dk) = ∫ ̂f (Dk,Dc)dℙ(Dc) (8)

In practice, the partial dependence function is estimated as:

̂fk (xk) =
1
n

n

∑
i=1

̂f (xk,x
i
c) (9)

where n is the number of instances in the training data, xk is the value
of feature k, and xc is the actual values of the remaining features in
set c. The partial dependence ̂fk(xk) shows the marginal effect of the
given value xk of feature k on the prediction.
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FIGURE 2
Time series of air-pollutant concentrations and AQI in Taizhou from 2018 to 2020: (A) SO2, (B) NO2, (C) O3, (D) CO, (E) PM10, (F) PM2.5, and (G) AQI. The
scatter points show the daily data, the blue dashed lines are the monthly averages, and the red dashed lines are trend lines. Unitary linear regression
models for each air pollutant are given at the top of each plot, and the mean and standard deviation for each year are shown at the bottom. The
horizontal dotted lines show the thresholds of air-pollutant concentrations for the different levels of pollution. The numbers below the horizontal
dotted lines show the number of days in each year that exceeded these pollution thresholds.

Both the PFI and PDP methods evaluate the global contribution
of a feature to the model prediction. However, in many cases, we
are more interested in how the features affect the model’s decision
in a given instance. Here, LIME (Ribeiro et al., 2016) serves as an
XAI method for the local explanations for agnostic models; this
further helps to understand the ways in which ML models make
their predictions. The basic idea of LIME is to train an interpretable
model as a good approximation of the original ML model locally.

Given an ML model f trained with data D containing K features,
the predictions of f for sample Di are f (Di). To understand the
prediction f (Di), LIME generates a new dataset D̃i from the sample
Di by perturbation, and this consists of the perturbed features and
the corresponding predictions of the trained model f. With this
generated dataset, LIME then trains an interpretable model f′, i.e.,
linear regression and decision trees, as a local substitution for the
black-box model f. Hence, the explanation of the agnostic model f
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FIGURE 3
Normalized time series of detrended monthly air-pollutant concentrations (A) SO2, (B) NO2, (C) O3, (D) CO, (E) PM10, and (F) PM2.5, as well as the
number of detrended pediatric respiratory outpatients from 2018 to 2020. The detrended Pearson correlation coefficients between the air-pollutant
concentrations and the number of outpatients are listed at the top; the symbol * indicates that the correlation passes the 95% significance test.

is given by the understanding of the interpretable model f′ for the
given instance Di.

SHAP (Lundberg and Lee, 2017) gives another solution to
explain the individual predictions of ML models based on the
Shapley values (Shapley, 1997) in coalitional game theory. The
Shapley values are used to fairly assess the contribution of each
feature to the model prediction. In coalitional game theory, the
effect of a feature should not be evaluated alone but on all the
possible coalitions of features. Given an ML model f with training
data D containing K features, the number of possible combinations
of features is 2K − 1. Using each combination as the input of the
trained model f, there are 2K − 1 predictions, and the differences
between these predictions and the original predictions using the
complete set of features are calculated as the contributions of the
combined features. The average marginal effect of a feature across
all possible coalitions is defined as the Shapley value. However, in
real applications, it is very time-consuming to calculate all these
coalitions. Hence, Lundberg and Lee (2017) combined the LIME
and Shapley values and further proposed an alternative estimation
method, SHAP, based on the kernel and tree models. SHAP is

computationally efficient and can be used for both global and local
interpretation.

3 Results

3.1 Overview of the air-pollutant
concentrations and the number of
pediatric respiratory outpatients in Taizhou

Figure 1 shows the distribution and the trend in the number
of patients visiting the pediatric department of a comprehensive
Grade 3A hospital in Taizhou from 2018 to 2020. It can be
seen that respiratory-related diseases account for over 60% of
all diseases in the pediatric department, and there are clear
interannual and seasonal variations. In particular, the number
of pediatric respiratory outpatients in 2019 was significantly
higher than in 2018 and 2020, with a peak occurring in the
winter. Could this difference be related to the emission of air
pollution?
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FIGURE 4
Frequency histograms of the total numbers of pediatric respiratory outpatients from 2018 to 2020 in different cases: (A–D) different seasons, (E–H)
different levels of air pollution, and (I–L) different types of primary pollutant. The red dashed lines show the daily averages of the numbers of
outpatients in each case.

The statistics of the air-pollutant concentrations are shown in
Figure 2. A remarkable decline is seen in most of the air-pollutant
concentrations from 2018 to 2020, although there is a slight increase
in O3. This indicates that the measures implemented to control air
pollution in Taizhou have resulted in some progress, especially for
the emission of SO2, PM2.5, and PM10. The results also show that
there is significant seasonal variation in the relative proportions of
the air pollutants. The concentrations of NO2, CO, PM2.5, and PM10
are at their peak in winter and low in summer, which is opposite
to the trend for O3. The main reason for the high concentrations
of NO2, CO, and PM in winter is the increased heating needs of
residents; this causes an increase in the amount of coal being burned.
The high concentration of O3 in summer is mainly related to the
high temperature and strong sunshine, which act as a catalyst in O3
production.

The results in Figures 1, 2 show that there is significant
seasonal variation in both the number of pediatric
respiratory outpatients and the air-pollutant concentrations.
The inference is drawn that there is a certain correlation
between them, and a quantitative assessment of this is now
presented.

3.2 Possible factors affecting the number
of pediatric respiratory outpatients

Figure 3 presents the detrended monthly time series of air-
pollutant concentrations and the number of pediatric respiratory
outpatients. The monthly data is used here because there is often a
lag of a few days between a heavy air-pollution event and patients
visiting the respiratory department. We use these data to explore
the basic mechanism of how air-pollution-related factors affecting
the pediatric respiratory diseases. The results demonstrate that
the main air pollutants—NO2, CO, O3, PM2.5, and PM10—have
significant correlations with the numbers of outpatients, with
detrended Pearson correlation coefficients exceeding 0.35 (passing
the 95% significance test). It also shows that the trends in the air-
pollutant concentrations, aside from O3, are highly consistent with
the outpatient visits; an increasing (decreasing) number of pediatric
respiratory outpatients is seen with an increasing (decreasing)
concentration of air pollutants. This indicates that the pediatric
respiratory diseases are highly related to the air-pollutant factors, at
least in statistics. A stratified analyse is further given as follows to
confirm the point.
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FIGURE 5
Monthly numbers of pediatric respiratory outpatients simulated by different ML models. The evaluation metrics, RMSE and CC, are given at the top.

FIGURE 6
Feature importance for the trained RF model obtained using the PFI
method.

The impacts of the seasons, the level of air pollution, and
the type of primary pollutant on the clinic visits are presented
in Figure 4. These histograms show that all three of these factors
have significant effects on the incidence of pediatric respiratory
diseases. Figures 4A–D show that the daily number of clinic visits
in winter is almost twice that in the summer, which quantitatively
demonstrates that there is remarkable seasonal variation. The
comparisons in the levels of air pollution in Figures 4E–H show
that the daily clinic visits gradually increase with increasing AQI
level (i.e., with worse air quality). The daily number of pediatric
respiratory outpatients increased from 47 in AQI I to 69 in
AQI IV, which indicates that the air quality can significantly
affect the incidence of pediatric respiratory disease. The results in
Figures 4I–L show that the type of primary pollutant is another
factor affecting the daily numbers of clinic visits. The excessive
emission of PM2.5 and PM10 can lead to a notable increase in
the number of pediatric respiratory outpatients. Conversely, the
O3 concentration has a negative correlation with clinic visits. One
of the reasons for this is that ozone-related pollution usually

occurs in summer when the concentration of PM is at a low
level.

3.3 ML regression models of air pollutants
and pediatric respiratory outpatients

A number of ML methods were used to explore the statistical
relationships among the air-pollutant concentrations and the
numbers of pediatric respiratory outpatients. A monthly average
was performed on the raw daily data to show the long-term
impact. As noted in Section 2.1, the candidate predictors cover
the concentrations of major air pollutants, the AQI, the level
of air pollution, the type of primary pollutant, and temporal
information. The log-transformed number of outpatients was used
as the predictand. Hence, the regression model can be written as:

lnResp ∼ML( PM2.5, PM10, CO, NO2, SO2, and O3, AQI,

AQI_level, Major_pollutant, Month) (10)

where Resp is the number of monthly clinic visits, ML() is the ML
model, AQI_level is the level of air pollution, Major_pollutant is the
type of primary pollutant and Month is the index of month.

Figure 5 presents the results of the simulation of the clinic
visits by using ML models. The corresponding scores, root mean
square error (RMSE), and correlation coefficient (CC) are listed
at the top. These results show that all the ML models are able to
capture the trend of the clinic visits and turning points. However, an
underestimate is also seen in simulating the number of outpatients
in 2019. Results in terms of RMSE and CC show that the non-linear
models significantly outperform the linear ones.TheRMSE values of
the linear models, i.e., linear regression, ridge regression, and Huber
regression, are greater than 30 persons/day, and their correlation
coefficients are less than 0.6. The non-linear models, especially the
RF, show superior performance, with RMSE values of less than 20
persons/day and CC values greater than 0.85.

It is noted that the purpose of this study was not to establish
a high-quality prediction model for the number of pediatric
respiratory outpatients but to explore the potential impact of the
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FIGURE 7
Feature importance of the O3 and PM10 concentrations for the trained RF model using a PDP. (A) Heat map showing the synergistic impact of O3 and
PM10 on the number of outpatients, where the legend is the number of outpatients after the logarithm; PDPs showing the impacts of (B) O3 and (C)
PM10.

A B

FIGURE 8
SHAP feature importance for the trained RF model. (A) SHAP values of each feature; (B) mean of absolute SHAP values of each feature.

air pollutants on this number. The next section details the results of
the application of a number of XAI methods to understanding the
regression models built by the best-performing model, the RF.

3.4 Explanations of the RF model

The feature importance for the RF model, as obtained using the
PFI method, is plotted in Figure 6. This shows that the AQI, the O3
concentration, and the month index are the three most important
factors correlating with clinic visits. As noted earlier, the PFImethod
evaluates the global impact of each feature on the model prediction.
However, it can only assess a single feature at a time, and it cannot

show whether the impact is positive or negative. Hence, Figure 7
further presents an analysis of the contributions of O3 and PM10
using the PDP method.

Figure 7A shows how O3 and PM10 synergistically affect the
number of clinic visits. The values in the heat map are the
logarithm of the clinic visits, in which the warm (cold) tones
indicate more (fewer) clinic visits. The impact of PM10 is given
in the bar on the left side. An increasing number of clinic
visits is seen from bottom to top as the concentration of PM10
increases. Similarly, the impact of O3 is presented at the top: an
increase in the O3 concentration is correlated with a decrease
in clinic visits. The heat map shows the joint impact of the O3
and PM10 concentrations on the number of pediatric respiratory
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FIGURE 9
Case study of feature importance for the trained RF model with (A) SHAP and (B) LIME.

outpatients. This indicates that increasing PM10 concentration
and decreasing O3 concentration correlate with increasing clinic
visits. The partial dependences of O3 and PM10 are respectively
given in Figures 7B, C. These plots show that with increasing
O3 concentration—especially when it exceeds 100 μg/m3—a clear
decrease in the number of clinic visits is seen. The results for
PM10 show that increasing PM10 concentration is correlated with
a rapid increase in the number of clinic visits. It’s noted that
the feature importance only gives the contribution of the factors
on the model simulation in statistics. The underlying mechanism
requires further experiments. Here, the contribution of PM10 is clear
as pointed out in the WHO reports (World Health Organization,
2021; World Health Organization, 2022), while that of O3 is likely
a statistical correlation. Nevertheless, the O3 concentration is an
important indicator of respiratory disease in the view of feature
importance.

The feature importance was further assessed using the SHAP
method for the trained RF model, as shown in Figure 8. The colored
scatter plot inFigure 8A shows the SHAPvalues of different features;
the larger the SHAP value, the more important the feature for the
model prediction. The color of each scatter point indicates the value
of each feature. Taking AQI as an example, higher SHAP values
for AQI values are generally positive, which indicates that AQI
has a significant positive impact on the model results. Conversely,
the SHAP values of higher O3 values are negative, which indicates
a negative impact. Among the pollutants, NO2, CO, PM2.5, and
PM10 show a promoting impact on clinic visits. Our results are
in line with previous research (Yin et al., 2011; Shen et al., 2017;

Song et al., 2018). Particulate matter can penetrate deep into the
lungs and exposure to NO2 can irritate the respiratory tract, where
both can further lead to respiratory symptoms. Figure 8B presents
the feature importance as obtained using SHAP. The overall results
are consistent with that assessed by the PFI method, which indicates
that the interpretations of both of these XAI methods are credible.

Local explanations of a given sample by SHAP and LIME are
presented in Figure 9. The selected case happens in December 2019,
which has the most clinic visits in a single month. Figure 9A shows
the impacts of different predictors on the predictand with the SHAP
method. A red (blue) arrow to the right (left) indicates that a factor
has a positive (negative) contribution to the model to generate a
high-value (low-value) prediction. The length of each arrow shows
the degree of the contribution. The feature values are listed at the
bottom, and the model prediction (after logarithm) is given in bold
on the axis. In this case, almost all the predictors contribute to
generating a high-value prediction, especially the joint effects of O3,
NO2, and PM10. Figure 9B shows the assessment given by the LIME
method. Similar to the results of SHAP, LIME shows that most of the
predictors have positive contributions, except the AQI_level being
a slightly inhibitory factor. Moreover, LIME can provide additional
explanations using binary trees. For instance, the concentration of
O3 in this case is 60.23 μg/m3 (see in Figure 9A), which is less the
threshold 80.3 μg/m3 and causes themodel to predict a higher value.
The result is consistent with the PDP analysis in Figure 7B, which
indicates that themodel explanations given by LIME are reliable and
easy to understand. It further assists the decision-making and the
selection of important factors.

Frontiers in Earth Science 10 frontiersin.org151

https://doi.org/10.3389/feart.2023.1105140
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org


Ji et al. 10.3389/feart.2023.1105140

4 Conclusion and discussion

4.1 Conclusion

In this study, air pollution was found to be a major factor
correlating with the incidence of pediatric respiratory diseases.
Multiple ML models were used to explore the relationships between
the air-pollutant concentrations and the numbers of pediatric
respiratory outpatients in Taizhou, China. Different XAI methods
were applied to explain the constructed model and analyze the
feature importance. The main conclusions are as follows.

1. There is a significant seasonal variation in the number of
clinic visits for pediatric respiratory diseases, and the peak
value happens in the winter. Seasonal variation is seen in the
concentrations of air pollutants. The concentrations of NO2,
CO, PM2.5, and PM10 are higher in the winter, while that of
O3 is higher in the summer. Among the air pollutants, NO2,
CO, O3, PM2.5, and PM10 are significantly correlated with the
numbers of clinic visits, with Pearson correlation coefficients
greater than 0.35. Furthermore, comparisons between groups
showed that the seasons, the level of air pollution, and the
type of primary pollutant significantly affected the incidence of
respiratory diseases in children. The concentration of PM was
found to be the most important factor.

2. ML models are capable of well simulating the monthly clinic
visits. The RMSE and CC results show that the non-linear models
significantly outperform the linear ones. Among them, RF served
as the best-performing model.

3. Four different XAI methods—PFI, PDP, SHAP, and LIME—were
used for the explanation of the best-performing model, RF. The
results showed that AQI, O3, PM, and the month were the four
most important features. Among the air pollutants, increases in
the concentrations of NO2, CO, PM2.5, and PM10 were correlated
with increases in clinic visits. A case study in December 2019
showed that the SHAP and LIME methods are credible and easy
to understand for local explanations of the RF model.

4.2 Discussion

The incidence of pediatric respiratory diseases is affected by
a variety of factors, and air pollution is certainly one of the
major causes. For instance, PM10 can penetrate deep in the
lungs and PM2.5 can even enter the bloodstream, both leading
to the respiratory symptoms (World Health Organization, 2021).
Exposure to NO2 can irritate airways and aggravate respiratory
diseases (World Health Organization, 2022). In this study, this
incidence is characterized as the number of pediatric patients
visiting the respiratory department of a single hospital in Taizhou.
Comprehensive collection of clinic-visit information could further
help to improve the reliability of themodel.The purpose of the study
was to explore the potential impact of air-pollutant concentrations
on the incidence of pediatric respiratory diseases using ML models

and XAI methods. Here, the monthly data was used which helped
to abstract a clear and basic pattern of how air-pollution-related
factors affecting the pediatric respiratory diseases. However, the
small datasets could cause the over-fitting issue when training
the ML models. Hence, interpretable ML models that prove still
efficient for small datasets were adopted in this study, i.e. Adaboost
and random forest. With this preliminary exploration, a prediction
model for daily clinic visits will be investigated in future studies,
where sufficient daily data can be used for training and validation.
Furthermore, more factors should be taken into account aside from
the air pollutants. The meteorological data, i.e. temperature and
relative humidity (moisture), are commonly used to adjust the effects
of weather on hospital outpatients (Song et al., 2018). The time
lags between the air-pollution events and the patients visiting the
hospital should also be included as additional factors.
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Distinct events of warm and moist air intrusions (WAIs) from mid-latitudes have
pronounced impacts on the Arctic climate system. We present a detailed analysis
of a record-breaking WAI observed during the MOSAiC expedition in mid-April
2020. By combining Eulerian with Lagrangian frameworks and using simulations
across different scales, we investigate aspects of air mass transformations via
cloud processes and quantify related surface impacts. TheWAI is characterized by
two distinct pathways, Siberian and Atlantic. A moist static energy transport across
the Arctic Circle above the climatological 90th percentile is found. Observations at
research vessel Polarstern show a transition from radiatively clear to cloudy state
with significant precipitation and a positive surface energy balance (SEB),
i.e., surface warming. WAI air parcels reach Polarstern first near the
tropopause, and only 1–2 days later at lower altitudes. In the 5 days prior to
the event, latent heat release during cloud formation triggers maximum diabatic
heating rates in excess of 20 K d-1. For some poleward drifting air parcels, this
facilitates strong ascent by up to 9 km. Based on model experiments, we explore
the role of two key cloud-determining factors. First, we test the role moisture
availability by reducing lateral moisture inflow during the WAI by 30%. This does
not significantly affect the liquid water path, and therefore the SEB, in the central
Arctic. The cause are counteracting mechanisms of cloud formation and
precipitation along the trajectory. Second, we test the impact of increasing
Cloud Condensation Nuclei concentrations from 10 to 1,000 cm-3 (pristine
Arctic to highly polluted), which enhances cloud water content. Resulting
stronger longwave cooling at cloud top makes entrainment more efficient and
deepens the atmospheric boundary layer. Finally, we show the strongly positive
effect of theWAI on the SEB. This is mainly driven by turbulent heat fluxes over the
ocean, but radiation over sea ice. The WAI also contributes a large fraction to
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precipitation in the Arctic, reaching 30% of total precipitation in a 9-day period at
the MOSAiC site. However, measured precipitation varies substantially between
different platforms. Therefore, estimates of total precipitation are subject to
considerable observational uncertainty.

KEYWORDS

warm and moist air intrusions, moisture transport, Arctic air mass transformation, Arctic
Ocean, MOSAiC, trajectory analysis

1 Introduction

The Arctic has warmed nearly four times faster than the globe
(Rantanen et al., 2022), a phenomenon termed Arctic amplification.
The main underlying mechanisms have been reviewed recently
(Previdi et al., 2021; Taylor et al., 2022; Wendisch et al., 2022).
The poleward atmospheric transport of dry-static and latent energy
plays a critical role for the seasonality and magnitude of Arctic air
temperatures, and long-term changes in this transport are likely one
of the driving forces of Arctic amplification (e.g., Graversen and
Burtu, 2016; Mewes and Jacobi, 2019; Naakka et al., 2019). These
poleward energy transports are tightly coupled to local feedback
mechanisms. Of particular importance are those related to cloud
formation/dissipation, thermodynamic phase partitioning, and
liquid-water-to-ice phase transitions within atmospheric
boundary layer clouds during air mass transformation processes
(Pithan et al., 2018).

Besides long-term transport and its changes, episodic variability
is also crucial. Such variability is particularly caused by distinct
events of warm and moist air intrusions (WAIs) from the mid-
latitudes into the Arctic. In fact, 60%–90% of poleward moisture
transport occurs during only 10% of the time (Johansson et al., 2017;
Nash et al., 2018; Pithan et al., 2018). WAIs take place throughout
the year, move along season-dependent pathways, and are associated
with specific large-scale atmospheric circulation patterns and
individual weather events (Henderson et al., 2021), such as
synoptic cyclones and the occurrence of atmospheric blocking
(e.g., Binder et al., 2017; Fearon et al., 2021; Murto et al., 2022;
Papritz et al., 2022).

The related heat and moisture transport into the Arctic
contributes to the so-called water vapor triple effect,
i.e., warming caused by condensation, the greenhouse effect of
water vapor, and the mostly warming effect due to clouds, in
particular during polar night (Taylor et al., 2022). This directly
and indirectly impacts the surface energy budget (SEB) by cloud-
radiation feedbacks (e.g., Wendisch et al., 2019; You et al., 2021;
2022; Bresson et al., 2022). Cloud radiative forcing especially of
liquid-water containing clouds (Shupe et al., 2022) causes surface
warming (e.g., Woods and Caballero, 2016; Dahlke and Maturilli,
2017; Graham et al., 2017; Messori et al., 2018) and can trigger sea-
ice melt in spring-summer or retarded sea-ice growth in winter
seasons (e.g., Park et al., 2015; Tjernström et al., 2015; Boisvert et al.,
2016; Mortin et al., 2016; Persson et al., 2016; Li et al., 2022; Liang
et al., 2022). WAIs also cause precipitation in different phases (rain
and/or snow) in the Arctic (e.g., Viceto et al., 2022). This topic has
rarely been studied, even though precipitation further influences the
sea ice, for example, by modifying the thermal insulation or surface
albedo (Webster et al., 2018).

Because of the important role of WAIs for the Arctic climate in
general, and for Arctic amplification in particular, a better
quantification of the impacts of WAIs on the SEB and
precipitation is required. For this purpose, moisture sources,
pathways into the Arctic and related large-scale flow need to be
investigated; the air mass transformations along the flow and
involved processes have to be better understood (Pithan et al.,
2018; Henderson et al., 2021; Wendisch et al., 2021; Taylor et al.,
2022).

To pursue the aims discussed above, we follow the approach of
combining both i) observations and process modeling, as well as ii)
Eulerian and Lagrangian approaches. In this study, we apply this
strategy to a case study of a WAI observed during the
Multidisciplinary drifting Observatory for the Study of Arctic
Climate (MOSAiC) expedition, which provides unique
observations from aboard the research vessel (RV) Polarstern as
well as from the surrounding of it in the central Arctic (Nicolaus
et al., 2022; Rabe et al., 2022; Shupe et al., 2022). The selected WAI
occurred in mid-April 2020. This event is particularly interesting
because of three aspects: i) It consisted of two separate intrusions
within about a week, connected to different synoptic circulation
patterns (Magnusson et al., 2020), ii) It was a record-breaking event,
i.e., extreme with regard to moisture, air temperature, and longwave
downward radiation at the surface, all being the highest for this
location and time of year in the past 40 years (Rinke et al., 2021), and
iii) It carried air pollutants from northern Eurasia and caused drastic
changes in the atmospheric composition, aerosol characteristics, and
cloud condensation nuclei concentrations in the central Arctic
(Dada et al., 2022). This study aims to explore in detail this WAI
event with respect to the following three specific objectives: (O1)
Quantify the synoptic situation and transport, (O2) Understand air
mass transformation via cloud processes, and (O3) Investigate
related surface impacts in terms of the SEB and precipitation.

2 Complementary analysis methods

We apply a number of different research tools to thoroughly
analyze this WAI event in unprecedented detail. These tools provide
highly complementary perspectives, including a detailed
examination of ERA5 reanalysis data to provide a large-scale
context, trajectory calculations to track air mass evolution,
Lagrangian Large-Eddy Simulations (LES) to demonstrate the
involved atmosphere-cloud processes in detail, regional limited-
area modeling (LAM) to explore the sensitivity of the intrusion to
moisture parameters, and finally MOSAiC and novel satellite
observations to verify model results and offer insight into
atmosphere-surface interactions.
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2.1 Observations

We use the MOSAiC measurements listed in Table 1 for the
evaluation of the simulations. For details of the observational data,
we refer to the references given in the table. Near-surface
temperature, relative humidity, air pressure, and atmospheric SEB
observations (consisting of radiative, turbulent sensible and latent
heat fluxes) are obtained from the Met Tower and two autonomous
Atmospheric Surface Flux Stations (Shupe et al., 2022). Data from
the Humidity and Temperature Profiler (HATPRO) is used
(Walbröl et al., 2022), from which Integrated Water Vapor
(IWV) and Liquid Water Path (LWP) data are derived. Remote
sensing measurements from cloud radar, lidar and microwave
radiometer at RV Polarstern are combined via the
Cloudnet algorithm to investigate the vertical distribution of
cloud liquid and ice water content (LWC and IWC) (Illingworth
et al., 2007). The ice water path (IWP) is calculated by vertical
integration of the IWC profiles. As Cloudnet does not differentiate
between suspended and falling solid hydrometeors, it actually
outputs the combined ice and snow water path (IWP + SWP).

Due to the high uncertainty of snowfall measurements, we base
our analysis on ERA5 reanalysis data and on three additional
observational sources. i) Satellite data: The surface snowfall rate
estimates are obtained from the Advanced Technology Microwave
Sounder observations (ATMS) by using the Snow retrievaL
ALgorithm fOr gpM–Cross Track (SLALOM-CT) (Sanó et al.,
2022). The ATMS instrument provides global coverage and a
relatively short revisit time at high latitudes of about one hour.
The high frequency channels are the most sensitive to the presence
of snow in the atmosphere (Weng et al., 2012). ATMS observations
from the near-polar orbiting satellites Suomi National Polar-
orbiting Partnership (SNPP) and NOAA-20 are used in this
work. ii) Ka-Band Zenith Radar (KAZR): The snowfall rate has
been calculated at the MOSAiC site using the radar reflectivity
(Matrosov et al., 2022). iii) Pluvio: This is a weighing bucket
precipitation gauge (Cromwell and Bartholomew, 2022). During
MOSAiC, Pluvio was installed at the ice camp and sheltered by a
double windshield to reduce the influences of blowing snow.

2.2 Reanalysis data

We use the European Centre for Medium-range Weather Forecast’s
(ECMWF) fifth generation reanalysis data set ERA5 (Hersbach et al.,
2020), which is appropriate here because of its high resolution, both
horizontally (ca. 30 km) and temporally (1-hourly), and the advanced
4D-var assimilation scheme. Compared to observations and other
reanalyses, ERA5 offers an improved performance over the Arctic
(Graham et al., 2019a; b). The ERA5 data is used to characterize the
integrated water vapor transport (IVT), IWV, air temperature at 2 m
height (T2m), equivalent potential temperature at 850 hPa (θe 850 hPa),
mean sea level pressure (SLP), precipitation, snowfall, cloud properties,
and SEB components.

2.3 Lagrangian trajectories

Lagrangian trajectories are calculated using LAGRANTO (Sprenger
and Wernli, 2015). The required wind fields are retrieved from
ERA5 reanalysis on 137 model levels and its native spatiotemporal
resolution. ERA5 wind fields have been used in many recent studies
relying on trajectory analysis in the Arctic (e.g., Ali and Pithan, 2020; You
et al., 2021; 2022; Papritz et al., 2022). Notably, during theWAI period in
mid-April 2020, 4 radiosondes were launched daily at different locations
upstream of RV Polarstern, and additional 7 radiosondes daily directly
from RV Polarstern. All of those were assimilated by ECMWF, which
greatly helped to improve the Arctic forecast (ECMWF, 2020) as well as
reliability of trajectory calculations.

To study the origin of the air masses that arrive at RV Polarstern, an
extensive ensemble of trajectories is computed. The trajectories are
initiated throughout the vertical column above the hourly position of
RVPolarstern and calculated 5 days backward. Vertically, they are spaced
from 0.1 km to 12 km above ground in 0.5 km steps. Horizontally,
trajectory starting points are evenly spaced every 3 km in a circle of
20 km radius around RV Polarstern. For further analysis, statistics of
ERA5-derived meteorological parameters during the previous 5 days
along the trajectories are extracted. In a first step, the following
statistics are calculated for each individual trajectory:

TABLE 1 Overview of MOSAiC measurements used in this study. For all analyses, the original data was averaged to hourly means.

Variable Instrument Sampling References

Near-surface temperature, relative humidity, air pressure,
atmospheric SEB components (turbulent and radiative fluxes)

Met Tower and two autonomous Atmospheric
Surface Flux Stations

1 min Shupe et al. (2022)

Riihimaki (2022)

Cox et al. (2021a); Cox et al. (2021b); Cox
et al. (2021c); Cox et al. (2021d)

Integrated water vapor, liquid water path HATPRO microwave radiometer 1 s Walbröl et al. (2022)

Vertical profiles of cloud liquid and ice water content, ice
water path

Cloudnet algorithm: combination of cloud radar,
lidar and microwave radiometer

30 s Illingworth et al. (2007)

Snowfall rate SLALOM-CT algorithm: based on satellite-borne
microwave radiometers

1 h Sanó et al. (2022)

Camplani et al. (2021)

KAZR Ka-Band Zenith Radar 30 s Matrosov et al. (2022)

Pluvio weighing bucket precipitation gauge 1 min Cromwell and Bartholomew (2022)

Frontiers in Earth Science frontiersin.org03

Kirbus et al. 10.3389/feart.2023.1147848

157

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1147848


• latmed (°N) Median latitude the air masses resided at.
• zmin (km) Minimum altitude the air masses resided at.
• Δθ K) Maximum change in potential temperature. This is
calculated with respect to the final state above RV Polarstern.
Δθ is positive (negative) if diabatic heating (cooling)
dominated.

• Δq (g kg-1) Maximum change in specific humidity. Δq is
positive (negative) if moistening (loss of moisture) is the
dominating mechanism along air mass drift towards RV
Polarstern.

• WVTmax (g kg
-1 m s-1) Maximum water vapor transport. This

is calculated as the product of specific humidity and scalar
wind speed, and is not to be confused with IVT (which is
vertically integrated WVT).

• zT/ztlhr,max (K d-1) Maximum temperature tendency due to
latent heat release during cloud formation. This is extracted
from ERA5 model physics similarly as described by You et al.
(2021).

In order to depict mean air mass properties, for each ensemble
set started at an individual time and location, these statistics are then
averaged (mean value).

We calculate further trajectories to investigate the large-
scale flow. For this, the air parcels are started in a box evenly
spaced every 30 km along latitude/longitude, spanning 5°W to
30°E and 81–87°N (i.e., centered around RV Polarstern; see
Supplementary Figure S1). Calculations are started on
19 April 2020, 12 UTC, and extended 24 h backward and
30 h forward in time. Vertically, air parcels are started at
pressure levels between 700 hPa and 950 hPa in 10 hPa steps.
Similar to others (e.g., You et al., 2021), we extract ensemble
averages of meteorological parameters along the trajectories.

2.4 Atmospheric river detection

To estimate the precipitation caused by the WAIs, the
spatial shape of the WAIs is approximated by applying the
atmospheric river detection algorithm of Guan et al. (2018)
and using ERA5 reanalysis data. In this algorithm, the shape of
the atmospheric river component of the WAI is constrained
by the following characteristics: i) For each grid point, IVT
must at least exceed the local 85th percentile from
climatology, ii) The overall length must be a minimum of
2,000 km, and iii) The length/width ratio must be greater than
2. If an IVT object obtained via the 85th percentile threshold
fails to fulfill geometric requirements, IVT thresholds are
incrementally increased. A maximum 95th percentile
threshold is used.

2.5 Large-scale energy transport and
circulation regimes

The vertically integrated atmospheric horizontal energy
transport (IET) is calculated and split into latent and dry static
components following Graversen and Burtu (2016):

IET � ∫

0

ps

�vqLv
dp
g

︷����︸︸����︷

latent

+ ∫

0

ps

�v cpT + gz( )

dp
g

︷�������︸︸�������︷

dry static

︸��������������︷︷��������������︸

moist static

+∫
0

ps

�v
1
2

�v( )2dp
g

where p is pressure (hPa), ps surface pressure (hPa), �v = (u,v)
horizontal wind vector with components u and v (m s-1), Lv =
2,260 kJ kg-1 the latent heat of vaporization, q specific humidity (kg
kg-1), cp = 1.005 kJ kg-1 K−1 specific heat capacity at constant
pressure, T temperature (K), g = 9.81 m s-2 gravitational
acceleration, and z height (m).

Horizontal energy transport is calculated from 6-hourly data of
ERA5 reanalysis on model levels before vertical integration and daily
averaging is performed. As suggested by Trenberth (1991) and used
in several recent publications (e.g., Lembo et al., 2019; Liu et al.,
2020), a barotropic wind-field correction is applied to the wind
before the calculations of the energy transport is done to account for
spurious mass-fluxes due to the assimilation procedure of
reanalyses. Climatological values are calculated from all April
days of the years 1979–2020. The net energy transport across the
Arctic Circle is derived from the meridional component of the
vertically integrated energy transport and integration along 66.3°N.

To identify preferred states of the large-scale atmospheric
circulation, the regime analysis described in Crasemann et al.
(2017) is applied to daily ERA5 SLP anomalies of spring (March
to June) 1979–2020 over the North-Atlantic/European region. In
order to determine five atmospheric circulation regimes, a k-means
clustering algorithm is carried out in a reduced phase space spanned
by the five leading empirical orthogonal functions (Hannachi et al.,
2017; Falkena et al., 2020).

2.6 High-resolution process modeling

2.6.1 Large-Eddy simulations (LES)
The transformation of an Arctic air mass is studied using

targeted LES experiments at turbulence- and cloud-resolving
resolutions similar to Bretherton et al. (1999, 2010). In this
method, the upper-level profile above the boundary layer and the
surface boundary condition remain tightly constrained by reanalysis
or observational data. In contrast, the resolved turbulence and
associated mixed-phase clouds inside the LES domain are free to
develop, and can respond to the changing meteorological conditions
along the trajectory. In this setting the transformation can be
investigated at process level, for example, through targeted
sensitivity experiments on conditions of interest.

Lagrangian LES are performed with the DALES code (Heus
et al., 2010) and forced by ERA5 data, following the method
introduced by Van Laar et al. (2019) and Neggers et al. (2019).
Nudging is applied above the thermal inversion, which marks the
boundary layer top. Nudging linearly increases in intensity across a
1 km deep transition layer towards full nudging above, at a
relaxation timescale of 30 min. Below the inversion, no nudging
is applied, leaving the turbulence and clouds free to develop. For
radiation, a multi-waveband transfer model is used in combination
with a Monte Carlo approach (Pincus and Stevens, 2009). The
microphysics follow a two-moment scheme with the five
hydrometeor types of Seifert and Beheng (2006), albeit with the
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following modification: The Cloud Condensation Nuclei (CCN)
concentration (NCCN) is prognostic, meaning it can evolve from
its initial value as a result of processes such as advection, diffusion,
and microphysical transformations. Simulations with three different
NCCN are conducted, with the following rationale: i) NCCN = 10 cm-3

represents very clean conditions, ii) NCCN = 100 cm-3 is typical for
the wintertime Arctic, and iii) NCCN = 1,000 cm-3 is a highly polluted
state; latter order of magnitude has recently been reported for the
first half of the WAI event observed in mid-April 2020 (Dada et al.,
2022). The simulations are initialized upstream of RV Polarstern at
0 UTC on 19 April. The LES domain is a cube with a length of
12.8 km in all three directions. The resolution of the simulation is
50 m in both horizontal directions. To prevent reflection of gravity
waves from the domain top, a sponge layer is applied in the top 25%
of the domain. The vertical resolution is telescopic, starting with
20 m at the bottom of the boundary layer and extending with
altitude to 140 m at the top of the domain.

2.6.2 Limited area modeling (ICON-LAM)
To study the moisture intrusion event on a large scale with high

resolution, we use the German weather and climate model ICON
(Icosahedral Non-hydrostatic Model; Zängl et al., 2014) in the
limited area mode (ICON-LAM). Simulations are performed over
a circum-Arctic domain (covering 65–90°N) at a 6 km horizontal
resolution (R03B08 in ICON terminology). The simulations are
initialized from global ICON analysis at 13.15 km resolution
(R03B07), which also serves as the 3-hourly lateral and lower
boundary forcing. Our setup uses the single-moment
microphysics scheme (Doms et al., 2011), which predicts the
specific mass content of five hydrometeor categories (cloud liquid
water, rain water, cloud ice, snow, graupel), and is recommended for
LAM simulations (Prill et al., 2020). For radiation, the ecRad from
ECMWF (Hogan and Bozzo, 2018) and for shallow convection the
Tiedtke–Bechtold convection scheme (Tiedtke, 1989; Bechtold et al.,
2008) are applied. A bulk-thermodynamic sea-ice model (Mironov
et al., 2012) is applied with an adjusted heat capacity as introduced
by Littmann (2022). For more details on the ICON model and its
LAM setup we refer to Prill et al. (2020) and Bresson et al. (2022).

ICON-LAM is used to explore the sensitivity of the WAI with
respect to the moisture inflow. In a sensitivity run, the amount of
moisture at the lateral boundaries is reduced by a maximum of 30%
(Supplementary Figure S1). To ensure that the reduction is only
applied at the longitudes where the WAI penetrates into the Arctic,
the specific humidity at the boundaries is multiplied by a Gaussian
distribution centered at 330°E with a standard deviation of 15°. The
reduction by a maximum of 30% is chosen as the event was
characterized by about 30% higher IWV than climatology during
this time and region, based on ERA5. The ICON-LAM simulations
are initialized on 17 April at 18 UTC and run until 21 April, 0 UTC.
We analyze hourly output at a latitude-longitude-grid with 0.054°

spacing.

3 Results and discussion

We bring the broad range of observational and modeling tools
together to describe key aspects of the mid-April 2020 WAI. The
analysis first addresses the large-scale setting of the event (Section

3.1). Next, it focuses on the characteristics of the WAI as it passed
over RV Polarstern, using the unique MOSAiC observations
(Section 3.2). Expanding the Eulerian viewpoint with Lagrangian
trajectory analysis, the evolution of the air masses along their drift
into the Arctic is discussed (Section 3.3). We examine how the air
masses observed at RV Polarstern relate to their origin, and how
variations in the initial conditions, such as CCN concentration or
lateral moisture influx, may impact the atmospheric state as
observed at the shipborne site, and further downstream in the
central Arctic. Finally, the impacts of this WAI on the surface
are quantified (Section 3.4).

3.1 Large-scale setting of the event

3.1.1 Synoptic overview and circulation regimes
The WAI event consists of two distinct, consecutive intrusions

characterized by record-breaking anomalies in T2m as well as in
IWV (Rinke et al., 2021; Section 3.2). In terms of preferred
atmospheric circulation regimes (Figure 1A), the initiation of
these intense transport events is characterized by a transition
from an Icelandic high - Siberian low dipole to a positive North
Atlantic Oscillation pattern persisting between 13–19 April.

For the first intrusion, which peaks at the MOSAiC site on
16 April, a corridor of increased IVT and IWV (Figures 1B, D)
originating in northwestern Russia and passing the Barents Sea is
found (Supplementary Figure S2). In the Barents Sea region, the
event is associated with T2m anomalies exceeding climatological
mean values (1979–2020, ERA5) by 8 K. Synoptically, a low-
pressure system just west of Svalbard and a high-pressure system
to the northeast of Novaya Zemlya facilitate this transport. The
resulting pressure dipole pushes warm and moist air northwards.
Observations of high aerosol particle concentrations at the MOSAiC
site support an origin in the vicinity of industrial activities in
northwestern Russia (Dada et al., 2022).

Three days later, on 19 April and during the second intrusion
peak recorded by MOSAiC (Figures 1C, E), the low pressure system
shifts towards the northeast of Greenland while two high pressure
systems evolve, centered around Novaya Zemlya and Norway.
Accordingly, the 20–21 April circulation is classified as
Scandinavian blocking (Figure 1A), which favors warm and
moist air transport across the Fram Strait. This agrees with
previous findings that episodes of WAIs to the Arctic are often
related to Scandinavian/Ural blocking (Henderson et al., 2021). As a
result, a corridor of IVT above 300 kg m−1 s−1 forms from the North
Atlantic over Iceland towards the central Arctic. Our trajectory
analyses show that the corridor during 2020 is initially positioned
over Greenland, and only later shifts to the Fram Strait/Iceland
region (Section 3.2). In springtime, the North AtlanticWAI corridor
is climatologically favored and has been reported to yield the most
intense events (e.g., Mewes and Jacobi, 2019; Nygård et al., 2020;
Papritz et al., 2022).

3.1.2 Meridional energy transport
The WAI is characterized by an increased horizontal

transport of moist static energy (Figure 2A). The transport
anomalies occur along two pathways: While the first
intrusion (16 April) shows a connection to the West-Siberian
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lowlands, the second one (19 April) is linked with an enhanced
energy transport from the North Atlantic. This agrees with the
already discussed large-scale flow. In this section, we focus on
the latent energy transport, which strongly influences water
vapor content and cloud formation. Compared to the April
climatology, where the meridional latent energy transport has
maxima over the Pacific and western North Atlantic/Eastern
North America and is rather weak at higher latitudes, the two
episodes in April 2020 stand out as intense poleward energy
transport events.

The analysis of the daily net meridional transport of moist static
energy and its latent energy component across the Arctic Circle
shows that all days within 15–20 April exhibit strong poleward
transport of energy (Figure 2B). The total moist static energy
transport into the Arctic exceeds the 90th percentile of the April
climatology for April 17, 19 and 20. While the moist static transport
is dominated by the dry static component, the latent energy
component shows the strongest anomalies. Here, all days

between 15–19 April exceed the 90th percentile of the April
climatology.

Splitting this further up into the Siberian lowland and Atlantic
sections, even stronger anomalies emerge. The first intrusion
episode with the pathway from West Siberia is exceptional, with
the latent energy transport on 17 April above the 95th percentile of
the climatology in that area. Indeed, studies have shown that this
Siberian pathway is gaining importance in recent decades (Komatsu
et al., 2018; Mewes and Jacobi, 2019). To explain this, several studies
have linked the marked retreat of sea ice in the Barents Sea to
enhanced local evaporation, moistening, and cyclone-associated
precipitation (e.g., Rinke et al., 2019; Crawford et al., 2022),
while Pithan and Jung (2021) have questioned the role of local
sea-ice changes for the atmospheric moisture budget.

During the second intrusion episode (18–20 April), which
occurred along the North Atlantic pathway, the daily mean net
latent energy transports range within the 90th-95th percentile of
climatology in this area.

FIGURE 1
(A) Spring circulation regimes in ERA5 reanalysis. Upper panel: five preferred circulation regime patterns during spring time (MAMJ) identified as
dipole (DIPOL), positive and negative North Atlantic Oscillation (NAO+, NAO-), Scandinavian blocking (SCA+) and Atlantic low (ATL-). Lower panel:
classification during April 2020, with 11–21 April 2020marked by a black frame. (B–E) Synoptic overview based on ERA5 centered on 16 April 2020, 0 UTC
and 19 April 2020, 12 UTC. (B,C) IVT (color shading and arrows), sea level pressure (black isobars; hPa); (D,E) 850 hPa equivalent potential
temperature θe (color shading), IWV (white isolines; kg m-2). In each graph the red star shows the locations of RV Polarstern and the cyan line indicates the
sea-ice margin based on 15% sea-ice concentration from ERA5.
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3.2 Warm air intrusion as seen at RV
Polarstern and its origin

The WAI was record-breaking and influenced the
meteorological conditions in the central Arctic (Rinke et al.,
2021; Walbröl et al., 2022). This is illustrated by the MOSAiC

measurements at RV Polarstern, which show noticeable features
during this event (Figure 3, Supplementary Figure S3). The pre-WAI
background period of 11–13 April is characterized by low IWV �
3 kg m-2 (Figure 3A), very little or no clouds (Figures 3B, C), strong
radiative cooling of the surface with LWnet � −50 Wm-2 (Figure 3D),
and overall negative (neutral) SEB during night (day) (Figure 3E).

FIGURE 2
(A) Vertically integrated horizontal latent energy transport (arrows), poleward component (pink) and equatorward component (green) on 16 April
(left), 19 April (middle), and April climatology from 1979–2020 (right), based on ERA5 reanalysis. The Arctic Circle ismarkedwith a stippled line, the Atlantic
segment in orange, the Siberian lowlands segment in red, the position of RV Polarstern with a star. (B) Daily mean net transport across the Arctic Circle in
April; moist static energy (left), latent energy (middle), latent energy of Atlantic and Siberian lowlands segments (right). Box plots show the
climatology of days in April 1979–2020 from ERA5 reanalysis. Whiskers show the lower decile, lower quartile, median, upper quartile, and upper decile.
Colored dots indicate the days of April 2020, from 15 to 21 April.

FIGURE 3
Comparison between observed and ERA5-extracted cloud and moisture parameters at RV Polarstern during mid-April 2020. The red boxes denote
the peak time periods of the two subsequent episodes of the WAI, with their Siberian and Atlantic pathways. Shown are the hourly means of (A) IWV from
HATPRO, (B) LWP from HATPRO, (C) IWP+SWP based on Cloudnet observations, (D) longwave net radiation (LWnet) frommeasurements at Met City and
autonomous Atmospheric Surface Flux Stations (ASFS), (E) SEB, derived at Met City and ASFS. For LWnet and the SEB, downward fluxes are defined as
positive. Included in each graph is also the ERA5 reference. Data sources are indicated on the right side.
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Correspondingly, T2m exhibits typical values of around −30°C
(Supplementary Figure S3), with a weak diurnal cycle. Beginning
on 14 April, this state is notably disturbed. A remarkable increase of
IWV up to 12 kg m-2 is observed, with two maxima on 16 April
0 UTC and 19 April 12 UTC. This high IWV is accompanied by
large amounts of cloud liquid and ice water and a transition towards
a positive SEB (i.e., surface-heating). T2m first approaches −2°C and
finally 0°C. The surface is now effectively heated by the atmosphere,
a crucial prerequisite for snow and ice melt. Interestingly, the largest
deviations of the SEB in ERA5 from observations are dominated by
biases in the LWnet under pristine conditions, but by turbulent fluxes
during the WAI (Supplementary Figure S3). A bias of ERA5 in
estimating LWnet has been explained by ERA5’s assumption of a
constant sea-ice thickness in combination with a missing insulating
snow layer on sea ice (Batrak and Müller, 2019). This causes
excessive near-surface air and skin temperatures, and thus
overexaggerated upward longwave radiative fluxes. The partially
quite strong offset in turbulent fluxes during the WAI period seems
not to be caused by errors in wind speeds, as these are mostly

reproduced well by ERA5 (Supplementary Figure S3). General errors
in representing the vertical thermodynamic boundary layer
structure and/or in turbulence parametrizations seem more likely,
but a further investigation is beyond the scope of this study.

As discussed above, the air mass origin for the two consecutive
intrusions differs quite remarkably (see Section 3.1). To provide
more detailed insight, 5-day backward trajectories are calculated
(Supplementary Figure S2). Figure 4A shows the median latitude
that air parcels resided at in the previous 5 days before arriving at RV
Polarstern in different altitudes. During the background period of
11–13 April, air masses at all altitudes are of Arctic origin (latmed S

70°N). On 14 April, this slowly changes. At first, only air masses at
high altitudes (approx. 7 km–11 km above ground) originate from
the mid-latitudes, with median latitudes within the previous 5 days
partly below 45°N. With every additional hour, starting from the top
of the troposphere, more air masses also at lower altitudes stem from
the mid-latitudes. This reflects typical behavior of warm fronts. On
16 April at 0 UTC, the whole atmospheric column above RV
Polarstern originates from latitudes below 50°N within the past

FIGURE 4
Characteristics of 5-day backward trajectories based on ERA5 starting at RV Polarstern for altitudes from the surface up to 10 km, mid-April 2020.
Shown are (A)median latitude that the air masses occupied in the previous 5 days, (B) the lowest altitude at which air masses had resided, (C)maximum
water vapor transport, (D) maximum change of potential temperature θ with respect to the final state, (E) maximum change of specific humidity q with
respect to the state, and (F) maximum temperature tendency due to latent heat release during cloud formation.
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5 days. This large-scale link is disturbed on 17 April, with the arrival
of more regional Arctic air masses. On 18 April, with the onset of the
intrusion from the Atlantic pathway, a new link to lower latitudes is
established, starting again at higher altitudes. As this second
intrusion begins to recede on 20 April, some links to lower
latitudes persist at medium to high altitudes.

To investigate the vertical movement of air masses, Figure 4B
depicts the minimum altitude that air parcels occupied in the prior
5 days. During the pre-WAI background period, air masses typically
remain relatively close to their arrival height throughout their 5-day
drift, which implies the absence of strong vertical displacement.
With the arrival of mid-latitude air masses around 14 April, this
pattern abruptly changes. Some air parcels observed at 8 km–9 km
above RV Polarstern originate close to the surface, i.e., they ascended
8 km–9 km within 5 days. Interestingly, some of these ascended air
parcels previously contributed strongly to water vapor transport
within the WAI (Figure 4C). In fact, the most extreme values for
water vapor transport occur for air masses ending at high altitudes
above the MOSAiC site (z>6 km; 14 April, 0–24 UTC and from
18 April, 12 UTC to 19 April, 24 UTC). These are altitudes at which
MOSAiC radiosondes observe only very little water vapor
(Supplementary Figure S3). This highlights the dynamic nature
of WAIs, where air masses constantly enter and exit the corridor
of moisture transport convergence.

To further study key mechanisms during air mass transport as
related to thermodynamics, the maximum changes of potential
temperature (Δθ) and specific humidity (Δq) along trajectories
with respect to the final state at RV Polarstern are traced
(Figures 4D, E). Generally, air masses arriving in the Arctic are
dominantly subjected to diabatic cooling (Δθ<0 K), mostly via
longwave radiation (not shown). This pattern is broken for the
strongly ascending air masses, where diabatic heating dominates
(Δθ>0 K), and extreme Δθ up to +20 K in 5 days are found. Here, a
strong loss of water vapor occurred (Δq partly below −10 g kg-1).
This triggered intense latent heat release during cloud formation
(Figure 4F), causing the extreme diabatic heating. Such heated air
parcels show elevated buoyancy and therefore a greatly accelerated
further ascent with or without the presence of a polar dome
(Komatsu et al., 2018). In our case, this allowed some air masses
to ascend over the steep Greenland orography before reaching the
central Arctic (now shown). Furthermore, the lifting and moist-
diabatic heating introduces negative potential vorticity anomalies to
upper tropospheric levels, a fundamental prerequisite for
atmospheric blocking and therefore WAI formation (You et al.,
2021; 2022; Murto et al., 2022). Lifting typically occurs 1–6 days
before blocking formation in rising branches of mid-latitude
cyclones, often over the Atlantic basin. Our values for Δθ and Δq
both roughly equal the upper 90th climatological percentile as
reported by Murto et al. (2022) for the 50 most extreme high-
Arctic wintertime WAIs 1979–2016. Similarly, we also detect the
ascent region in close vicinity to Atlantic cyclones south of
Greenland (not shown), and likewise find two subsequent warm
extremes in short succession, which can be caused by a single
blocking. Finally, in contrast to the strongly ascending air
masses, the air arriving at RV Polarstern near the surface
(z<3 km) typically experienced slight moistening and only
medium water vapor transport and continuous longwave cooling
on their path northwards.

To summarize this chapter, the observed double-episode WAI
impacts not only the lowest layers of the Arctic atmosphere, but
leaves its fingerprints on air masses reaching up to 10 km. Thus, the
whole troposphere is influenced by the intrusion (Figure 4,
Supplementary Figure S3A).

3.3 Air mass transformation

In this section, the evolution of the air mass along its poleward
trajectory is analyzed, with focus on cloud formation and
development. To estimate the role of two key cloud-determining
factors, namely, CCN concentration andmoisture availability, we set
up dedicated LES and ICON-LAM simulation experiments (Section
2.6). In the following detailed analysis, we focus on the 19 April
episode with the Atlantic pathway, centered around 12 UTC. This
second intrusion peak is chosen because i) it is characterized by high
temperature andmoisture extremes (Supplementary Figure S3), ii) it
has not been analyzed yet in the literature, and iii) it follows the
climatologically more common pathway into the Arctic (as shown in
Figure 2).

Figure 5A shows the temporal development of ensemble-
averaged cloud LWC and IWC profiles along the trajectories
(LAGRANTO calculations based on ERA5 input). In order to
indicate environmental boundary conditions, the sea-ice
concentration as well as the assumed clear-sky downward solar
radiation are additionally depicted at the bottom and top of the
graph, respectively. 16 h before encountering RV Polarstern, over
the marginal sea ice zone, large amounts of liquid clouds start to
form. 12 h–18 h after encountering RV Polarstern, the thick liquid
cloud splits into two decks, which hints towards internal decoupling.
A comparison with the cloud observations at RV Polarstern
(Figure 5C) shows that the ERA5 structure of a low-level liquid-
water containing cloud topped by a high-level ice cloud is realistic.

Cloud processes critically depend on moisture availability, and
therefore a targeted sensitivity experiment (EXP) with ICON-LAM
is set up, where the lateral moisture inflow is reduced by up to 30%
(see Section 2.6; Supplementary Figure S1). The calculations with
LAGRANTO based on the ICON-LAMoutput show that the control
run (CTRL) reflects the general observed cloud structure
(Figure 5C). However, we recognize some differences in the
boundary layer, at least for the snapshot around 10–12 UTC.
Compared to radiosondes, the model in the lowest ca. 1 km is
slightly warmer and moister. We also see differences between the
simulated cloud ice content and Cloudnet observations in the
boundary layer. These mainly stem from the fact that the model
output represents the ice only, while the observations represent the
combined ice and snow water. But importantly, the cloud liquid
water is simulated realistically by ICON (Figure 5C, Supplementary
Figure S3B), and this is the key for the cloud radiative effect, which
we discuss in Section 3.4.

Next, the focus is set on the sensitivity of the ICON simulations.
The drier atmosphere in EXP naturally generates higher surface
moisture fluxes (Section 3.4), serving to mitigate the perturbation.
Still, all the way from the ocean to the marginal sea ice zone, the
formation of liquid water and ice clouds is strongly delayed in EXP
vs. CTRL (Figure 5B). Even more notably, during the drift further
into the central Arctic (t>0 h, north of RV Polarstern), similar or

Frontiers in Earth Science frontiersin.org09

Kirbus et al. 10.3389/feart.2023.1147848

163

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1147848


shortly even higher cloud water contents are found in the reduced
moisture EXP. This occurs because in EXP lower temperatures are
required for the air masses temperature to significantly drop below
the dew point, and these temperatures are only encountered later
during the poleward drift, over sea ice. Here, the CTRL clouds have
already experienced significant moisture loss via precipitation (see
Section 3.4)–a process that takes place later in EXP. Overall, this shift
in timing leads to a rather counterintuitive result: While the higher
moisture influx of CTRL features much higher cloud water contents
over the ocean and marginal sea ice zone, strong precipitation
formation over these regions leads to a central Arctic state where
the cloud LWC is comparable between CTRL and EXP. Crucially,
LWP values larger than 30 g m-2, typically associated with a
radiatively opaque state and saturated longwave cloud radiative

forcing (Shupe et al., 2022), are maintained for both simulations
for the initial 24 h drift into the central Arctic beyond RV Polarstern.
The implications of this finding for the SEB will be discussed in
Section 3.4.1.

A further factor that strongly impacts cloud formation is the
availability of CCNs, a process that is investigated using Lagrangian
LES experiments with the DALES model (Section 2.6). The
simulations are initialized upstream of RV Polarstern at 0 UTC
on 19 April. Following the low-level flow of air masses, the simulated
domain arrives at RV Polarstern at 11 UTC, timed to coincide with a
radiosonde launch. Figure 6A depicts the cloud LWC and IWC of
the control simulations, using an initial NCCN of 100 cm-3. During
the approach to the MOSAiC site, a well-defined low-level
stratocumulus cloud layer develops. This cloud layer is

FIGURE 5
(A,B) Height-time cross sections of LWC (qliquid, in blue) and IWC (qice, in green) along trajectories covering 24 h backward and 30 h forward with
time. t = 0 h references 19 April 2020, 12 UTC, at RV Polarstern. Colored line at top of graphs: ERA5-based surface shortwave downward radiation under
clear-sky conditions (SSRDC), colored line at bottom of graphs: ERA5-based sea-ice concentration. (A) LWC and IWC along the air mass trajectories
based on ERA5, (B) LWC and IWC differences “EXP—CTRL” based on ICON-LAM. (C) Vertical thermodynamic and cloud profiles simulated and
observed at RV Polarstern on 19 April, averaged for 10–12 UTC. Shown are the outputs from ERA5, control runs of the processmodels (LES, ICON-LAM) as
well as observations fromCloudnet and radiosonde (launched at 11 UTC). Upper panel: profile covering altitudes of 0 km–10 km, bottom panel: zoomed
into lowest levels covering 0 km–1.5 km.
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predominantly of liquid phase, due to the unusually high near-
surface air temperatures. At higher altitudes, a relatively thick ice
layer is present. The comparison to Figure 5A illustrates that this
simulated cloud structure resembles that of ERA5 along the
trajectory, which is expected since ERA5 is used to force the LES.
At RV Polarstern, the LES captures the observed overall cloud
structure (Figure 5C). The liquid-water cloud layer constantly
deepens during the air mass drift and later develops a double
peak in liquid water similar to the Cloudnet observations.

In addition to the control simulation, two sensitivity
experiments are performed, in which the initial CCN
concentration NCCN is altered (Figures 6B–E). One reflects
pristine Arctic conditions (NCCN = 10 cm-3), the other represents
the polluted continental concentrations observed at RV Polarstern
during this period (NCCN = 1,000 cm-3; Dada et al., 2022). This range
reflects the observed variation during the selected days, and thus
guides the sensitivity experiment. With the basic observed
boundary-layer state already reproduced to a reasonable degree
in the control experiment, thus one single aspect (the CCN

concentration) is varied in a virtual laboratory setting, to assess
its impact while keeping all other factors constant. In doing so, it is
possible to gain insight into how the CCN concentration can affect
the boundary layer structure on its way to RV Polarstern. When
interpreting the outcome of the sensitivity test, it should be
considered that the imposed large-scale forcings and boundary
conditions still carry significant uncertainty, mainly due to a lack
of measurements in upstream areas. We thus do not seek perfect
agreement with the observations at RV Polarstern; instead, the main
goal is to understand impacts, given the observed CCN range.

Several things can be noted by comparing the different LES runs.
The impact of CCN concentrations on the boundary layer, in
particular on the inversion height, is evident. The polluted air
masses feature a slightly deeper boundary layer, exceeding that of
the pristine simulation by approximately 100 m and agreeing best
with the radiosonde data. The vertical structure and amount of the
low-level liquid water clouds changes substantially as well, such that
more liquid water occurs at the top part of the cloud in the polluted
simulation. The interrelated mechanisms that take place works as

FIGURE 6
Results from Lagrangian LES simulations with the DALES code for 19 April 2020.Upper panel: (A)Height-time cross sections of cloud LWC (qliquid, in
blue) and IWC (qice, in green). The dashed black line at 11 UTC indicates the air mass arrival time at RV Polarstern. Lower panels: Domain-averaged
thermodynamic profiles at 11 UTC of (B) virtual potential temperature θv, (C)water vapor specific humidity qv, (D) relative humidity RH and (E) cloud liquid
water specific humidity qliquid. Three LES experiments are shown in orange, withN indicating the initial CCN concentration in cm-3 (dashed, solid and
dotted). The radiosonde (RS) and Cloudnet data are shown in black, the 10 m Met Tower data in pink, and ERA5 in gray.
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follows: With larger NCCN, the cloud LWC increases. Accordingly,
increased longwave cooling at the (now sharper) cloud top makes
radiatively driven entrainment more efficient and deepens the
boundary layer (Stevens et al., 2005). The intensified entrainment
warming partially counteracts the cloud top cooling. These
presented mechanisms align well with the findings of Chylik
et al. (2021) who employed a LES on a case observed during the
ACLOUD field campaign in the Fram Strait (Wendisch et al., 2019).

According to our simulations, this mechanism may also play a
role in air mass transformation during WAIs, and may impact the
lifetime of cloudy air masses through modification of precipitation.
It moreover highlights that accurate observations of NCCN are
needed for realistic model simulations of cloud processes in WAIs.

Another finding is the importance of correctly assed cooling
rates. The zoom-in to the boundary layer in Figure 5C compares
results using data that is extended from the original 10–12 UTC time
window to 12–13 UTC. By allowing the air mass to drift and cool just
1 h longer, sufficient cooling triggers the formation of a low-level
mixed phase cloud with qice>0 g kg-1. This is better in line with the
Cloudnet observations, which also show a mixed-phase cloud
instead of a pure liquid-phase cloud.

3.4 Surface impact

3.4.1 Surface energy budget
The aforementioned cloud changes during the air mass

transformation along the WAI path are expected to impact the
SEB, which we further discuss in this section. We continue our focus
on the 19 April episode. To directly attribute changes in SEB to the
intrusion, we again apply the Lagrangian approach and examine the
SEB components from ERA5 along the calculated air mass
trajectories. We define the SEB as the sum of the radiative and
turbulent heat fluxes. Fluxes towards the surface are defined as
positive, i.e., warming the surface.

Figure 7A shows the ERA5-LAGRANTO-derived components
of the SEB along the trajectory, as well as environmental conditions
(sea-ice concentration, surface downward solar radiation under
clear sky assumption). In the 24 h preceding its arrival above RV
Polarstern, the air mass traverses the ocean and marginal sea ice
zone to the east of Greenland, eventually reaching the consolidated
ice pack (Supplementary Figures S1, S2). Strongly positive daytime
values of the SEB of above +200 Wm-2 and strong sensible heat
fluxes from the atmosphere to the surface of up to + 50 Wm-2 are
found. The surface net cloud radiative forcing (CRF) is strongly
negative as large as −100 Wm-2, indicating a cooling effect of clouds
over the ocean and marginal sea ice zone, in part because of the high
shortwave radiation at this time of day. CRF is mediated by thick ice
clouds, as liquid-water containing clouds are still mostly absent (see
Figure 5A). Furthermore, the absence of liquid cloud water
correlates with negligible longwave CRF (i.e., warming) and
allows for an efficient surface radiative cooling.

During the course of the next few days with cloud formation and
the track over the ice, turbulent heat fluxes decrease. CRF is now
exclusively positive in the range from +25Wm−2 to +50 Wm−2

(warming longwave CRF), with slightly reduced values during
daytime (cooling shortwave CRF). The longwave net radiation
rises to around 0 Wm−2, indicating that strong downward
longwave fluxes cancel the upward-directed longwave cooling.
The resulting net SEB decreases to values around 0 Wm−2.

Comparing the event to the 1979–2020 climatology along the
drift pathway, shown in Figure 7B, we find that theWAI’s impact on
the SEB is an overall anomalous warming. However, the main
contributions and the absolute effect varies with the surface type.
This agrees with other recent studies (e.g., Murto et al., 2022; You
et al., 2022). Over open ocean and in the marginal sea ice zone, both
latent and sensible heat fluxes are significantly higher than the
climatological averages. The WAI leads to a SEB anomaly of up
to +140 Wm−2. Over sea ice, the anomalies of all four SEB
components are reduced, resulting in a SEB anomaly of only
about +50 Wm−2. The contributions of both latent and sensible

FIGURE 7
(A–C) Time series of the SEB and its components (net short- and
longwave SW and LW, sensible and latent heat fluxes HF), as well as
CRF along trajectories. At the top of each graph, ERA5-based surface
shortwave downward radiation under clear-sky conditions
(SSRDC) is depicted. At the bottom of each graph, ERA5-based sea-ice
concentration is shown. Time is relative to 19 April, 12 UTC. (A)
ERA5 reanalysis, 2020 event (B) Difference of 2020 WAI minus
1979–2020 climatology, based on ERA5. Dots indicate timesteps
where surface fluxes exceed one climatological standard deviation.
(C) Differences EXP-CTRL based on ICON-LAM simulations. (D) As in
(C) but for LWP and IWP, IWV, surface precipitation and surface
moisture flux.
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heat flux are less important in this region, while the longwave
radiation anomaly plays a larger role and shows a positive
anomaly, i.e., less net longwave radiation loss from the surface
happens during the WAI. This is counteracted by a comparable
negative shortwave radiation anomaly. Both radiative effects are
consistent with enhanced cloud influences during the WAI (Section
3.3, and e.g., Clancy et al., 2022; Finocchio and Doyle, 2021), and the
warming CRF effect dominates. Deeper in the central Arctic (t>24 h
beyond Polarstern), the short- and longwave contributions add up to
only a small anomalous SEB of +20 Wm−2 and the net CRF anomaly
remains positive, but small. Overall, the anomalies of SEB
components during the mid-April 2020 event are within the
order of magnitude as reported for WAIs in other seasons
(recently e.g., Murto et al., 2022; Bresson et al., 2022; You et al.,
2022). Furthermore, our reported WAI-related SEB anomalies are
consistent with surface energy flux anomalies associated with
cyclones and related sea-ice changes (recently, Aue et al., 2022;
Clancy et al., 2022; Finoccio et al., 2022).

To better understand the influence of advected atmospheric
moisture during this event, we explore the ICON-LAM experiments
(Section 2.6). Figure 7C shows the difference of the “SEB in EXP
with reduced moisture inflow minus CTRL” along the trajectory.
The general ability of the ICON-LAM control run to represent the

observed SEB during this WAI can be seen in Supplementary Figure
S3B. As depicted in Figures 5B, 7D, the reduced moisture inflow
results in reduced cloud LWC and IWC. Therefore, at the lower
latitudes in the first 6 h of the drift, the shortwave radiation is not
blocked as much and is up to +70 Wm−2 higher than in the control
run. This effect is also reflected in the much more positive CRF at
these time steps. Furthermore, the prevented cloud formation also
allows for more energy loss via longwave radiation. This effect is
especially important at the marginal sea ice zone and when the
trajectory drifts through the night (negligible incoming shortwave
radiation). Here, the CRF is about 20 Wm−2 lower than in the
control run. These radiative processes result in a slightly colder
surface, which then increases the surface sensible heat flux relative to
the control run. The latent heat flux only changes over the open
ocean due to an increased thermodynamically-driven evaporation.
After entering the central Arctic, the difference EXP-CTRL is only
minimal, i.e., similar SEBs are found for both simulations. For EXP
as well as CTRL, LWP values larger than 30 g m−2 and thus near-
saturated longwave CRF persist into the inner Arctic. Additionally,
CTRL has already lost significant amounts of cloud water through
precipitation over the ocean and the marginal sea ice zone
(Figure 7D), while EXP is able to conserve its cloud water for a
longer time. Hence the difference of LWP values narrows.

FIGURE 8
(A) Time series of the surface snowfall rate (SSR) at RV Polarstern during the peak intrusion period, from 14 April, 0 UTC until 21 April, 23 UTC. For
ERA5 (cyan solid line) the grid cell closest to RV Polarstern position is taken. For satellite ATMS measurements (NOAA-20: red points, SNPP: blue points),
SLALOM-CT estimates at RV Polarstern nearest pixel and standard deviations on a 3 × 3 pixel window are shown. In addition, ground-based
measurements (Pluvio - turquoise points, KAZR at 170 m above ground - yellow dashed line) are shown. (B) Snowfall (left), and rainfall (right)
accumulated for the 9-day periodmentioned in (A), based on ERA5. The colored dots illustrate the contribution of the two intense episodes of theWAI to
precipitation as detected via the atmospheric river algorithm during that time period. The location of RV Polarstern is marked by the black diamond.
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Overall, the model experiments imply that WAIs with reduced
moisture inflow can cause an elevated SEB in the daytime over
ocean, but a lowered SEB later when passing the marginal sea ice
zone during nighttime, compared to more intense (moister) WAI.
Interestingly, as long as a near-saturation of longwave CRF is
achieved, for an initially drier WAI the impact on the SEB over
the ice-covered central Arctic Ocean might be quite comparable.

3.4.2 Precipitation and snowfall
The time series of hourly snowfall rates at RV Polarstern

shows that the mid-April 2020 double-episode WAI event
brought considerable amounts of snowfall to the MOSAiC
site (Figure 8A). During the first episode (15–16 April), the
different measurement platforms observe snowfall rates up to
2 mm h−1. From 16 April noon to 19 April noon, only little
precipitation is recorded. Then, on 20 April the precipitation
rate increases up to values of 2.5 mm h−1. The figure also
highlights the high uncertainty of snowfall estimates.
Particularly during the second episode on 20 April, the
snowfall rates derived from reanalysis data, satellite and
ground-based measurements strongly vary. The temporal
evolution of the snowfall rate from ERA5 reanalysis agrees
relatively well with the ground-based measurements (KAZR,
Pluvio), but shows a tendency to slightly underestimate the
snowfall. The snowfall rate estimated from satellites can deviate
by up to a factor of two. This deviation can partially be
attributed to the fact that the precipitation rates spatially
vary significantly across the domain around RV Polarstern,
resulting in different precipitation values for the nearest
satellite pixels. Moreover, such small-scale variability has an
impact on the satellite estimates especially for the large ATMS
pixel sizes (viewing angles > 20°) encountered at RV
Polarstern’s position. Here, the spatial resolution reduces
from 16 × 16 km2 at nadir down to 68 × 30 km2 at the edges
(Weng et al., 2012). Still, the good skill of SLALOM-CT
especially on 16 and 19 April warrants further future
assessment of this novel algorithm.

Next, precipitation patterns based on ERA5 are investigated on a
larger spatial scale. The fraction of precipitation (rain, snow), as
directly caused by the WAIs is calculated based on the atmospheric
river shape (Section 2.4; Figure 8B). In the slightly shorter mid-April
period considered here (14–22 April), the total 9-day snowfall and
rainfall are calculated for each grid cell individually. Then, the
fraction of precipitation deposited by the detected atmospheric
river is extracted. We find that the atmospheric river components
of the WAI contribute about 30% to the total precipitation (27%
snowfall, 3% rainfall) at the grid cell nearest to RV Polarstern. A
similar magnitude of contribution was calculated during two other
campaigns in the Arctic (Lauer et al., 2023). Even larger fractions are
discovered further east and south, at the marginal sea ice zone.
However, it should be stressed that the exact contribution
percentages depend on the detection algorithm applied, and
might thus vary for different algorithms (Viceto et al., 2022).

The high uncertainty of precipitation estimates has important
consequences. As demonstrated, WAIs bring large amounts of
rain and snowfall into the central Arctic. These can have major
impacts on the sea ice, such as increased insulation (snow on sea
ice), modified surface albedo, or altered mass balance.

Depending on the season, this can heavily influence
longwave cooling efficiency and shortwave surface heating,
and thus SEB and sea-ice cover.

4 Summary and conclusion

In our detailed analysis of the record-breaking WAI observed in
mid-April 2020 during the MOSAiC expedition, we come to the
following conclusion, according to our three objectives:

• (O1) Synoptic situation and transport: The WAI is
characterized by two distinct pathways (Siberian, Atlantic)
and exceptional moist static energy transports above the 90th
percentile of climatology. The strongest anomaly is found in
the latent energy transport along the Siberian pathway. This
anomalous moisture transport is driven by a persistent
positive NAO and later by a Scandinavian blocking pattern.
Air masses at all altitudes between the surface and 10 km
feature mid-latitude origins with median latitudes during the
5 previous days of 45°N and below.

• (O2) Air mass transformation via cloud processes: As
measured at the MOSAiC site, the WAI establishes low-
level liquid water and high-level ice clouds in the central
Arctic. The observed LWP larger than 30 g m−2 is typically
associated with the radiatively opaque state of the Arctic
atmosphere. Model experiments demonstrate that two key
cloud-determining factors, namely, moisture inflow and CCN
concentration, can significantly affect the vertical cloud
structure and especially the amount of the low-level liquid
clouds. In the simulations, a reduction of both factors causes a
reduction of LWC at the MOSAiC site. Furthermore, we show
how modifications in CCN concentrations can trigger
complex cloud-boundary layer feedbacks: Higher CCN
concentrations lead to higher LWC in low-level liquid
clouds and an associated stronger longwave cloud-top
cooling. This leads to stronger entrainment and thus a
stronger mixing in the boundary layer.

• (O3) Surface impacts: Along the poleward drift, theWAI has a
strong and anomalous warming influence on the SEB. It is
mostly driven by turbulent heat fluxes over the ocean and by
radiation (longwave radiation, cloud radiative forcing) over
the sea ice. For a reduced moisture inflow, major SEB impacts
are mainly seen at the beginning of the track over the ocean
and the marginal sea ice zone, but not the inner Arctic. The
WAI contributes to a large, regionally variable fraction in total
precipitation over a 9-day period, reaching up to about 30% at
the MOSAiC site. We stress the pronounced uncertainty in
precipitation and specifically snowfall observational estimates.

With these new insights, follow-up research is emerging. In the
future, additional dedicated model experiments can help to further
address the (O2) objective touched on here, namely, to better
understand how complex aerosol-cloud-precipitation processes
affect air mass transformation. For example, further exploration
of processes is needed that are involved in controlling the moisture
content of air masses. The simulations conducted here suggest
counter-intuitive responses of the air mass to reduced moisture
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content, and further studies are needed to explore the responses and
potential thresholds related to the amount of moisture in WAIs. The
role of CCN in these processes also warrants further study. To first
order, increased CCN should decrease the precipitation efficiency of
an air mass, however it is not clear if, or how, such pollution impacts
the cloudiness along the trajectory, the rate at which moisture is
removed, or the implications for the SEB (O3). The analysis of the
relationship between WAIs and sea-ice concentration is
complicated as well and calls for follow-up research. No
significant reduction of sea ice concentration is reported during
mid-April 2020 from the ship during MOSAiC (Krumpen et al.,
2021), but false, too low passive microwave satellite sea-ice
concentration retrievals due to weather and surface glazing
effects (Schreiber and Serreze, 2020) make interpretation
difficult (Krumpen et al., 2021). We manually inspected
synthetic aperture radar satellite scenes, which are less
contaminated by weather influence, and can confirm that some
leads opened and closed during the WAI, but sea ice concentration
in the vicinity of RV Polarstern stayed high (> 95%). Overall, more
in-depth studies are needed to separate retrieval uncertainties from
actual sea ice changes and to further divide the latter into dynamic
and thermodynamic components.

Finally, we stress that we present results for a specific case study
only. It will be informative to extend some of our methods to
climatological data sets in order to substantiate the robustness of our
findings.
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