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Editorial on the Research Topic 


Transcriptional regulation of macrophage function





Macrophage origin, phenotypes, and functions

Macrophages are pivotal players in regulating immunity and maintaining tissue homeostasis. Dysregulation of their activities can contribute to a broad spectrum of human diseases. The phenotype and function of tissue-resident macrophages are intricately shaped by both their origin and local environment (1, 2).

Traditionally believed to originate solely from hematopoietic stem cells, research has revealed that certain macrophage populations arise from the yolk sac (3). In specific tissues, these embryonically derived macrophages possess the remarkable ability to self-renew, while in others, they are periodically replaced by circulating monocytes. During disease states, inflammatory monocytes can be recruited in larger numbers and subsequently differentiate into macrophages (4).

Beyond their origins, macrophages exhibit distinct phenotypic characteristics influenced by the microenvironment in which they reside. Local tissue cues play a pivotal role in determining macrophage function and phenotype, primarily through the regulation of gene transcription (5). As an illustrative example, in the peritoneal cavity, retinoic acid serves as a critical driver activating the tissue-specific peritoneal macrophage gene program through the transcription factor GATA6 (6).

In addition to tissue-specific factors, signals emanating from pathological states profoundly impact macrophage phenotypes. These signals encompass a wide array of sterile factors, including cytokines and growth factors, and non-sterile Pathogen-Associated Molecular Patterns (PAMPs) like bacterial lipopolysaccharides (LPS), viral double-stranded RNA, fungal cell wall components (e.g., beta-glucans), and bacterial flagellin. Furthermore, macrophages are frequently exposed to Damage-Associated Molecular Patterns (DAMPs), typically released by damaged or stressed tissues/cells. Such stimuli play a pivotal role in modulating macrophage phenotypes during disease progression (6).





Transcriptional regulation

The orchestration of gene expression in macrophages is a finely tuned process governed by an intricate network of many different actors. The key to the macrophage subtype specification is the lineage-determining and stimulus-activated transcription factors. Together with collaborative transcription factors and other transcriptional regulators like epigenetic enzymes, chromatin remodeling factors, co-activators, or co-repressors, they activate enhancers and promoters. They thereby determine the transcriptional output and regulate cellular responses and the phenotype of the macrophage in response to various triggers and stimuli.

In this Research Topic, we would like to further our knowledge of transcriptional mechanisms that can regulate macrophage function in vitro and in vivo, in health and disease. Below, we have highlighted some of the main findings of the articles published in this Research Topic:

	Yashchenko et al. identified four major subsets of monocytes and two major subsets of kidney resident macrophages (KRM) using single-cell RNA sequencing. One sub-population of KRMs displayed high Ccr2 expression, suggesting monocyte origin. Using fate mapping, they showed that less than 50% of Ccr2+ KRMs are derived from Ly6Chi monocytes. Interestingly, Ccr2+ KRMs are almost exclusively found in the kidney cortex. They found that CX3CR1 regulated the cortex-specific accumulation of Ccr2+ KRMs and that loss of Cx3cr1 reduced cystic kidney disease.

	Nagenborg et al. studied the transcription factor STAT5A in macrophages. STAT5 is activated by the growth factor GM-CSF, and the authors show that targeting STAT5A blunted the transcription of genes involved in immune responses. These findings were confirmed in ex vivo tissue slices of advanced human atherosclerotic plaques as TNF, IL-8, and IL-10 secretion were affected by STAT5A inhibition. Altogether, their data showed that STAT5A is an important determinant of macrophage inflammatory responses that may be targeted to diminish atherosclerotic plaque inflammation.

	Hillman et al. characterized the monocytes derived from blood samples of active tuberculosis patients at diagnosis and mid-treatment and healthy controls by single-cell transcriptomics and functional assays. The authors show the increased frequency of CD14+CD16- and intermediate CD14+CD16+ monocytes in ATB patients at diagnosis with upregulation of interferon signaling gene signature and many changes in the transcriptionally heterogeneous intermediate CD14+CD16+ monocytes, including upregulated MHC-II and inflammatory gene expression, and T cell activating capacity. These monocyte characteristics have a transient nature. Overall, they identified novel monocyte subsets with specific gene signatures and functional features associated with active tuberculosis.

	Sampath et al. determined the miRNA expression profile of monocytes derived from the tuberculosis disease spectrum, including drug-resistant, drug-sensitive, and latent tuberculosis patients and healthy individuals. The identified disease state-specific miRNA expression signature provides valuable information about different pathological aspects of tuberculosis, such as altered monocyte function, drug resistance, and disease severity.

	Avila-Ponce de León et al. developed and tested a mathematical model to understand how pro- and anti-inflammatory imbalance emerges in cancer. This model allows us to investigate macrophage differentiation and plasticity in the complex and continuously changing molecular microenvironment, considering different concentrations of cytokines and transcription factors.

	Domokos et al. studied the epigenetic and transcriptional bases of the angiogenesis-modulating program in alternatively polarized macrophages. The authors found that the alternative macrophage polarizing signal IL-4 simultaneously inhibits the pro-angiogenic Vegfa and induces the antiangiogenic Flt1 expression in murine bone marrow-derived macrophages in STAT6 and EGR2 transcription factor-dependent manner under normoxic and hypoxic conditions. This phenomenon is also observed in distinct murine tissue-resident macrophage populations and in vivo parasite infection models with minor differences and is partially evolutionarily conserved in humans.

	Novita et al. characterized the expression pattern of CCR2, CCL5, IL-6, IL-10, STAT3, and SOCS3 in macrophages from tuberculous lymphadenitis patients, as there was no data on the expression of those markers. The characterization of inflammatory markers is critical to understanding the pathogenesis of tuberculous lymphadenitis. They found a high expression of CCR2, CCL5, and IL-6, while IL-10, STAT3, and SOCS3 were expressed lowly. Further investigations are needed to elucidate the detailed immunological mechanism of tuberculous lymphadenitis.

	Although previously studied in T cells and DCs, Cao et al. are the first to study Ocilrp2 in macrophages. Ocilrp2 knockdown resulted in the increased expression of IL-6 in LPS-stimulated peritoneal macrophages. They found that Ocilrp2-related Syk activation is responsible for expressing inflammatory cytokines in LPS-stimulated macrophages. Altogether, they found that Ocilrp2 has a critical role in inflammatory signaling and identified crosstalk between Toll-like receptor and Syk signaling.

	Wierenga et al. studied how the omega-3 PUFA docosahexaenoic acid (DHA) influences TLR4-driven pro-inflammatory and IFN1-regulated gene expression in a novel self-renewing murine fetal liver-derived macrophage (FLM) model. They found that DHA modestly downregulated LPS-induced expression of NF-κB-target genes. Importantly, DHA resulted in the loss of a subset of FLMs that highly expressed NF-κB- and IRF7/STAT1/STAT2-target genes. Their data indicates that DHA potently targets both the NF-κB and interferon responses.

	Cui et al. found that providing excess iron as soluble ferric ammonium citrate (FAC) rather than as heme-iron complexes derived from stressed red blood cells (sRBC) interferes with macrophage differentiation and phagocytosis. Their findings suggest that high levels of non-heme iron interfere with macrophage differentiation by inducing mitochondrial oxidative stress. This may be relevant in diseases like chronic obstructive pulmonary disease (COPD), where both iron overload and defective macrophage function have been suggested to play a role in pathogenesis.

	Cai et al. investigate whether high iodine can cause macrophage polarization imbalance. High iodine can increase HK3 expression in macrophages and promote macrophage polarization towards a pro-inflammatory (M1-like) phenotype. Targeting HK3 was shown to inhibit this pro-inflammatory phenotype.

	Mauduit et al. analyzed chronic inflammation in a mouse model of Sjögren’s syndrome (SS). Their thorough analysis of bulk RNA-seq and spatial gene expression suggests that altered metabolism and the hallmarks of inflammatory responses from both epithelial and immune cells drive inflammation.

	Macrophage polarization towards tumor-associated macrophages is activated by stimuli from the tumor microenvironment that are relayed to the nucleus through membrane receptors and signaling pathways that result in gene expression reprogramming in macrophages. In their review, Kerneur et al. focus on the main signaling pathways involved in macrophage polarization activated upon ligand-receptor recognition and in the presence of other immunomodulatory molecules in cancer.

	Nott and Holtman discuss key concepts and challenges in the post-genome-wide association studies (GWAS) interpretation of Alzheimer’s disease (AD) and Parkinson’s disease (PD) GWAS risk alleles, with a particular focus on microglia. Microglia, the tissue-resident macrophages of the brain, are essential for brain health and have links to various brain disorders. Post-GWAS research aims to understand how genetic risk factors impact microglia function and disease susceptibility. Challenges include identifying target cell types, causal variants, and relevant genes. Many risk GWAS risk alleles can affect microglia. Understanding their role in microglia function is vital for a deeper comprehension of these disorders.

	Koncz et al. discuss the role of macrophages in sterile inflammation triggered by DAMPs, which in turn leads to macrophage activation. This process is of interest as a better understanding of the contribution of macrophage subtypes to sterile inflammation can offer insights into manipulating their phenotypic transition from inflammation to resolution in sterile inflammatory diseases.



We hope these findings will lead to a better understanding of how the macrophage’s phenotype is regulated and can lead to the identification of novel regulators of (disease- or signal-activated) gene transcription programs in macrophages. In the future, this may result in novel intervention strategies targeting macrophage transcriptional programs in disease.





Author contributions

ZC: Writing – original draft, Writing – review & editing. AP: Writing – review & editing. MH: Conceptualization, Writing – original draft, Writing – review & editing.





Funding

The author(s) declare financial support was received for the research, authorship, and/or publication of this article. Funded by the European Union (ERC, CytoMAC, 101076170). Views and opinions expressed are however those of the author(s) only and do not necessarily reflect those of the European Union or the European Research Council Executive Agency. Neither the European Union nor the granting authority can be held responsible for them.





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





References

1. Park, MD, Silvin, A, Ginhoux, F, and Merad, M. Macrophages in health and disease. Cell (2022) 185:4259–79. doi: 10.1016/j.cell.2022.10.007

2. Lazarov, T, Juarez-Carreno, S, Cox, N, and Geissmann, F. Physiology and diseases of tissue-resident macrophages. Nature (2023) 618:698–707. doi: 10.1038/s41586-023-06002-x

3. Schulz, C, Gomez Perdiguero, E, Chorro, L, Szabo-Rogers, H, Cagnard, N, Kierdorf, K, et al. A lineage of myeloid cells independent of Myb and hematopoietic stem cells. Science (2012) 336:86–90. doi: 10.1126/science.1219179

4. Chakarov, S, Lim, HY, Tan, L, Lim, SY, See, P, Lum, J, et al. Two distinct interstitial macrophage populations coexist across tissues in specific subtissular niches. Science (2019) 363(6432). doi: 10.1126/science.aau0964

5. Hoeksema, MA, and Glass, CK. Nature and nurture of tissue-specific macrophage phenotypes. Atherosclerosis (2019) 281:159–67. doi: 10.1016/j.atherosclerosis.2018.10.005

6. Okabe, Y, and Medzhitov, R. Tissue-specific signals control reversible program of localization and functional polarization of macrophages. Cell (2014) 157:832–44. doi: 10.1016/j.cell.2014.04.016




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Czimmerer, Patsalos and Hoeksema. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 10 October 2022

doi: 10.3389/fimmu.2022.984520

[image: image2]


Mouse Ocilrp2/Clec2i negatively regulates LPS-mediated IL-6 production by blocking Dap12-Syk interaction in macrophage


Mingya Cao 1,2†, Lina Ma 1†, Chenyang Yan 1†, Han Wang 1, Mengzhe Ran 1, Ying Chen 1, Xiao Wang 1, Xiaonan Liang 1, Lihui Chai 1,2* and Xia Li 1,2*


1 Joint National Laboratory for Antibody Drug Engineering, The First Affiliated Hospital, School of Medicine, Henan University, Kaifeng, China, 2 Institute of Translational Medicine, School of Basic Medical Sciences, Henan University, Kaifeng, China




Edited by: 

Uday Kishore, Brunel University London, United Kingdom

Reviewed by: 

Lei Jin, University of Florida, United States

Anil Kumar Singh, Washington State University, United States

*Correspondence: 

Lihui Chai
 clh0301@henu.edu.cn 

Xia Li
 lixia_kf@126.com


†These authors have contributed equally to this work


Specialty section: 
 This article was submitted to Molecular Innate Immunity, a section of the journal Frontiers in Immunology


Received: 02 July 2022

Accepted: 20 September 2022

Published: 10 October 2022

Citation:
Cao M, Ma L, Yan C, Wang H, Ran M, Chen Y, Wang X, Liang X, Chai L and Li X (2022) Mouse Ocilrp2/Clec2i negatively regulates LPS-mediated IL-6 production by blocking Dap12-Syk interaction in macrophage. Front. Immunol. 13:984520. doi: 10.3389/fimmu.2022.984520



C-type lectin Ocilrp2/Clec2i is widely expressed in dendritic cells, lymphokine-activated killer cells and activated T cells. Previous studies have shown that Ocilrp2 is an important regulator in the activation of T cells and NK cells. However, the role of Ocilrp2 in the inflammatory responses by activated macrophages is currently unknown. This study investigated the expression of inflammatory cytokines in LPS-induced macrophages from primary peritoneal macrophages silenced by specific siRNA target Ocilrp2. Ocilrp2 was significantly downregulated in macrophages via NF-κB and pathways upon LPS stimuli or VSV infection. Silencing Ocilrp2 resulted in the increased expression of IL-6 in LPS-stimulated peritoneal macrophages and mice. Moreover, IL-6 expression was reduced in LPS-induced Ocilrp2 over-expressing iBMDM cells. Furthermore, we found that Ocilrp2-related Syk activation is responsible for expressing inflammatory cytokines in LPS-stimulated macrophages. Silencing Ocilrp2 significantly promotes the binding of Syk to Dap12. Altogether, we identified the Ocilrp2 as a critical role in the TLR4 signaling pathway and inflammatory macrophages’ immune regulation, and added mechanistic insights into the crosstalk between TLR and Syk signaling.
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Highlights

	1. Ocilrp2 is a negative regulator of IL-6 production in macrophage stimulated by inflammatory triggers.

	2. The expression of Ocilrp2 is regulated by NF-κB and Erk signal pathway.

	3.Ocilrp2 negatively regulates IL-6 expression by blocking the formation of the Dap12-Syk complex.





Introduction

The innate immune system, initiated by pattern recognition receptors (PRRs), is the first line of host defense against invading pathogens. Among the PRRs, Toll-like receptors (TLRs) are important initiators of the innate immune responses to microbial infections and have been studied extensively. TLRs-engagement results in the propagation of signals that will induce inflammatory cytokines and other mediators mediated by the recruitment of different adaptor molecules (1–3). The stimulation of Toll-like receptor 4 (TLR4) by lipopolysaccharide (LPS), a major component of the outer membrane of Gram-negative bacteria, causes strong immune responses and release of critical proinflammatory cytokines including IL-6 (2, 4). Although TLR4 is the most extensively studied group of such receptors, the regulatory signaling events involved in controlling TLR4-mediated inflammatory cytokines remain largely unknown.

Spleen tyrosine kinase (Syk) is a 72kDa non-receptor tyrosine kinase that contains two SRC homology 2 (SH2) domains and a kinase domain, initially found in hematopoietic cells and considered an important regulator in adaptive immunity and innate immunity (5, 6). Syk plays a major effector in pattern recognition receptor (PRR)-mediated signaling, including PRRs-mediated inflammatory signaling pathways stimulated by LPS, polyinosinic-polycytidylic acid [poly(I:C)] and CpG (7–9). Previous study reported that Syk plays an important role in TLR4-mediated macrophage response, independent Myd88, to oxidize low-density lipoprotein minimally (10). Various PRRs and adaptors, such as Dap12 (DNAX activation protein of 12 kDa) and C-type lectin receptors (CTLRs), bind to the Src homology 2 (SH2) domain of Syk through their cytoplasmic ITAMs or hemITAM signaling motifs and relieves the intramolecular autoinhibition of Syk (5, 11, 12).The Syk-phosphorylation leads to the activation of the PI3K, MAPK, IKK, and ERK signaling cascades and the induction of the inflammatory response (6). Using pharmacological inhibitors of Syk, several studies demonstrated Syk is essential for TLRs-mediated inflammatory responses in macrophages, DC cells, and neutrophils (8, 13, 14). Syk inhibition deceased the TLR4-induced production of inflammatory mediators, including proinflammatory cytokines and IL-6 (15, 16). Although the role of Syk in LPS-induced TLR4 signaling pathway activation and proinflammatory factor expression in macrophages and dendritic cells has been extensively studied, the upstream regulatory mechanisms of Syk-activation remain unclear.

The macrophage is an important effector cell of innate immunity, plays a key role in host defense against pathogens and clearance of harmful substances in the body (17). Inflammatory responses mediated by macrophages are important components of the innate immune system. Dap12 is an important signal adaptor containing an ITAM, which pairs with receptors on macrophage cells and DC cells to activate Syk (5). Dap12 uses the acidic residue in its transmembrane domain to noncovalently associate with cell surface receptors that have a basic amino acid in their transmembrane region. In myeloid cells, several Dap12-associated receptors have been identified, including members of the immunoglobulin domain superfamily and members of the C-type lectin family. Such as triggering receptors expressed on myeloid cells (TREMs) are a family of receptors that have been identified to associate with Dap12 (12, 18). It has been reported that TREM-1 and TREM2 can recruit and activate Syk by interacting with Dap12, and Syk initiation activates the NF-κB signaling pathway by controlling CRAD9/Bcl-10 complexes that regulate transcription and expression of inflammatory genes and chemokines (5, 18, 19). The Dap12/CD300b/TLR4 complex led to the recruitment and activation of spleen tyrosine kinase (Syk), resulting in an elevated proinflammatory cytokine storm in macrophages (20).

Osteoclast Inhibitory Lectin-related Protein 2 (Ocilrp2, also named Clec2i or Clr-g) is a typical type II transmembrane protein with a short cytoplasmic domain (21). Ocilrp2 contains a signature C-type lectin domain (CTLD) in its extracellular region, with 35% homology to CD69 (22). Recent studies have shown that Ocilrp2 can form receptor-ligand pairs with C-type lectin receptors NKRP1f and NKRP1g in NK cells, and participate in immune response and immunosurveillance (23, 24). However, the expression and function of Ocilrp2 in macrophage remains to be elucidated. In this study, we showed the expression of Ocilrp2 in macrophages stimulated by different TLRs ligands and its role in expressing inflammatory factors. We investigated the mechanisms responsible for LPS-stimulated inflammatory factors production in Ocilrp2-silencing peritoneal macrophages and Ocilrp2-overexpress iBMDM cells. We revealed a novel mechanism that Ocilrp2 negatively regulates TLR4-mediated IL-6 expression by blocking the formation of the Dap12-Syk complex. These data identified Ocilrp2 as a novel molecule negative regulating the TLR4 pathway and provide a new perspective for understanding the precise regulation of LPS-induced TLR4 signal transduction.



Materials and methods


Mice

C57BL/6 male mice 6-8 weeks of age were purchased from Vital River Laboratory Animal Technology Co., Ltd (Beijing, China). Mice were kept and bred in pathogen-free conditions. All protocols used in animal experiments were in accord with the Guidelines for the Care and Use of Laboratory Animals (Ministry of Science and Technology of China). All mice experiments were approved by the Ethics and Animal Care Committee of Henan University.



Reagents and antibodies

Lipopolysaccharide (LPS, E. coli 0111: B4, TLR4 ligand), poly(I:C) (TLR3 ligand), and CpG ODN (TLR9 ligand) were purchased from Sigma-Aldrich. ChIP Grade Protein G Magnetic Beads, Cell Lysis Buffer, Anti-Myd88, Anti-Traf6, Anti-p65, Anti-p-p65 (Ser536), Anti-Ikkα/β, Anti-p-Ikkα/β (S176/180), Anti-IκBα, Anti-p-IκBα (S32), Anti-ERK, Anti-p-ERK (Thr202-Tyr204), Anti-JNK, Anti-p-JNK (Thr183-Tyr185), Anti-p38, Anti-p-p38 (Thr180-Tyr182) and Anti-Syk and Anti-p-Syk (Tyr-525/526) were from Cell Signaling Technology. Anti-DAP12 was purchased from Abcam. Anti-β-actin, Anti-rabbit IgG-HRP, and anti-mouse IgG-HRP were from Santa Cruz Biotechnology. Anti-LaminA/C, Anti-Flag and Anti-Myc and Anti-V5 were purchased from Proteintech. Anti-Ocilrp2 (AF3370) was from purchased R&D. The NF-κB inhibitor BAY11-7082 (10 μM), Tbk inhibitor Amlexanox (10 μM), Mek inhibitor PD98059 (10 μM), PI3K inhibitor Wortmannin (5 μM), Erk inhibitor SHC772984 (10 μM), Jnk inhibitor SP600125 (10 μM), or p38 inhibitor SB203580 (10 μM), Syk inhibitor R406 (5 μM) were from Selleckchem.



Cells and pathogens

The HEK293T was from American Type Culture Collection, and the iBMDM cell line was a gift from Dr. Feng Shao (National Institute of Biological Sciences, Beijing, China). Peritoneal macrophages were separated by abdomen irrigation with Dulbecco’s Modified Eagle Medium (DMEM; Gibco) from mice 4 days after thioglycollate injection. Cells were plated into cell culture materials and cultured for at least 12 h before use. All cells were cultured in endotoxin-free DMEM (GIBCO) or RPMI1640 (GIBCO), supplemented with 10% FCS (Gicbo). Sendai virus (SeV, RLRs or TLR7/8 ligand) was propagated in 8-10-day-old embryonated chicken eggs. VSV (Indiana Strain, RLRs or TLR7/8 ligand) was propagated and amplified by infection of a monolayer of HEK293T cells. 48 h after infection, the supernatant was harvested and clarified by centrifugation. Viral titer was determined by TCID50 on HEK293T cells. Peritoneal macrophages were harvested from mice 4 days after the injection of the thioglycollate (BD, Sparks, MD). Cells were plated into 12-well plates and cultured in the absence or presence of LPS (100 ng/ml), CpG ODN (0.3 μM), poly(I:C) (10 μg/ml). Cells were infected with VSV (10:1 M.O.I) and SeV (10:1 M.O.I.) for the indicated time. According to the manufacturer’s instructions, cytokine production was analyzed using mouse IL-6 ELISA kits (Thermo).



RNA interference in vitro and in vivo

Three mouse-specific siRNA targeting Ocilrp2 were designed and synthesized by GenePharma (Shanghai, China). The mouse-specific siOcilrp2-1: GGAGGTGTGCAATGTTGTA, siOcilrp2-2: CCTAGGAGTGGGAAGATAT, siOcilrp2-3: GGAGCTATATAAATCGGAT and Negative control siCtrl: TTCTCCGAACGTGTCACGT. According to a standard protocol, the siRNA duplexes were transfected into mouse peritoneal macrophages with Lipofectamine RNAiMAX reagent (Thermo). 24 h after transfection, siRNA and Opti-MEM (Thermo) mixture were discarded and substituted with RPMI 1640 containing 10% serum and then incubated with or with LPS for the indicated time.

In Ocilrp2-knockdown mice experiments, Entranster™-in vivo (in vivo transfection reagent)/siRNA complexes (Engreen Biosystem Co. Ltd., Beijing, China) were prepared following the manufacturer’s protocol. In brief, diluted siRNA and Entranster™-in vivo transfection reagents were each added to a separate 10% glucose solution in the same volumes, and combined for 15 min at room temperature. The complex containing 50 µg of siCtrl or siOcilrp2-3 was injected into the tail vein of the mice two days prior to LPS induction. To induce sepsis, 10 mg of LPS per kg of mice was injected intraperitoneally and sacrificed at the 12 h time point. Blood was collected by cardiac puncture under deep anaesthesia for ELISA assay, and peritoneal macrophages were sampled for qRT-PCR after cervical dislocation.



RNA quantification

According to the manufacturer’s instructions, total RNA was extracted with an RNA Fast2000 kit (Fastagen, Shanghai, China). RNA was reverse transcribed using PrimeScript RT Reagent Kit with gDNA Eraser (Takara). According to the manufacturer’s instructions, the quantification of gene transcripts was performed by quantitative Real-Time PCR using TB Green (Takara) and the ABI7500Fast Real-Time PCR systems (ABI) instructions. Data were normalized by the glyceraldehyde-3-phosphate dehydrogenase (GAPDH) expression level in each sample, and the 2-△△Ct method was used to calculate relative expression changes. With the help of dissociation curve analysis and the sequencing of PCR products, pairs of specific primers of each cDNA were designed and selected without any primer-dimers or unspecific amplification detected. The specific primers for individual genes were as follows: Ocilrp2, 5’-TTCTGGATACCCACGTAACTGG-3’ (sense) and 5’-TCCCCCTTGAATCTCTTTAGGAA-3’ (antisense); IL-6, 5’-TAGTCCTTCCTACCCCAATTTCC-3’ (sense) and 5’-TTGGTCCTTAGCCACTCCTTC-3’ (antisense); Nkrp1f, 5’-TTAGGTGTCCAGGGTATAAGCA-3’ (sense) and 5’-AGCACAGCCAGATTTCAGAGC-3’ (antisense); Nkrp1g, 5’-AACCCTGTGTCCTGACTCCT-3’ (sense) and 5’-CTTTGTGCCACTAACGGTGC-3’ (antisense); Gapdh, 5’-GGTGAAGGTCGGTGTGAACG-3’ (sense) and 5’-CTCGCTCCTGGAAGATGGTG-3’ (antisense).



Immunoblot analysis

Total proteins of cells were extracted with cell lysis buffer (Cell Signaling Technology) and additional protease inhibitor ‘cocktail’ (Calbiochem), and 1 mM phenylmethylsulfonyl fluoride (PMSF). Extracted protein was measured by the BCA protein assay reagent kit (Pierce). Immunoblots were performed with indicated antibodies as described previously (25).



Plasmid constructs and transfection

cDNAs encoding murine Ocilrp2, Syk, and Dap12 were amplified from peritoneal macrophages. The sequences of PCR primers for Expressing Vectors used in this study were as follow: Flag-Ocilrp2, 5’-CTCGAGATGCCAGATTGCTTGGAGAC-3’ (sense); and 5’-GGATCCACGACAGGAGGAGTTTGGCAAT-3’ (antisense), Myc-Syk, 5’-CCGCTCGAGCTATGGCGGGAAGTGCTGT-3’ (sense) and 5’-CGGGATCCTTAGTTAACCACGTCGTAG-3’ (antisense) V5-Dap12, 5’-CTAGCTAGCATGGGGGCTCTGGAGCCCTCC-3’ (sense) and 5’-CCGCTCGAGTCTGTCTGTAATATTGCCTCTGT-3’ (antisense). All of these plasmids were constructed by standard molecular biology techniques. Each construct was confirmed by sequencing. According to the manufacturer’s instructions, plasmids were transiently transfected into HEK293T cells with jetPEI reagents (Polyplus Transfection). The pCDH-Ocilrp2-Flag or pCDH-Flag plasmid was transduced into iBMDM cells by lentiviral-mediated gene transfer. HEK293T cells were transfected with lentiviral plasmids together with pSPAX2 and pMD2G for generating recombinant lentivirus. The recombinant virus-containing medium was filtered with a 0.22-μm filter (Millipore) and then added to cultured iBMDM cells in the presence of polybrene (4 μg/mL). The infected cells were selected with puromycin (1 μg/mL) while in culture for at least 7 days before additional experiments were performed.



Co-immunoprecipitation (Co-IP), immunoblot, and immunofluorescence

Cells were lysed in radioimmunoprecipitation assay (RIPA) buffer (50 mM Tris [pH 7.6], 150 mM NaCl, 2 mM EDTA, 1% Nonidet P-40, 0.1 mM PMSF, 1× phosphatase inhibitors for 1 h on ice with brief vortexing every 10 min. The lysates were incubated with antibody or affinity beads overnight at 4°C. The immunoprecipitations were separated by SDS-PAGE and analyzed by immunoblot. The 12-well plate cell samples were fixed with paraformaldehyde in PBS for 10 min and then immediately permeabilized by 0.5% Triton X-100 (Beyotime) for 15 min at room temperature. After rinsing with PBS three times, cells were blocked with 1% BSA for 30 min and incubated overnight with the primary antibody at 4°C. Cells were incubated with the secondary antibody for 1 h, followed by staining with 4’,6-Diamidino-2-phenylindole dihydrochloride (DAPI) in PBS for 10 min. All incubations were performed, followed by washing three times with PBS. Fluorescent images were acquired with an inverted fluorescence microscope (NIKON ECLIPSE Ti2-U, Japan).



Statistical analysis

Data were presented as mean ± standard error (s.e.m). Statistical analyses were performed using one-way ANOVA followed by the LSD multiple-comparison test. All statistical analyses were performed using SPSS 16.0 (SPSS Inc.) or Prism 7.0 (GraphPad Inc.) software, and values of ∗P < 0.05 and ∗∗P < 0.01 were considered statistically significant. All experiments were independently performed three times in triplicate.




Results


Ocilrp2 was downregulated in activated macrophages through the NF-κB and ERK signaling pathway

Ocilrp2 has been selectively expressed in immune tissues, with the highest expression in DC, B lymphocytes, and activated T lymphocytes (23, 26). Inspired by gene expression profiles of mouse spleen lymphocytes cell lines and transcript isoforms of Ocilrp2 deposited in the NCBI gene bank, there are four isoforms of differentially spliced Ocilrp2 transcripts (Figure S1A). Using a PCR-based assay distinguishing all four isoforms, we found that Ocilrp2 transcript variant 2 is uniformly and predominantly expressed in mouse peritoneal macrophages (Figure S1B). In this study, we first detected the expression of Ocilrp2 in mouse macrophages by innate immune stimuli, such as LPS and VSV. Data show that the mRNA level of Ocilrp2 was significantly reduced in peritoneal macrophages in response to LPS and VSV infection (Figure S1C). The phenomenon was further validated by qRT-PCR in peritoneal macrophages cells stimulated with TLR ligands LPS, poly (I:C), CpG, or infected with RNA (VSV, SeV) for 12 h (Figure 1A and Figure S1B). To further understand the expression of Ocilrp2 in activated macrophages, we decided to examine the regulation and expression dynamic of Ocilrp2 in more detail. We thus assessed Ocilrp2 mRNA and protein expression in peritoneal macrophages upon LPS challenge and observed a decline of Ocilrp2 protein levels upon LPS encounter (Figures 1B, C).




Figure 1 | Downregulation of Ocilrp2 transcription in macrophages upon innate stimuli. (A) qRT-PCR analysis of Ocilrp2 mRNA levels in mouse peritoneal macrophages following LPS, Poly (I:C) or CpG stimulation or VSV, and SeV infection for 4 h. Data were normalized to the expression of GAPDH. (B) qRT-PCR analysis of Ocilrp2 mRNA levels after LPS stimulation on 2, 4, 8, and 12 h in mouse peritoneal macrophages. Untreated macrophages were used as a control. Data were normalized to the expression of GAPDH. (C) Western Blot analysis of Ocilrp2 protein levels after stimulated by LPS in mouse peritoneal macrophages. Ocilrp2 expression was analyzed by western blotting. Western blots and immunofluorescence images are representative of three independent experiments. (D, E) qRT-PCR analysis of Ocilrp2 mRNA level in macrophages treated with NF-κB inhibitor (BAY11-7082) or Erk inhibitor (SCH772984) for 1 h and then stimulated with LPS for 4 h or infected with VSV for 4 h. Data were normalized to the expression of GAPDH. Data were calculated from at least 3 independent experiments (means ± s.e.m.), **P< 0.01 (The two-tailed Student’s t-test).



To determine which signal pathway is responsible for downregulation of Oclirp2 upon innate stimulation, we assessed Ocilrp2 expression in LPS stimulated macrophages pretreated with Amlexanox (TBK1 inhibitor), LY294002 (PI3K inhibitor), SP600125 (JNK inhibitor), SB203580 (p38 inhibitor), SCH772984 (ERK inhibitor) and BAY11-7082 (NF-κB inhibitor) for 1 hour respectively. The LPS-downregulated Ocilrp2 was disturbed by pretreatment with BAY11-7082 and SCH772984 (Figure 1D and Figure S1D). Peritoneal macrophages were pretreated with BAY11-7082 and SCH772984 for 1 h before VSV infection to confirm the universality of this inhibitory signaling pathway of Ocilrp2 expression in innate immune responses. Consistent with previous results, VSV infection-induced downregulated Ocilrp2 expression was recovered when pretreated with BAY11-7082 and SCH772984 (Figure 1E). These data suggested that innate stimuli suppressed Ocilrp2 expression through NF-κB and ERK pathways in mouse macrophages.



Silencing of Ocilrp2 promotes IL-6 expression in vitro and in vivo

To investigate whether Ocilrp2 plays a role in the innate inflammatory response, we designed three small interfering RNAs (siRNA) for mouse Ocilrp2 (siOcilrp2-1, siOcilrp2-2, and siOcilrp2-3) and negative control (siCtrl). As shown in Figure 2A, siOcilrp2-1, siOcilrp2-2, and siOcilrp2-3 reduced the endogenous transcription level and protein level of Ocilrp2 more than the cells treated by siCtrl. Three Ocilrp2 siRNAs could effectively reduce Ocilrp2 mRNA by 51.5%, 78.6% and 84.9%, respectively. The knockdown effect of siOcilrp2-3 and siOcilrp2-2 had a higher interference effect in the three siRNAs. Therefore, siOCILRP2-3 and siOcilrp2-2 were used for subsequent experiments designed in this work. As mentioned above, innate stimuli induced downregulation of Ocilrp2 expression. To further elucidate the efficiency of Ocilrp2 siRNA, we detected the mRNA expression of Ocilrp2 in Ocilrp2-silenced macrophages and found mRNA levels of Ocilrp2 further decreased at LPS-stimulated or VSV-infected macrophages (Figure 2B). The typical innate immunity model is triggered by the inflammatory stimulant LPS mediated by TLR4 and involves the production of multiple inflammatory cytokines, particularly IL-6 (2, 4). Furthermore, we collected LPS-stimulated peritoneal macrophages, which were transfected with siCtrl or siOcilrp2 for qRT-PCR detection. Data showed that the knockdown of Ocilrp2 by siOcilrp2-2 and Ocilrp2-3 significantly increased the mRNA of IL-6 in LPS-induced macrophages, respectively (Figure 2C). And the protein expression levels of IL-6 increased by 63% and 65% compared to the control, respectively (Figure 2D). Meanwhile, knockdown of Ocilrp2 also significantly increased mRNA levels of IL-6 in VSV-induced macrophages, respectively (Figure 2E). The protein expression levels of IL-6 increased by 29% and 25% compared to the control, respectively (Figure 2F). These results indicated that Ocilrp2 expression was negatively correlated with the expression of IL-6 in peritoneal macrophages by LPS or VSV-stimulated.




Figure 2 | Silencing of Ocilrp2 promotes IL-6 expression in vitro and in vivo. (A) Peritoneal macrophages were transfected with scrambled siRNA (siCtrl) or three Ocilrp2 siRNAs (siOcilrp2-1, siOcilrp2-2, siOcilrp2-3) for 48 h, Ocilrp2 mRNA levels were detected with qRT-PCR, and Ocilrp2 protein levels were analyzed by Western Blot. The experiment was repeated three times. (B) qRT-PCR analysis of Ocilrp2 mRNA level in mouse peritoneal macrophages transfected with Ocilrp2 siRNA and 48 h later stimulated with LPS or infected with VSV for the indicated time.(C) qRT-PCR analysis of IL-6 mRNA level in macrophages transfected as in (A), and 48 h later stimulated with LPS for the indicated time and (D) ELISA of IL-6 in supernatants of macrophages stimulated with LPS for 8 h. (E) qRT-PCR analysis of IL-6 mRNA level in macrophages transfected as in (A), and 48 h later after VSV infection for the indicated time. (F) ELISA of IL-6 in supernatants of macrophages transfected as in (A), and 48 h later infection with VSV for 8 h. (G, H) Six C57BL/6 mice were transfected in vivo with Ocilrp2 siRNA or Control siRNA (2.5 mg/kg) for 2 days, respectively. Then, peritoneal macrophages and serum were collected at 12 h after intraperitoneal injection of LPS (10 mg/kg). qRT-PCR analysis of Ocilrp2 and IL-6 mRNA level in mouse peritoneal macrophages and (I) ELISA of IL-6 in serum. Data were calculated from at least 3 independent experiments (means ± s.e.m.), *P< 0.05, **P< 0.01 (The two-tailed Student’s t-test).



To verify whether knockdown of Ocilrp2 affected IL-6 changes in mice, we established control mice and Ocilrp2 knockdown mice by tail vein injection transfected with siCtrl or siOcilrp2-3 (Figure 2G). Next, we injected 10 mg of LPS per kg mouse into control or Ocilrp2-knockdown mice to induce systemic inflammation. At 12 h after LPS stimulation, peritoneal macrophages and blood were collected from control and Ocilrp2-knockdown mice for qRT-PCR and ELISA. qRT-PCR analysis of peritoneal macrophages showed that the expression levels of IL-6 were higher in Ocilrp2-knockdown mice than in control mice (Figure 2H). And ELISA analysis showed higher IL-6 production in the blood of Ocilrp2 knockdown mice (Figure 2I). Overall, these findings demonstrate that Ocilrp2 knockdown increased the production of IL-6 in mice.



Ocilrp2 downregulated LPS-induced IL-6 in iBMDM cells

Immortalized bone marrow-derived macrophage (iBMDM) cells have been used as representatives of macrophages in many innate immunity studies (27, 28). To further study the regulatory effect of Ocilrp2 on LPS-stimulated macrophages, we established a stable Ocilrp2-overexpress iBMDM murine macrophage cell line. The viral infection efficacy was confirmed by the expression of labeled Flag protein and Ocilrp2 mRNA (Figures 3A, B). Further, we compared LPS-induced IL-6 expression in control and Ocilrp2-overexpress iBMDM cells, overexpression of Ocilrp2 decreased the production of IL-6 at the mRNA (decreased by 29%) and protein levels (decreased by 15%) in macrophages treated with LPS (Figures 3C, D). In mice, the receptor-ligand pairs composed of the NKRP1 and CLEC2 gene families regulate natural and adaptive immunity. Previous studies have shown that Nkrp1f and Nkrp1g can engage Ocilrp2 (Clr-g) (29, 30). To determine if the expression of IL-6 depended on the Nkrp1f or Nkrp1g in macrophages, we detected the expression of NKRP1f and NKRP1g in peritoneal macrophages and iBMDM cells. The mRNA of Nkrp1f and Nkrp1g were detected in mouse spleen (23). However, they were hardly detected in peritoneal macrophages and iBMDM cells (Figure 3E). Moreover, LPS stimulation did not induce changes in the expression of Nkrp1f and Nkrp1g in macrophages (Figure 3F). These results suggested that Ocilrp2 negative regulated LPS induced IL-6 independent of the Nkrp1f or Nkrp1g in activated iBMDM cells.




Figure 3 | Ocilrp2 downregulated LPS-induced IL-6 expression independent Nkrp1f/Nkrp1g. (A, B) Western Blot analysis overexpression Ocilrp2-Flag in iBMDM cells. (C) IL-6 mRNA levels were detected with qRT-PCR in control, and Ocilrp2-overexpression cells were stimulated with LPS at the indicated time points. (D) Supernatants were collected 8 h after LPS stimulation, and IL-6 production was measured with ELISA. (E) PCR products of the Nkrp1f and Nkrp1g were detected in the lysate of Spleen cells, peritoneal macrophages, and iBMDM cells. (F) Nkrp1f and Nkrp1g mRNA levels were detected with qRT-PCR in Spleen, and peritoneal macrophages were stimulated with LPS at the indicated time points. GAPDH is used as an internal loading control in the experiments. Data were calculated from at least 3 independent experiments (means ± s.e.m), **P< 0.01 (The two-tailed Student’s t-test).





Ocilrp2-silenced enhances the activation of TLR4-induced signaling

The innate immune responses that are triggered by the classic inflammatory stimulus lipopolysaccharide (LPS) are mediated by Toll-like receptor (TLR) 4 and subsequent activation of the transcription factors NF-κB (31, 32). To address the molecular mechanisms of Ocilrp2 negative regulation of LPS response in macrophages, we examined the effects of knockdown Ocilrp2 on the phosphorylation of the intermediators in the TLR4 signal pathway LPS-stimulated peritoneal macrophages. Western blot analysis revealed that knockdown of Ocilrp2 significantly increased LPS-induced phosphorylation of IκBα, p65, and Erk (p44/p42) in macrophages (Figures 4A–D and Figures S2A, B). MyD88 and TRAF6 are primary adaptor proteins for TLR4-LPS-induced signaling (33, 34). However, MyD88 and TRAF6 remained almost unchanged after LPS stimulated in Ocilrp2 knockdown macrophages (Figures 4A, B). Immunofluorescence analysis of the nuclear translocation of p65, which represents the activation of NF-κB, was conducted. Compared with the control, translocation of p65 (green) into the nucleus (DAPI, blue) of infected cells occurred much more following Ocilrp2 silencing macrophages after LPS stimulation for 30 min (Figures 4E, F). Accordingly, we performed a cell fractionation assay and found that nuclear accumulation of endogenous p65, measured following LPS treatment, occurred at earlier time points and to a greater magnitude in Ocilrp2-silenced macrophages than in controls (Figure 4G and Figure S2C). These results indicated that Ocilrp2 knockdown dramatically accelerates the activation of the TLR4 signaling pathway in mouse peritoneal macrophages LPS stimulated.




Figure 4 | Silencing of Ocilrp2 accelerates the activation of the TLR4 signaling. Mouse peritoneal macrophages were treated with or without LPS (1 µg/ml) for different periods, as indicated, after transfection with siCtrl or siOcilrp2-3. (A)Then subjected to Western blot analyses using anti-Myd88, anti-Traf6, and anti- phosphorylated (p-) or total proteins of IKKα/β, IκBα, and p65. (B) Densitometric quantification of the ratio of Myd88, Traf6, p-IKKα/β, p-IκBα and p-p65. Data were analyzed by three independent experiments. (C) Immunoblot analysis of phosphorylated (p-) or total proteins of pErk, Jnk, and p38 for the indicated time. The β-actin was detected as a loading control. (D) Densitometric quantification of the ratio of p-Erk, p-Jnk and p-p38. Data were analyzed by three independent experiments. (E) Mouse peritoneal macrophages were transfected with Ocilrp2 siRNA and 48hr later stimulated with LPS for the indicated times. Immunofluorescence analysis of the nuclear translocation of p65 and the co-localization between p65 (green) and cell nucleus (blue) (Bar, 50 μm). (F) Quantifying of p65 protein translocation based on the visual images in c, ~300 cells for each time point. (G) Immunoblot analysis of p65 protein in cytoplasm and nucleus of mouse peritoneal macrophages transfected with Ocilrp2 siRNA and 48 h later stimulated by LPS for the indicated time. Lamin A/C is used as an internal nuclear control. GAPDH is shown as a cytoplasm internal control. Data represent of the results of three independent experiments (means ± s.e.m). Significant differences compared to the control group are denoted by *P < 0.05, **P < 0.01 (two-tailed Student’s t-test).





The expression of IL-6 was associated with Syk activation in LPS-induced Ocilrp2-silencing macrophage

To further determine the effect of these signaling pathway molecules on changes in inflammatory cytokine expression under LPS stimulation, we designed an experiment to measure changes in inflammatory cytokine expression using different inhibitors. Peritoneal macrophages were mock-treated (DMSO) or treated with NF-κB inhibitor BAY11-7082, Mek inhibitor PD98059, Pi3k inhibitor Wortmannin, Erk inhibitor SHC772984, Jnk inhibitor SP600125, or p38 inhibitor SB203580, Syk inhibitor R406 in conditions of Ocilrp2 knockdown and were then mock-stimulated or stimulated with LPS. Consistent with the above results, we found that the mRNA expression of IL-6 was upregulated when Ocilrp2 was silenced (Figures 5A, B and Figures S3A, B). Furthermore, this upregulation mediated by Ocilrp2 silencing was significantly inhibited when cells were exposed to inhibitors of NF-κB, Erk, and Syk in the presence or absence of LPS (Figures 5A, B and Figures S3A, B). However, IL-6 expression was unaffected significant by PI3K inhibitor, MEK inhibitor, Tbk1 inhibitor, Jnk inhibitor, and p38 inhibitor (Figure S4). These results show that suppressing Ocilrp2 increases cytokine expression, linked to Syk/Erk signaling.




Figure 5 | The expression of IL-6 was associated with Syk activation. (A) Relative IL-6 mRNA expression in mouse peritoneal macrophages treated with LPS for 4 h in the presence of either Syk inhibitor R406, Erk inhibitor SHC772984 (SHC), or DMSO as a control; cells were preincubated for 1 h with inhibitors before LPS were added. After 4 h of stimulation, relative IL-6 mRNA expression was determined by qRT-PCR analysis and (B) ELISA of IL-6 in supernatants of macrophages stimulate with LPS for 8 h. (C) Mouse peritoneal macrophages were transfected with siCtrl or siOcilrp2 and then incubated with or without LPS for the indicated times. Immunoblot analysis of phosphorylated (p-) or total proteins of Syk, the expression of β-actin was used as a loading control; (D) densitometric quantification of the ratio of p-Syk to total-Syk; Data were analyzed by three independent experiments. (E) Peritoneal macrophages were transfected with siCtrl or siOcilrp2-3 for 48 h and pretreated with Syk inhibitors (R406) for 1 h, then stimulated with or without LPS for the indicated times. Cells extracts were immunoblotted with phosphorylated (p-) or total proteins of Erk and p65 antibodies. The expression of β-actin was used as a loading control. (F) densitometric quantification of the ratio of p-Erk to total-Erk and p-p65 to total p65. Data are representative of the results of three independent experiments (means ± s.e.m). Significant differences compared to the control group are denoted by *P< 0.05, **P< 0.01, ns: not significant (two-tailed Student’s t-test).



Syk is a key regulator of the NF-κB signaling and Erk pathways in macrophages (5, 35). Therefore, we determined if Syk level and Syk phosphorylation were involved in the regulation of IL-6 expression by Ocilrp2. Phosphorylation of Syk was enhanced in Ocilrp2-silenced macrophages compared to control macrophages (Figures 5C, D and Figure S3C). Previous findings suggest that activated Syk can activate numerous intracellular signaling pathways, including NF-κB and ERK (5, 36). We further investigated the role of Syk in activating of the macrophage NF-κB signaling pathway and ERK signaling pathway during LPS-induced inflammatory responses. Consistent with the above results (Figures 4A–D), the phosphorylation of p65 and Erk was enhanced in Ocilrp2-silenced macrophages. However, the selective Syk inhibitor R406 inhibited Erk and p65 phosphorylation in the LPS-stimulated macrophage. Also, the heightened Erk and p65 phosphorylation levels caused by Ocilrp2 silencing were significantly reduced (Figures 5E, F and Figure S3D). These results indicated that the activation of Syk was responsible for Erk and NF-κB phosphorylation and IL-6 expression in LPS-stimulated macrophages.



Ocilrp2 negatively regulates NF-κB signaling by competing with Dap12 for Syk binding in macrophages

Previous reports have indicated that specific TLR-dependent responses in macrophages and dendritic cells could be regulated by the ITAM-containing molecule, Dap12 (37). Dap12 is a critical activator for expressing inflammatory cytokines in macrophages and dendritic cells (12, 38). Dap12 has been reported to interact with Syk and induce the phosphorylation of Syk, eventually regulating the activation of NF-κB in LPS-stimulated macrophages (20, 37). Therefore, we hypothesized that the regulatory role of Ocilrp2 in TLR signaling might be associated with the formation of Dap12-Syk. To confirm this hypothesis, we first tested whether Ocilrp2 is involved in the interaction between Dap12 and Syk. HEK293T cells were transfected with Flag-Ocilrp2, V5-Dap12, and Myc-Syk vector, and the Co-IP assay was performed using an anti-Myc antibody. The Myc-Syk proteins precipitated significantly with Flag-Ocilrp2 and V5-Dap12 (Figure 6A). Having shown the molecular association of Ocilrp2, Dap12, and Syk proteins, we proposed the possibility that Ocilrp2 inhibits the association with the Dap12-Syk complex. Myc-Syk and V5-DAP12 were transiently expressed into HEK293T cells and different concentrations of Flag-Ocilrp2, and the Co-IP assay was performed with an anti-Myc antibody. As expected, the interaction between Syk and Dap12 was gradually attenuated to increases in Flag-Ocilrp2 (Figures 6B, C). Furthermore, we examined the physical association between endogenous Dap12 and Syk in siCtrl and siOcilrp2-3 transfected peritoneal macrophages with or without LPS stimulated by co-immunoprecipitation. In agreement with our recombinant protein data, silencing Ocilrp2 encouraged Dap12 to recruit more Syk in unstimulated cells, further enhanced upon LPS treatment (Figures 6D, E). These results suggest that Ocilrp2 can block Dap12 -Syk binding, inhibiting the activation of related signaling pathways and reducing IL-6 expression levels.




Figure 6 | Ocilrp2 blocks the association of DAP12 and Syk. (A) HEK293T cells were transfected with Flag-Ocilrp2, Myc-Syk, and V5-Dap12 for 48 h. Cell lysates were immunoprecipitated with anti-Myc antibody and analyzed by immunoblot using anti-Flag, anti-V5, and anti-Myc antibodies. (B) HEK293T cells were transfected with mock, Myc-Syk, V5-Dap12, and different concentrations of Flag-Ocilrp2. At 48 h post-transfection, transfected cells were extracted, and cell lysates were subjected to immunoprecipitation with an anti-Myc antibody followed by immunoblotting using anti-Myc, anti-V5, and an anti-Flag antibody. (C) Densitometric quantification of the ratio of Dap12. Data were analyzed by three independent experiments. (D) Mouse peritoneal macrophages were transfected with siCtrl or siOcilrp2 and then incubated with or without LPS for 1 h. Cell lysates were immunoprecipitated with anti-Dap12 antibody and analyzed by immunoblot using the indicated antibodies. (E) Densitometric quantification of the ratio of Dap12. Data were analyzed by three independent experiments (means ± s.e.m). Significant differences compared to the control group are denoted by *P< 0.05, **P< 0.01 (two-tailed Student’s t-test).






Discussion

Various host immune signaling pathways are activated to amplify the inflammatory response and eliminate invading pathogens. However, continuous excessive inflammation will develop into various acute or chronic inflammatory diseases (3, 39). Therefore, various negative inflammation regulation mechanisms are required to maintain homeostasis. This study found that Ocilrp2, a negative regulator, is involved in the transcription and expression of IL-6 in LPS-stimulated peritoneal macrophages and mice. Although Ocilrp2 lacks strict signal transduction motifs, Ocilrp2 can negatively regulate LPS-induced NF-κB and Erk activation by blocking the formation of the Dap12-Syk complex participating in the maintenance and stability of immune homeostasis.

Osteoclast inhibitory lectin-related protein 2 (Ocilrp2), also known as Clec2i or Clr-g, belongs to the c-type lectin-related (Clr) protein family (21, 26). It is a typical type II transmembrane protein with a short cytoplasmic domain and no typical intracellular signal motifs (21). Studies have shown that Ocilrp2 forms a dimer similar to human CD69 and mouse LLT-1 in the crystal structure (22, 40, 41). As a ligand of NKR-P1f or NKR-P1g, it plays an important role in NK cell immune recognition (42). Previous studies have shown that silencing Ocilrp2 leads to T cells’ recognition of CD3 and CD38 cells and antigen-stimulated stress damage, leading to the down-regulation of IL-2 expression levels (42). Our previous data showed that using exogenous recombinant protein Ocilrp2-Fc could inhibit the activation of mouse bone marrow-derived dendritic cells and reduce the release of LPS-induced inflammatory cytokines in DC cells (43). In this study, we explored the expression pattern of Ocilrp2 in different TLRs activators in macrophages. Ocilrp2 is expressed in a large amount in the resting state (23), and the expression of Ocilrp2 is sharply down-regulated and then increased with the prolongation of LPS stimulation time, which implies that Ocilrp2 may play an important function in macrophages. For this reason, we studied the expression and function of Ocilrp2 in macrophages in detail. Unlike the previous studies in DC cells, the transcription and expression levels of Ocilrp2 are inhibited by NF-κB activation (23). In addition, we found that the ERK signaling pathway can also affect the transcription level of Ocilrp2 to a certain extent.

The roles of Ocilrp2 (Clec2i) in the differentiation and function of specific T-cell subpopulations in adaptive immune response have been reported (42, 44). Previous studies have shown that Ocilrp2 transcripts are present in the spleen and thymus of mice and are widely expressed in T cells, B cells, DC cells, and hematopoietic cells (23, 24, 26). In contrast, little is known about the expression of Ocilrp2 in macrophages. This study proposed a possible molecular mechanism by which Ocilrp2 negatively regulates LPS-induced proinflammatory cytokines. We found that, upon LPS stimulation, TLR4-mediated signaling and production of proinflammatory cytokines were markedly enhanced in Ocilrp2-silencing cells compared to Control cells. In contrast, Ocilrp2 overexpression in iBMDM cells significantly attenuated the activation of NF-κB and the production of proinflammatory cytokines in the presence of LPS stimulation. Various NKRP1 receptors and CLEC2 family members have been shown to establish genetically linked receptor-ligand pairs (45). Such as AICL(Clec2b)-NKp80 (46), KACL(Clec2A)-NKp65 (47), and LLT1 (Clec2d)-NKRP1A/CD161 (48) have been confirmed and studied in humans. NKRP-1f and NKRP1g, as receptor molecules of Ocilrp2, have been reported to participate in NK cell-mediated immune recognition and regulation in the intestine and spleen (23, 29). Although we cannot completely rule out the difference in the expression of its receptors on LPS-induced inflammatory factors, the possibility of their involvement is not significant. At least Ocilrp2 regulates the inflammation of macrophages. Compared with NK cells, the expression level of Nkrp1f or Nkrp1g, the receptor molecule of Ocilrp2, is extremely low in peritoneal macrophages. Nkrp1f-siRNA treatment of macrophages does not change the difference in inflammatory factors caused by subtracting Ocilrp2.

Previous studies have found that Ocilrp2 silencing affects the proliferation and activation of T cells and impairs NF-κB activation (42). However, Chai et al. treated DC cells with exogenous Ocilrp2-Fc protein to significantly inhibit the activity of NF-κB and inhibit the expression of inflammatory factors IL-6, IL-12, and TNFα, but did not affect the expression of IL-10 (43), which may be due to differences in the activation of different signaling pathways due to different cells and research conditions. Such as, integrin CD11b can regulate TLR4-LPS signaling responses in DCs, but not in macrophages (49). Here, we demonstrate that knocking down Ocilrp2 in macrophages can significantly increase the phosphorylation levels of IκBα and p65 induced by LPS and increase the nuclear translocation of p65. In addition, we found that the depletion of Ocilrp2 also affected the Syk-MAPK signaling pathway, upregulating the phosphorylation of Syk, Erk, but the activation of Jnk and p38 did not change significantly. Syk inhibitor R406 can attenuate the activation of signaling pathways and changes in the expression of inflammatory factors caused by the depletion of Ocilrp2, which is consistent with the results of many studies. Inhibition of Syk activity reduces the expression of proinflammatory cytokines and IFN-β (50, 51). However, we have also noticed that Lin et al. found that the lack of Syk enhances the production of proinflammatory cytokines in LPS-stimulated macrophages and reduces the level of type I IFN, which is regulated by the different ubiquitination of Traf3 and Traf6 (52). But it is worth noting that we did not detect changes in Traf6 protein levels in this study. Mechanisms other than the Ocilrp2-Syk signaling pathway may be involved in regulating IL-6 expression in other situations, and more studies are required to clarify this.

Dap12 is an adaptor in various immune cells, including macrophages, microglia, monocytes, DCs, and NK cells. According to different receptor molecules, Dap12 can be used as an activating or inhibiting molecule, and it plays an important role in regulating inflammatory cytokine expression (53, 54). Although two typical Dap12-related receptors, TREM1 and TREM2, have been determined to enhance or inhibit the inflammatory response (12, 19), there are still many unknowns in the mechanism of inflammatory molecules of other Dap12-related molecules. Here, we found that Ocilrp2 was involved in the interaction between Dap12 and Syk, which is consistent with the results of previous studies (44). Interestingly, overexpression of Ocilrp2 reduces the binding of Syk to Dap12. In the stimulation of LPS, silencing Ocilrp2 allowed Dap12 to bind more Syk. The exact mechanism of Dap12, Syk, and TLR4 signaling pathways remain determined. Our existing data suggest that there may be a competitive mechanism for the binding of Ocilrp2, Dap12, and Syk. Since Ocilrp2 does not contain special activation or inhibitory motifs, the combination of Ocilrp2 and Syk reduces the interaction between Dap12 and Syk, thereby inhibiting the activation of Syk, affecting the activation of the Syk-TLR4 signaling pathway, and ultimately leading to related inflammatory factors and IL-6. Certainly, whether Ocilrp2 can directly or indirectly cooperate with other receptors such as TREM1 and/or TREM2, thereby synergistically enhancing or reducing the pathogenesis of lethal inflammation, remains further studied.

In conclusion, our study showed that Ocilrp2 negatively regulates the production of LPS-induced IL-6 through blocking Dap12-Syk interaction and the downstream NF-κB, ERK pathway in macrophages. Our current results will contribute to our understanding of the role of Ocilrp2 in inflammatory responses in macrophages.
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Autoimmune thyroid disease (AITD), the most common autoimmune disease, includes Graves’ disease (GD) and Hashimoto’s thyroiditis (HT). Currently, the pathogenesis of AITD is not fully understood. Our study aimed to examine the presence of macrophage polarization imbalance in AITD patients, to investigate whether high iodine can cause macrophage polarization imbalance, and to investigate the role of key genes of metabolic reprogramming in macrophage polarization imbalance caused by high iodine. We synergistically used various research strategies such as systems biology, clinical studies, cell culture and mouse disease models. Gene set enrichment analysis (GSEA) revealed that M1 macrophage hyperpolarization was involved in the pathogenesis of AITD. In vitro and in vivo experiments showed that high iodine can affect the polarization of M1 or M2 macrophages and their related cytokines. Robust rank aggregation (RRA) method revealed that hexokinase 3 (HK3) was the most aberrantly expressed metabolic gene in autoimmune diseases. In vitro and in vivo studies revealed HK3 could mediate macrophage polarization induced by high iodine. In summary, hyperpolarization of M1-type macrophages is closely related to the pathogenesis of AITD. High iodine can increase HK3 expression in macrophages and promote macrophage polarization towards M1. Targeting HK3 can inhibit M1 polarization induced by high iodine.
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Introduction

Autoimmune thyroid disease (AITD) is an organ-specific autoimmune disease and the most common autoimmune disease in the world. Both Graves’ disease (GD) and Hashimoto’s thyroiditis (HT) are its common types (1, 2). Although the clinical symptoms of GD and HT are obviously different, they share some common pathogenic mechanisms, such as large amounts of lymphocyte infiltration in thyroid accompanied by thyroid tissue destruction. At present, the treatment of AITD is still mainly symptomatic therapy, and there is still no effective immunotargeted therapy for the etiology of AITD, so it is necessary to search for effective immunotherapy strategies through in-depth study on the pathogenesis of the disease.

In vivo immune homeostasis is a necessary condition for maintaining autoimmune tolerance and inhibiting autoimmune injury (3, 4). Immune cells such as antigen presenting cells (APCs), T cells and B cells all play key regulatory roles in the maintenance of immune homeostasis in vivo (5, 6). Excessive activation or abnormal function of macrophages, T cells, and B cells can cause imbalance of immune homeostasis in vivo and further trigger autoimmune diseases (7, 8). Current studies have proved that adaptive immune cells such as T cells and B cells play an important role in the pathogenesis of AITD, and the overactivation of these cells is closely related to the occurrence of AITD (9, 10). However, there is no systematic study on the role of macrophage in the pathogenesis of AITD. Macrophages are important phagocytes and APCs in the body. The main function of macrophages is to phagocytose danger signals such as cell fragments and pathogens in the body, present antigens to adaptive immune cells, and further activate T cells and B cells to produce subsequent immune responses (11, 12). Macrophage polarization refers to the differentiation of macrophages in phenotype and function induced by various factors such as microenvironment and inflammatory factors. Macrophages can be divided into two types according to their function and cytokines secreted, namely, M1 macrophages with pro-inflammatory and pro-immune response functions and M2 macrophages with anti-inflammatory and repair functions (13). Current studies believe that the overactivation of M1 macrophages can mistakenly present autoantigens to T cells and B cells, causing the body to produce autoantibodies or autoreactive lymphocytes, thus triggering autoimmune diseases. At the same time, M1 macrophages can also mediate the occurrence of autoimmune diseases by producing various proinflammatory factors (14). Several studies have shown that abnormal polarization of macrophages is closely related to the occurrence and progression of various autoimmune diseases, including rheumatoid arthritis (RA), inflammatory bowel disease (IBD), systemic lupus erythematosus (SLE), type 1 diabetes mellitus (T1DM), and other autoimmune diseases (15–17).

Iodine is the most important environmental factor affecting the occurrence of thyroid diseases. In our previous population-based and cross-sectional study, we found a U-shaped relationship between adult iodine intake and thyroid autoimmunity. Iodine deficiency, especially excess iodine, is a risk factor for AITD in adults (18). Existing studies believe that high iodine may trigger AITD through various mechanisms (19, 20). Recent studies have found that iodine can directly promote the secretion of cytokines in human peripheral blood lymphocytes (21), and iodine transmembrane transporters such as sodium iodide symporter (NIS) transporters are also expressed in monocyte-macrophages to a certain extent. These findings suggest that iodine may directly activate or regulate the immune function of monocyte-macrophages. Metabolic reprogramming is changes in energy metabolism of immune cells during differentiation or activation (22). Up to now, many studies have found that metabolic reprogramming of the macrophages is closely related to the occurrence of autoimmune diseases and cancers, and the key molecules associated with metabolic reprogramming are expected to become the novel targets in the treatment of these diseases (23–27). Changes in the internal environment, such as hypoxia, nutrition, danger signals, and cytokines, can regulate the phenotype and function of macrophages by influencing the metabolic reprogramming (28–30).

Therefore, based on the above findings, we hypothesize that high iodine intake may cause an imbalance in the polarization of macrophages through their metabolic reprogramming, which leads to AITD. Our study aims to examine the presence of macrophage polarization imbalance in thyroid tissue and peripheral blood of AITD patients, to investigate whether high iodine can cause macrophage polarization imbalance, and to investigate the role of key genes of metabolic reprogramming in macrophage polarization imbalance caused by high iodine through various research strategies.



Materials and methods


Transcriptome profiling datasets of AITD thyroid tissue and peripheral CD14+ monocyte-macrophages

Four GD thyroid tissue and three normal thyroid specimens were obtained from patients undergoing surgical treatment in Shanghai University of Medicine & Health Sciences Affiliated Zhoupu Hospital. RNA extracted from tissue was used for NimbleGen Human Microarray Chip (Roche, USA) to detect transcriptome data from each sample. The gene expression values were extracted and standardized using NimbleScan v2.5 software. In addition, two AITD thyroid tissue transcriptome microarray data series (GSE29315 and GSE6339) in Gene Expression Omnibus (GEO) database were downloaded and annotated as the gene expression matrix using the corresponding annotation document of the platform. GSE29315 was used for HT research, while GD microarray data of our study was used for GD research. GSE6339 was used for AITD research (that is, HT and GD were taken as a whole object).

Furthermore, we collected CD14+ monocyte-macrophages samples from 19 GD, 10 HT and 11 sex- and age-matched healthy controls. After peripheral blood mononuclear cells (PBMCs) were separated by density gradient centrifugation, CD14+ monocyte-macrophages were sorted by human CD14 magnetic beads (Miltenyi Biotec, No.130-050-201). Total RNA of these cells was extracted for mRNA-sequencing (mRNA-seq) using BGISEQ-500 sequencing platform. The obtained raw sequencing data were aligned to human reference genome and the gene expression values were calculated.



Establishment of macrophage polarization characteristic gene set and Gene Set Enrichment Analysis

In this study, the transcriptome datasets related to macrophage polarization were integrated by Robust rank aggregation (RRA) method (31) to establish a set of characteristic genes for macrophage polarization. First, we searched the GEO database for genome-wide transcriptome data related to macrophage polarization. In order to obtain objective and accurate results, only M1 macrophage polarization data series induced by IFN-γ or lipopolysaccharide (LPS) and M2 macrophage polarization data series induced by IL-4 were included in this study. Moreover, the included array data series had at least 3 replicates in each group, and the sequencing data series had at least 2 replicates in each group. Then, we made a RRA analysis to establish a characteristic gene set of macrophage polarization. We first calculated the differentially expressed genes (DEGs) of each dataset using “limma” or “DESeq2” package, and then generated the gene ranking matrix according to Fold change (FC), and finally used “Robust Rank Aggregation” package to complete integration analysis. After that, we selected the top 500 up-ranked genes in the RRA integration analysis as preliminary characteristic genes for M1 or M2 polarization. After further excluding the intersection of the two gene sets, the remaining genes were selected as the final M1 polarization or M2 polarization characteristic gene set. In order to verify the reliability of the above macrophage polarization characteristic gene set, we adopted other data series (GSE82227, GSE123603 and GSE123180) related to macrophage polarization for verification by Gene Set Enrichment Analysis (GSEA) (32, 33). We also used GSEA to study the enrichment of M1 and M2 polarization characteristic gene sets in AITD thyroid tissue and peripheral CD14+ monocyte-macrophages and to evaluate whether the imbalance of macrophage polarization was closely related to AITD.



Immunohistochemical analysis

Immunohistochemistry was used to analyze the infiltration of macrophages and the expression of hexokinase 3 (HK3) in AITD thyroid tissue. CD68 antibody (NB100-683, Novusbio), secondary antibody (K4001, DAKO), HK3 antibody (13333-1-AP, Proteintech) and secondary antibody (K4003, DAKO) were used for immunohistochemical analysis of CD68 and HK3 expression in the thyroid tissue sections of AITD and controls. After antigen retrieval and removal of the blocking solution, each section was incubated for 1 h with 100 μL of diluted primary antibodies and then with 100 μL of secondary antibody for 30 min at room temperature. The positive cells were revealed by incubating with 100 μL of freshly prepared chromogenic solution.



Cell culture

RAW264.7 cells (murine monocyte-macrophages line) and human PBMCs were used to investigate in vitro whether high iodine could cause macrophage polarization imbalance. RAW264.7 cells were cultured in Roswell Park Memorial Institute (RPMI) 1640 medium containing 10% fetal bovine serum (FBS) and 1% penicillin and streptomycin. RAW264.7 cells were inoculated into 6-well plates at 2×105/mL, with three replicates in each group. The high iodine solution was prepared by sodium iodide (NaI, No.7681-82-5, Adamas). To evaluate the effect of high iodine on the polarization of macrophages, RAW264.7 cells were stimulated with NaI at 0 mM, 0.1 mM, 1 mM and 10 mM concentrations. Supernatant and cells were collected after 48 h of stimulation.

A total of 20 mL of heparin sodium anticoagulant peripheral blood samples were collected from a healthy control. PBMCs were divided into 9 equal portions and cultured in RPMI 1640 complete medium for 48 h under the intervention conditions of 0 mM, 1 mM and 10 mM of NaI (3 replicates per group). Supernatant and cells were also collected after stimulation.

In subsequent studies, to dynamically observe the effect of HK3 on macrophage polarization, RAW264.7 cells were transfected with HK3-specific short hairpin RNA (shRNA) lentivirus and negative lentivirus vector and stimulated with 0 mM and 10 mM NaI. After 48 h of intervention, cells were collected for flow cytometry.



Cytokine detection of supernatant

Supernatant of RAW264.7 cells and PBMCs was used for cytokine detection. The protein expression levels of IL-6 and IL-1β in the supernatant of RAW264.7 cell culture were determined by Enzyme-Linked immunosorbent assay (ELISA) kits (IL-6: M6000B, R&D and IL-1β: DY401, R&D). The protein expression levels of IL-6 and IL-1β in the supernatant of human PBMCs culture were measured using Cytometric Bead Array (CBA) method. The magnetic beads were used to detect IL-6 (No. 558276, BD) and IL-1β (No. 558279, BD).



Quantitative real-time PCR

RNA was extracted from cells by Trizol method and reverse transcribed into a cDNA library. Quantitative real-time PCR (qRT-PCR) was performed using SYBR Green PCR Master Mix with a total reaction volume of 15 μL on the Applied Biosystems QuantStudio 7 Flex system. The PCR procedure was as follows: one cycle at 95°C for 15 seconds, followed by 45 two-step cycles, specifically 95°C for 5 seconds and 63°C for 34 seconds. The internal reference of mouse samples was Gapdh, and that of human samples was ACTB. Primer sequences are shown in Table S1.



Preparation of thyroiditis model in mice

In this study, a mouse thyroiditis model was constructed by high iodine water feeding and thyroglobulin immuno-injection, which was described in our previous study in detail (34). Female 6–8 weeks old C57BL/6 mice from Shanghai Model Organisms Center were kept at the SPF level and free to eat and drink. Thirty-five mice were randomly divided into two groups. One was the thyroiditis model group (n=20) and the other was the control group (n=15). The model group was fed with high iodine water (0.05%NaI), and the control group was fed with ordinary drinking water. The whole animal model preparation time was 6 weeks. At the end of the experiment, the mice were sacrificed and their spleens were ground into cell suspension, which was used for flow cytometry to analyze the proportion of spleen macrophages.

In the subsequent study, to further study the mechanism of HK3 in vivo, ten female wild-type mice and ten female HK3-knockout homozygous mice were used for preparation of thyroiditis models (named as WH and KH group, respectively). Their spleens tissue was taken for flow cytometry and thyroid tissue were used for mRNA-seq.



Flow cytometry analysis

The proportion of M1 (CD45+CD11b+Ly6G-F4/80+CD206-) and M2 (CD45+CD11b+Ly6G-F4/80+CD206+) in RAW264.7 cells and mouse spleen macrophages were analyzed by flow cytometry. In brief, cells samples were labeled with surface antibodies CD45 (APC-Cy7, 565853, BD), CD11b (PE-Cy7, 101216, Biolegend), Ly6G (BV421, 562737, BD) and F4/80(Alexa Fluor, 565853, BD) and incubated at 4°C for 20 min away from light. After that, the cells were incubated with lysis buffer at 4°C for 20 min away from light and then with antibody CD206 (PE, 141706, Biolegend) for 30 min in the dark for intracellular staining. The major subsets of monocyte-macrophages in human circulation (CD14++CD16-, CD14+CD16+, CD14+CD68+CCR2+, and CD14+CD163+CX3CR1+) were also detected by flow cytometry. Similarly, PBMCs were collected after the primary culture and then incubated with surface antibodies CD14 (APC-Cy7, 557831, BD), CD16 (PerCP-Cy5.5, 560717, BD), CCR2 (Alexa Fluor-647, 8018933, BD), CD163 (PE-Cy7, 556018, BD), and CX3CR1 (PE, 565796, BD), as well as intracellular staining antibody CD68 (FITC, IC20401F, RD) in sequence. These cells were resuspended with 200 μL of stain buffer, and then detected by CytoFLEX LX flow cytometer (Beckman Coulter).



Autoimmune disease transcriptome datasets and RRA analysis

In order to screen for abnormal expressions of key genes of metabolic reprogramming in autoimmune diseases, we used RRA method to systematically study the expressions of 402 key metabolic genes in peripheral blood of patients with autoimmune diseases (Table S2). We searched the peripheral blood genome-wide expression profile datasets for autoimmune diseases from GEO database. The inclusion criteria for the datasets were as follows: 1) The diseases studied were common autoimmune diseases; 2) The tissue used were whole blood or PBMCs; 3) Genome-wide mRNA expression levels were analyzed by microarray or mRNA-seq; 4) More than 50 DEGs were found; and 5) more than 90% of the 402 key metabolic genes were studied in this study.



The role of HK3 in GD by systems biology analyses

We used systems biology tools to further analyze the role of HK3 in the pathogenesis of GD. First, CIBERSORT was used to analyze the proportion of M1 and M2 macrophages in 18 cases of thyroid tissue in GSE9340 (35), and to analyze their correlations with HK3. Secondly, we studied whether HK3 was related to the imbalance of macrophage polarization in GD tissue by using GSEA method. Finally, weighted gene co-expression network analysis (WGCNA) was used to analyze the key HK3-related co-expression gene modules in GD thyroid tissue, and gene ontology (GO) was used to analyze the molecular function of co-expression modules (36).



Statistical analysis

Continuous variables were expressed as mean ± SE. The Mann-Whitney U test or t test was used to compare differences between groups. Statistical analysis was performed using STATA (12.0, StataCorp, USA), and a two-sided P value <0.05 indicated a statistically significant difference. The GSEA software 3.0 (http://software.broadinstitute.org/gsea/index.jsp) was used in the analysis. Enrichment score (ES), nominal P value, and false discovery rate (FDR) q value were calculated. Conventionally, a gene set with an ES value greater than 0.5 and FDR q value less than 0.25 was deemed as a significantly enriched gene set. Data of microarray and mRNA-seq were analyzed using R software (version 3.5.1).




Results


M1 polarization gene set was significantly enriched in thyroid tissue and peripheral blood CD14+ monocyte-macrophages of AITD patients

By searching the GEO database and assessing quality, 118 transcriptome microarray or sequencing datasets on macrophage polarization were included in this study. We completed the integrated analysis of the DEGs in the above datasets using the RRA tool. Tables S3–S6 show datasets related to M1 and M2 macrophage polarization in human and mouse, respectively. Table S7 and Table S8 respectively shows the M1 polarization and M2 polarization characteristic gene sets of human and mouse macrophages established in this study. To investigate the representativeness of the above gene sets, we analyzed M1 or M2 polarization in GSE82227, GSE123603, and GSE123180 by GSEA method, and found that the gene sets of macrophage polarization established in our study had significant reliability (Figure S1).

In GSEA analysis of AITD, the results showed that M1 polarization gene set was enriched in AITD thyroid tissue but without significance (ES=0.47, P=0.02, FDR q=0.02). In GSEA analysis of GD and HT, the results showed that M1 polarization gene set was significantly enriched in GD thyroid tissue (ES=0.54, P<0.001, FDR q=0.12) and HT thyroid tissue (ES=0.70, P=0.04, FDR q=0.13), but not for M2 polarization gene set (Figures 1A–C). In GSEA analysis of peripheral CD14+ monocyte-macrophages of AITD patients, M1 polarization gene set was significantly enriched in CD14+ monocyte-macrophages of patients with AITD and GD (AITD: ES=0.52, P<0.001, FDR q<0.001; GD: ES=0.55, P<0.001, FDR q<0.001), but not for M2 polarization gene set. HT patients showed a moderate enrichment of M1 polarization gene set in the CD14+ monocyte-macrophages (ES=0.40, P <0.001, FDR q <0.001) (Figures 1D–F). In addition, immunohistochemical results indicated that macrophage marker molecule CD68 was significantly expressed in both GD and HT thyroid tissue, but not in normal thyroid tissue (Figure 1G).




Figure 1 | GSEA of macrophage polarization and immunohistochemical analysis in AITD patients. (A) In AITD thyroid tissue (From left to right: M1 and M2); (B) In GD thyroid tissue (From left to right: M1 and M2); (C) In HT thyroid tissue (From left to right: M1 and M2); (D) In CD14+ monocyte-macrophages of AITD patients (From left to right: M1 and M2); (E) In CD14+ monocyte-macrophages of GD patients (From left to right: M1 and M2); (F) In CD14+ monocyte-macrophages of HT patients (From left to right: M1 and M2); (G) Immunohistochemical results of CD68 in controls, HT and GD patients in sequence.





High iodine could cause an imbalance of macrophage polarization in vitro and in vivo studies

After high iodine stimulation of RAW264.7, ELISA results confirmed that the expression levels of M1 characteristic molecules IL-1 β and IL-6 increased after high iodine (10mM of NaI) stimulation (P=0.026 and 0.021, respectively) (Figure 2A). qRT-PCR further showed that the mRNA expression levels of IL-1β and IL-6 increased after high iodine (10mM of NaI) stimulation (P=0.01 and 0.005, respectively), while the expression levels of M2 characteristic molecule IL-10 decreased (P=0.04) (Figure 2B). Results of flow cytometry showed that high iodine (10 mM of NaI) induced excessive polarization of macrophages to M1 and increased the proportion of M1 macrophages (14.7% vs 18.4%, P=0.012). There was no significant effect on the proportion of M2 macrophages (0.4% vs 1.0%, P=0.31) (Figures 2C, D). Human PBMCs were also stimulated by high iodine. It was found that high iodine (10 mM of NaI) could induce the transformation of monocytes into the pro-inflammatory type (CD14++CD16-) (41.8% vs 61.0%, P=0.002) and significantly reduce the proportion of M2 macrophages (CD14+CD163+CX3CR1+) (84.4% vs 68.9%, P=0.0007). However, high iodine stimulation had no effect on the proportion of M1 macrophages (CD14+CD68+CCR2+) and M1/M2 ratio (Figures 3A, B). Results of PCR and CBA also confirmed that high iodine could promote the expressions of IL-6 and IL1-β in PBMCs (P<0.05, Figures 3C, D).




Figure 2 | High iodine stimulation of RAW264.7. (A) ELISA results of supernatants; (B) qRT-PCR results; (C) Flow cytometry of macrophage proportions. a: 0 mM of NaI control group; b:10 mM of NaI intervention group; (D) Statistics of macrophage proportions.






Figure 3 | High iodine stimulation of human PBMCs. (A) Flow cytometry of macrophage proportions. a: 0 mM of NaI control group; b:1mM of NaI intervention group; c: 10mM of NaI intervention group; (B) Statistics of macrophage proportions (10mM NaI could significantly reduce the proportion of M2 macrophages and increase the proportion of pro-inflammatory monocytes); (C) qRT-PCR results; (D) CBA results of supernatants.



To further study the effect of high iodine on the polarization of macrophages, we systematically studied the transcriptome profile of RAW264.7 cells stimulated by high iodine. The mRNA-seq results showed that 10 mM of NaI could significantly promote the polarization of macrophages and increase the expression levels of pro-inflammatory and pro-immune response molecules. NaI of 1 mM had a certain activation effect on macrophages and increased the expression levels of some key immune molecules, but the effect was weaker than 10 mM of NaI (Figure 4A), while 0.1 mM of NaI had no significant effect on the activation of macrophages. GO analysis found that high iodine could activate several immune response-related pathways in macrophages, such as immune response, innate immune response, IFN-γ pathway, and other signaling pathways (Figure 4B). GSEA further showed that 0.1 mM and 1 mM of NaI did not significantly affect macrophage polarization, while 10 mM of NaI significantly promoted M1 polarization of macrophages (ES=0.71, P<0.001, FDR q<0.001), and had no remarkable effect on M2 polarization of macrophages. (Figure 4C).




Figure 4 | mRNA-seq of RAW264.7 cells stimulated by high iodine. (A) Differences in the mRNA transcriptome of various groups (NaI of 0 mM, 1mM and 10mM); (B) GO analysis; (C) GSEA of macrophage polarization in transcriptome of RAW264.7 cells stimulated by 10 mM of NaI (From left to right: M1 and M2).



In the experiment of mouse thyroiditis model, we analyzed the effect of high iodine on the polarization of mouse spleen macrophages by flow cytometry. It was found that the proportion of M2 macrophages (CD45+CD11b+Ly6G-F4/80+CD206+) in the model group was significantly decreased when compared with control group (4.6% vs 3.4%, P=0.021). There was no significant effect on M1 macrophages (CD45+CD11b+Ly6G-F4/80+CD206-) (6.1% vs 6.2%, P=0.89). High iodine had a certain promotion in M1/M2 ratio, but there was no statistically significant difference (1.4 vs 2.2, P=0.08) (Figures 5A, B). Besides, we also performed GSEA analysis of macrophage polarization in mouse thyroid tissue. mRNA-seq data were obtained from our previous study (34), including normal controls (n=3) and thyroiditis model group (n=5). GSEA results showed that M1 polarization characteristic gene set was significantly enriched in the thyroiditis group (ES=0.63, P<0.001, FDR q<0.001), while M2 was not (ES=0.38, P<0.001, FDR q<0.001) (Figure 5C).




Figure 5 | Effect of high iodine on mouse macrophage polarization. (A) Flow cytometry of macrophage proportions in spleen tissue. a: control group; b: model group; (B) Statistics of macrophage proportions; (C) GSEA of macrophage polarization in transcriptome of thyroid tissue from model group (From left to right: M1 and M2).





HK3 was highly expressed in PBMCs and thyroid tissue of AITD

By searching GEO database, we found 15 datasets of peripheral blood transcriptome profiles of patients with autoimmune diseases that met the inclusion criteria of our study (Table S9). We used RRA analysis to evaluate the expressions of 402 key metabolic genes in these patients with autoimmune diseases, and found that HK3 was the most significant key metabolic gene with abnormal expression in autoimmune diseases (adjusted P=1.2×10-9, Figure 6A). We further verified the expression of HK3 in PBMCs and thyroid tissue of AITD patients. qRT-PCR results showed that the expression level of HK3 in PBMCs of GD (n=30) and HT patients (n=30) was significantly higher than that of controls (n=30) (P=0.019 and 0.045, respectively), while there was no abnormal expression of HK1 and HK2 in PBMCs of AITD patients (P>0.05) (Figures 6B, C). Immunohistochemical studies showed that HK3 was significantly expressed in both GD and HT thyroid tissue, but not in normal thyroid tissue (Figure 6D).




Figure 6 | HK3 was highly expressed in PBMCs and thyroid tissue of AITD. (A) RRA analysis (HK3 was the most significant key metabolic gene); (B) mRNA expression of HK1, HK2 and HK3 in PBMCs of GD patients; (C) mRNA expression of HK1, HK2 and HK3 in PBMCs of HT patients; (D) Immunohistochemical results of HK3 in controls, HT and GD patients in sequence.





High iodine could promote HK3 expression in macrophages and knockdown of HK3 could significantly inhibit the degree of M1 polarization

In vitro cell culture, it was found that high iodine (10 mM of NaI) stimulation could increase the expression level of HK3 in RAW264.7 cells (P=0.01), but had no significant effect on HK1 and HK2 (P>0.05) (Figure 7A). We further transfected RAW264.7 cells with HK3 shRNA lentivirus to knock down HK3 expression level. The proportion of M1 macrophages in the HK3 shRNA lentivirus-transfected group was increased by 1.26-fold after high iodine (10 Mm of NaI) stimulation (4.8% vs 6.0%, P=0.005). The proportion of M1 macrophages was also significantly increased by 1.77-fold (11.6% vs 20.6%, P<0.001) in the negative lentivirus transfection group after high iodine (10 mM of NaI) stimulation. Compared with the negative lentivirus group, the M1 macrophages increment ratio decreased significantly in the HK3 shRNA lentivirus transfected group (1.77-fold vs 1.26-fold, P<0.001), indicating that targeted knockdown of HK3 expression level in macrophages can significantly inhibit the degree of M1 polarization of macrophages induced by high iodine (Figures 7B, C).




Figure 7 | High iodine can promote HK3 expression in RAW264.7 cells. (A) mRNA expression of HK1, HK2 and HK3 after high iodine stimulation; (B) Flow cytometry of macrophage proportions. a: HK3 shRNA lentivirus-control group; b: HK3 shRNA lentivirus-high iodine stimulation group; c: negative lentivirus-control group; d: negative lentivirus high-iodine stimulation group; (C) Statistics of macrophage proportions.





HK3 gene knockout could cause an imbalance of macrophage polarization in spleen and thyroid tissue

A total of 20 female C57BL/6 mice were used in this study. Mouse spleens from WH and KH group were ground and the cells were examined by flow cytometry. The results showed that compared with WH group, the proportion of M1 macrophages and the ratio of M1/M2 were significantly decreased (5.74% vs 3.93%, P=0.024; 1.48 vs 0.65, P=0.007, respectively), suggesting that HK3 knockout inhibited M1 polarization of macrophages in mouse spleen (Figures 8A, B). mRNA-seq of thyroid tissue was used to screen out DEGs between the two groups (5 mice per group). GO analysis revealed that DEGs were involved in biological processes such as response to bacterium, innate immune response, humoral immune response and positive regulation of cell activation (Figure 8C). KEGG analysis found that DEGs were enriched in a variety of immune-related pathways, including natural killer cell-mediated cytotoxicity pathway, B cell receptor signaling pathway, Fcγ R-mediated phagocytosis, and AITD (Figure 8D). GSEA results showed that both M1 and M2 polarization signature gene sets were significantly enriched in the thyroid tissue of WH group (M1: ES=0.60, P<0.001, FDR q<0.001; M2: ES=0.61, P<0.001, FDR q<0.001). In other words, M1 and M2 were significantly polarized in the wild-type thyroiditis group compared with the HK3- knockout thyroiditis group (Figure 8E).




Figure 8 | In vivo experiment of HK3 gene knockout mice. (A) Flow cytometry of macrophage proportions in spleen tissue. a: WH group; b:KH group; (B) Statistics of macrophage proportions; (C) GO analysis; (D) KEGG analysis; (E) GSEA of macrophage polarization in transcriptome of thyroid tissue from WH group (From left to right: M1 and M2).





Systems biology revealed the role of HK3 in the pathogenesis of GD

According to the data of The Human Protein Atlas (www.proteinatlas.org), HK3 is mainly expressed in immune-related tissue, especially in monocyte-macrophages. In addition, according to the mRNA-seq data of CD14+ monocyte-macrophages, the expression abundance of HK3 in CD14+ monocyte-macrophages were also significantly higher than that of HK1 and HK2 (Figure S2A), suggesting that HK3 may be the main glycolysis enzyme playing a role in monocyte-macrophages.

Furthermore, we analyzed the proportion of major immune cells in the GSE9340 dataset using CIBERSORT (Figure S2B). It was found that HK3 was significantly correlated with the M1 macrophages proportion and M1/M2 ratio in GD thyroid tissue (Figure S2C). In WGCNA analysis of GD thyroid tissue, the Darkred module was most correlated with HK3, with a correlation coefficient of 0.85 (P=1.0×10-5) (Figures S2D, E). Key genes in the co-expression module of Darkred mainly included CXCL9, CXCL10, CD84, IFNG, TNF, IFI30, TYROBP, TLR8 and other genes (Figure S2F). GO enrichment analysis found that the function of this module was mainly enriched in various immune pathways (Figure S2G). GSEA analysis showed that HK3 in GD thyroid tissue was significantly related to the M1 macrophage polarization (ES=0.66, P=0.002, FDR q=0.002), but not to M2 polarization (ES=0.42, P=0.02, FDR q=0.09) (Figure S2H). These results suggest that HK3 may be involved in the pathogenesis of GD by affecting the polarization of macrophages.




Discussion

Macrophage polarization is one of the research hotspots in recent years, and it plays a key role in the pathogenesis of many diseases (37–39). By studying the role of macrophage polarization and its key regulatory factors in the pathogenesis of some diseases, it is expected to provide new therapeutic strategies or targets for those diseases (15). Currently, there is little research on the role of macrophage polarization in the pathogenesis of AITD. Therefore, in order to study the role of macrophage polarization in AITD, it is imperative to conduct an in-depth analysis from a holistic and systematic perspective (40–42). In this study, a set of characteristic genes for macrophage polarization was established using systems biology methods. In addition, we further studied the role of macrophage polarization in AITD by GSEA analysis. The results showed that M1 polarization gene set were significantly enriched in thyroid tissue and peripheral blood CD14+ monocyte-macrophages of patients with GD and HT, suggesting that M1 polarization is closely related to the occurrence and progression of AITD. Immunohistochemical study also showed that macrophage infiltration was evident in both GD and HT thyroid tissue. These results demonstrated the important role of innate immune pathways in the pathogenesis of AITD from the perspective of macrophage polarization. In consequence, the targeted regulation of macrophage polarization is expected to become a new strategy for the treatment of AITD.

Current studies have found that genetic, environmental, immune and other factors can affect the function of macrophages, induce their polarization imbalance, and further trigger a variety of immune-related diseases (43–46). A range of environmental factors, such as high-salt diet and vitamin D deficiency, can promote the transformation of macrophages into the pro-inflammatory type, thus affecting the balance of macrophage polarization and promoting the occurrence of immune-related diseases (47–50). Binger et al. showed that high salt could inhibit the polarization of M2 macrophages, leading to the imbalance of M1/M2 ratio and increasing the risk of autoimmune diseases (48). Another study showed that a high-salt diet could activate macrophages in mice and increase the expression of pro-inflammatory and immune-related genes (47). In this study, we proposed the hypothesis that high iodine, as an important environmental risk factor for AITD, could induce the imbalance of macrophage polarization and promote the occurrence of AITD. In the present study, we have confirmed that high iodine can promote the unbalanced polarization of macrophages through various methods. First, we stimulated mouse monocyte-macrophages with high iodine in vitro and found that high iodine could significantly promote M1 polarization of macrophages. Then, we conducted primary culture of human PBMCs in vitro and found that high iodine could inhibit M2 macrophage polarization and induce the transformation of monocytes into the pro-inflammatory type. Finally, we used the thyroiditis model to further confirm that high iodine caused imbalance of macrophage polarization in vivo. From multiple perspectives, our study established that iodine could induce M1 polarization or inhibit M2 polarization, resulting in the imbalance of macrophage polarization and ultimately promoting the occurrence of AITD. Besides, in order to further study the molecular mechanism involved in the high-iodine-mediated imbalance of macrophage polarization, we studied the transcriptome expression profile of macrophages stimulated by high iodine through mRNA-seq, and found that DEGs were associated with several immune response-related pathways. These results suggest that high iodine may affect macrophage polarization through a variety of immunological mechanisms, and more studies are needed for further investigations.

It is important to note that despite the above findings, several issues need to be highlighted in the study of the effects of high iodine on macrophage polarization. 1) Although a concentration gradient of NaI was set to stimulate RAW264.7 cells and PBMCs in vitro, the results showed that only 10mM of NaI significantly induced macrophage polarization. Based on the studies of others (21), we hypothesized that under the stimulation of low concentration of NaI, macrophages could balance the iodine concentration inside and outside the cells through the down-regulation of NIS expression, and maintain their own homeostasis without leading to obvious polarization. However, in response to high iodine stimulation, this homeostasis may be broken and macrophage polarization occurs. 2) Although the qPCR and CBA results of human PBMCs stimulated by high iodine in vitro showed that IL-6 and IL-1β were significantly upregulated, these two cytokines, which may be derived from lymphocytes, could not directly explain the effect of high iodine on macrophage polarization and cytokine production, but only as indirect evidence. 3) The polarization of macrophages seemed to be different in RAW264.7 cells, PBMCs, and tissue of thyroiditis model mice. In our study, hyperpolarization of M1 mainly occurred in RAW264.7 cells in vitro and thyroid tissue in vivo, while in PBMCs in vitro and spleen tissue in vivo, unbalanced polarization of macrophages was triggered mainly by inhibiting M2 polarization. However, these two effects ultimately lead to the same outcome, that is, a relative increase in M1 macrophage polarization and enhanced pro-inflammatory and pro-immune effects. There are several possible explanations for the inconsistent regulation of macrophage polarization by high iodine. First of all, the immune microenvironment of macrophages in vivo and in vitro is completely different. Similarly, monocyte-macrophages from RAW264.7 cells and PBMCs, as well as macrophages in thyroid and spleen tissue, were also exposed to different immune microenvironments, which may have impact on macrophage polarization state. Secondly, the time and concentration of high iodine stimulation differed in vivo and in vitro experiments; therefore, dissimilar effects might be caused. Finally, the data of flow cytometry and GSEA could only reflect the proportion of macrophages, but could not accurately reflect the function of macrophages. In subsequent studies, more research methods could be used to accurately assess the polarization state of macrophages.

In recent years, studies have found that energy metabolism in immune cells is closely related to the function of them, which mainly includes glycolysis, tricarboxylic acid cycle, phosphopentose pathway (PPP), fatty acid oxidation, fatty acid synthesis, and amino acid metabolism (51). Metabolic reprogramming is changes in energy metabolism of immune cells during differentiation or activation (22). It has been confirmed that M1 macrophages are mainly powered by glycolysis, while M2 macrophages are mainly powered by mitochondrial oxidative phosphorylation. During M1 polarization, macrophages switch energy metabolism to glycolysis through metabolic reprogramming. ATP can be efficiently supplied to macrophages when glycolysis levels are significantly elevated. This is called the Warburg effect (also known as aerobic glycolysis). This transformation can significantly increase proliferation and pro-inflammatory and pro-immune response effects of macrophages (52). Aerobic glycolysis in macrophages can generate ribose through PPP for nucleotide synthesis, and the synthesis of NAPDH can further generate reactive oxygen species (ROS) to participate in the immune response. Key glycolytic enzymes of macrophages are important in regulating metabolic reprogramming, such as fructose-6-phosphate kinase (PFKFB3) and pyruvate kinase isoenzyme (PKM2). Dysfunction of these key enzyme can cause imbalance of macrophage polarization, and the effects of metabolic reprogramming on immune cells function mediated by different isozyme are significantly different (53–57). In addition to PFKFB3 and PKM2, hexokinase (HK) is a key enzyme in glycolysis and plays an important role in regulating energy metabolism of immune cells (58–60). Unlike the first two key enzymes of glycolysis, HK catalyzes the first step of glycolysis metabolism, and the catalyzed production of glucose 6-phosphate (G-6-P) can not only be used for glycolysis, but also enter multiple alternative pathways such as PPP pathway. Thus HK-mediated metabolic reprogramming is significantly different from PFKFB3 and PKM2 (61). There are mainly four isoenzymes of HK in humans, namely, HK1, HK2, HK3 and glucokinase (GCK, also known as HK4). At present, the research on regulation of energy metabolism by HK in cells mostly involves tumors. Targeted inhibition of HK1 or HK2 can inhibit the aerobic glycolysis of tumor cells, promote mitochondrial oxidative phosphorylation, and inhibit the proliferation and growth of tumor cells, which is a new strategy for tumor treatment (62–64). That HK3 is mainly expressed in monocyte-macrophages of the immune system proves that HK3 may play a key role in the activation or polarization of macrophages. In this study, we explored the mechanisms of macrophage polarization induced by high iodine from the perspective of HK3 through integrating systems biology, clinical studies, cell culture and animal studies. Results showed that HK3 was significantly overexpressed in thyroid tissue and peripheral PBMCs of AITD. In vitro studies also showed increased HK3 expression in macrophages stimulated by high iodine. In addition, both in vivo and in vitro experiments confirmed that the proportion of M1 macrophages decreased after HK3 knockdown and knockout. mRNA-seq of thyroid tissue also revealed that HK3 was involved in multiple immunity events. Meanwhile, GSEA analysis of thyroid tissue showed that M1 and M2 in the wild-type model group were significantly polarized compared with the HK3 knockout model group. These results suggest that HK3 knockout affects macrophage polarization in thyroid tissue. However, it is not clear whether the effect is greater for M1 or M2, and therefore the M1/M2 ratio cannot be derived. Taken together, as a key enzyme in glycolysis, HK3 overexpression induced by high iodine may cause hyperpolarization of macrophages to pro-inflammatory M1 type through metabolic reprogramming, which may over-activate the immune system and break the immune homeostasis in the microenvironment of organ tissue, and finally trigger AITD. The targeted regulation of HK3 to control macrophage polarization is expected to be a new approach to effective treatment of autoimmune diseases such as AITD.

There are deficiencies in this study. Due to the difficulty of collecting thyroid tissue from AITD patients and the small amount of thyroid tissue from animal models, flow cytometry cannot be used for detecting the proportion of macrophage in thyroid tissue. At the same time, the currently available high-throughput data on thyroid tissue are relatively limited, and it is not possible to use more systems biology tools to systematically and comprehensively study the pathogenesis of AITD. Subsequent in-depth studies can be conducted by collecting large samples of thyroid tissue in AITD patients, which is expected to fully reveal the pathogenesis of this disease and find effective targets for prevention and treatment.
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Supplementary Figure 1 | GSEA validation of human and mouse macrophage polarization gene sets. (A) Enrichment plots of human macrophage polarization gene sets in the GSEA analysis of human M1 polarization induced by IFN-γ in GSE82227 (From left to right: M1 and M2; M1: ES=0.92 (P<0.001, FDR q <0.001; M2: ES=0.40, P=0.91, FDR q=0.91); (B) Enrichment plots of human macrophage polarization gene sets in the GSEA analysis of human M2 polarization induced by IL-4 in GSE123603(From left to right: M1 and M2; M1: ES=0.31, P=0.67, FDR q=0.68; M2: ES=0.93, P<0.001, FDR q <0.001); (C) Enrichment plots of mice macrophage polarization gene sets in the GSEA analysis of mice M1 polarization induced by LPS in GSE123180(From left to right: M1 and M2; M1:ES=0.89,P<0.001, FDR q <0.001; M2: ES=0.35, P=0.36, FDR q=0.37); (D) Enrichment plots of mice macrophage polarization gene sets in the GSEA analysis of mice M2 polarization induced by IL-4 in GSE123180 (From left to right: M1 and M2; M1: ES= -0.62, P<0.001, FDR q <0.001;M2: ES=0.92,P<0.001, FDR q <0.001).

Supplementary Figure 2 | Systems biology revealed the role of HK3 in the pathogenesis of GD. (A) HK3 expression abundance in CD14+ monocyte-macrophages; (B) The proportion of major immune cells in 18 thyroid tissue in the GSE9340 dataset; (C) The relationship between HK3 and the proportion of M1 macrophages and M1/M2 ratio; (D) HK3-related co-expression gene modules by WGCNA analysis; (E) Darkred module was most correlated with HK3; (F) Heatmap of key genes of Darkred module; (G) GO analysis; (H) GSEA analysis.
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The lacrimal gland (LG) is an exocrine gland that produces the watery part of the tear film that lubricates the ocular surface. Chronic inflammation, such as Sjögren’s syndrome (SS), is one of the leading causes of aqueous-deficiency dry eye (ADDE) disease worldwide. In this study we analyzed the chronic inflammation in the LGs of the NOD.B10Sn-H2b/J (NOD.H-2b) mice, a mouse model of SS, utilizing bulk RNAseq and Visium spatial gene expression. With Seurat we performed unsupervised clustering and analyzed the spatial cell distribution and gene expression changes in all cell clusters within the LG sections.  Moreover, for the first time, we analyzed and validated specific pathways defined by bulk RNAseq using Visium technology to determine activation of these pathways within the LG sections. This analysis suggests that altered metabolism and the hallmarks of inflammatory responses from both epithelial and immune cells drive inflammation. The most significant pathway enriched in upregulated DEGs was the “TYROBP Causal Network”, that has not been described previously in SS. We also noted a significant decrease in lipid metabolism in the LG of the NOD.H-2b mice. Our data suggests that modulation of these pathways can provide a therapeutic strategy to treat ADDE.
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Introduction

Sjögren’s syndrome (SS) is a systemic autoimmune disease that affects the entire body but is identified by its two most common symptoms — dry eye and dry mouth (1, 2). SS affects 0.5% to 1.0% of the population (3) of any age, but symptoms usually appear between the ages of 41 and 60 (4), and women are more frequently affected (5, 6). Dry eye and dry mouth manifestations can precede the diagnosis of SS by several years (7). SS could be primary or secondary (8). In contrast to secondary SS, primary SS (pSS) occurs in the absence of another underlying autoimmune disease, such as systemic lupus erythematosus, rheumatoid arthritis, or diabetes.

Low tear volume is a hallmark of dry eye in SS and relates to secretory dysfunction of the lacrimal gland (LG) due to spontaneous development of focal lymphocytic infiltrates adjacent to blood vessels and excretory ducts in the LG (1, 9, 10). LG chronic inflammation is characterized by the infiltration of lymphocytes forming foci, that leads to the loss of LG secretory cells (11, 12). The foci are predominantly composed of B and T lymphocytes and to a lesser degree other cell types (13, 14). The increased levels of the pro-inflammatory cytokines IL-1β, IL-6, tumor necrosis factor (TNF)-α, and IFN-γ that have been reported in the LG of patients with SS and mouse models of SS (10, 13, 15, 16) are mostly secreted by the infiltrating lymphocytes.

Despite the well-characterized clinical manifestations associated with pSS, the underlying pathogenesis of this disease remains largely unknown (6). Furthermore, pSS treatments are associated with topical lubrication (artificial tears) and anti-inflammatory drugs, but no medication addresses the underlying causes (17, 18).

During the last several decades, several mouse models have been developed to study various aspects of human SS disease (11, 19–21). The nonobese diabetic (NOD) mouse remains one of the most extensively characterized and well-studied mouse models to investigate the pathogenesis of SS. However, the development of diabetes prior to autoimmune exocrinopathy in the NOD/LtJ mouse suggests that it is an excellent model of secondary, but not primary, SS complications (21, 22). By contrast, the diabetes-resistant NOD.H-2b mouse strain, in which the I-Ag7 segment of the MHC region has been replaced by the H2b haplotype of C57BL/10SnJ mice, does not have autoimmune diabetes, but displays severe lymphocytic infiltration and dysfunction of the lacrimal and salivary glands (23, 24). The NOD.H-2b mouse is a primary SS mouse model, that similar to humans, retains the characteristic features of lymphocytic infiltration and dysfunction of the LG. These mice show reduced lacrimal and salivary gland secretion, formation of mononuclear lymphocytic infiltrations, and the presence of the SSA and SSB antibodies (11, 24). A recent study reported scRNA-seq analysis of the salivary submandibular glands (SMG) of the NOD.H-2b (25). This study identified inflammation-induced changes in multiple cell populations of the SMG, suggesting the complex nature of the cellular responses to chronic inflammation. Although some of the histological and physiological features of LG disease in these mice have been described (2, 26), no extensive studies of the LG transcriptome in these mice have been performed.

In our study we used the NOD.H-2b male mice to characterize changes in the LG due to disease progression. Although the NOD.H-2b mice develop the disease in both sexes, the disease in males is more consistent and robust, and is detected in LGs as early as 1.5-2.0 months (M) of age, while females develop disease much later around 4-6M of age. We characterized the transcriptome of LG by bulk RNA sequencing to determine biological pathways altered during disease progression. To better understand the molecular and cellular mechanisms driving this autoimmune disease, we used VISIUM spatial gene expression technology to map gene expression on LG cryosections. We produced the first spatial transcriptomic atlas of LG in BALB/c mice and NOD.H-2b mice that allowed us to interpret cellular expression levels and pathways in the context of tissue morphology. Finally, we validated some of our findings using immunostaining.



Results


NOD.H-2b males develop inflammation earlier than females

The NOD.H-2b mouse strain was described in many publications (27, 28) and displays many features of human SS, including exocrine gland dysfunction and leukocyte infiltration of the salivary glands and LGs. Both NOD.H-2b males and females have elevated IgM and IgG autoantibodies in serum and immune foci in exocrine glands at 6 months old, which is considered as the clinical stage (2). However, there is no consistent description of timing and manifestation of the disease in the LG of males compared to females (2, 24, 29).

To clarify this issue, we analyzed the LGs of both males and females by flow cytometry. Analysis of immune (CD45+) cells showed that CD45+ cells represent a larger population in the LGs of 2M NOD.H-2b males compared to age-matched BALB/c controls (see material and methods) and NOD.H-2b females (Figures 1A, A’). The proportion of CD45+ cells increased in 6M females compared to 2M females but remained slightly lower than in 6M males (Figure 1A). We also evaluated the proportion of B cells within the CD45+ cell population using an antibody targeting CD19. It has been reported that CD19 is expressed during all phases of B cell development but not in plasma cells (30). While B cells were barely detected in BALB/c males (<1%), the overall proportion of CD45+/CD19+ cells in 2M NOD.H-2b males was significantly higher (21% on average) compared to NOD.H-2b females (around 3% on average). At the later stage of the disease, both 6M NOD.H-2b males and females had a very high proportion of CD19+ cells (around 50% of all CD45+ cells). The proportion of T cells (CD45+/CD3+ cells) was also significantly higher in 2M NOD.H-2b males (21%) compared to BALB/c controls (8%) and NOD.H-2b females (10%). Males at the early and late stages of the disease (2M and 6M of age) had on average around 20% CD45+:CD3+ cells, while proportion of the CD45+:CD3+ cells remained lower in females at both ages (around 10% and 14%, respectively) (Figure 1A). The percentage of CD4+ and CD8+ cells of total cells at 2M was low in BALB/c males (2% and 1% respectively) and NOD.H-2b females (3% and <1% respectively) but was significantly higher in NOD.H-2b males (14% and 4% respectively) (Figure B,B’). At 6M of age, the percentage of CD4+ and CD8+ cells in the LGs of NOD.H-2b males (14% and 6% respectively) was higher than in 6M females (8% and 2% respectively) (Figures 1B, B’). This data suggests that the NOD.H-2b females also develop the disease at 6M and the difference in LG inflammation between males and females decreases.




Figure 1 | Increase of B and T cells proportion in Male NOD.H-2b mice with age. CD45+ immune cells were analyzed by flow cytometry of LGs from BALB/c (B) and NOD.H.2b (N) mice. (A, A’) Comparison of B cells (CD19+) and T cells (CD3+) between LGs of NOD.H-2b male and female have been performed at 2 and 6M within immune population (CD45+) 2M old BALB/c have been used as control (empty bar). A representative plot at 2M is shown for male and female (A’). (B) Histogram showing proportion of CD4+ and CD8+ cells. A representative plot at 2M is shown for male and female (B’). (A, B) Values are shown as mean ± SD. Statistical significance assessed with ANOVA test. Adjusted P-value significance: *: p <0.05; **: p <0.01; ***: p <0.001; ****: p <0.0001; ns: non-significant. (C, D) H&E staining of LGs from NOD.H-2b female (C) and male (D) showed immune infiltrates (black arrows). (E) Histogram representing focus score of LGs between male and female at 4 months Plot shows mean ± SD. Statistical significance assessed with an unpaired t-test (**: p=0.0021).



Progressive immunological changes and physical functions decline in healthy mice starting as early as 6M regardless of the mouse strain (31, 32), suggesting that the NOD.H-2b females at 6M and older could be also affected by signs of aging.

Comparison of the LG sections of 4M NOD.H-2b females (Fid. 1C) and males (Figure 1D) (stage not affected by aging) showed that infiltration foci are rare and smaller in female LGs, whereas in the LGs of males, infiltrations are much larger, scattered throughout the whole gland. Most of female LGs had a focus score <1; whereas the focus score for males was above 3 (focus score/4mm2, Figure 1E). At this stage of the disease the LGs of males showed dilated ducts and numerous vacuoles in the cytoplasm of acinar cells, while the LGs of females were relatively normal (See zoomed image in Figures 1C, D). The rounded shape of these vacuoles in the LGs of males suggests an accumulation of lipid droplets in acinar cells (Figure 1D), which is consistent with previous reports about diabetic NOD mice (33). This data suggests that the NOD.H-2b mouse strain develops LG inflammation in both sexes, however males form the first lymphocytic infiltrations earlier at 2M, while females first form them only around 4M. Therefore, we analyzed the LG transcriptome of the male mice because they develop the disease earlier, which allows us to study LGs unaffected by aging.



Transcriptomic analysis of the LGs of NOD.H-2b mice reveals inflammatory response and alteration of metabolic pathways

To investigate chronic inflammation development in SS, we performed bulk RNA-sequencing of LGs from NOD.H-2b and BALB/c (control) males at 2M, 4M and 6M in triplicates. As expected, multidimensional scaling of different samples (Figure 2A) and sample correlation heatmaps (Figure 2B) showed that BALB/c and NOD.H-2b data sets form 2 distinct clusters highlighting the inherent differences of their transcriptomics profiles. In each strain, the data from 4M and 6M mice cluster together whereas the 2M groups form a separate cluster, suggesting that there is no major difference between 4M and 6M old LGs whereas there is a major shift in gene expression between 2M and 4M old LGs.




Figure 2 | QC of RNAseq samples from NOD.H-2b and BALB/c mice and DEGs. Bulk RNA of LG from NOD.B10 and BALB/c have been sequenced (n=3 per group) at 2, 4 and 6 months. Multidimensional scaling (A) and correlation heatmap (B) of the different samples sequenced from NOD (in gold) and BALB/c (in orange) at 2 (blue), 4 (green) and 6 (red) months. The DEGs at each stage for NOD.B10 vs BALB/c were defined with an absolute value of FC > 2 with a p-value adjusted < 0.05. Number of DEGs are represented on the volcano plot at 2 months (C), 4 months (D) and 6 months (E). The DEGs downregulated are in purple and the DEGs upregulated are in green.



We first identified all differentially expressed genes (DEGs) between BALB/c and NOD.H-2b mice at 2, 4 and 6 M with a fold change of at least ± 2 and a False Discovery Rate (FDR) inferior to 0.05. Comparison of NOD.H-2b with BALB/c LGs at 2M (Figure 2C) identified 2710 DEGs with 596 genes downregulated and 2114 genes upregulated in NOD.H-2b mice. At 4M (Figure 2D) this analysis identified 3842 DEGs with 819 genes downregulated and 3023 genes upregulated in NOD.H-2b mice. At 6M (Figure 2E) this analysis identified 4860 DEGs with 1112 genes downregulated and 3748 genes upregulated in NOD.H-2b mice (Supplemental File 1).

We first analyzed major pathways altered in the pSS mouse model by selecting only genes that have been significantly altered at all ages: thus, 1689 genes were significantly upregulated at 2, 4 and 6 months (Figure 3A) whereas 404 gene were significantly downregulated (Figure 3B).




Figure 3 | Pathways enriched in DEGs in NOD mice compared to BALB/c at the different ages. Identification of pathways enriched in DEGs common at each stage on the Venn diagram. Common DEGs upregulated (A) in NOD.H-B2 mice are exclusively involved in immune system whereas DEGs downregulated (B) common at each age are relative to the metabolism. (C) Meta-analysis of DEGs revealed two different patterns. In blue, 3719 genes present a pattern with a more important downregulation with age are associated with metabolism. In Orange, 4182 genes present a similar pattern with an increase of their expression from 2 to 6 months. These genes are involved in different type of immune response and apoptosis.



Using the Gene Ontology database, we noted that, as expected, the top 10 upregulated pathways were related to inflammatory response and leukocyte activation (Figure 3A), which is consistent with appearance of lymphocytic infiltrations in the LG of NOD.H-2b males. Downregulated pathways were significantly enriched in DEGs related to “antigen processing and presentation of endogenous peptide antigen via MHC class I”, “signal transduction trough G-protein-coupled receptors”, “the metabolism of amino acids”, “neurotransmission”, and several metabolic pathways (Figure 3B). The neural dysfunction and impaired neurotransmitter release during chronic inflammation of the LG has been previously reported (34). We also noted the downregulation of several metabolic pathways (See square on Figure 3B). These findings correlate with the recently published data on the RNA sequencing of the NOD.H-2b mouse submandibular glands (25) and with analysis of diabetic NOD mouse model (33). Taken together our data suggests an altered lipid homeostasis during LG inflammation.

To identify pathways associated with the disease progression, we performed a meta-analysis on gene comparisons between NOD.H-2b and BALB/c LGs at each age. We identified two major patterns of gene expression correlating with the disease progression (Figure 3C). The first pattern of gene expression corresponds to downregulation of genes (Figure 3C in blue) which all were involved in metabolic pathways and energy production, such as “amino acid metabolism”, “fatty acid biosynthesis”, “TCA cycle” and “fatty acid beta oxidation” (WikiPathways), suggesting that inflammation of the LG alters mitochondrial function and processing of biomolecules (amino acids and lipids). The second pattern of gene expression (Figure 3C in orange) corresponds to pathways significantly upregulated by chronic inflammation. These pathways were mainly involved in inflammatory response and cell death: “TYROBP causal network”, “chemokine signaling pathway”, “microglia pathogen phagocytosis pathway”, “type II interferon signaling”, and “apoptosis” suggesting that inflammation becomes more severe with time. The “TYROBP causal network” pathway has never been previously described in pSS models. Tyrobp gene encodes a transmembrane signaling polypeptide which contains an immunoreceptor tyrosine-based activation motif (ITAM) in its cytoplasmic domain. Recently, Tyrobp gene was found on a top of the list of diagnostic hub genes in human osteoarthritis (35). The DEGs from the “TYROBP causal network” pathway included macrophage/myeloid markers (C1qc and Itgax that encodes CD11c) and “microglia pathogen phagocytosis pathway” suggesting increased phagocytosis with disease progression.



Visium spatial transcriptomics analysis reveals changes in cell subpopulations

Although bulk RNA-seq provides global and comprehensive analysis of the whole LG inflammation, we could not assess the contribution of different cellular compartments in gene expression changes. To combine the benefits of histological analysis with the massive throughput of RNA sequencing, we performed Visum spatial gene expression analysis of 4M NOD.H-2b and BALB/c LGs sections. Two sections of each strain were sequenced and data from all cryosections were integrated and processed for unsupervised clustering.

To gain more information on transcriptome, one section of each strain was sequenced deeper (BALB/c_2 and NOD.H-2b_1). The number of reads and genes detected in BALB/c and NOD.H-2b cryosections is shown in Supplemental Figures 1A, B, and Table 1. We noted that areas corresponding to the infiltration foci in the NOD.H-2b cryosections were associated with lower number of reads and genes detected (Supplemental Figures 1A, B, black arrows). This finding could be explained by the fact that LG epithelium is mainly composed of acinar cells, which have a high RNA content due to their secretory function, while immune cells within foci have lower RNA content. As expected, the number of genes and reads was higher in sections of BALB/c_2 and NOD.H-2b_1 sequenced deeper (Supplemental Figures 2A, B; Table 1).


Table 1 | QC metrics of Visium sample.



Unsupervised clustering using Seurat revealed 8 major clusters (annotated from 0 to 7) (Figures 4A, B): clusters enriched with epithelial cells (Clusters #0, 2, 3 and 6) and clusters enriched in stromal cell markers (Clusters #1, 4, 5, and 7) (Supplemental File 2, Supplemental Figures 2, 3).




Figure 4 | Spatial transcriptomic analysis of LG section from NOD.B10 and BALB/c mice. (A) UMAP of integrated samples (2 BALB/c and 2 NOD.H-2B) from 10μm LG cryosections. (A’) UMAPs split by samples showing that all clusters are represent in each sample. (B) H&E staining of the sections sequenced with spatial localization of the spot colored depending on their clusters. (C) Features plot of specific markers defining major clusters: Scgb2b17 (Acinar, Cluster 0, 3 and 6), Jchain (Plasma cells, cluster 1), Cd79a (B cells, cluster 4), Cd3g (T cells, cluster 4), Gsn (Macrophages, cluster 5) and Ltf (Ductal, cluster 2). (D) Colocalization of spot from cluster 7 (Erythroid cells) with blood vessels.



Adult functional LGs are represented by a large epithelial tree, that consists of acini formed by secretory acinar and myoepithelial cells (MECs) (36), connected with ducts and surrounded by stromal cells. MEC signature (Acta2, Cd109, Epcam, Pax6, Aqp1, Krt5, Krt14, Fgf2) was found in all clusters (not shown). Indeed, MECs are disseminated throughout the LG tissue since they have very long processes. All acinar clusters (#0, 3, and 6) were enriched in different secretoglobins (Scgbs). SCGBs are small, multimeric proteins secreted by epithelial cells of salivary and LG and have been detected in saliva and tears (37, 38). Scgb2b17 was found in all acinar clusters (Figure 4C, Supplemental Figure 3). The largest acinar cluster 0 was also enriched in Scgb2b12, Scgb2b3, Scgb2a2 and Scgb2b18. Cluster 3 was marked by Scgb2b3, Scgb2a2, Scgb2b12, Scgb2b18, Scgb2b17 and exocrine gland secreting peptides (Esp1, Esp15, Esp31). Cluster 3 was also enriched in the odorant binding proteins (Obp1a) and (Obp1b) mRNAs. In the LG, the OBP1a protein was found to be a specific target for autoantibodies in SS mouse models (39). Cluster 6 was labeled with expression of carbonic anhydrase VI (Car6), several Scgbs (Scgb2a2, Scgb2b12, Scgb2b19, Scgb2b27), mRNAs of exocrine-gland-secreting peptides (Esp15 and Esp31) and mRNA of the mucin like protein-2 (Mucl2) (40). Cluster 6 also expressed mRNA of Mup4 and Mup5 proteins found only in a subset of LG acinar cells (41).

Ductal cluster 2 was highly enriched in genes known to be expressed in ducts: Wfdc18, Krt7, epithelial markers (Krt8, Krt18, Epcam), and lactotransferrin (Ltf) (Figure 4C). Ltf has been recently found in the LG ducts (42). One of the top markers for cluster 2 was the Deleted in Malignant Brain Tumors 1 (Dmbt1) gene encoding a major salivary glycoprotein agglutinin. As expected, ductal cluster was marked with mitochondrial ATPases: Atp1a1, Atp1b1, Atp1b3, Atp11a, Atp6v1g1, Atp5a1, Atp5e, and the ATPase Inhibitory Factor 1/IF1 (Atpif1), thus supporting the idea that the cells in this cluster are involved in energy metabolism and ATP production for pumps and transporters. We also found some markers of γδT cells, suggesting that ducal cells may be closely associated with this type of T cells. Since current Visium technology does not provide single cell resolution but rather offers resolution of small closely associate groups of cells we also found some acinar markers, such as Aqp5 (43, 44) in this cluster. This may be explained by the close proximity of ductal and acinar cells; since intercalated ducts are directly connected with acini (45).

Four clusters (#1, 4, 5 and 7) were enriched in stromal cells. As the shape and distribution of cluster #1 appeared different between BALB/c and NOD.H-2b LGs (Figure 4A, see circle), we performed sub-clustering that identified cluster (1_0) that was present in both strains, and cluster (1_1) that was more prominent in the NOD.H2b LGs. Cluster (1_0) was disseminated throughout LG sections and mainly enriched in plasma B cells, marked by the expression of Jchain, Igha, Igkc, Iglv1 and Iglc2. By contrast, cells from cluster (1_1) surrounded immune foci and were enriched in marginal zone B cells (marked by the Mzb1, B and B-1 cell-specific ER-localized protein) (46), some plasma cells (marked by Jchain) (47, 48) and macrophages/granulocytes (marked by Cd74, Lyz2 encoding LyzM protein) (Supplemental File 2) (49). This finding suggests that these cell types may accumulate at the periphery of the lymphocytic infiltrations. To determine the difference between these two subclusters, we performed gene enrichment analysis compeering cluster (1_1) vs (1_0) of the upregulated (73 genes) and downregulated (71 genes) DEGs (Supplemental Figure 4; the list of DEGs is provided in Supplemental File 3). Pathways enriched in upregulated DEGs in cluster (1_1) were all related to immunological processes, suggesting that cluster (1_1) contains activated immune cells. While pathways enriched in downregulated DEGs in cluster (1_1) were related to protein export and localization, detection of stimulus and metabolism process. This correlated with the presence of exocrine gland secreting peptides and Scgbs in the cluster (1_0). This finding suggests that cluster (1_0) encompassed some epithelial cells that could be associated with plasma B cells which synthesize a polymeric IgA transported into the acinar cells (50, 51).

Cluster 4 was represented by infiltrating B (marked by Cd79a) (52, 53) and T cells (marked by Cd3) (54) that colonize the LG during adaptive immune response (Figures 4A–C; Supplemental Figure 3). Cluster 4 is also marked by expression of inflammation marker Ctss which allows MHC II to represent antigen to CD4+ T-cells (55) (Supplemental Figure 3). Cluster 4 was also marked by macrophage marker Lyz2 (Supplemental File 2). Interestingly, this cluster was almost absent in the LG of BALB/c mice (Figure 4A’, Table 2) and represented majority of with immune infiltrates within the NOD.H-2b LG section (Figure 4B). The infiltrating B cells may differentiate either into memory B cells or plasma cells. Additionally, they behave as antigen-presenting cells and participate in T cell activation during cellular immune responses (56). Cluster 5 was mainly enriched in genes expressed by fibroblasts and/or macrophages (Apoe, Col3a1, Gsn, Ccl8, Ctsb, C1qa) (57–59). However, this cluster did not have other fibroblasts markers, such as Col1a1, Pdgfra or Vim.


Table 2 | Repartition of spot per cluster and per sample.



Cluster 7 was enriched in markers associated to erythroid cell lineage, such as hemoglobin genes (Hbb-bt, Hba-a1, Hba-a2, Hbb-bs). Consistently, cluster 7 spots colocalized with blood vessels (Figure 4D).

We also determined the proportion of spots for each cluster between all sections, thus we observed that the proportion of spots in cluster (1_1: mzB cells/plasma B cells/macrophages) and 4 (Infiltrating B and T cells) increased in NOD.H-2b mice from 2.8% to 10.6% and from 2.7% to 11.2% respectively (Table 2), whereas the proportion of acinar cell clusters 3 and 6 reduced compared to BALB/c from 12.5% to 7.9% and from 6.6% to 2.8% respectively. These findings suggest that in the NOD.H-2b LG there is a loss of epithelial cell populations which are replaced by immune cells.



Validation of cell clusters and inflammatory changes in the NOD.H-2b LG

NOD.H-2b mice display reduced lacrimal and salivary gland secretion, formation of mononuclear lymphocytic infiltrations (11, 24), and the presence of SSA and SSB antibodies (21). Immunostaining of paraffin sections of NOD.H-2b male LGs with the CD3 (pan T cell marker) antibodies showed that single T cells were scattered throughout whole LG tissue at 6-8 weeks of age in males (Figure 5A, black arrows), while in the LGs obtained from BALB/c mice these cells were rare (Figure 5B, black arrow). These CD3+ cells in the LG of NOD.H-2b mice were often found attached to the epithelial ducts and/or acini (Figures 5C, D) that partially explains detection of immune cell markers in epithelial clusters. Analysis of B cells immunostained with the CD45R antibody (also known as B220 antibody) showed that initial B cell infiltrates within the LGs appear in the intraductal space near the blood vessels (Figure 5E) in the NOD.H-2b mice around 2M of age. Double immunostaining of LG paraffin section with B220 (brown - B cell marker) and CD3 (black – T cell marker, black arrows) antibodies shows that the majority of cells within the infiltrates are B cells, although T cells are also present (Figure 5F). This supports our Visium finding, that cluster 4 colocalize with immune infiltrates and mainly consists of B cells and the size of this cluster is significantly larger in NOD.H-2b compared to BALB/c mice (Figure 4A’, Table 2).




Figure 5 | Histological validation of visium alteration. Analysis of T and B cells in the LG of the NOD.H-2b mice. (A–D) CD3+ cells in the LG of the 2 months old male penetrate throughout tissue and appeared to be attached to duct and acini (black arrows), whereas (B) in control BALB/c mice CD3+ cells are rare (B, black arrow). (E) Later at 3 months of age B cells (stained with the B220 or CD19 antibody) concentrate within an interductular space near the blood vessels (BV). (F) Double immunostaining of LG paraffin section with B220 (brown - B cell marker) and T3 (black – T cell marker, black arrows) showing that majority of cells within infiltrate are B cells. B and T cells are organized into an ectopic lymphoid structure.





Spatial transcriptomics identifies pathways altered in all clusters of NOD.H-2b LG

To identify the DEGs between NOD.H-2b and BALB/c, we used spatial transcriptomic data of only deeply sequenced samples and quantified all DEGs (up and downregulated) in each cluster (Figure 6A). Within all DEGs identified (Supplemental File 3), there were 65 genes commonly downregulated (in blue) and 19 genes commonly upregulated (in red) in every cluster (Figure 6A). Pathway enrichment analysis demonstrated five pathways enriched in downregulated genes (related to “peptide metabolic process”, “detection of chemical stimulus”, “ATP synthesis coupled electron transport”, “oxidative phosphorylation” and “electron transport coupled proton transport”) (Figure 6B) and four pathways enriched in upregulated genes that belonged to “regulation of B cell activation”, “phagocytosis, recognition”, “defense response to bacterium” and “B cell receptor signaling pathway” (Figure 6C). Examples of genes involved in downregulated (Figure 6D) and upregulated (Figure 6E) pathways have been presented as violin plots. Thus, all clusters of NOD.H-2b LGs showed a decrease in electron transport pathways, illustrated by expression of the Mt-Nd2 gene, and in the detection of chemical stimuli, illustrated by the Car6 gene that is known to regulate pH levels of secreted fluid in the salivary gland (60). The top pathway enriched in upregulated genes, was the “B cell receptor signaling” pathway (Figure 6C). This pathway is represented by the expression of Jchain (encoding joining chain of multimeric IgA and IgM) and Ighm gene (expressed in plasma B cells) (Figure 6E). The increase Jchain and Ighm expression in all clusters suggests that infiltrating cells may be present in the different parts of the LG. The highest increase in Jchain and Ighm was found in cluster 1 (Figure 6E).




Figure 6 | Pathways analysis of DEGs common to all cluster. (A) Bar plot showing number of DEGs upregulated (in red) and downregulated (in blue) per cluster. Within all DEGs, 65 were commonly downregulated in every cluster and 19 DEGs commonly upregulated in every cluster. (B) Four pathways are significantly enriched in DEGs downregulated and (C) four pathways are significantly enriched in DEGs upregulated. (D, E) Violin plot of DEGs involved in the pathways previously identified showing their expression in each cluster and depending on their origin: BALB/c (in green) and NOD mice (in orange).



Altogether Visium confirms our bulk RNAseq data showing increase in inflammatory response and downregulation of lipid metabolism in the NOD.H-2b LG and indicates that these changes affect the entire LG.



Spatial transcriptomics identifies pathways specifically altered in each cluster of NOD.H-2b LGs

To identify specific pathways altered in each cluster, we analyzed the list of DEGs identified in each cluster separately. Figures 7A, B shows the top-20 upregulated and downregulated pathways. Almost all of them were found in four clusters 0, 1, 2 and 3 (Figure 7A) corresponding to the acinar cell clusters (#0 and #3), ductal cluster (#2), and immune cell cluster (#1, enriched in MZB, plasma cells and macrophages). These pathways were related to the inflammatory processes or activation of immune cells. Eight pathways upregulated in NOD.H-2b LG were altered in all clusters while five pathways were altered only in cluster 0, 1, 2 and 3. These four clusters had the highest number of spots within the LG sections. The pathway “Microglia pathogen phagocytosis” also identified by the meta-analysis of bulk RNA-seq data was highly enriched in the ductal cluster 2 (Figure 7A). Interestingly, the list of the top 100 pathways showed that the majority of significantly altered biological processes including “response to virus” and TLR signaling were found in clusters #0 (acinar) and #1_0 (plasma and acinar cells) (Supplemental Figure 5). Thus, activation of inflammatory response in the LG with disease progression is not specific to immune cells but also present in the LG epithelial clusters (acinar and ductal), suggesting that epithelial cells may participate in primary inflammatory response. It is also possible that activated immune cells could be closely associated with epithelial cells in NOD.H-2b LGs (Figure 5), since each 55 μm-spot encompasses several cells (Supplemental Figure 6). Consistent with this, the “macrophage marker” pathway was upregulated in several epithelial cluster (#0, 2 and 3, Figure 7A) and we indeed observed an increased number of spots positive for macrophage marker genes in epithelial clusters of the NOD.H-2b LG section (Supplemental Figure 7).




Figure 7 | Pathway enrichment in DEGs for each cluster. The 7 lists (one for each cluster) of all (A) upregulated and (B) downregulated DEGs between NOD.H-2b_1 vs BALB/c_2 samples were submitted on www.metascape.org with default parameter (61) to identify altered pathways the most significantly enriched per cluster. The top 20 of enriched terms are presented on a heatmap based on their adjusted p-value.



Analysis of pathways enriched in downregulated DEGs shows that most of these pathways were also altered in the acinar cluster #0 (Figure 7B; Supplemental Figure 8). These pathways were “translation”, “protein processing in endoplasmic reticulum”, “electron transport chain”, and related to lipid metabolism (“acyl-CoA metabolic process”, “fatty acid biosynthesis”, “organic acid catabolic process”). This is consistent with the loss of secretory functions and decrease of metabolism in the acinar cells of the NOD.H-2b LGs due to cell damage (Figure 1D; see vacuolization of acinar cells). “Electron transport chain” and “Translation” pathways were altered in several other clusters (clusters # 1, 2, 3, and 6) (Supplemental Figure 8). Mitochondrial dysfunction is widely implicated in aging and chronic inflammation of many tissues (62). Thus, several studies report an important role for mitochondria in cellular homeostasis and show that dysfunctional mitochondria can release components (such as reactive oxygen species) that can act as DAMPs and induce an inflammatory response through activation of the pattern recognition receptors (PRRs) (63, 64). In addition, the clusters with the highest numbers of DEGs associated with “response to interferon-gamma” were epithelial (#0: acinar, #2: ductal, and #3: acinar) (Figure 7A). Altogether, these results suggest that the LG epithelium undergoes profound internal metabolic changes, while being challenged by the numerous pro-inflammatory stimuli produced by surrounding activated immune cells.



Pathways identified by bulk RNA-seq show specific distribution within the LG of NOD.H-2b mice

Our bulk RNAseq analysis identified several pathways altered over disease progression in NOD.H-2b LGs. To localize and eventually identify the cellular compartments contributing to these changes, we calculated the score corresponding to the expression of genes involved in these pathways for each spot (Figure 8, Supplemental Figure 9). The most significant pathway enriched in upregulated DEGs was the “TYROBP Causal Network”, for which we observed a higher score in the NOD.H-2b LG samples (Figures 8A, B), particularly around and within infiltration foci (Figure 8B, black arrows) where the majority of activated macrophages are present (65, 66). The Violin plots (Figures 8B’, B’’) confirms the results of bulk RNAseq and shows that the “TYROBP Causal Network” pathway is highly enriched in the cluster 4 (B and T cells). We also found a higher score for TYROBP signaling in clusters #1_1 (mzB cells/plasma B cells/macrophages). The increase of this score in all clusters of NOD.H-2b LGs is consistent with our previous observation showing an increase of macrophage marker in epithelial cell clusters. (Figure 7A, Supplemental Figure 7).




Figure 8 | Validation and localization of altered pathways identified by meta-analysis of bulk RNAseq in Visium. (A) Scan of cryosections samples sequenced with visium are presented for reference. Genes involved in altered pathways identified by the meta-analysis in Figure 3C have been used to established a signature of genes. Score of (B) TYROBP Causal Network (upregulated in NOD bulk RNAseq) with Violin plot comparing score between BALB/c and NOD of the whole section (B’) and per cluster (B”). (C) Fatty acid biosynthesis (downregulated) in NOD bulk RNAseq. signature was calculated for each spot and plot on visium samples with Violin plot comparing score between BALB/c and NOD of the whole section (C’) and per cluster (C’’).



One of the top downregulated pathways was the “fatty acid biosynthesis pathway”, which was downregulated in NOD.H-2b LG (Figure 3C). Spots with the highest score for this pathway were evenly distributed throughout the BALB/c section, whereas the average score for the NOD.H-2b LG was significantly decreased, and was particularly low in spots colocalized with immune foci (Figures 8C, C’). To define spots with a high score, we set a threshold corresponding to the value exceeded by 40% of total BALB/c spots. Only 9% of spots in the NOD.H-2b LGs were above this threshold (Figure 8C’). We also noted that acinar cluster #6 in the BALB/c LGs had the highest percentage of spots (54%) with a high score for the “fatty acid biosynthesis pathway, while in the NOD.H-2b LGs this cluster had the lowest percentage (2%). This suggests that the acinar cluster #6 has active lipid metabolism in BALB/c LGs, while it is decreased in the diseased glands of the NOD.H-2b. As we showed above, this acinar cluster-6 expressed Car6 (Figure 5B) that plays an important role in the detection of chemical stimulus and is presumed to have a role in the maintenance of acid/base balance on the surface of the eye, skin, and oral cavity (41).




Discussion

In this study using bulk RNAseq and Visium spatial transcriptomics approaches, we investigated the molecular mechanisms promoting the development of chronic inflammation in the LGs of NOD.H-2b mice. We analyzed the LG transcriptome of 2, 4 and 6M NOD.H-2b and BALB/c mice LGs by bulk RNA-seq to identify the driver mechanisms/pathways for disease progression and used Visium to evaluate special distribution of cell groups and visualize activation or downregulation of specific pathways found by bulk RNAseq within the LG section. Our bulk RNA seq data of the LG of 2, 4 and 6M old NOD.H-2b mice suggests that LG inflammation becomes progressively more severe with the time, while mitochondrial function, along with amino acid and lipid metabolism in epithelial cells decreases. Thus, we found that upregulated genes in the LGs NOD.H-2b mice were related to inflammation and leukocyte activation, which is consistent with activation of the adaptive immune response associated with infiltration of lymphocytes.

The major limitation of Visium is the lack of single cell resolution: each 55 µm spot encompassed several cell types (Supplemental Figure 6) and failed to clearly identify small and disseminated cells like MECs or fibroblasts that were mixed with other cell types within one spot. However, the possibility to analyze the whole transcriptome throughout the LG section provided an excellent opportunity to determine which cells are closely associated with each other and enables a high-resolution view of cellular dynamics and interactions. Our study using Visium spatial transcriptomics successfully identified the major cellular components of healthy and chronically inflamed LGs and determined specific clusters/cell types within the LG sections. As expected, we observed an increased proportion of the immune cluster #4 containing infiltrating immune cells and activation of immune response pathways within this cluster. Increased proportion of cluster #4 (composed of infiltrating B/T cells, and macrophages) and the presence of cluster 1_1 (mz B cells/plasma cells/macrophages) specifically in the NOD.H-2b LG shows the induction of the adaptive immune response in the NOD.H-2b LGs. Moreover, the majority of spots in cluster #4 were positive for B cell markers (CD79a) while T cell markers were less frequent. This is consistent with our flow cytometry data and the human data showing that in the LGs of SS patients B cells are present in higher proportion than T cells (67).

Using the bulk RNA-seq data meta-analysis we found that an increasing number of upregulated genes over the course of disease progression were related to macrophage activity and the innate immune response. Indeed, the highest pathways containing upregulated DEGs belonged to the “TYROBP causal network”, “chemokine, type II interferon (IFN II) signaling”, “microglia phagocytosis” and” apoptosis.” Visium data analysis also showed that the “TYROBP casual network” was highly enriched within and around the lymphocytic infiltrations, suggesting that this pathway is activated in immune cells. Since TYROBP protein was specifically identified as a universal biomarker for macrophages (68), our data suggests that activation of the TYROBP casual network” pathway in the macrophages drives the progression of inflammation. Although the “TYROBP casual network” was not reported previously for SS, recent publications reveal that TYROBP is overactivated during other autoimmune diseases, such as Huntington’s, Alzheimer’s disease and osteoarthritis (35, 69–72). Moreover, it was reported that deletion of Tyrobp ameliorates neuronal dysfunction/atrophy and reduces pro-inflammatory pathways that are specifically active in human brain during these diseases (69). TYROBP signaling also leads to the production of the IL-18, that facilitates IFN-γ production by NK cells. IFNγ activates IFN II signaling that links the innate and adaptive immune responses (73). In macrophages, IFN-γ promotes phagocytosis and release of reactive oxygen species and nitric oxide (NO) (74). NO reduces blood flow by inducing vasodilatation of blood vessels promoting the extravasation of the recruited immune cells (75). IFN-γ also induces M1 macrophage polarization and priming to secrete pro-inflammatory cytokines including IL-1β, TNF-α and IL-12 (76–78). Thus, during central nervous system autoimmune disease, the IFN-γ and IL-12 promote the differentiation of naïve T cells into the Th1 cells, which are major producers of pro-inflammatory cytokines (79, 80). In addition, in human SS patients the CD4+ T cells are mainly the Th1 cells producing IFNγ (81). Interestingly, according to our Visium data, the “response to interferon-gamma” pathway is enriched in the acinar and ductal (#0, 2, 3) clusters (also see Figure 7A). Altogether our findings and those of other publications suggest that the IFN-γ-activated macrophages are responsible in the exacerbation of inflammation and epithelial dysfunction over the time of disease progression. Our findings also suggest that decrease of TYROBP expression/activation and/or IFN-II signaling could be beneficial as a treatment of the SS.

One of the most unexpected findings was that activation of the inflammatory pathways was found in all epithelial cell clusters, suggesting that the epithelial compartments participate in the inflammatory process. The contribution of the epithelial cells to disease progression was reported for the SMG of the pSS mouse model and in patients with SS (25, 82). Furthermore, corneal epithelial cells act as an initial physical and immunological barrier to injury/infection playing an important role in the immune response (83). Moreover, a recent study reports a significant activation of the absent in melanoma-2 (AIM2) inflammasome in the ductal LG epithelial cells of SS patients (84). Thus, epithelial Aim2 inflammasome can sense viruses, bacteria, and cell damage and initiate primary immune response in the LG epithelial cells (84).

Another mechanism driving disease progression highlighted by meta-analysis was downregulation of genes involved in amino acid and lipid metabolism and the ATP production by the tricarboxylic acid (TCA) cycle. Our Visium data show that, while the electron transport chain enabling ATP synthase activity is altered in the whole LG, the metabolism of carboxylic acids (including amino acid and lipids) and the whole process of protein synthesis are mostly altered in acinar clusters. Although “fatty acid biosynthesis” pathway and other metabolic pathways were downregulated in all clusters of the NOD.H-2b LGs compared to BALB/c LGs, the highest alteration of these pathways was observed in the acinar 3 cluster #6 marked by Car6 gene expression. Car6 encoded protein carbonic anhydrase 6 (CA-VI) was previously found in acinar cells of the rat, sheep, and human LGs and SMG (41, 85). We found a significant decrease in Car6 expression associated with fewer Car6-positive spots within the NOD.H-2b LG sections (also see Figure 6D) suggesting the loss and/or dysfunction of the Car6-expressing acinar cells. A recent study also reported detection of autoantibodies against CA VI protein in the SS patients (86) which may explain the decrease in Car6 expression due to damage of Car6-expressing cells. Further studies are needed to understand the role of the Car6 marked subpopulation of LG acinar cells in the SS.

In conclusion, our data show that in the LG of the pSS mouse model activation of the macrophage related processes (TYROBP pathway) and downregulation of the lipid and mitochondrial metabolism in the acinar cells of the LG are the potential driver mechanisms for progression of chronic inflammation. Modulation of these pathways may potentially reduce the inflammatory stimuli in the LG and could be applicable to treat the SS in the future.


Data and code availability

Raw data from RNA-sequencing of LGs from BALB/c and NOD.H-2b at 2, 4 and 6M generated for this study have been deposited at the Gene Expression Omnibus GSE210332

Visium spatial gene expression dataset has been deposited at the Gene Expression Omnibus GSE210380. Ready-to-use SEURAT object is also provided as Supplemental File 4. Code used to analyze Visium data and generate figures in this article is provided in Supplemental File 5.




Materials and methods


Experimental model

The pSS mouse model NOD.H-2b: Strain #:002591 (RRID : IMSR_JAX:002591) and healthy controls BALB/c; strain #:000651 (RRID : IMSR_JAX:000651) mice were purchased from the Jackson Laboratory (Sacramento, CA, USA) and were fed ad libitum and kept under a 12-hour light/12-hour dark cycle. We have chosen BALB/c mice as a control mouse strain since they were more comparable to NOD.H-2b mice regarding their body weight and LG size (which is important for Visium experiments) than the C57BL10 mice. BALB/c mice are commonly used as healthy controls for similar mouse strain NOD/ShiLtJ and other SS mouse models for lacrimal gland studies (87–89). All experiments were performed in compliance with the ARVO Statement for the Use of Animals in Ophthalmic and Vision Research and the Guidelines for the Care and Use of Laboratory Animals published by the US and National Institutes of Health (NIH Publication No. 85-23, revised 1996) and were preapproved by TSRI Animal Care and Use Committee.



Lacrimal gland histology and immunostaining

Extraorbital LGs were dissected and fixed in 10% formalin and processed for paraffin embedding in the Scripps histology core facility or by Allele Biotech at San Diego. Five μm sequential paraffin sections were deparaffinized and stained with the CD45R antibody (clone RA3-6B2, #sc-19597, Santa Cruz Biotechnologies; RRID: AB627078), also known as B220 antibody targeting B cells, or rabbit monoclonal CD3 antibody (clone SP7, #NB600-1441, Novus Biologicals; RRID: AB_789102) to visualize T cells as was described previously (90).

Briefly, endogenous peroxidase activity on rehydrated sections was blocked by treating slides with 3% hydrogen peroxide in absolute methanol for 30 mins. Antigen retrieval was performed for 40 mins using 0.01 M citrate (pH 6.0) in a humidified heated chamber. Sections were blocked with 5 g/L casein in PBS containing 0.5 g/L thimerosal (Sigma-Aldrich; cat# T5125-25G) for 30 minutes, incubated with primary antibodies, and diluted in casein buffer overnight at 4°C. CD3 and CD45R antibodies. Appropriate biotinylated secondary antibodies (Vector Labs, Burlingame, CA) were used at a 1:300 dilution. Visualization was achieved using biotin/avidin-peroxidase (Vector Labs) and Nova Red (Vector Labs). Tissue was counterstained with Gill’s hematoxylin (Fisher Scientific, San Diego, CA; CS400). To study distribution of B and T cells in the same infiltration foci two sequential 5 μm sections were stained with CD45R or CD3 and layer of CD3 labeling was overlapped with section stained with CD45R antibody using CANVAS X Draw software (Canvas).



Focus score

Paraffin sections of LGs stained with hematoxylin and eosin were used to calculate the focus score. The immune foci were defined as mononuclear cell infiltrates containing at least 50 inflammatory cells. The number of foci was divided by the surface area (in mm2) of the section and multiplied by 4 to obtain the focus score/4 mm2. The area measurements were done with QuPath (91).



Flow cytometry

For flow cytometry, LGs from young (7-10 week-old) males and from mature adult (28-32 week-old) NOD.B10-H-2b males/females were processed individually. While due to small sizes LGs of three young BALB/c (7-10 weeks old) males were combined to obtain enough material for flow cytometry. Similarly, LGs of young NOD.B10-H-2b (8-13 weeks old) females were combined (each sample contained LGs from 3 mice) to obtain sufficient number of cells for analysis. LGs were dissected, rinsed with ice-cold DPBS (# 14190-144, Gibco) and quickly minced in a dish containing 500 µL of digestion medium [DMEM/F12 (#11-330-032, Fisher Scientific), 0.5% BSA (#SH3057401, Fisher Scientific), 15 mM HEPES (#MT25060CI, Fisher Scientific), 3 mM CaCl2 (#501035464, Fisher Scientific), 125 U/mL collagenase IV (#C5138, Sigma), 20 U/mL DNase-I (#DN25, Sigma)]. Cell suspension was transferred into a gentleMACS C tube (#130-093-237, MACS Miltenyi) and fresh digestion medium was added up to 2 mL total. The following programs were successively used with the gentleMACS Octo Dissociator (#130-096-427, MACS Miltenyi): “37C_m_TDK_1”, “m_impTumor_02”, “15 min incubation (37° spin ±20 rpm every 10 min)”, “m_impTumor_02 for a total digestion time of 1 h”. At the end of the digestion, samples were gently triturated by pipetting up and down 15 times with a 1 mL pipet tip, cells were pelleted (300 x g, 5 min, 4°C), washed with ice-cold blocking medium [HBSS 1X, 0.5% BSA, 10 mM HEPES, 1 mM EDTA (#AM9260G, Fisher Scientific)], pelleted again (300 x g, 5 min, 4°C), and treated with the DNAse (HBSS 1X, 0.5% BSA, 10 mM HEPES, 2 mM CaCl2, 2 mM MgCl2 (#AM9530G Fisher Scientific), 200 U/mL DNase-I) for 10 min at RT. The cell suspension was then sequentially passed two times through a 3 mL syringe with needles: 18G, 22G and 25G and LG cells were filtered through the 70-µm mesh cell strainer and pelleted by centrifugation (400 x g, 5 min, 4°C). As an additional control we used spleen obtained from the same mice. Spleens were dissociated with the spleen program: “m_spleen_01” in C-tubes filled with blocking medium spleen cells were sequentially filtered through the 100-µm and 70-µm cell strainer (15-1070; 15-100; Biologix USA) and pelleted by centrifugation (400 x g, 5 min, 4°C).

Erythrocytes were removed by incubation in the RBC lysis buffer 1X (#5831-100, Biovision); 5 min incubation at RT and cells were pelleted by centrifugation (400 x g, 5 min, 4°C). Pellets were resuspended in 2 mL of FACS buffer (DPBS, 0.5% BSA, 25 mM HEPES, 1 mM EDTA) and the number of viable cells was estimated trypan blue (#1691049, Fisher Scientific, San Diego, CA) staining analyzed by the Countess 3 FL (ThermoFisher Scientific). Cells were pelleted (400 x g, 5 min, 4°C) and incubated with the anti-mouse CD16/32 (#101320, Biolegend) on ice for 5 min to block non-specific binding of immunoglobulins to the Fc receptors. Then, cells were incubated on ice for 45 min with the following antibodies: (1) CD4-FITC (#100406, Biolegend) and CD8-PE (#100707, Biolegend) or (2) CD45-FITC (#103112, Biolegend), CD3ϵ-BV605 (#100351, Biolegend) and CD19-APC (#115512, Biolegend). After antibodie(s) treatment cells were washed and resuspended with FACS buffer. A viability dye (FxCycle Violet stain, #F10347, Molecular probes by Life Technologies) and nuclear specific DRAQ5™ (#4084S, Cell Signaling Technology) were added to discriminate dead/live intact cells. Samples were analyzed at the TSRI Flow Cytometry Core Facility. The main population of live lymphocytes was determined by forward scatter (FSC) and side scatter (SSC) area gating and by dead cell exclusion. Doublets were excluded via FSC-Area vs Width and SSC-Area vs SSC-Width gating. Unstained and single-color controls were prepared for each experiment to determine the background noise and spleen samples were used as positive controls to gate cells of interest. Data analysis was performed using FlowJo v10 software.



Bulk RNA sequencing and data analysis

LGs of NOD.H-2b and BALB/c males at 2, 4 and 6 months of age were dissected and processed for RNA isolation and RNA sequencing. Each sample corresponded to one LG obtained from one mouse and each group consisted of 3 animals. After the LG was placed in cold PBS, the capsule and surrounding tissues were removed under the microscope. The LG was washed two times in cold PBS and placed into 150 µL tissue RNA later solution (AM7020 Ambion by Invitrogen). When all LGs were collected, RNA later was removed, and each LG was transferred into 2mL bead beating tubes (cat# 19-628, OMNI, Kennesaw GA) containing 700 µL of Qiazol lysis reagent (#79306, Qiagen). The LG was disrupted using Bead Ruptor 4 (cat# 25-010, Omni) in two cycles: first at speed 5, for 40 sec and then at speed 5, for 30 sec. Between these two cycles, the tubes were placed on ice for 2 mins. RNA was isolated with the miRNeasy Mini kit (#217084, Qiagen), according to the manufacturer’s instructions.

The amount of total RNA was estimated by a Nanodrop ND-1000 spectrophotometer and checked for purity and integrity (RIN) in a Bioanalyzer-2100 device (Agilent Technologies, Inc., Santa Clara, CA). 800 ng of total RNA (RIN>8) from each sample was used to prepare RNAseq libraries using the NEBNext rRNA Depletion Kit (Human/Mouse/Rat) followed by the NEBNext Ultra II RNA Library Prep Kit for Illumina (9 cycles of PCR). Completed libraries had been sequenced (2 x 75 paired ends) using Illumina NextSeq500 to generate 50M reads for each sample.

Data was analyzed using ROSALIND® software (https://rosalind.onramp.bio/), with the HyperScale architecture package developed by ROSALIND, Inc. (San Diego, CA). Reads were trimmed using cutadapt (92). Quality scores were assessed using FastQC2. Reads were mapped against the mouse Mus musculus genome reference (GRCm38 genome index for analysis was built using STAR (93). With at least 49 million reads per sample, the percentage of post-trimming reads that aligned to the reference genome for each sample was > 97%. Individual sample reads were quantified using HTseq (94) and normalized via Relative Log Expression (RLE) using DESeq2 R library (95). Read distribution percentages, violin plots, identity heatmaps, and sample MDS plots were generated as part of the QC step using RSeQC (95). DEseq2 was also used to calculate fold changes and p-values and perform optional covariate correction. Clustering of genes for the final heatmap of differentially expressed genes was done using the PAM (Partitioning Around Medoids) method using the fpc R library (https://cran.r-project.org/web/packages/fpc/index.html). Hypergeometric distribution was used to analyze the enrichment of pathways, gene ontology, domain structure. The topGO R library, was used to determine local similarities and dependencies between GO terms to perform Elim pruning correction. Several database sources were referenced for enrichment analysis, including Interpro (96), NCBI (97), MSigDB (98), REACTOME (99), and WikiPathways (100). Enrichment was calculated relative to a set of background genes relevant for the experiment.



Visium spatial gene expression experiments

Optimal parameters for tissue permeabilization for the LG were determined using Visium Spatial Tissue Optimization reagents according to the manufacturer’s instructions (10x Genomics, Pleasanton, CA, USA). Visium Spatial Gene Expression was then carried out according to the manufacturer’s instructions (10x Genomics, Pleasanton, CA, USA) with the following parameters: 10μm thick sections of LG were used, hematoxylin and eosin (H&E) staining was carried out by incubating slides for one minute in isopropanol, 7 min in hematoxylin and 1min in eosin. Permeabilization was carried out for 18 min.

All Visium libraries were sequenced simultaneously on the Illumina NextSeq2000 platform, at a sequencing depth of approximately 49M read-pairs for BALB/c_1, 52M for BALB/c_2, 85M for NOD.H-2b_1 and 100M for NOD.H-2b_2. To gain more insight information, a second round of sequencing was performed for BALB/c_2 and NOD.H-2b_1, which finally reached 380M and 288M read-pairs respectively. Fastq files were processed with spaceranger-1.3.1 pipeline. Then processed data was analyzed on R studio (2021.09.1, Build 372) with Seurat (v4.0.4)



Visium spatial gene expression analysis

Fastq files were processed with spaceranger-1.3.1 pipeline. Then, processed data were analyzed on R studio (2021.09.1, Build 372) with Seurat (v4.0). Quickly, data from the four samples were merged and normalize with SCTransform function. Then data were integrated, and Uniform Manifold Approximation and Projection (UMAP) was generated with a resolution of 0.42. Cell type marker lists were generated to identify the different clusters. For DEGs identification we used the “FindMarker” function only on deeply sequenced samples (BALB/c_2 and NOD.H-2b_1). Finally, to confirmed alteration observed with meta-analyses on bulk RNAseq, we established gene lists from ROSALIND®: we selected all altered genes from pathways identify by the meta-analyses. Then, expression of these pathways was assessed on Visium with the function “AddModuleScore” and values for each spot were plot on Visium section.



Biological pathway analysis

From the list of differentially expressed genes DEGs identified by RNAseq, we used Gene Ontology database (http://geneontology.org/) to identify the altered biological pathways. To achieve this, we submitted the lists of DEGs and performed a GO enrichment analysis. Then, we selected only the top-10 of biological pathways in which we had at least 10 genes altered and the FDR inferior to 0.05. Heatmaps of significantly altered pathways were generated using www.metascape.org with a default parameter (61).



Statistical analysis

Flow cytometry: Average values are shown as mean ± SD. To compare multiple groups, a one-way ANOVA was performed when data follow a normal distribution (Shapiro-Wilk test; p-value > 0.05). For CD4+ comparison, data does not follow normal distribution (Shapiro-Wilk test; p-value = 0.0363 for Young Male BALB/c), a Kruskal-Wallis test has been performed A p-value <0.05 was considered statistically significant. P-value significance: *: p <0.05; **: p <0.01; ***: p <0.001; ****: p <0.0001. All statistical analyses were performed in GraphPad Prism (v9.3.0).

Focus score: Values are shown as mean ± SD. Shapiro-Wilk test has been performed to determine that data follow normal distribution (p-value >0.05). Statistical significance between male and female has been assessed with an unpaired t-test (**: p=0.0021).
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Macrophages play an important role in tissue homeostasis, tissue remodeling, immune response, and progression of cancer. Consequently, macrophages exhibit significant plasticity and change their transcriptional profile and function in response to environmental, tissue, and inflammatory stimuli resulting in pro- and anti-tumor effects. Furthermore, the categorization of tissue macrophages in inflammatory situations remains difficult; however, there is an agreement that macrophages are predominantly polarized into two different subtypes with pro- and anti-inflammatory properties, the so-called M1-like and M2-like macrophages, respectively. These two macrophage classes can be considered as the extreme borders of a continuum of many intermediate subsets. On one end, M1 are pro-inflammatory macrophages that initiate an immunological response, damage tissue integrity, and dampen tumor progression by fostering robust T and natural killer (NK) cell anti-tumoral responses. On the other end, M2 are anti-inflammatory macrophages involved in tissue remodeling and tumor growth, that promote cancer cell proliferation, invasion, tumor metastasis, angiogenesis and that participate to immune suppression. These decisive roles in tumor progression occur through the secretion of cytokines, chemokines, growth factors, and matrix metalloproteases, as well as by the expression of immune checkpoint receptors in the case of M2 macrophages. Moreover, macrophage plasticity is supported by stimuli from the Tumor Microenvironment (TME) that are relayed to the nucleus through membrane receptors and signaling pathways that result in gene expression reprogramming in macrophages, thus giving rise to different macrophage polarization outcomes. In this review, we will focus on the main signaling pathways involved in macrophage polarization that are activated upon ligand-receptor recognition and in the presence of other immunomodulatory molecules in cancer.
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Introduction


Tumor Associated Macrophages can be polarized into pro-inflammatory (M1-like) and anti-inflammatory (M2-like) phenotypes


Tumor-Associated Macrophages

TME is the result of complex interactions between different cell types, including tumor cells, immune cells, endothelial cells, and fibroblasts. TAMs, which represent 50–80% of non-tumor stromal cells, are critical components of the TME. After recruitment of circulating monocytes via the chemokine ligand 2 (CCL2)- chemokine-receptor 2 (CCR2) axis and many others chemokines and cytokines such as macrophage colony-stimulating factor (M-CSF), chemokine (C-X3-C motif) ligand 1 (CX3CL1), CCL3, CCL5, and vascular endothelial growth factor A (VEGF-A) (1), TME will favor their polarization either towards anti-inflammatory or pro-inflammatory macrophages, that will be referred to as M1-like or M2-like TAMs, respectively. The two main macrophage polarization states described above and detailed below constitute most of the TAMs compartment, with a large predominance of the M2-like phenotype. However, this TAMs dichotomy is a simplistic way to represent their complex functions in the microenvironment. Recent data obtained using techniques such as single cell RNA sequencing may contribute to better identify macrophage subpopulations and have shown previously unknown complexity in macrophage polarization, going much beyond the traditional dogma of the binary “M1-M2” system (2–4). Nevertheless, regarding the fact that the categorization of tissue macrophages in inflammatory situations remains difficult and variable among different indications and patients, there is an agreement that TAMs are predominantly polarized into the two main subtypes, M1-like and M2-like TAMs. Indeed, TAMs will change from one type to another depending on the environment in which they reside further described in next sections (1.b. and 1.c.).

In addition, it has been well established that TAMs prevalence in many solid tumors, such as breast, ovarian, cervical, and prostate cancers, is associated with poor prognosis, tumor progression, and metastasis (5–7). Indeed, TAMs promote tumor development by several ways:

	Anti-inflammatory TAMs control immune responses by secreting immunosuppressive cytokines and enzymes resulting in promotion of tumor growth and survival (8). In addition, TAMs also impair tumor-infiltrating lymphocytes’ (TILs’) capacity to migrate and interact with malignant cells (9).

	TAMs also enhance cancer stem cell-like properties of tumor cells (10) that promote invasive capability and metastasis of later stages cancers including formation of the pre-metastatic niche in secondary site, extravasation, and early colonization (11, 12) and favors angiogenesis by secreting proangiogenic factors including, placental growth factor (PIGF), TGF-β, CCL2, and CXCL12 (13–15).

	Furthermore, TAMs contribute to cancer resistance and relapse after treatment in radiotherapy and with several chemotherapeutic agents via releasing survival factors leading to malignant cells activation of anti-apoptotic signaling pathways (16–18). Additionally, direct contact of myeloma cells with macrophages can also induce chemoresistance (19). Indeed, relapse from anticancer treatment can be due to TAMs polymorphism during tumor development (20), for example in breast cancer treated with Taxol (21) or hepatocellular carcinoma treated with Sorafenib (22) both in vitro and in vivo (mice model).



Targeting TAMs could thus be an effective and promising therapeutic strategy for enhancing anti-cancer immunity. Current development of potentially but not yet effective medicines that target TAMs are based on TAM depletion, enhancement of TAM phagocytosis, inhibition of monocyte recruitment, and reprogramming of anti-inflammatory M2-like TAMs into pro-inflammatory M1-like TAMs. Therefore, it is essential to understand better the molecular and biological mechanisms leading to macrophage recruitment and polarization in cancer, and which functions are impacted.



Pro-inflammatory Macrophages (M1-like)

IFN-γ was the first macrophage-activating factor discovered in 1970 (23). IFN-γ is a soluble cytokine produced by activated CD4+ T helper (Th) 1 cells, CD8+ T cytotoxic cells, and NK cells that drives resting macrophages into potent cells with enhanced antigen–presenting capacity, increased synthesis of proinflammatory cytokines and toxic mediators, and enhanced complement–mediated phagocytosis among other functions. This early description of macrophage activation came to be known as classical activation. Since classically activated macrophages result from Th1 (cytotoxic) T cell responses, these macrophages were therefore renamed M1 macrophages. As well as IFN-γ, M1 macrophages can be differentiated by other Th1 cytokines, like TNF-α, and bacterial components such as lipopolysaccharide (LPS). Granulocyte-macrophage colony stimulating factor (GM-CSF) also activates M1 responses and antitumoral activity (17). Conversely, M1 macrophages stimulate the response of Th1 and cytotoxic cells, which in turn release IFN-γ, thereby reinforcing M1 polarization in a feedback loop (23–26). M1 macrophages release significant amounts of pro-inflammatory cytokines including IL-1β, IL-6, IL-12, IL-23, IFN-β and TNF-α that concomitantly drive Th1 responses (27, 28). M1 macrophages are also a main source of IL-12, while producing little or no IL-10, further amplifying M1 polarization.

The chemokines produced by M1 macrophages are mostly of the CC type (CCL2, CCL3, CCL4, CCL5, CCL8, CCL19, CCL20), moreover IFN-γ also increases the production of CXCL10 and CXCL9 leading to IFN-β expression. Overall, these chemokines contribute to the establishment of a type 1 immune response (29), resulting in protection against intracellular pathogens and tumor progression.

It is crucial to highlight that pro-inflammatory M1 macrophages can act as tumor suppressors in many ways:

	Destroying malignant cells. Pro-inflammatory Macrophages produce reactive oxygen species (ROS) and enhance their production by tumor cells through secretion of stimuli like TNF-α. ROS production by macrophages as a mean of killing tumor cells is well documented. Macrophages rapid generation of superoxide is driven predominantly by NAPDH oxidase resulting in hydrogen peroxide synthesis (30). In addition, during inflammation, nitric oxide (NO) synthetized by the inducible nitric oxide synthase (iNOS) from L-arginine reacts with superoxide to produce peroxinitrite radicals that are similar in their activity to hydroxyl radicals, and contribute to direct tumor cell apoptosis (31, 32). M1 also play an important role in tumor suppression through the generation of cytotoxic molecules such as TNF-α-related apoptosis inducing ligand (TRAIL) or FAS ligand (FASL), or via the Antibody-Dependent Cellular Phagocytosis (ADCP) or Antibody-Dependent Cell-mediated Cytotoxicity (ADCC) (24, 25).

	Stimulating anti-tumor immunity. The crosstalk between NK cells and macrophages constitutes a line of defense against tumors. Indeed, M1 macrophages express CD48, which binds to the 2B4 receptor at the plasma membrane of NK cells inducing IFN-γ production, which in turn supports M1 phenotype. In addition, release of IL-1β, IFN-β, and/or IL-23 by M1 will promote the expression of natural killer cell p44-related protein (NKp44) and natural killer group 2 member D (NKG2D). Consequently, NK cells will carry cytotoxic responses against target cells that express their ligands, such as stress ligands (33, 34). These cells are also able to activate CD8+ cytotoxic T cells (35), which are the most potent anticancer immune effectors and constitute the foundation of current effective cancer immunotherapies (36) through the secretion of the chemokines previously listed (CCL2, CCL3, CCL4, CCL5 and CXCL10) (37). M1 macrophages also express major histocompatibility complex (MHC)-II molecules and CD80/CD86 costimulatory molecules that are essential for T-cell activation, cytokine production, proliferation, and differentiation (38–41). M1-secreted CCL2, CCL5 or IFN-β may increase neutrophil infiltration to the tumor location and contribute to pro-inflammatory neutrophil-targeted tumor regression (42, 43).



Several reports indicate that the highest the M1/M2 ratio, the longest the survival in cancer patients. Indeed, lower proportion of M2-like TAMs in the TME enhances the prognosis of patients in multiple different cancer indications such as ovarian cancer (44, 45), multiple myeloma (46), pediatric classical Hodgkin lymphoma (47), colorectal cancer (CRC) (48) and gastric cancer (49). M1-like TAMs are also correlated with better efficacy of currently used chemotherapy in ovarian and lung cancer (50, 51). M1-like abundancy also leads to a tumor immunological status which, when combined with chemotherapy, aids in tumor growth control (50).



Anti-inflammatory Macrophages (M2-like)

In contrast to M1, M2 macrophages have anti-inflammatory and tumor promoting properties. M2-like TAMs predominate in advanced tumors, functioning as critical regulators in response to TME. Several studies have shown that M2-like macrophages represent most of TAMs in many cancer indications, which is associated with poor prognosis in several cancer patients, consistent with their abilities to favor tumor growth, to promote cancer invasion and metastasis, to participate in neovascularization, and to contribute to the formation of the immunosuppressive TME (25, 52–63).

M2 macrophages were first found in the setting of helminth infection, distinguishing from monocytic progenitors under the influence of IL-4 and IL-13 in a severely Th2-polarized response. Although Th2 cytokines are required for M2 recruitment, M2 macrophages also secrete cytokines that mediate Th2 responses and regulate inflammatory responses (64–67).

The primary agents that cause M2 type activation include cytokines (IL-4, IL-10, IL-34 and IL-13), vitamin D3, TGF-β, prostaglandin E2 (PGE2), VEGF, EGF, glucocorticoids (68) and M-CSF (69). M2-like TAMs are further sub-categorized into IL-4/13–activated M2a, immune complex–activated M2b, IL-10–deactivated M2c and IL-6/M-CSF loop induced M2d (70) macrophages based on the stimulation of different cytokines. Those subtypes will not be discussed here but are well described in a review by Mantovani et al. (29) and Duluc et al. (70).

M2 macrophages act as tumor promoters in several ways:

	Promoting cancer cell proliferation and invasion. EGF secreted by M2-like TAMs directly stimulates cancer cell proliferation and invasion. M2 macrophages can also contribute directly to cell proliferation, invasiveness, and migration in breast cancer by suppressing IFN regulatory factor (IRF)7 expression through MicroRNAs mIR-1587 (71). Moreover, several studies have shown that microRNAs play critical roles in macrophage activation, polarization, tissue infiltration, and inflammation resolution (miR-155, miR-181, and miR-451 are implicated in M1 macrophage polarization whereas miR-146a, miR-125a, and miR-145-5p are involved in M2 macrophage polarization) (72).

	In contrast to M1-like macrophages, NO and iNOS production appears diminished after TAMs switch to an M2-like phenotype leading to abolishment of M1 direct killing of tumor cells (73).

	Promoting angiogenesis. VEGF secretion by M2-like TAMs promotes angiogenesis in tumor sites. In turn, VEGF receptors on the surface of TAMs activate an autocrine loop, reinforcing their pro-angiogenic and immunosuppressive properties (25) but also their M2 phenotype. TAMs also secrete pro-angiogenic chemokines (e.g., IL-8) and proteolytic enzymes (e.g., MMPs and cathepsins induced by IL-4) (74), which breakdown the extracellular matrix (ECM), causing the release of angiogenic components such as TGF-β, VEGF, and fibroblast growth factor (FGF) that had previously been stored in the ECM in an inactive state (75–77). MMP-2 and MMP-9, were also shown to increase VEGF expression by cancer cells (76), and their expression has been linked to greater tumor invasiveness and a poor prognosis.

	Dampening the activity of tumor killer cells. M2 macrophages also play a role on inhibition of NK cell function through secretion of inhibitory factors and through cell-cell contact (78). By secreting PGE2, M2-like macrophages suppress NK cell cytotoxicity through downregulation of NKp30, NKp44, NKp46, and NKG2D by binding to E-prostanoid 2 (EP2) and EP4 receptors, leading to immunosuppressive cyclic adenosine monophosphate (cAMP)-protein kinase A (PKA) signaling in NK cells. PGE2 has also a direct impact on macrophages that we will discuss later. MMPs secreted by M2-like macrophages cleave FASL expressed at the NK cell surface thus inhibiting tumor cell apoptosis mediated by FAS : FASL ligation, which plays a critical role in immunosuppression. In addition, M2-like TAMs produce large amounts of IL-10, which inhibits both the production of IL-12 by intratumoral dendritic cells (DCs) and CD8+ T cell-mediated anti-tumor responses (79). IL-10, like TGF-β, suppresses CD8+ T cell and NK cell cytotoxicity by direct transcriptional repression of genes encoding functional mediators, such as perforins, granzymes, and cytotoxins. TGF-β contributes to metastasis allowing epithelial-to-mesenchymal transition of cancer cells, which empowers them with more invasive potential related to metastasis formation (80). TGF-β is associated with poor prognosis in multiple tumor types and has been demonstrated to be a major contributor of CD8+ T cell exclusion from tumors (81). M2 macrophages can also suppress T cell activation through depletion of tryptophan du to elevated expression of indoleamine 2,3-dioxygenase (IDO) and local depletion of L-arginine through Arginase1 (ARG1) expression (82).

	 Promoting resistance to therapy. The ability of TAMs to limit the efficacy of immune checkpoint blockade therapy has been reported in several studies (83). Indeed, M2-like TAMs express high levels of both PD-1 and PD-L1, thus directly participating to immune suppression, as well as high levels of FcγRs that can quench therapeutic antibodies used for immune checkpoint blocking (84). In addition, as reviewed by C. Anfray (2019) (84) and A.Mantovani (2015) (85), TAMs seem to inhibit most anti-tumor treatments frequently used in clinical practice, including conventional chemotherapy, anti-angiogenic therapy, and radiation.

	Hence, high proportion of M2-like macrophages in TAMs might be a causative factor for poor prognosis and shorter survival of patients in several cancers such as chronic lymphocytic leukemia (86), T cell leukemia/lymphoma (60), oral cancer, thyroid cancer, bladder cancer (87) non-small-cell lung cancer (88) gastric cancer (50, 88, 89), clear cell renal cell carcinoma (89), ovarian cancer (46, 50, 88), breast cancer (7, 88) CRC (90–92) and laryngeal cancer patients (93). Moreover, in CRC patients, an increase in the proportion of M2 type TAMs was associated with an increase in liver metastases (94).



In summary, M1-like TAMs that promote inflammatory responses against tumor cells mostly have an anticancer impact, whereas M2-like TAMs have anti-inflammatory activity that provides them with a pro-tumoral effect (25).




Macrophage receptors and signaling pathways that regulate macrophage polarization in cancer


Receptor signaling pathways leading to pro-inflammatory M1-like macrophages

Knowing that the TME plays a major role in macrophage polarization and that the interaction of chemokine/cytokine receptors with their ligands leads to the polarization of macrophages, we will describe in the next section the main signaling pathways involved in M1-macrophage polarization in humans through the different ligand-receptor interaction.


IFNγ receptors

IFNγR1 and IFNγR2 chains are members of the class II cytokine receptor family. Two chains of the IFNγR1 will first bind to an IFN-γ homodimer inducing subsequent recruitment of the two IFNγR2 chains. Both IFNγR chains must connect with a signaling machinery to transduce their signals. The intracellular domain of IFNγR1 has binding sites for Janus Tyrosine Kinase (JAK)1 and the latent cytosolic factor, signal transducer and activator of transcription (STAT)1. The JAK1- and STAT1-binding motifs are required for receptor phosphorylation, signal transduction, and induction of biological response (Figure 1). In the same way, the intracellular region of IFNγR2 contains a binding motif for recruitment of JAK2 kinase or Tyrosine Kinase 2 (TYK2) depending on ligand type for participation in signal transduction.




Figure 1 | Signaling pathways mediated by the JAK family of tyrosine kinases (created using BioRender®).



Within 1 minute of pro-inflammatory IFN-γ-therapy, the four essential downstream tyrosine kinases (JAK1, JAK2, TYK2, and STAT1) are phosphorylated (95). Ligand interaction leads to auto-phosphorylation and activation of JAK2, allowing JAK2 to transphosphorylate JAK1 (96). Activated JAK1 phosphorylates functionally important Y440 residue of each IFNγR1 chain, forming two contiguous docking sites for latent STAT1’s SRC homology 2 (SH2) domains (97). STAT1 pair is phosphorylated near the C-terminus at Y701, most likely by JAK2. Phosphorylation causes a STAT1 homodimer to dissociate from the receptor (98). The dissociated STAT1 homodimer reaches the nucleus and attaches to promoter regions, allowing or inhibiting transcription of IFN-regulated genes. The mechanism of STAT1 translocation into the nucleus remains unknown, however the participation of importin-1 (NPI-1) is suggested (99). STAT1 homodimers bind DNA at GAS sites in the TTCN (24, 25, 52) GAA consensus sequence (100) leading to expression of several genes. Two to five hundred genes are activated in response to the IFNs, including iNOS, MIG (=CXCL9), intercellular adhesion molecule 1 (ICAM-1), IRF1 and STAT1 himself (101). For example, ICAM-1 is known to inhibit M2 macrophage polarization (102), and its expression appears to interfere with M2-related phosphoinositide 3-kinase (PI3K)/Ak strain transforming (AKT) pathway reducing phosphorylation and expression of phosphatase and tensin homolog (PTEN) and AKT (103). iNOS and IRF1 are highly associated with inflammation and preferentially expressed in M1 phenotype (104).

STAT1 is also able to form heterodimers with STAT2 when type I and III IFN (α and λ) bind to IFNαR1:IFNαR2 or IFNλR1:IL-10R2 respectively. STAT2 is recruited following its activation on the tyrosine 466 (Y466) of IFNαR1, which has already been phosphorylated by TYK2. STAT2 then recruits STAT1, which can only be activated by phosphorylation on Y701 (105). STAT1-STAT2 heterodimers will join forces with IRF9 to create the Interferon-stimulated gene factor 3 (ISGF3) transcription complex. ISGF3 recognizes the IFN stimulated response elements (ISRE) (consensus region: YAGTTTC(A/T)YTTTYCC) promoter elements of pro-inflammatory macrophage specific genes induced by IFNs such as hypoxia-inducible factors (HIF)-1α (101, 106).

STAT1 phosphorylation at Serine (S)727 is also required for maximum transcriptional activation of target genes. STAT1 serine phosphorylation is induced by a variety of stimuli, including types I and II IFN, LPS, IL-2, IL-12, TNF-α, and platelet-derived growth factor. In macrophages, for example, LPS signaling enhances STAT1 S727 phosphorylation independently of Y701 phosphorylation, enhancing cellular responses to IFN-γ (107) thus contributing to polarization into M1 macrophages.



Il-12R

IL-12 has been mainly described for activating naïve Lymphocytes and inducing their differentiation. However, IL-12 also promotes M1 macrophage polarization by inducing IFN-γ production by Th1 cells, which in turn boosts anti-tumor cytotoxic CD8+ T and NK cells (108). IL-12p40 and IL-12p35 bind to IL-12R-β1 and -β2 respectively, resulting in transphosphorylation of associated JAKs (JAK2 and TYK2) and then lead to the activation and translocation of STAT4 homodimer into the nucleus where they bind to STAT binding sites in the IFN-γ promoter of targeted M1 genes (109, 110).

Furthermore, IL-12 acts as a M1 classical activating factor through an indirect mechanism. Indeed, IL-12 promotes antigen presentation by increasing the expression of MHC-I on tumor cells (111), promoting polarization to M1 macrophages, and recruiting effector immune cells by increasing the expression of the chemokines CXCL9, CXCL10, and CXCL11 (112).

IL-12 has been also studied in pathological context showing again its ability to favor M1 polarization. In fact, it has been shown that IL-12R/STAT4 drives obesity-associated insulin resistance through pro-inflammatory M1 macrophage polarization (113).



Toll like receptors and IL-1R

The evolutionarily conserved Toll-like receptors (TLRs) family is one of the most studied families of pattern recognition receptor (PRRs) and plays a crucial role in early host defense against invading pathogens (40).

Among the 13 members of the TLR family including transmembrane TLR1, TLR2, TLR4, TLR5, TLR6, and TLR10, and endosomal TLR3, TLR7, TLR8, TLR9, TLR11, TLR12, and TLR13, the most relevant TLRs related to macrophage polarization in cancer context are TLR2/TLR6 (114), TLR3 (114, 115), TLR4 (115, 116) and TLR7/8 (117). TLR4, for example, activates signaling cascades (NF-κB and MAPK) that result in production of proinflammatory cytokines (TNFα, IL-1, IL-6, IL-12) and type-I interferons, which are essential for the propagation of the inflammatory response.

TLRs are type I integral membrane glycoproteins that belong to a wider superfamily that includes the IL-1 receptors, due to significant similarities in their cytoplasmic region known as the Toll/IL-1R (TIR) domain. TLRs/IL-1Rs dimerize following ligand binding and undergo the conformational shift necessary for the recruitment of pro-inflammatory downstream signaling molecules. These include the adaptor molecule myeloid differentiation primary-response protein 88 (MyD88), IL-1R-associated kinases (IRAKs), TGF-activated kinase (TAK1), TAK1-binding protein 1 (TAB1), TAB2, and TNFR-receptor-associated factor 6 (TRAF6) (118) (Figure 2).




Figure 2 | TNFR and TLR/IL-1R, NF-κB and MAPK signaling pathways in macrophages (created using BioRender®).



TLR4, TLR2, and TLR2/TLR6 recruit MyD88 via the bridging adaptor MAL, whereas TLR7/TLR8 recruit MyD88 directly. TIR-domain-containing adapter-inducing interferon-β (TRIF) is also recruited indirectly to TLR4 via the bridging adaptor TRIF-related adaptor molecule (TRAM), whereas TLR3 recruits TRIF directly. TLR4 is the only receptor that uses TRIF, TRAM, MyD88, and MyD88 adaptor-like protein (MAL/TIRAP). As a result, it serves as a model for both the TRIF- and MyD88-dependent pathways (119).

	MYD88-dependent TLR signaling pathway

MyD88 is recruited to the cytoplasmic TIR domain, where it enhances IRAK4-receptor complex attachment via a homophilic Death Domain (DD) interaction. MyD88 binding to IRAK4 enhances IRAK4-mediated phosphorylation of S376 and T387 residues of IRAK1 and subsequent autophosphorylation, resulting in IRAK1 kinase activity (120, 121).

IRAK1 interacts then with TRAF6. TRAF6, in collaboration with the ubiquitin-conjugating enzymes UBC13 and UEV1A, promotes K63-linked polyubiquitination of several target proteins including TRAF6 itself, Inhibitor of kB kinase gamma (IKKγ/NEMO) and the TAK1 protein kinase complex. Regarding TAK1, TRAF2/5 (through TNF-α stimulation) or TRAF6-mediated K63 ubiquitination leads to recruitment of TAK1-binding protein (TAB)2 or TAB3 in order to form the TAK1 protein kinase complex composed of TAK1, TAB2 or TAB3, which phosphorylates and activates the inhibitory kappa B kinase alpha/beta (IKKα:IKKβ)–NF-κB complex and MAPK kinases (122–124), resulting in the expression of M1 type pro-inflammatory cytokines. Moreover, IKK, MAPK signaling and cytokines in TAK1-deficient murine peritoneal macrophages stimulated with LPS are slightly reduced compared with wild-type controls (122). More precisely, the TAB2:TAB3:TAK1 complex will phosphorylate mitogen-activated protein kinase Kik 4 (MKK4) and MMK7 leading to c-Jun N-terminal kinases (JNKs) phosphorylation, thus contributing to the acquisition of a M1 macrophage phenotype. Moreover, TAK1 can phosphorylate MKK3 and MKK6 leading to P38α phosphorylation and then MK2 phosphorylation resulting into pro-inflammatory cytokine production such as IL-1β and TNF-α. TAK1 can be also activated by many stimuli, including IL-1β, TNF-α, TLR ligands, and B and T cell receptor ligation (125).

MAP/ERK kinase (MEK)/extracellular signal-regulated kinase (ERK) pathway activation occurs preferentially via the activation of the MAP3K tumor progression locus 2 (TPL2; also known as MAP3K8) (126). Indeed, TPL2 is activated via IκB kinase (IKK)-induced proteolysis of the NF-κB subunit precursor protein p105, IKKβ phosphorylation of p105 causes ubiquitination and partial degradation of p105, resulting in the release of TPL2. Free TPL2 will phosphorylate MKK1 and MKK2 (also called respectively MEK1 and MEK2) and subsequently activates ERK signaling pathway. IKKβ also directly phosphorylates TPL2 on S400, which is essential for LPS-mediated pro-inflammatory activation of macrophages via ERK (127).

These observations show a direct link between MAPK activation and NF-κB activation in IL-1R and TLR-stimulated macrophages. Moreover, MAPK and IKK signaling in macrophages plays a pro-inflammatory role, suggesting that modulation of NF-κB, JNK, ERK and P38 pathways could constitute a potential therapeutic target regulating tumor homeostasis and favoring immunostimulatory context.

	TRIF-dependent TLR signaling pathways



TRIF-dependent signaling leads to Type-I IFNs production. TRIF can recruit both TRAF3 or TRAF6, TRAF3 recruits then the IKK-related kinases TBK1 and IKKε, as well as NEMO, to phosphorylate IRF3. IRF3 then forms a dimer and translocate from the cytoplasm into the nucleus, where it stimulates the transcription of type I IFN genes (128).The recruitment of TRAF6 activates the TAK1 complex leading to downstream signaling pathways previously described.

It has been recently shown that STAT3 acts directly on TLR4 signaling pathways via interaction with TRAF6 and TBK-1, resulting in non-canonical STAT3 S727 phosphorylation but not Y705, thus inducing metabolic M1 reprogramming and inflammation (129).

In the TME, cellular components released during necrosis act as DAMPs, that can also be ligands for TLRs and assist the establishment of a pre-programmed pro-inflammatory M1 or “classically activated” phenotype. This is accomplished via enhanced activation of signaling pathways including NF-κB, P38 MAPK, and others, which govern the production of pro-inflammatory cytokines (e.g., IL-1, IL-6, and IL-12) (130–132).

Meanwhile, stimulation of TLR3 and TLR4 may also activate a MyD88-independent pathway that induces IFN-β secretion. This pathway is mediated by Toll/IL-1 receptor (TIR) domain-containing adaptor and knockdown of TIR led to blockade of TLR4 mediated inflammation (119, 133, 134).

All ligands for each TLR and related functions are detailed in S. Akira and K. Takeda review (135).



Tnfr

TNF receptor superfamily TNFRSF is made up of 27 physically similar receptors that bind one or more molecules from the TNF superfamily (TNFSF), composed of more than 20 structurally related proteins (ligands). TNFSF ligands are membrane-anchored or soluble trimers that cluster their cognate cell surface receptors to start signal transduction. TNFSF ligands and receptors have distinct structural properties that relate them to cell growth, survival, or death, while some molecules can activate both inflammatory and cell death pathways, depending on target cell types and other external stimuli. Many of the TNFRSF molecules, such as CD40, TNFR1 and TNFR2 for example, are expressed in immune cells, indicating that they may have a role in autoimmune and inflammatory illnesses, as well as in cancer.

Moreover, TNFα is a positive regulator of M1 polarization via the NF-κB pathway. Therefore, among the superfamily of TNFR, we will describe more precisely TNFR1 and TNFR2 that are TNFα receptor subunits and are highly expressed in TAMs (136).

TNFR1 and 2 are single-spanning type I transmembrane proteins characterized by several cysteine-rich domains (CRDs) in their extracellular domain that are not directly involved in ligand binding but mediate inactive self-association in the absence of ligand. Regarding the cytoplasmic moiety, TNFR1 harbors a DD allowing protein-protein interaction with cytoplasmic proteins also harboring a DD domain (137).

After binding TNF-α, TNFR1-associated death domain (TRADD) and receptor-interacting serine/threonine-protein kinase 1 (RIPK1) are recruited by the TNFR1 via DD-DD interactions inducing the recruitment of TRAF2 homotrimers and E3 ligase, leading to NF-κB classical signaling. Indeed, TRAF2:TRAF2 homodimers (or TRAF3:TRAF3) already form complexes in the cytoplasm with the E3 ligases cIAP1 and cIAP2 and are recruited on TRADD. RIPK1 will be modified by addition of K63-linked ubiquitin chains that will serve as docking site for the LUBAC complex. This complex will ubiquitinate NEMO, a member of the IKK complex that interacts with TRAF2 via its IKK2 subunit, the TAK1-TAB2 complex interacts with K63-ubiquitin modified RIP1 via the TAB2 K63-ubiquitin binding subunit. Activated TAK1 then phosphorylates IKK2 leading to phosphorylation of iκBα and its subsequential K48-ubiquitination and degradation. This degradation will allow p50/p65 NF-κB dimer translocation to the nucleus inducing pro-inflammatory gene expression (138) (Figure 2).

TNFR1 signaling complex starts internalizing and this comes along with the release of the TNFR1-bound signaling molecules that trigger apoptosis through caspase-8 or necroptosis through RIPK3:RIPK1 complex formation. Apoptotic cells produce membrane-enclosed apoptotic vesicles carrying the dying cell’s material, which are removed by macrophages during the resolution of inflammation. Necroptosis, on the other hand, is a lytic form of cell death that causes inflammation by releasing intracellular DAMPs and proinflammatory cytokines (139).

TNFR2 engagement also results in activation of the classical NF-κB pathway and to the recruitment of TRAF2-cellular inhibitor of apoptosis proteins 1 and 2 (cIAP1/2) and TRAF1-TRAF2-cIAP1/2 complexes. This phenomenon can lead to a significant depletion of these complexes in the cytoplasm and may affect other activities of these molecules inducing activation of the alternative NF-κB pathway through TRAF3: MAP3K NF-κB-inducing kinase (NIK) complex formation (140).

cIAP1/2 are also implicated into alternative NF-κB pathways through degradation of NIK which activates IKKα, then phosphorylates p100 on NF-κB2 (p52/p100), leading to p100 proteasomal degradation and release of p52. After binding to RelB, p52 is translocated to the nucleus to control gene transcription (139).

TNFR1 also triggers the MAPK cascades leading to the activation of ERK, JNK (141) and P38 (142). TNFR1 activates a MAP3K called apoptosis-signaling kinase-1 (ASK-1) that associates with TRAF2 in the TRADD-RIPK1-TRAF2 complex, activating MAP2Ks, JNK/ERK kinase-1 (SEK1, also known as MAPK-kinase (MAP2K)-4), and MAP2K-7, which in turn activates JNKs, MAP2K-3 and MAP2K-6 which activate P38 MAPK (143). TNFRs also activate the ERK1/2 signaling pathway via activation of TPL2-MAP2K1/2 (also called TPL2-MEK1/2-ERK) pathway through activation of NF-κB pathway as described before (144). It has also been documented that TRAF2 initiates P38 activation by binding two proximal protein kinases: GCK and RIP. GCK and RIP, in turn, signals by binding MAP3Ks upstream of the JNKs and P38s. The signaling cascade downstream of TRAF2 is well known to regulate and mediate proinflammatory responses leading to macrophage production of cytokines and type I IFN (145).

Another interesting receptor from TNFR family in terms of macrophage polarization is the trans-membrane costimulatory receptor CD40. CD40 is expressed on macrophages and was shown to play crucial roles in autoimmune and infectious diseases, transplant rejection and tumor regression. CD40 can transduce signals that regulate a wide range of cellular responses, from proliferation and differentiation to growth repression and cell death. The ligand of CD40, CD154 (=CD40L or GP39), has a bidirectional effect on antigen-presenting cells. Indeed, CD40-CD154 interaction activates ERK1/2 leading to synthesis of anti-inflammatory IL-10 and phosphorylation of P38 that results in pro-inflammatory IL-12 production depending on signaling strength. It has also been shown that CD40-CD154 interactions can activate macrophages and is required for production of NO (146).

CD40 triggers TRAF6 pathway leading to SRC/MEK/ERK signaling (147) previously described and can activate others MAPKs. As the other members of TNFR family, CD40 can trigger NF-κB pathway through TRAF6 (148). Transduction downstream of CD40 also involves the JAK3/STAT3 and PI3K/AKT pathway activation (149) known as pro M2-type signaling pathways.

All these observations show that TNFR family might be a major player in M1 to M2 macrophage balance in the TME.



Gm-csfr

GM-CSF interaction with its receptor (GM-CSFR) triggers M1 polarization of macrophages, with the generation of proinflammatory mediators such as TNF-α, IL-6, IL-12, and IL-23 (150).

GM-CSF can interact with the two receptor subunits of GM-CSFR. The first component is the ligand-specific α-chain (GM-CSFRα), which forms a complex with the b-chain (GM-CSFRβ) to form GMC-SFR. The β-chain is also shared by IL-3 and IL-5. These complexes of GM-CSF–GM-CSFRα–GM-CSFRβ create first hexameric and then dodecameric ligand–receptor complexes, which will trigger JAK/STAT pathway and especially the JAK2–STAT5 (151) pathway that favor pro-inflammatory polarization of macrophages (152), but also NF-κB, PI3K/AKT, and growth factor receptor-bound protein 2 (GRB2)/MEK/ERK signaling pathways (151, 153) (Figure 3), which will be described later in this review.




Figure 3 | GM-CSFR induced signaling pathways in macrophages (created using BioRender®).



Indeed, MAPK pathways can also be directly activated by receptor tyrosine kinases (RTKs) such as GM-CSFR, among others. Ligand-induced receptor dimerization increases receptor activation and Tyrosine autophosphorylation in the intracellular region. In the case of MEK/ERK pathway for example, the phosphorylated residues serve as binding sites for proteins like GRB2 that have SH2 or phosphotyrosine-binding (PTB) domains. Son of sevenless (SOS), a guanine nucleotide exchange factor (GEF) is recruited from the cytosol to the plasma membrane by GRB2, where it drives the exchange of guanosine diphosphate (GDP) bound to RAS by guanosine triphosphate (GTP), which is necessary for positive control of RAS activity. RAS may interact directly with its target effectors, one of which is RAF, thanks to this nucleotide exchange. Activated RAF binds to and phosphorylates the dual-specificity kinases MEK1/2, which then phosphorylate ERK1/2 in their activation loop via a conserved Thr-Glu-Tyr (TEY) motif (121) (Figure 3).



NOTCH receptor

The Notch signaling pathway is widely acknowledged to have a critical role in controlling development and assisting in the regulation of the response to various stimuli. Hitherto, four NOTCH receptors and five NOTCH ligands have been identified. NOTCH receptors attach to members of their ligand families, Delta-like proteins (DLLs) and Jagged (JAG) proteins, inducing the release of NOTCH intracellular domain (NICD) into the cell nucleus, then binding to recombination signal binding protein for immunoglobulin kappa J (RBP-J) to form a transcriptional IRF8 complex, thus promoting target M1 gene expression (154). In a non-canonical way, Notch can also activate mechanistic target of rapamycin (mTORC2)/AKT and NF-κB through its NICD (155).

NOTCH1 expression is increased in M1 macrophages, and its inhibition was shown to enhance M2 polarization (156). Furthermore, in a mouse model of breast cancer (mouse mammary tumor virus-polyoma middle tumor-antigen (MMTV-PyMT)), hyperactivation of Notch signaling, particularly in TAMs, was found to inhibit tumor development (157).

Moreover, in the literature both M1 and M2 phenotypes could be generated in TAMs through Notch pathway depending on the upstream ligand-Receptor involved. For example, in vitro coincubation of macrophages with cells expressing DLL4 can lead to activation of NOTCH1 signaling and result in pro-inflammatory genes expression, such as IL-12 and iNOS (158, 159). Moreover, the blockade of DLL4 using an antibody reduced pro-inflammatory macrophage accumulation in inflammatory lesions and attenuated atherosclerosis and metabolic disease, while NOTCH1/JAG1 signaling was shown to regulate anti-inflammatory macrophage activation and IL-10-producing TAMs (160).

Research about how Notch signaling is controlled in TAMs and translated into pro- or anti-tumor actions is still in its early stages (158).



Trem-1

Triggering receptor expressed on myeloid cells 1 (TREM-1) is found mostly on myeloid cells such as monocytes/macrophages and granulocytes. TREM-1 exists in two forms: as a membrane-bound receptor and/or as a soluble protein. In its membrane bound form, TREM1 is composed by three different domains: an immunoglobulin-like domain that is responsible for ligand binding, a transmembrane portion, and a cytoplasmic tail that interacts with the immunoreceptor tyrosine-based activation motif (ITAM) of adaptor molecule DAP12. This interaction leads to DAP12 tyrosine phosphorylation and results in downstream signal transduction through ζ-associated protein of 70 kD (ZAP70) and spleen tyrosine kinase (SYK) recruitment. SYK then recruits and tyrosine phosphorylates adaptor complexes including Casitas B-lineage Lymphoma (CBL), SOS and GRB2, resulting in downstream signal transduction through the PI3K, phospholipase-C-gamma (PLC-γ), and ERK pathways. These pathways result in transcription factor activation, including ETS domain-containing protein (Elk1), nuclear factor of activated T-cells (NFAT), AP-1 (c-Fos and c-Jun), and NF-κB, which trigger transcription of genes encoding pro-inflammatory cytokines such IL-1β, chemokines such as CCL2, and cell-surface molecules such as CD86 and MHC class II (161, 162).




Receptor signaling pathways leading to anti-inflammatory M2-like macrophages

As for M1 macrophages, the interaction of chemokine/cytokine receptors with their ligands present in the TME is the main actor of M2 macrophage polarization through receptor signal transduction and downstream signaling pathways. Therefore, we will describe in the next part, these main mechanisms implicated in M2 polarization in a tumor context.


Mcs-r

Also known as CSF1R, this receptor binds M-CSF also named CSF-1. MCSF-R is also activated upon IL-34 engagement, thus representing the only RTK known to be activated by two ligands of unrelated sequence. MCSF and IL-34 support the expression of CD11b and of chemokines, cytokines, and other plasma membrane markers characteristic of M2 polarization (163).

M-CSF binding to MCSF-R causes fast dimerization of the receptor, a first wave of tyrosine phosphorylation of MCSF-R, and the creation of complexes between the CSF-1R and SFK, CBL, the regulatory subunit of PI3K (p85) and p110δ, GRB2, and other signaling molecules, many of which get tyrosine-phosphorylated (Figure 4).




Figure 4 | MCSF-R and RTKs main signaling pathways involved in M2-like polarization (created using BioRender®
).



Indeed, after engagement of the MCSF-R, a cascade of downstream signaling molecules, including those involved in the PI3K/AKT and MAPKs signaling pathways (164), is activated, boosting survival and differentiation of M2-like macrophages.

Recruitment of PI3K will then induce phosphorylation of phosphatidylinositol-4, 5-bisphosphate (PIP2) to catalyze phosphatidylinositol-3, 4, 5-triphosphate (PIP3) at the plasma membrane; PIP3 further recruits AKT through is pleckstrin homology domain (PH-domain) causing a conformational change and the phosphorylation of AKT at T308 by 3-Phosphoinositide-dependent protein kinase 1 (PDK1) (165). PIP3 also recruits the mTORC2 complex and enhances AKT activation by mTORC2 via S473 phosphorylation. When AKT is activated through its phosphorylation, it subsequently phosphorylates and inactivates the tuberous sclerosis complex (TSC) 1/2. TSC1/2 inhibition by AKT activates mTORC1 via Ras homolog enriched in brain (Rheb) suppression (166). mTORC1, such as JNK1 (167), can then induce PTEN and subsequent AKT pathway inhibition. AKT inhibition abrogates the upregulation of several M2 genes (168). Nevertheless, individual AKT2 isoforms also contribute to M1 polarization (169). Indeed, AKT is a serine-threonine protein kinase family composed of three isoforms expressed from independent genes (AKT1/PKBα, AKT2/PKBβ and AKT3/PKBγ) (170) and there is data suggesting that the outcome of macrophage polarization upon AKT activation depends on the AKT isoform involved. Indeed, AKT1 ablation results in M1 polarization whereas AKT2 ablation results in M2 polarization (169). Reciprocally, AKT2-deficient macrophages present with enhanced IL-10 secretion upon LPS stimulation (171).

AKT isoform-specific effects on macrophage function have been also reported for PI3K and isoform-specific effects on macrophage function have been reported both for AKT and PI3K (166, 170, 172, 173). Indeed, PI3K p110δ, p110β, p110γ isoforms seem to be associated with M2 macrophage polarization whereas p110α seems to lead to M1 macrophage polarization (170). The most characterized and expressed isoform in myeloid cells is p110γ. In fact, it has been shown that P110γ/AKT/mTOR-mediated immune suppression promotes tumor growth and that P110γ inhibition suppressed myeloid cell adhesion and recruitment into tumors. p110γ inhibition also reverses tumor growth and mediated immune suppression by inducing proinflammatory gene expression in TAMs through NF-κB inhibition (174, 175). However, more data would be needed to accurately assess the roles of the other different PI3K isoforms in macrophage polarization.

Other important actors implicated into PI3K/AKT/mTOR pathway have been identified. For example, the lipid phosphatase PTEN is a negative regulator preventing overactivation of the AKT/mTOR pathway. Mice treated with a myeloid-specific PTEN deletion present a larger number of M2 macrophages releasing less TNF-α and more IL-10 in response to TLR ligands (176). AMPK is an inhibitor of mTOR activity resulting in a stronger reduction of the anti-inflammatory cytokine production (IL-10) as well (177).

During macrophage response to M-CSF, ROS promotes AKT1, P38 and JNK activation (178, 179). PI3K regulates ERK phophorylation in macrophages treated with M-CSF resulting in VEGF production (180, 181). Internalized MCSF-R induces by CBL ubiquitination mediates sustained ERK1/2 and AKT signaling (182). GRB2 direct recruitment is also involved in MCSF-R-mediated transient ERK activation when it is associated with the GEF, SOS (183). ERK can activate ribosomal S6 kinase (RSK) that inhibits TSC1/2 leading to mTORC1 activation. These observations show that MAPKs and more particularly ERK1/2 activation can be linked to both M1 and M2 polarization of macrophages.

Among the several signaling cascades described as downstream of MCSF-R, PI3K/AKT is the most relevant and its downstream targets are critical in M2 macrophage polarization. This pathway is also important in limiting pro-inflammatory responses and increasing anti-inflammatory responses in TLR-stimulated macrophages, and was identified as a negative regulator of TLR and NF-κB signaling in macrophages (184).

All MCSF-R intracellular phosphorylation sites and related functions are detailed in E. Richard Stanley and Se Hwan Mun review (185).



Interleukin Receptors


Il-10R

IL-10 receptor is composed of at least two subunits, IL-10Rα and IL-10Rβ, which are members of the interferon receptor (IFNR) family. IL-10R signaling is mainly relayed by the JAK/STAT system (Figure 1). Indeed, IL-10Rα is constitutively associated to JAK1, whereas IL-10Rβ is constitutively associated to TYK2 (186). Upon IL-10 engagement, these kinases phosphorylate transcription factor of the STAT family. STAT3 is a transcriptional regulator acting downstream of IL-10 signal, a crucial anti-inflammatory cytokine. IL-10 has also been proven to be a key mediator in the resolution of inflammation. Conditional genetic inactivation of STAT3 in mouse macrophages revealed the role of STAT3 in the regulation of inflammation since these animals presented with decreased bactericidal activity and increased production of pro-inflammatory cytokines IL-12, IL-6, TNF-α, IL-1β, IFN-γ in response to LPS, and were refractory to IL-10 treatment (187, 188). Myeloid cells exhibit robust STAT3 activation in response to recombinant IL-10 variants across a wide range of IL-10Rβ–binding affinities (188). Moreover, IL-10-mediated inhibition of IFN-induced gene transcription (CXCL10, ISG54, ICAM-1) in human monocytes correlates with inhibition of IFN-induced STAT1 activation and tyrosine phosphorylation (189). Levels of IL-6, IL-8, and TNF-α produced by primary human monocyte-derived macrophages stimulated with LPS were strongly decreased upon IL-10 treatment (188).

Furthermore, induction of IL-10 in macrophages by proinflammatory signals requires activation of AKT (190) and IL-10 also promotes M2 polarization through the induction of p50 NF-κB homodimer, c-Maf, and STAT3 activities (191). Finally, IL-10 inhibit LPS-Induced MAPK activation (192).



Il-4R/Il-13R

There are two types of IL-4 receptors, namely Type I receptors, which are composed by the IL-4 receptor α-chain (IL-4Rα) and the common gamma chain (γc), and type II receptors, which are composed by IL-4Rα and the IL-13 receptor α-chain 1 (IL-13Rα1). IL-4 initially binds to IL-4Rα with high affinity, which then recruits γc or IL-13Rα1 to create type I or type II ternary ligand-receptor complexes, respectively.

The activation of the receptor-associated JAKs results in the phosphorylation of tyrosine residues in the cytoplasmic domain of the IL-4Rα, which then serve as docking sites for the recruitment of other signaling molecules, including STAT6, the primary STAT protein activated in response to IL-4 stimulation. JAKs can tyrosine-phosphorylate STAT6, causing it to disengage from the receptor and dimerize via reciprocal contacts between its SH2 domain and the phosphotyrosine 641 (Y641) on another STAT6 molecule (193). STAT6 homodimers translocate to the nucleus, where they bind to specific DNA patterns inside the promoters of responsive target genes and begin M2 gene transcription (57) (Figure 1).

Alternatively, IL-4 can signal by recruiting insulin receptor substrate (IRS) proteins to specific phosphotyrosine residues on the IL-4Rα, where IRS (mainly IRS2) can be phosphorylated and recruit other signaling molecules such as the p85 subunit of PI3K. PI3K activation has been identified as a critical step in macrophage M2 activation in response to IL-4 and it has been shown that a crosstalk between the STAT6 and PI3K pathway is required for IL-4–induced M2 macrophage activation in SHIP-deficient macrophages (193). IRS recruitment of PI3K leads to the activation of the downstream protein serine/threonine kinase AKT/mTOR pathways. IRS can also interact with GRB2, which is complexed to SOS and causes Ras and the downstream MAPK pathway activation.

With the development of genomic technology during the last decade, data on gene expression patterns in IL-4-stimulated macrophages has gathered. Hao-Wei Wang and Johanna A Joyce have summarized IL-4-induced gene sets in TAMs in mouse and human in their review named Alternative activation of tumor-associated macrophages by IL-4 Priming for protumoral functions (193).

The characterization of these cellular interactions may lead to novel strategies for disarming TAMs’ tumor-promoting functions by targeting either upstream regulators (e.g., IL-4) or downstream effectors (e.g., cathepsins, EGF signaling), and could have potential as monotherapies or complements to conventional anticancer therapies.



Il-6R

IL-6 is a prominent proinflammatory cytokine released during infection or tissue injury that contributes to both innate and adaptive immune responses (194). It is worth noting that only a few cell types, namely macrophages, neutrophils, CD4+ T cells, podocytes and hepatocytes, express IL-6R on their cell surface and may thus respond directly to IL-6. In particular, it is known that IL-6 modulates monocyte differentiation towards macrophages and DCs (195).

IL-6 requires two distinct receptors to trigger signaling, IL-6R and gp130. IL-6 can attach to membrane IL-6R in a classic manner or to soluble IL-6R in a trans-signaling manner or be presented by T cells via DC expressing IL-6R. A hexamer complex with gp130 is produced in all three modalities of IL-6R signaling. The NF-κB and JAK/STAT3 pathways are activated by IL-6 binding and influence the polarization of macrophages to M2-Arg1 expressing macrophages (196) (Figure 1).

In cancer, TAMs were reported to secrete IL-6 via STAT3 pathway leading to expansion of cancer stem cells and breast cancer progression. Furthermore, IL-6 promotes M2 macrophage polarization, while concurrently stimulating TNBC stemness and tumor progression (197–199).




TGFβR

The transforming growth factor (TGF-β) superfamily includes 32 secreted proteins as well as three receptors. These proteins are implicated in the development of a variety of fibrotic diseases. Moreover, TGF-β is important for immune suppression in the TME, being involved in tumor immune evasion and poor response to cancer immunotherapy. In addition of being secreted by M2-like TAMs, TGF-β promotes M2-like phenotype and IL-10 secretion and decreases TNF-α and IL-12 cytokine secretion via SNAIL signal transduction (200).

TGF-β binds to three isoforms of the TGF-β receptor (TβR). TβRI and RII are both serine/threonine and tyrosine kinases, while TβRIII does not have any kinase activity. Phosphorylation of TβRI/RII is necessary for activating canonical or noncanonical signaling pathways, as well as for regulating the activation of other signaling pathways (201) (Figure 5).




Figure 5 | TGFβR signaling pathways in macrophages (created using BioRender®
).



The most extensively studied downstream mediators of TGF-β signaling are SMAD-dependent pathways. The TβRII subunit autophosphorylates and phosphorylates TβRI upon TGF-β engagement. As a result, the TβRI kinase domain interacts with the transcription factors SMAD2 and SMAD3 via the SMAD anchor for receptor activation (SARA) (202). TRβI then phosphorylates and activates SMAD2/3. When SMAD2/3 becomes active, it attaches to SMAD4, and the SMAD2/3/4 complex is translocated into the nucleus leading to ARG1 expression (203).

Data from Zhang et al. also demonstrate that blockade of the SMAD2/3 pathway reverses the immunophenotype of TGF-β induced macrophages from an anti-inflammatory M2-like phenotype to a pro-inflammatory M1 phenotype. TGF-β can also induce M2-macrophage polarization by up-regulating SNAIL expression through SMAD2/3 and PI3K/AKT signaling pathways (200).

In opposition, TGF-β signaling has also been characterized as using SMAD-independent pathways. Indeed, TRAF6 can bind TGF-β receptors to TAK1 leading to P38 MAPK, JNK and ERK-mediated M1 phenotype (204, 205).



Tie2

Angiopoietins (ANG)-1 and -2, as well as their receptor, the Tek tyrosine kinase receptor TIE2, are essential for controlling angiogenic processes throughout development, homeostasis, cancer, inflammation, and tissue repair. TIE2 is expressed by macrophages and has been proposed to contribute to solid tumor development by supporting immunosuppressive activities associated with M2 macrophage polarization.

TAMs expressing TIE2 have been named TIE2 expressing macrophages (TEM). TIE2 is a receptor for ANG1–4. In breast cancer and glioma, intratumoral TEMs are found near to nascent tumor vasculature and were found to have proangiogenic activities (206).

But interestingly, TIE2 signaling outcome can result in either a pro-inflammatory or an anti-inflammatory program according to the ligand engaged. ANG1 binding to TIE2 leads to receptor autophosphorylation on several tyrosine residues leading to signaling. Ang1 induces a pro-inflammatory phenotype in macrophages during differentiation, probably linked with P38 and ERK1/2 early activation but independent of AKT (207). However, TIE2-dependent phosphorylation of AKT prevented macrophages from apoptosis (208).

ANG2 was shown to convert macrophages to an anti-inflammatory or M2-polarized state (207, 209). Moreover, in cancer for example, when ANG2 is abundant, it binds to TIE2 and maintains TIE2 phosphorylation in an autocrine way, upregulates the expression of M2-type associated genes such as IL-10, Mannose Receptor C-Type 1 (MRC1) and CCL17 and pro-angiogenic genes such as thymidine phosphorylase (TP) and cathepsin B (CTSB) (209). However, ANG2/TIE2 interaction does not result in phosphorylation of the receptor, and instead, it acts as a competitive inhibitor preventing ANG1 binding.



G-protein-coupled receptors

Many extracellular signals are detected by GPCRs and transduced to heterotrimeric G proteins, which then transduce these signals intracellularly to suitable downstream effectors, playing a key part in numerous signaling cascades.

When activated by a ligand, GPCR proteins change conformation and subsequently activates the G proteins by increasing the exchange of GDP/GTP associated with the G subunit. This results in the dissociation of the G/G dimer from G. Both moieties are then free to engage on their downstream effectors and create distinct intracellular signaling responses.

The activation of membrane receptors (mostly GPCRs) that activate cellular adenylyl cyclases (AC) converting ATP to cAMP, causes the generation of cAMP (210). As shown by using cAMP-inducing drugs, cAMP is able to decrease the secretion of TNF-α, IL-12, leukotriene B4 (LTB4), IL-1, and chemokines such as CCL3, CXCL1, CCL2, CCL4, and CCL11. cAMP also induces activation of STAT3 and STAT6 that lead to M2 polarization. In addition, activation of Epac1/2 by cAMP inhibits the production of pro-inflammatory cytokines through NF-κB pathway (211, 212) (Figure 6).




Figure 6 | Simplified signaling pathway induced by GPCRs in macrophages (created using BioRender®
).



Several different mediators can lead to cAMP activation through GPCRs binding such as tumor-derived lactate (213), Resolvins (RvD1, RvD5 and AT-RvD1), lipoxins (LXA4), melanocortins (MSH), maresin 1 (MaR1), adenosine and potentially Annexin A1 (AnxA1) increasing AC activity through binding to GPCRs with subunits Gαs. Through activation of EP2–NF-κB signaling pathway, mediators such as PGE2 lead to cAMP induction triggering subsequent protein kinase A (PKA) activation inducing phosphorylation and nucleus translocation of cAMP-responsive element binding protein (CREB). CREB translocation promotes the production of anti-inflammatory cytokines and stimulate macrophage polarization. Moreover, PKA can inhibit NF-κB activity leading to diminution of inflammatory gene expression and activate ERK1/2 mediating the secretion of CCL2. cAMP drives M2 polarization by phosphorylating STAT3 and it also re-educates M1 macrophages towards an M2-like phenotype by lowering STAT1 phosphorylation via PKA (214, 215).

MAPK are also activated by ligands for heterotrimeric GPCRs mainly through the recruitment of GRB2/SOS complex that leads to RAS/RAF GTPase pathway activation and MEK/ERK signal transduction (216).

Chemokine receptors belong to the class A family of GPCRs and cluster of five chemokine receptors (CCR2, CCR5, CCR7, CX3CR1, and FPR1) is strongly expressed on myeloid cells. The chemokines CCL2, CXCL12 and the chemokine-like protein migration inhibitory factor (MIF) play a particular role in TAM polarization. Numerous models have dissected the pro-inflammatory axis between CCL2 and its corresponding receptor CCR2. In fact, blocking CCL2 during macrophage polarization upregulated the M1-associated HIF1α gene and enhanced the production of CXCL8 (217).

Sierra-Filardi et al. clearly demonstrate the anti-inflammatory intracellular signaling initiated by CCR2 ligation and indicate that CCL2 directs macrophage polarization toward the development of a M2 profile. This mechanism seems to be mediated through different pathways such as P38, HSP27 (an P38 downstream effector), ERK1/2, MSK1/2 (an ERK downstream kinase), JNK, STAT5a/b (218).

Another well studied chemokine in cancer is CCL5, which greatly promotes carcinogenesis, stroma formation, cancer progression and metastasis (219). Recent studies showed that CCL5 directly promotes M2 type polarization and that blocking CCL5-CCR5 binding led to M2 to M1 repolarization. Moreover, this modulation seems to appear through the JAK/STAT pathway (220). Inhibition of CCR5 (CCL5 receptor) using an antagonist antibody or drugs leads to repolarization of M2 to M1 tumor-associated macrophages (221, 222).

Others GPCRs expressed in macrophages and leading to macrophage activation are referenced into Wang et al. review (223).



SIRPα

The signal regulatory protein α (SIRPα)/CD47 axis has emerged as an important innate immune checkpoint that allows cancer cells to escape phagocytosis by macrophages. SIRPα is an immunoreceptor tyrosine-based inhibitory motif (ITIM)-containing receptor of the SIRP family expressed on all myeloid cell types including monocytes, macrophages, DCs, and neutrophils, and found to be strongly expressed in the TME. Extracellular ligation of SIRPα of its ligand CD47 alone does not significantly increase phosphorylation of SIRPα’s ITIMs but comes to counteract the activation induced by phosphorylation of ITAM-containing activatory receptors such as FcγRs.

A recent paper demonstrates that SIRPα signaling partially represses NF-κB, MAPK and STAT1 activation and potently inhibits PI3K-induced AKT2 activation in IFN-γ/LPS–treated macrophages leading to inhibition of pro-inflammatory M1 macrophage polarization. In parallel, in the same model, depletion of SIRPα induces overactivation of NF-κB, MAPK, and STAT1 pathways and moreover, SIRPα exposition to CD47 drastically decreases but also shortens the AKT2 phosphorylation through SHP1 recruitment (224).

In addition, another recent article showed that SIRPα and Notch Signal-Mediated Macrophage Polarization are probably linked. Indeed, Notch activation has been documented to repress SIRPα transcription directly through HES1-binding sites in its promoter region. Notch signal altered macrophage polarization in part by controlling the expression of SIRPα (225).

Indeed, SHP1 (PTPN6) and SHP2 (PTPN11) are paralog cytoplasmic PTPases that are crucial for a wide range of cellular functions. Through phosphotyrosine-based motifs such as ITIM and immunoreceptor tyrosine-based switch motif (ITSM), a significant number of inhibitory receptors like SIRPα recruit SHP1 and/or SHP2, tandem-SH2-containing phosphatases. SHP2 and SHP1 appear to be involved in a variety of signal transduction processes, such as the GRB2/Ras/Raf/MAPK, JAK/STAT, and PI3K pathways through direct interaction with signaling intermediates such as GRB2, FRS-2, JAK2, p85 subunit of PI3K, IRS1, GAB1 and GAB2 (226, 227).

Hence, by counteracting signaling cascades involved in pro-inflammatory responses, SIRPα may play a key role in modifying macrophage polarization in cancer in addition to its role as phagocytosis inhibitor.



Lilrb2

The leukocyte immunoglobulin-like receptor (LILR) family is a group of paired immunomodulatory receptors found in human myeloid and lymphoid cells. LILR subfamily A (LILRA) members connect with membrane adaptors to signal via ITAMs, whereas LILR subfamily B (LILRB) members signal via numerous cytoplasmic ITIMs (228). More interestingly, LILRBs are documented as being negative regulators of myeloid cell activation. Such as SIRPα, the ITIM domain of LILRB has the ability to bind SHP1/SHP2. Blocking antibodies targeting LILRB2 show reduction in receptor-mediated activation of SHP1/2 resulting in upregulation to pro-inflammatory pathways such as MAPK P38 and ERK, NF-κB or STAT1, and downregulation of AKT and STAT6 pathways leading to reprogramming towards a M1-like phenotype (229).



Egfr

The EGF receptor (EGFR), also known as ErbB1/HER1, is the prototype of the EGFR family, which also includes ErbB2/HER2/Neu, ErbB3/HER3, and ErbB4/HER4. With the ability to form homo- and heterodimers, these family members may construct a total of 28 distinct combinations with one another (230). The interaction of an EGF ligand-EGFR causes receptor dimerization, receptor trans-autophosphorylation on the C-terminal domain, and the recruitment of signaling proteins or adaptors. The phosphorylated C-terminal domain contacts SHC and GRB2. As described before, GRB2 SH3 domain recruits SOS or GAB1 proline-rich domains to initiate ERK MAPK or PI3K/AKT signaling, respectively. EGFR can also bind SCR and PLCy leading to activation of downstream well-known signals (231).

In addition to EGF-secreted action on tumor cell proliferation and survival, studies shows that secreted EGF also plays a crucial role in M2 polarization in cancer (232, 233).






Conclusion and perspectives

TAMs have emerged as an interesting candidate population for innovative anti-tumor therapies and several emergent treatment approaches have been tested to reduce TAMs in tumors with, so far, limited efficacy. More recently, reprogramming M2-like TAMs into immunostimulatory and anti-tumor M1-like cells has appeared as an appealing approach in cancer therapy with encouraging preclinical and preliminary clinical data using antibodies targeting M2-like transmembrane proteins such as MARCO, CLEVER1 and ILT4 (234–236). Therefore, it is pivotal to better understand the mechanisms at the origin of the plasticity of this population.

In most of the cases, a stimulus from TME will trigger one or several of the JAK/STATs, MAPK, PI3K/AKT, NOTCH and NF-κB signaling pathways thus resulting in TAMs polarization. There is enough evidence establishing the association between M2 polarization and the activation of several signaling pathways including PI3K/AKT, JAK/STAT6 or STAT3, TGF-β/SMAD-dependent pathways. In addition, it is also possible to link directly JNK, P38, NF-κB p65, JAK/STAT1 signaling pathways and M1 polarization.

Indeed, the more currently advanced drugs targeting TAMs such as CSF1/CSF1R axis (237), MEK/STAT3 inhibitors (238), antibodies against IL-4, IL-4Rα, and IL-13 (239), IFN-γ (240, 241), CD40 agonists (242), inhibitors of PI3Kγ/mTOR (237) and agonists of TLR4/7/8/9 (237) all have an impact on macrophages signaling. For example, PI3Kγ inhibitor (ipi-549, phase II in combination with nivolumab), in addition to impact PI3K/AKT pathway will enhance drastically NF-κB phosphorylation after treatment (237). Moreover, patients with advanced malignancies are currently being tested with the STAT3 inhibitor (TTI-101) in a phase I clinical trial (NCT03195699). Indeed, targeting JAK2, the main activator of STAT3 in myeloid cells, is a crucial strategy for inhibiting STAT3. Another example is the use of anti-ILT4 mAbs, which was also found to activate P38, ERK, NF-κB and STAT1 while inhibiting the activation of STAT6 and AKT in the presence of M-CSF and IL-4 within 30 minutes of anti-ILT4 treatment (229). It has also been demonstrated that ILT4 blocking can both activate monocytes from PBMCs as well as acting in M2 macrophages to trigger M2-to-M1 reversion (229).

However, the M1 vs. M2 dichotomy is much less evident regarding other signaling pathways, such as NOTCH, ERK and even NF-κB, for which different studies demonstrated an implication in both polarization outcomes. Similarly, some receptors, which will be discussed further in the discussion section, can be associated with one phenotype, while others, depending on the stimulus, can lead to two different phenotypes. Moreover, some of them may operate a balance between the two phenotypes depending on time of exposure, timing of activation, specific serine/tyrosine phosphorylation, ligand type, multivalency and/or strength of stimuli in TME. Indeed, we cannot depict a black and white model that unequivocally defines whether the ligand-receptor engagement will be favorable to either M2 or M1 phenotype, and most likely, the integration of the different stimuli and the balance between their signals will determine the fate of macrophage polarization.

Besides, the analysis of TAMs using traditional, scRNA-seq, or time-of-flight (CyTOF) mass cytometry methods has shown the presence of several macrophage cell clusters with unique transcriptome and proteomic profiles. These methods have been essential in identifying the variety of TAMs outside the traditional M1-like or M2-like dichotomy in lung cancer, non-small cell lung cancer and brain tumors (243–245). Nevertheless, it remains clear that some sub-populations of TAMs either promote or limit cancer development and, as such, the M1-like and M2-like categories continue to have communicative value when the limitations of the macrophage classification are taken into account (246). A good illustration that could lead to better understanding of this paradoxes is the implication of signaling pathways that probably leads to more complex outcome than just M1/M2 dichotomy. However, the difficulty of characterizing different subpopulations of TAMs and of generating them in vitro under the extremely variableconditions of the TME has not yet made possible to study the involvement of signaling pathways in a more complex setting.

Additionally, this great heterogenicity in TAM could potentially explain limitations of targeting TAMs for tumor treatment. Indeed, in anti-CLEVER1 monotherapy, 7 of 30 patients with different pathology were classified as benefitting from the therapy by RECIST 1.1 (PR or SD response in target or non-target lesions) (247). Concerning anti-ILT4, clinical trial showed 1 partial response (PR) over 50 treated patients and 22% SD while anti-ILT4 in combination with pembrolizumab show encouraging results (21% PR, 26% SD and 3% complete response (CR)) (234, 235). This illustrates that targeting TAMs in combination with conventional immunotherapy treatments could significantly improve their effectiveness in the near future in the fight against cancer. Identification of TAM diversity at the single-cell level may open new perspectives on depletion strategy. This could justify the development of specific treatment against TAMs multiple subsets to improve clinic benefits of this kind of approaches.



Discussion

One possible explanation for the ability of cell surface receptors to mediate opposite biological responses is that cell surface receptors may regulate signaling pathways quantitatively differently to mediate specific biological responses: low levels of receptor occupancy may result in low levels of receptor signaling, whereas high levels of receptor occupancy may result in high levels of receptor signaling. For example, in the case of the GM-CSF/GM-CSFR axis, the intrinsically activated signaling pathways vary depending on GM-CSF concentration (248). Indeed, a very low dose of GM-CSF seems rather to be at the origin of the activation of pathways such as PI3K/AKT/mTOR, whereas a higher dose could rather favor the JAK2/STAT5 and RAS/MAPK pathway. This phenomenon is directly linked with another relevant point regarding specific serine/tyrosine residues phosphorylation dynamics. Indeed, the activation of JAK2/STAT5 and ERK pathway by higher dose of GM-CSF requires Y577 phosphorylation thus providing a SHC-binding domain, whereas low doses of GM-CSF induce S585 phosphorylation thus providing a binding domain for p85 subunit of PI3K, leading to its recruitment and inducing PI3K/AKT/mTOR pathway activation.

Additionally, this duality of signaling pathways outcome depending on phosphorylation site is also illustrated by STAT3. Indeed, STAT3 is phosphorylated on Y705 after IL-10 stimulation of macrophages leading to M2 phenotype. In the opposite way, TLR4 stimulation by LPS can lead to STAT3 S727 phosphorylation inducing STAT3 mitochondrial translocation altering ROS production (129), thus favoring the polarization of pro-inflammatory macrophages.

There are also disparities due to the differential impact of kinase isoforms on phenotype outcome. Indeed, it is well known that PI3K activates AKT. However, it is unknown how the expression and activation of AKT isoforms are regulated in macrophages. PI3K/AKT pathway has convincingly been associated with M2 polarization, however, there are some evidences showing that PI3K/AKT pathway activation can lead both to M1 (PI3K/AKT2 activation) or M2 (PI3K/AKT1 activation) according to AKT isoform (169). There are also evidences that the activation of different PI3K isoforms may have an inverse impact on macrophage polarization, but further research on this topic would allow us to better understand these mechanisms (170).

Upregulation of HIFs in response to oxygen stress can also lead to opposite effects on macrophage polarization when involving HIF-1α or HIF-2α. Indeed, HIF-1α expression in macrophages is induced by Th1 cytokines such as IFNγ leading to M1 macrophage polarization, whereas HIF-2α is induced by Th2 cytokines leading to M2 polarization (66, 162).

The duration and timing of pathway activation has also been found to regulate pleiotropically the subsequent biological responses. For example, the ‘transient versus sustained’ MAPK ERK1/2 signaling can lead to diverse phenotypes. Indeed, while many studies show that ERK pathway is involved in the inflammatory response of macrophages leading to the secretion of IL-1β, TNF-α, IL-6 or advanced glycation end products (AGEs) (249), it has also been described to be activated during M2 polarization. Indeed, the duration of ERK activation can be either transient and short-lived, or sustained and lasting several hours (250). For example, it has been shown in human macrophages that IL-4 causes an increase in ERK1/2 phosphorylation between 2 and 8 hours but not between 10 and 30 minutes, leading to M2 polarization (249). Furthermore, stimulation of macrophages with M-CSF induces sustained activation of ERK1/2 (182), leading to the same outcome than IL-4 stimulation. In fact, early and rapidly diminishing activation of ERK1/2 was mainly associated with M1 promotion (249, 251–254), as opposed to late and more persistent activation that seems to lead to M2 phenotype (182, 249).

Notch and TGF-β are also a perfect example of signaling pathway bipolarity given NOTCH receptor binding to different ligands from DLL and JAG families, and the capacity of TGFβR to induce different pathways from the same ligand. On one hand, NOTCH/JAG1 and TGF-β canonical pathways favor M2 type polarization whereas NOTCH/DLL and TGF-β non canonical pathways seem to favor M1 polarization.

Another balanced mechanism concerns NF-κB signaling pathway. Many studies showed that NF-κB is activated by proinflammatory cytokines such as TNF-α, IL-1 and pathogen-associated molecular pattern molecules leading to expression of genes involved in immunological and inflammatory responses (e.g IL-1β, TNF-α, iNOS, ICAM-1, IL-12 and CCL2), due to the nuclear translocation of NF-κB p50/c-Rel or p65/p50 dimers (255). However, formation and nuclear accumulation of other dimers such as p50/p50 is essential for M2 polarization (256, 257).

Another interesting point is the existence of redundant or parallel signaling pathways. Indeed, these notions have been highlighted in the context of resistance to cancer therapies, especially when using drugs against proliferative pathways. “Parallel” signaling pathways are defined as functionally and evolutionarily distinct, such as Notch, JAK, PI3K and MAPK, but are all capable of promoting cell proliferation. These signaling pathways are commonly considered redundant as they can fulfil the role of cell proliferation by substituting for the original pathway that has been repressed. Indeed, when drugs block one pathway, resistance may arise through the activation of other signaling pathways that are redundant or parallel. Furthermore, redundant signaling pathways are defined by the use of the same downstream signaling targets, such as K-RAS, H-RAS and N-RAS that can all active the MEK/ERK pathway (258). However, given the enormous diversity of stimuli present in the TME, which drive macrophage plasticity through the activation/repression of many different signaling pathways, this redundancy may play a key role in macrophage polarization and should attract our attention for a better understanding of these mechanisms and better thoughts on therapeutic approaches.

All these observations show that the plasticity of macrophages is tightly linked to the balance between the activation and inhibition of many different signaling pathways and remind us that a deep understanding of these mechanisms must be coupled with phenotype and functional characterization for macrophage polarization understanding and subsequent development of potent cancer therapies.
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Iron is a key element for systemic oxygen delivery and cellular energy metabolism. Thus regulation of systemic and local iron metabolism is key for maintaining energy homeostasis. Significant changes in iron levels due to malnutrition or hemorrhage, have been associated with several diseases such as hemochromatosis, liver cirrhosis and COPD. Macrophages are key cells in regulating iron levels in tissues as they sequester excess iron. How iron overload affects macrophage differentiation and function remains a subject of debate. Here we used an in vitro model of monocyte-to-macrophage differentiation to study the effect of iron overload on macrophage function. We found that providing excess iron as soluble ferric ammonium citrate (FAC) rather than as heme-iron complexes derived from stressed red blood cells (sRBC) interferes with macrophage differentiation and phagocytosis. Impaired macrophage differentiation coincided with increased expression of oxidative stress-related genes. Addition of FAC also led to increased levels of cellular and mitochondrial reactive oxygen species (ROS) and interfered with mitochondrial function and ATP generation. The effects of iron overload were reproduced by the mitochondrial ROS-inducer rotenone while treatment with the ROS-scavenger N-Acetylcysteine partially reversed FAC-induced effects. Finally, we found that iron-induced oxidative stress interfered with upregulation of M-CSFR and MAFB, two crucial determinants of macrophage differentiation and function. In summary, our findings suggest that high levels of non-heme iron interfere with macrophage differentiation by inducing mitochondrial oxidative stress. These findings might be important to consider in the context of diseases like chronic obstructive pulmonary disease (COPD) where both iron overload and defective macrophage function have been suggested to play a role in disease pathogenesis.
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Introduction

Macrophages are tissue-resident innate immune cells that play an important role in host defense, tissue homeostasis and repair, and inflammatory responses (1). Macrophages are highly plastic and adaptable to signals from the tissue niche (2). In steady-state, macrophages originate either from embryonic precursors or from circulating monocytes (3, 4). In response to inflammation or tissue injury, circulating monocytes migrate to tissues and differentiate locally into macrophages. They play an important role in shaping the inflammatory response and its resolution in tissues (3, 5–7). In humans, the two main subsets of circulating monocytes are CD14+CD16- classical monocytes and CD14loCD16+ non-classical monocytes. Classical monocytes are known for their potential to migrate to inflamed or injured tissues (8–10).

Iron is a nutrient element that is essential in many biological processes, including DNA synthesis, cellular energy production, metabolic enzyme activity, and immune function and metabolism (11–13). Systemic and cellular iron homeostasis are tightly regulated with finely tuned iron regulatory mechanisms. An excess of intracellular iron is detrimental as it induces oxidative stress, lipid peroxidation, DNA damage, and mitochondrial dysfunction (11, 14).

Macrophages are the principal immune cells responsible for iron handling and vital for systemic iron homeostasis (15). Conversely, iron shapes macrophage polarization toward an M1 proinflammatory phenotype in Lewis lung carcinoma (16) and spinal cord injury models (17) or a pro-resolution M2 phenotype in diabetic wound healing in mice (18) and THP-1 monocyte-derived macrophages under chronic iron overload (19).

Many disorders, including hemochromatosis, metabolic disorders, infectious diseases, and chronic obstructive pulmonary disease (COPD) (20–24), are associated with a perturbation of iron metabolism, resulting in systemic or local iron overload (25). Given that circulating monocytes can migrate and differentiate locally into macrophages, iron overload may have distinct functional consequences on monocyte and macrophage populations. For instance, iron-accumulation in macrophages and macrophage dysfunction have been associated with COPD, and it has been suggested that iron overload in macrophages may be a contributing factor to COPD disease pathogenesis (21, 26–30). Severe alcoholic hepatitis is also associated with iron accumulation in hepatocytes/macrophages, and it has been suggested that iron-mediated inflammation and macrophage activation could be inhibited with iron chelation (23).

Here, we used an in vitro model to understand the functional effect of iron overload on macrophage differentiation and function. Our study shows that iron overload induces aberrant monocyte-to-macrophage differentiation resulting in impaired macrophage function. These iron-induced phenotypic and functional changes are in part due to iron-induced oxidative stress and mitochondrial dysfunction since treatment with ROS scavenger alleviates iron-induced defective monocyte-to-macrophage differentiation. Overall, our study provides a mechanistic insight into the effects of iron overload on monocyte-to-macrophage differentiation and their possible implications in iron-induced pathophysiology.



Materials and methods


Subject and samples

All subjects provided informed written consent for blood donation as approved by AstraZeneca’s Institutional review board and local ethic committee (033–10). Heparin-anticoagulated whole blood samples were collected from healthy donors and processed on the same day of collection.



Monocyte isolation and culture

Peripheral blood mononuclear cells (PBMC) were isolated from whole blood by density centrifugation using Lymphoprep (STEMCELL Technologies) or Ficoll-Paque (GE Healthcare). Monocytes were isolated from PBMCs using Classical Monocyte Isolation Kit (Miltenyi Biotec) or Monocyte Isolation kit (STEMCELL Technologies) according to the manufacturer’s instructions. Monocytes were differentiated for 3-5 days in X-Vivo 15 media (Lonza) supplemented with 4mM L-glutamine, 100 U/mL penicillin/streptomycin (Thermo Fisher Scientific), and 100 ng/mL M-CSF (PeproTech) to generate monocyte-derived macrophages (MDMs).



Preparation of stressed red blood cells

Stressed red blood cells were obtained using a previously described protocol with modification (5). Blood was collected and centrifuged at 500 RCF for 10 min. After removal of buffy coat, RBCs were washed twice with PBS. sRBCs were generated by shaking at 48°C for 20 min. sRBC were added to monocytes in a 10:1 ratio (10 sRBC per monocyte).



Chemicals and drugs

The following chemicals were purchased from Sigma: ferric ammonium citrate (FAC, F5879), Deferoxamine mesylate salt (DFO, D9533), N-Acetyl-L-cysteine (NAC, A9165), Hemin (51280). The FAC stock solution was prepared at 100 mg/mL (381.72 mM) in H2O with 17.6 mg Fe/mL. The hemin stock solution was prepared at 40mM in 0.15M NaCl containing 1.4M NH4OH. The stock solution of DFO and NAC were prepared in DMSO at 87.5mM and 1M respectively. Oligomycin, rotenone, FCCP and Antimycin A were purchased from Agilent as part of the Seahorse XF Cell Mito Stress Test Kit and prepared following manufacturer’s instructions.



Flow cytometry

Flow cytometry was performed with directly conjugated antibodies or fluorescent probes according to standard techniques and analyzed on Fortessa flow cytometers (BD). The antibody clones used included: MERTK-PE-Cy7 (BioLegend, clone 590H11G1E3), CD206-AlexaFluor700 (BioLegend, clone 15-2), CD71-BV711 (BD Biosciences, clone M-A712), CD115-AlexaFluor647 (BD Biosciences, clone 9-4D2-1E4), Ferroportin-PE (Novus Biologicals, clone 8G10NB), CD86-PerCP-Cy5.5 (BD Biosciences, clone 2331 (FUN-1)), CD14-BV421 (BioLegend, clone M5E2), CD11b-FITC (BioLegend, clone ICRF44), HLA-DR-APC (BioLegend, clone L243), CD16-BV786 (BD Biosciences, clone 3G8). All samples were incubated with Fc block (BD Biosciences or BioLegend) for 15 minutes at 4°C prior to incubation with antibodies for 20 minutes at 4°C. 7-AAD (Life Technologies), Zombie Green Fixable Viability Kit (BioLegend, Ex/Em=488/515 nm) and Fixable Viability Dye eFluor 780 (eBioscience, Ex/Em=633/780 nm) were used to exclude dead cells. Annexin V was used to detect apoptotic cells. Cellular ROS was measured using CellROX Green reagent (Invitrogen, Ex/Em=485/520 nm). CellROX (5 µM) was added directly into the cell culture medium and incubated for 30 min at 37°C prior to FACS analysis. Mitochondrial ROS was measured using MitoSOX Red mitochondrial superoxide indicator (Invitrogen, Ex/Em=510/580 nm). MitoSOX was used at a final concentration of 5µM, and samples were incubated for 10 minutes at 37°C. Mitochondrial membrane potential was measured using MitoProbeTMRM kit (Invitrogen, Ex/Em=550/561 nm) following manufacturer’s instructions. Mitochondrial mass was assessed by incubating cells with MitoTracker Deep Red FM (Invitrogen, Ex/Em=644/665 nm) at a concentration of 50nM for 30 minutes at 37°C. Data was analyzed with FlowJo (BD).



Phagocytosis assay

MDMs culture medium was replaced with live cell imaging solution containing 100 µg/mL pHrodo Red or 50 µg/mL Green E.coli Bioparticles (Invitrogen) for 1h at 37°C. After incubation, cells were washed extensively prior to phagocytic activity measurement by flow cytometry. Viability dye was added to exclude dead cells from the analysis. Incubation at 4°C was used as a negative control.



Metabolic extracellular flux analysis

Oxygen consumption rate (OCR) was assessed in MDMs using the Seahorse XFe Analyzer (Agilent) and the Seahorse XF Cell Mito Stress Test Kit (Agilent) according to manufacturer’s instructions. Final drug concentrations used were 0.5µM for Oligomycin and Antimycin A, and 1µM for oligomycin and FCCP.



mRNA-Seq and analysis

RNA was isolated with the RNeasy Plus 96 kit (Qiagen). Libraries for RNA-seq were generated using TruSeq Stranded mRNA kit (Illumina) with dual indexing adaptors. Libraries were validated on the Fragment Analyzer platform (AATI) and concentrations were determined using the Quant-iT dsDNA HS assay kit on the Qubit fluorometer (ThermoFisher scientific). Sample libraries were pooled in equimolar concentrations, diluted, and denatured according to Illumina guidelines. Sequencing was performed using a High Output flow cell on an Illumina NextSeq500. RNA-seq fastq files were processed using bcbio-nextgen (v.1.1.6a-b’2684d25’) (https://github.com/chapmanb/bcbio-nextgen ) where reads were mapped to the human genome build hg38 using hisat2 (31) (v.2.1.0) yielding between 3.7-12.5 M reads (6.4 M on average) with a 96% mapping frequency or higher per sample. Library and sequencing quality was assessed using fastqc (v.0.11.8) (http://www.bioinformatics.babraham.ac.uk/projects/fastqc/ ), qualimap (32) (v.2.2.2c), and samtools (33) (v.1.9), summarized using MultiQC (34) (v1.7). Gene level quantifications were generated with Salmon (35) (v.0.14.1) within bcbio-nextgen. OmicSoft Studio software (version 10, Qiagen OmicSoft) was used for further data analysis. Differential gene expression was assessed with DESeq2 (36). Genes were considered significantly differentially expressed if they had a q<0.05 with Benjamini-Hochberg multiple correction. Bioinformatic analysis for canonical signaling pathways and upstream regulators was performed using Ingenuity Pathway Analysis software (Qiagen).



RNA isolation and quantitative PCR

RNA was isolated with the RNeasy Plus Mini or Micro kit (Qiagen), followed by cDNA transcription with High Capacity cDNA Reverse Transcription Kit (Applied Biosystems). Real-time PCR was performed on a QuantStudio 7 Flex Real-Time PCR System (Applied Biosystems). Taqman Gene Expression Assays MAFB (Hs00534343_s1), CSF1R (Hs00911250_m1), HMOX1 (Hs01110250_m1), GCLM (Hs00978072_m1), NQO1 (Hs01045993_g1), and Taqman Fast Advanced Master Mix (Applied Biosystems) were used according to the manufacturer’s instructions. Fold change in expression was determined by the 2-ΔΔCT method after normalizing to GAPDH (Hs02786624_g1) and B2M (Hs00187842_m1).



Cytokine and chemokine secretion

MDMs were stimulated with 10 ng/mL Ultrapure LPS (In vivogen) or 1 µg/mL CD40L oligomer (Enzo Life Sciences) for 24h. Supernatants were collected and cytokine/chemokine were quantified using MSD U-PLEX kit (Meso Scale Diagnostics).



Iron quantification

Cell pellet was dissolved in 2mL 20% HNO3, digested in Microwave digestion system for 30 minutes, and diluted to 2.5 ml in final volume for analysis. 0.01, 0.1 and, 1 μg/ml Fe in 20% HNO3 were used as calibration standards, 0.2 μg/ml Indium was used as internal standard. Cellular iron was quantified using inductively coupled plasma-mass spectrometry (ICP-MS, Agilent 7900).



ATP quantification

ATP was quantified using the CellTiter-Glo® 2.0 kit (Promega) following manufacturer’s instructions.



Statistics

All data were analyzed with one-way or two-way ANOVA with Dunnett’s multiple comparisons or Friedman test with Dunn’s multiple comparisons test using GraphPad Prism 8 (GraphPad Software Inc.). Data were considered significant at a P value of less than 0.05. All data are reported as the median,  arithmetic or geometric mean ± SD as appropriate.




Results


Iron overload alters phenotype and function of monocyte-derived macrophages

To investigate the role of iron overload in monocyte-to-macrophage differentiation, we established an in vitro model. Specifically, heme iron (stressed red blood cells, sRBC, or hemin) or non-heme iron (ferric ammonium citrate, FAC) was used as iron sources in peripheral blood monocyte cell cultures in presence of macrophage colony stimulating factor (M-CSF) to induce differentiation into macrophages. Adding FAC and sRBC, but not hemin, led to iron accumulation in monocyte-derived macrophages (MDM), as demonstrated by inductively coupled plasma-mass spectrometry analysis (Figure S1).

Next, we examined the phenotype of MDMs differentiated in the presence of FAC or sRBC by analyzing the MDM surface maturation markers MER Proto-Oncogene Tyrosine Kinase (MERTK) (37), mannose receptor C type 1 (CD206) (38), and transferrin receptor 1 (CD71) (39). After 5 days of culture, FAC inhibited M-CSF-stimulated surface expression of MERTK, CD206, and CD71 by about 50% whereas exposure to sRBC did not alter surface expression levels of any of these markers (Figure 1A). This effect was observed as early as day 1 of monocyte differentiation with M-CSF (Figure S2A). In contrast, FAC did not alter the surface expression of the iron exporter ferroportin 1 (FPN1) or the MDM markers CD86, CD14, HLA-DR, but it slightly decreased surface expression of CD11b and CD16 compared to monocytes not exposed to additional iron (Figure S2B). MDM differentiated in the presence of sRBC exhibited a phenotype of iron recycling macrophages (5) with an increased surface expression of FPN1, CD14, CD86, and CD11b (Figure S2B).




Figure 1 | Iron overload by FAC, but not sRBC, prevents M-CSF-stimulated monocyte to macrophage differentiation. (A) Surface expression of indicated markers analyzed by FACS on monocyte-derived macrophages differentiated with M-CSF in the presence of ferric ammonium citrate (FAC, 4 µg Fe/mL), stressed RBC (sRBC, 10x monocytes) or with M-CSF alone (NT) for 5 days. Each symbol represents an individual donor (n = 7-8). Data shown are pooled from three experiments. (B) Phagocytic capacity of macrophages differentiated with M-CSF in the presence of FAC (4 µg Fe/mL) or sRBC, quantified as the increment in fluorescence intensity of engulfed pHrodo E. coli bioparticles between cells incubated at 37°C and at 4°C. Each dot represents an individual donor (n = 8). Data shown are pooled from two experiments. (A, B) One-way ANOVA with Dunnett’s multiple comparisons test was performed. *p < 0.05, **p < 0.01.



In accordance with their less mature phenotype with reduced surface expression of MERTK, CD206, and CD71, MDM differentiated in the presence of FAC showed decreased capacity to phagocytose pHrodo-coated E.coli Bioparticles (Figure 1B) and reduced cytokine (IL-10, IL-23, IL-8) and chemokine (CCL2) production in response to stimulation with LPS or CD40L compared to monocytes differentiated without the addition of external iron (Figure S3). MDMs differentiated with M-CSF in the presence of sRBC displayed no significant changes in phagocytic function or ability to respond to LPS or CD40L.

The observed changes in MDM phenotype and function caused by exposure to FAC or sRBC were not associated with increased apoptosis, as we observed a similar percentage of Annexin V+ 7-AAD+ cells in MDM differentiated in the presence of FAC or sRBC compared to control conditions (Figures S4A, S4B).

Overall, the above results suggest that non-heme iron overload inhibits monocyte-to-macrophage differentiation in vitro.



Iron overload induces oxidative stress responses and mitochondrial dysfunction

To understand the molecular basis of iron-induced inhibition of macrophage differentiation, we performed transcriptome profiling of monocytes differentiated with M-CSF in the absence or presence of FAC for 6 and 72 hours. Consistent with their surface phenotype, MDMs differentiated in the presence of FAC failed to elicit MDM core genes, including MERTK, MRC1 (encoding CD206), and TFRC (encoding CD71) (Figures 5A, S5A). Moreover, transcriptional pathway analysis identified the NRF2-mediated oxidative stress response as being upregulated in MDM differentiated in the presence of FAC (Figures 2A, S5B). FAC exposure increased expression of multiple NRF2-dependent genes (e.g. HMOX1, GCLM, and NQO1) early during differentiation, reaching their peak expression after 6h and 24h, respectively (Figure 2B). We therefore assessed cellular ROS production in MDM differentiated in the presence of FAC. At day 5 of culture, increase of cellular ROS was observed in several donors and the ROS signal was localized to the nucleus and mitochondria as detected by CellROX Green dye (Figure 2C). In contrast, presence of sRBC during MDM differentiation neither induced NRF-2 dependent gene expression (Figure 2B), nor an immature phenotype or function (Figure 1). Hence the treatment with sRBC was excluded from further mechanistic analyses.




Figure 2 | Iron overload upregulates oxidative stress response genes and induces mtROS production and mitochondrial dysfunction. (A) Heatmap depicting Log2 fold change of NRF2-mediated oxidative stress response genes in monocytes cultured with M-CSF and FAC (4 µg Fe/mL) for 6h or 72h compared to monocytes cultured with only M-CSF (B) mRNA expression relative to 0h of NRF2-regulated genes in monocytes cultured with M-CSF and FAC (4 µg Fe/mL) or sRBC for 0-24 h. (C) FACS analysis of cellular ROS at day 5 (n = 8) and of mtROS production (n = 6-10) at indicated time points, in monocytes differentiated with M-CSF in the presence of FAC (4 µg Fe/mL) (D) Basal oxygen consumption rate (OCR) and maximal respiration in monocytes differentiated with M-CSF in the presence of FAC (4 µg Fe/mL) for 5 days. Cells were also treated with a combination of FAC (4 µg Fe/mL) and N-acetyl-L-cysteine (NAC, 4mM) for 5 days. A representative OCR analysis of monocytes from one single donor is also shown. (E) FACS analysis of mitochondrial membrane potential (mΔψ) in monocytes differentiated with M-CSF in the presence of FAC (4 µg Fe/mL) for 6h, 1 day and 5 days or a combination of FAC (4 µg Fe/mL) and NAC (4mM) for 5 days (n = 6-8). (F) ATP quantification in monocytes differentiated with M-CSF in the presence of FAC (4 µg Fe/mL) for 1 day of 5 days or in the presence of a combination of FAC (4 µg Fe/mL) and NAC (4mM) for 5 days (n = 3-4). Data are presented as luminescence units. (C-F) Each dot represents an individual donor. One-way ANOVA with Dunnett’s multiple comparisons test was performed. *p < 0.05, **p < 0.01.



Given that mitochondria represent one of the primary sources of ROS (40) and are the main consumers of intracellular iron (41), we assessed the mitochondrial ROS (mtROS) production and mitochondrial function in MDM in the presence of FAC. We observed that mtROS production increased as the differentiation of monocytes progressed (Figure 2C). Additionally, FAC induced significantly higher mtROS production after 24h of treatment. A similar trend was observed after 6h and 5 days of treatment (Figure 2C). Considering that excessive mtROS production can damage mitochondria (42), we next analyzed the effects of FAC on mitochondrial health. On day 5 of differentiation, FAC treatment reduced mitochondria basal oxygen consumption rate (OCR) and maximal respiration OCR (Figure 2D), as well as mitochondrial membrane potential (mΔψ) (Figure 2E) and ATP production (Figure 2F), indicating impaired mitochondrial function. Despite a small decrease of mitochondrial mass, FAC did not induce a decrease of mΔψ or ATP production after 1 day of treatment (Figures 2E-F, 3C). Importantly, the ROS scavenger N-acetyl cysteine (NAC) (Figure 3D) was able to partially revert the FAC-induced effects on mitochondrial respiration, mΔψ and ATP production (Figures 2D-F), supporting the notion that FAC-induced oxidative stress impairs mitochondrial function.




Figure 3 | FAC-induced defective monocyte to macrophage differentiation is partially rescued by the antioxidant NAC. (A) Surface expression of CD206 on macrophages differentiated with M-CSF for 3 days in the presence of FAC (4 µg Fe/mL), deferoxamine mesylate salt (DFO, 87.5 μM), NAC (4mM), or vehicle 0.4% DMSO. (B) Phagocytic capacity of macrophages differentiated with M-CSF in the presence of FAC (4 µg Fe/mL), DFO (87.5μM), NAC (4mM), or vehicle 0.4% DMSO. Data are shown as the increment in fluorescence intensity of engulfed pHrodo E. coli bioparticles between cells incubated at 37°C and at 4°C. Each dot represents an individual donor (n = 7-8). Data shown are pooled from two experiments. One-way ANOVA with Dunnett’s multiple comparisons test was performed. *p < 0.05, **p < 0.01. (C) Quantification of mitochondrial mass in monocytes differentiated with M-CSF in the presence or absence of FAC (4µg Fe/mL) for 6h, 1 day and 5 days, in comparison to cells differentiated with M-CSF alone and presented as Mitotracker gMFI (n = 3-6). (D) Quantification of mtROS production in monocytes differentiated with M-CSF and treated with FAC (4µg Fe/mL) or a combination of FAC (4µg Fe/mL) and NAC (4mM) for 24h (n = 6) and 5 days (n = 4). Data are presented as MitoSOX gMFI. Each symbol represents an individual donor. One-way ANOVA with Dunnett’s multiple comparisons test was performed. *p < 0.05.





Iron chelator and antioxidant treatments alleviate iron-induced defective macrophage differentiation

Next, we tested whether the observed effects of FAC on ROS production and mitochondrial function are linked to impaired MDM differentiation using the ROS scavenger NAC. We also employed the free iron chelator deferoxamine (DFO) as a positive control. As expected, iron chelation with DFO restored macrophage differentiation as evidenced by the rescued surface expression of CD206 (Figure 3A) and phagocytic capacity (Figure 3B). Importantly, scavenging ROS with NAC improved macrophage differentiation as demonstrated by restored CD206 surface expression and partial recovery of phagocytic capacity (Figures 3A, B).

To further assess the contribution of mtROS to macrophage differentiation, we analyzed MDM markers (CD206 and MERTK surface expression) and function (phagocytosis of pHrodo-coated E.coli bioparticles) in differentiating monocytes after treatment with the mtROS inducer rotenone (43) (Figure 4C). Treatment with rotenone reduced surface expression of both markers MERTK and CD206 in a dose-dependent manner (Figure 4A) and decreased monocytes’ phagocytic capacity (Figure 4B) without altering cell viability (Figure 4D), suggesting that the induction of mtROS is sufficient to impair monocyte-to-macrophage differentiation.




Figure 4 | Rotenone induces mtROS production and impairment of monocyte-to-macrophage differentiation. (A) Surface expression of indicated markers analyzed on monocyte differentiated with M-CSF in the presence of rotenone (10nM-10µM) for 1 day. Each symbol represents an individual donor (n = 4-6). Data shown are pooled from three experiments. (B) Phagocytic capacity of monocytes differentiated with M-CSF in the presence of 10µM rotenone for 1 day, represented as pHrodo E.coli bioparticle gMFI. Each dot represents an individual donor (n = 6). Data shown are pooled from three experiments. (C) Quantification of mtROS production in monocytes differentiated with M-CSF and treated with rotenone 10µM for 24h (n = 6). Data are presented as MitoSOX gMFI. (D) FACS analysis of the percentage of viable monocytes (taken as Zombie Green negative cells) differentiated with M-CSF and treated with rotenone for 1 day. Each symbol represents an individual donor. (A-C) One-way ANOVA with Dunnett’s multiple comparisons test was performed. ns, not significant, *p < 0.05, **p < 0.01.





FAC impairs macrophage differentiation by inhibiting M-CSF-induced upregulation of MAFB and M-CSF receptor

To better understand the mechanistic link between oxidative stress and macrophage differentiation, we revisited the transcriptomic data. We noticed that gene expression of the transcription factor MAFB and M-CSF receptor (CSF1R), both of which are crucial for M-CSF-induced macrophage differentiation (44, 45), was inhibited by FAC after 72 hours of treatment (Figure 5A). We confirmed by RT-PCR that the decrease in MAFB and CSFR1 gene expression caused by FAC started from 6 and 24 hours of treatment, respectively (Figures 5B, C). Consistently, M-CSF-induced surface expression of M-CSF receptor (also known as M-CSFR or CD115) was also prevented at day 3 of culture in the presence of FAC (Figure 5D). However, sRBC did not alter MAFB or CSFR1 gene expression or M-CSFR surface expression in differentiating monocytes (Figures 5B-D). In addition, rotenone induction of mtROS also resulted in decreased MAFB gene expression compared to untreated monocytes after 6 and 24 hours of treatment in a dose-dependent manner (Figure 5E). Notably, the extent of the effects of rotenone on monocyte-to-macrophages differentiation was comparable to those caused by FAC (Figures 1, S2).




Figure 5 | Iron overload-induced inhibition of monocyte-to-macrophage differentiation is mediated by MAFB. (A) Heatmap depicting Log2 fold change of human macrophage signature genes (46) in monocytes differentiated with M-CSF in the presence of FAC (4 µg Fe/mL) or sRBC for 72h compared to cells treated with only M-CSF. (B, C) mRNA expression relative to 0h of MAFB and CSF1R (encoding M-CSF receptor) in monocytes differentiated with M-CSF in the presence or absence of FAC (4µg Fe/mL) or sRBC for 0-24h (n = 3). (D) Surface expression of M-CSF receptor (CD115) on monocytes differentiated with M-CSF in the presence or absence of FAC (4µg Fe/mL) or sRBC for 3 days (n = 3). Shaded histograms show fluorescence minus one (FMO) controls. (E) Normalized mRNA expression of MAFB in monocytes differentiated with M-CSF in the presence of 10µM rotenone for 6h or 1µM to 10 µM for 24h (n = 3-5). (F) mRNA expression relative to 0h of MAFB in monocytes differentiated with M-CSF and treated with FAC (4µg Fe/mL) in combination with DFO or NAC for 3 days. Vehicle control is 0.4% DMSO (n = 8). (B-F) Each dot represents an individual donor. One-way ANOVA with Dunnett’s multiple comparisons test was performed. ns, not significant, *p < 0.05.



Importantly, NAC treatment restored MAFB gene expression to a level comparable to that of MDM differentiated in the absence of FAC or to monocytes treated with FAC in the presence of DFO (Figure 5F).

Together, these data indicate that FAC-mediated induction of mtROS may be sufficient to impair monocyte-to-macrophage differentiation by inhibiting MAFB and CSF1R gene expression.




Discussion

Macrophages play a crucial role in the maintenance of tissue homeostasis and tissue repair beyond their well-known role in the elimination of invading pathogens and coordination of the immune response. Defective macrophage differentiation from circulating monocytes impairs the formation of fully functional macrophages and therefore leads to detrimental effects in pathogen elimination and tissue homeostasis (47–49). How the tissue microenvironment interferes with macrophage differentiation is incompletely understood.

Here we have developed an iron-overload in vitro model to demonstrate how an excess of exogenous iron impairs successful differentiation of monocytes into functional macrophages. Ferric iron (Fe3+) is the stable iron oxidation state under aerobic conditions, and in complex with transferrin it is the major non-heme form of iron used by cells (50). FAC, which is a source of ferric iron and therefore a relevant in vivo correlate for transferrin-bound non-heme iron, prevented M-CSF-stimulated upregulation of the macrophage maturation surface markers MERTK (37), CD206 (38), and CD71 (39), involved in immune functions such as efferocytosis, pathogen pattern recognition and transferrin uptake, both on a protein and transcriptional level. Excessive iron also negatively affected the functional capacity of macrophages to phagocytize bacterial particles. These results are in accordance with a report from Fell et al (51) in which the exposure of differentiating primary monocytes to several iron preparations used for intravenous transfusion decreased macrophage phagocytic capacity. In contrast, heme iron (sRBC) did not impair macrophage differentiation. Iron overload by sRBC is a complex process, and unlike FAC uptake via iron transporters, the process of sRBC requires phagocytosis in which sRBC are sequestered in the phagolysosomes and undergo enzymaticc degradation to release heme. After transport into the cytosol, heme is degraded by heme oxygenase resulting in the release of iron, which can be stored in ferritin or exported out of the cell by ferroportin (FPN1) (13, 52). Unlike FAC, sRBC induce monocyte differentiation toward an iron recycling macrophage phenotype with an increased expression of iron exporter FPN1, which may explain a lower level of iron accumulation in the cells. Despite iron accumulation, sRBC did not alter the expression of MDM maturation markers or phagocytic activity, suggesting that exposure to sRBC was not sufficient to achieve the iron levels required to impair differentiation to macrophages. Alternatively, additional iron-processing mechanisms not investigated in this manuscript are in place. Interestingly, it has been recently published (53) that treatment of human lung macrophages or fully differentiated MDMs with hemin, decreases gene expression of M2 macrophage markers and FPN, macrophage phagocytic capacity and cytokine secretion. However, this same study did not use stressed RBCs nor found an effect of FAC on macrophage parameters when using a similar or even double the FAC concentrations we used in this study. These results suggest that, not only the type of iron (hemin, sRBC or free iron) has different effects on macrophage function, but also whether the iron stimulation happens in monocytes that are in the process of differentiation or are fully differentiated into macrophages may be important.

Macrophage dysfunction, including defective phagocytosis of bacterial pathogens and defective clearance of apoptotic cells by efferocytosis, has consistently been associated with COPD (54). It has been proposed that macrophages from COPD patients do not fit into the conventional phenotypes of macrophage differentiation, suggesting the existence of a specific COPD macrophage phenotype (55). There is also strong evidence pointing to a link between iron dysregulation and COPD based on human genetics (56), murine studies (28), and observations of increased iron deposition in COPD lung tissue (30) and alveolar macrophages (29, 57). One common feature related to macrophage dysfunction, iron overload and COPD may be exposure to cigarette smoke. Cigarette smoke exposure impairs monocyte differentiation into macrophages (58, 59), and previous observations suggest that cigarette smoke may be a significant exogenous source of iron (60) and that it may increase iron deposition systemically and in alveolar macrophages from smokers and COPD patients (29, 61, 62). Still, direct evidence that iron is responsible for the defective differentiation of monocytes caused by the exposure to cigarette smoke is still lacking.

Pathway analysis of the transcriptional changes induced by iron overload during macrophage differentiation revealed an induction of the cellular response to oxidative stress, especially genes regulated by NRF2, which plays an important role against oxidative stress in macrophages (63). Flow cytometry analysis showed that while the production of mitochondrial reactive oxygen species (mtROS) progressively increased during macrophage differentiation, exposure of iron induced an additional increase in mtROS production. mtROS (mainly superoxide anion) are normal byproducts of mitochondrial respiration and play important roles in regulating signaling pathways (64) and gene expression (65) in immune cells, and can even promote cell differentiation of stem cells (66), myoblasts (67), vascular smooth muscle cells (68),and adipocytes (69). Cellular ROS and mtROS have been found to be induced during the differentiation of monocytes into dendritic cells (DCs) with GM-CSF (70), but, to our knowledge, no evidence of mtROS production during monocyte differentiation into macrophages with M-CSF has been reported. Our investigations demonstrate that mtROS plays an important role in the differentiation of human monocytes into macrophages.

Proper function of mitochondria has been shown to be critical during differentiation of monocyte derived DC and required for repolarization of inflammatory macrophages in human and mice (71–73). However, the role of mitochondria in M-CSF-induced monocyte to macrophage differentiation has not been yet investigated. In our experiments, M-CSF-induced differentiation of monocytes also caused a gradual increase in mitochondrial mass, which could explain the parallel increase in mtROS production during monocyte differentiation. However, iron overload did not induce any additional increase in mitochondrial mass for any of the time points analyzed, suggesting an alternative mechanism behind the induction of excessive mtROS production.

As mentioned above, we observed a gradual increase in mitochondria mass and mtROS production during the process of monocyte differentiation into macrophages with M-CSF. These changes were accompanied by an increase in mitochondrial membrane potential (mtΔψ), which controls mitochondria respiratory rate and ATP production (74). However, the addition of excessive iron caused a drop in mtΔψ after 5 days of differentiation. In line with this, we observed defective mitochondria metabolism in iron-treated cells, as evident from the reduction in basal oxygen consumption rate, maximal respiration rate and ATP production.

Interestingly, the increase of mtROS production in iron overload monocytes correlates in time with the induction of the differentiation defects, pointing at mtROS as a possible cause behind the iron-induced differentiation defects. In contrast, the iron-induced mitochondrial damage occurs at much later time point than the observed defects on monocyte differentiation, suggesting that the decreased mitochondria activity is not the ultimate cause of the impaired macrophage differentiation upon iron treatment but a parallel event.

Supporting the notion that iron-induced increase of mtROS production is a significant contributor to the mitochondrial damage and macrophage differentiation, our results show that the ROS scavenger NAC partially rescued the defects in OCR, ATP, and mitochondria membrane potential. These findings are supported by literature in macrophages (75) and in other cell types (76).

Although a certain amount of mtROS is induced during monocyte to macrophage differentiation, our results indicate that the excessive production of mtROS is detrimental to functional macrophage differentiation. The iron-induced defects in CD206 expression and phagocytic capacity are at least partially rescued by treatment with the ROS scavenger NAC. The incomplete rescue of macrophage differentiation by NAC might be due to other involved unknown mechanisms or by ineffective quenching of mtROS by NAC.

To further support our hypothesis that mtROS is the major contributor to defective macrophage differentiation, we applied an alternative mtROS inducer, rotenone, during M-CSF-induced monocyte-to-macrophage differentation. Similar to what we observed with FAC treatment, rotenone treatment to monocytes was sufficient to decrease the surface expression of MERTK and CD206 and the capacity of macrophages to phagocytize bacteria particles.

Mechanistically, our transcriptomic analysis of core macrophage genes revealed that treatment with FAC decreased gene expression of MAFB, a master transcription factor that regulates differentiation of monocytes into macrophages (44, 77, 78), and of the M-CSF receptor (CSF1R) in differentiating monocytes. Similarly, rotenone also inhibits MAFB upregulation during macrophage differentitaion. Moreover, ROS scavenging with NAC rescued FAC-induced inhibition of MAFB gene expression strongly suggesting a role of ROS in the regulation of MAFB. To our knowledge, there are no reports demonstrating a direct role of iron or ROS production in the regulation of MAFB gene expression. However, other transcription factors regulating cell differentiation have been reported to be influenced by ROS, for example, NFkB and STAT5, involved in the differentiation of monocytes into dendritic cells and macrophages, respectively (79–82). How exactly iron or ROS production regulate MAFB gene expression may be the object of future investigations.

Taken together, our results show how non-heme iron overload impairs M-CSF-induced monocyte-to-macrophage differentiation resulting in mitochondrial damage and excessive mtROS production. We also demonstrate how mtROS might be an important contributing factor in the regulation of monocyte differentiation into macrophages, possibly via MAFB.
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Preclinical and clinical studies suggest that consumption of long chain omega-3 polyunsaturated fatty acids (PUFAs) reduces severity of chronic inflammatory and autoimmune diseases. While these ameliorative effects are conventionally associated with downregulated expression of proinflammatory cytokine and chemokine genes, our laboratory has recently identified Type 1 interferon (IFN1)-regulated gene expression to be another key target of omega-3 PUFAs. Here we used single cell RNA sequencing (scRNAseq) to gain new mechanistic perspectives on how the omega-3 PUFA docosahexaenoic acid (DHA) influences TLR4-driven proinflammatory and IFN1-regulated gene expression in a novel self-renewing murine fetal liver-derived macrophage (FLM) model. FLMs were cultured with 25 µM DHA or vehicle for 24 h, treated with modest concentration of LPS (20 ng/ml) for 1 and 4 h, and then subjected to scRNAseq using the 10X Chromium System. At 0 h (i.e., in the absence of LPS), DHA increased expression of genes associated with the NRF2 antioxidant response (e.g. Sqstm1, Hmox1, Chchd10) and metal homeostasis (e.g.Mt1, Mt2, Ftl1, Fth1), both of which are consistent with DHA-induced polarization of FLMs to a more anti-inflammatory phenotype. At 1 h post-LPS treatment, DHA inhibited LPS-induced cholesterol synthesis genes (e.g. Scd1, Scd2, Pmvk, Cyp51, Hmgcs1, and Fdps) which potentially could contribute to interference with TLR4-mediated inflammatory signaling. At 4 h post-LPS treatment, LPS-treated FLMs reflected a more robust inflammatory response including upregulation of proinflammatory cytokine (e.g. Il1a, Il1b, Tnf) and chemokine (e.g.Ccl2, Ccl3, Ccl4, Ccl7) genes as well as IFN1-regulated genes (e.g. Irf7, Mx1, Oasl1, Ifit1), many of which were suppressed by DHA. Using single-cell regulatory network inference and clustering (SCENIC) to identify gene expression networks, we found DHA modestly downregulated LPS-induced expression of NF-κB-target genes. Importantly, LPS induced a subset of FLMs simultaneously expressing NF-κB- and IRF7/STAT1/STAT2-target genes that were conspicuously absent in DHA-pretreated FLMs. Thus, DHA potently targeted both the NF-κB and the IFN1 responses. Altogether, scRNAseq generated a valuable dataset that provides new insights into multiple overlapping mechanisms by which DHA may transcriptionally or post-transcriptionally regulate LPS-induced proinflammatory and IFN1-driven responses in macrophages.
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Introduction

Macrophages, a highly plastic innate myeloid immune cell population, can be polarized to a range of phenotypes that promote or resolve inflammation (1). Activation of toll-like receptors (TLRs) and cytokine receptors skews macrophages towards a more proinflammatory phenotype (e.g. “M1”) that is commonly observed in chronic inflammatory and autoimmune conditions, such as atherosclerosis (2), obesity (3), rheumatoid arthritis (4), and lupus (5). Contrastingly, skewing macrophages toward a proresolving phenotypes (e.g. “M2”) can initiate repair of damaged tissue, phagocytose and clear dead cells, and suppress the inflammatory response (1). Thus, interventions that suppress macrophage activation or promote their proresolving effects may be able to alleviate chronic inflammation and autoimmune diseases.

Pathogen-derived stimuli are frequently used to activate immune cells to investigate their inflammatory response in vitro and in vivo. Bacterial lipopolysaccharide (LPS), a prototypical pathogen-derived inflammatory trigger, is a component of the gram-negative bacterial cell wall and a potent agonist for the pattern recognition receptor TLR4 in macrophages (6). TLR4 promotes classical activation to the M1 phenotype via multiple signaling pathways that involve MAP kinases, NF-κB, and interferon (IFN) response factors (IRF) that promote time-dependent upregulation of inflammation-linked genes (7, 8). Genes associated with transcriptional machinery are among the first induced because of TLR4 activation, followed by a large repertoire of proinflammatory cytokine, chemokine, and Type 1 interferon (IFN1)-regulated genes. In the absence of prolonged stimulation, TLR4-stimulated inflammation is modest and self-resolving. Thus, induced genes and their protein products peak at specific timepoints, followed by rapid degradation. However, in situations of prolonged and unresolved inflammation, many of these genes may remain elevated, contributing to pathophysiological effects (9, 10). Chronic inflammatory and autoimmune diseases often result from such aberrantly prolonged signaling, making it of paramount importance to identify ways to subdue proinflammatory and IFN1-regulated gene responses and/or hasten their resolution.

Preclinical and clinical studies reveal that dietary or pharmacological intervention with long chain omega-3 polyunsaturated fatty acids (PUFAs) such as docosahexaenoic acid (DHA) and eicosapentaenoic acid (EPA) ameliorate symptoms and reduce biomarkers in inflammatory diseases, including rheumatoid arthritis (11), cardiovascular disease (12, 13), and lupus (14, 15). In vivo, dietary supplementation with omega-3 PUFAs elevates their presence in the phospholipid membranes in individual tissues, red blood cells, and blood lipid pools. There are multiple macrophage-dependent mechanisms by which elevated omega-3 PUFAs may suppress inflammation and promote resolution [reviewed in (16)]. For example, increasing membrane omega-3 PUFAs can influence lipid raft formation, altering aggregation and activation of transmembrane receptors that initiate inflammatory signaling pathways. Another mechanism is interference with NF-κB signaling by intracellular activation of the transcription factor PPARγ or extracellular activation G-coupled protein receptor (GPCRs) such as GPR40 and GPR120. Finally, shifting the balance of lipid metabolites from pro-inflammatory omega-6-derived oxylipins to proresolving omega-3-derived oxylipins, such as the highly bioactive resolvins, maresins, and protectins, promotes an anti-inflammatory phenotype (17).

While investigations employing supplementation of macrophages in vitro with long chain omega-3 PUFAs have provided insight into how these dietary lipids influence inflammatory pathways (16, 18, 19), these mechanistic studies typically have relied on bulk mRNA analyses and often utilized cloned macrophage cell lines. The rationale for this investigation, was to address these limitations by employing single cell RNA sequencing (scRNAseq) in conjunction with a novel, self-renewing fetal liver-derived macrophage (FLM) model (20) to better understand how DHA influences LPS-triggered inflammation-related gene expression of individual macrophages. Our findings yield new perspectives into multiple overlapping mechanisms by which DHA may influence time-dependent TLR4-driven proinflammatory and IFN1-regulated gene responses in macrophages.



Methods


Animals and euthanasia

Experimental protocols were approved by the Institutional Animal Care and Use Committee at MSU (AUF #PROTO201800113). C57BL/6J mice (strain 000664) were obtained from The Jackson Laboratory (Bar Harbor, ME). Mice were given free access to food and water under controlled conditions (humidity: 40–55%; lighting: 12-h light/dark cycles; and temperature: 24 ± 2°C) (21). Mice were bred and livers were excised from murine fetuses at 14-18 gestational days (20). Dams were euthanized by CO2 inhalation for 10 min to ensure death to neonates, which are resistant to anoxia. Cervical dislocation was used as a secondary form of death for the dam. Fetuses were immediately removed, and loss of maternal blood supply served as a secondary form of death for the fetuses.



Generation and maintenance of FLM cultures

FLMs were generated and maintained using a modification of the method described by Fejer and coworkers (20). Briefly, fetal livers were dissociated into a single cell suspension in sterile phosphate buffered saline (PBS), filtered through a 70-micron filter, and centrifuged at 220 xg for 5 minutes. Cells were washed twice with sterile PBS, resuspended in modified Roswell Park Memorial Institute (mRPMI) Medium (Thermo Fisher) containing 10% fetal bovine serum (FBS, Thermo Fisher), 1% penicillin-streptomycin (P/S, Thermo Fisher) and 30 ng/mL murine granulocyte-monocyte colony stimulating factor (mGM-CSF, Peprotech), and plated in 10-cm treated culture dishes (1 liver/dish). The following day, half of the media was replaced with fresh mRPMI. Media was refreshed in this manner every 2 to 3 d, until an adherent monolayer was achieved within 1 to 2 wk. At this time, cells were either frozen for cryostorage or passaged for experiments. Initially, FLMs cultured under these conditions have an ovoid morphology and proliferate slowly, but after approximately 5 to 10 passages, cells become spindleloid and proliferate rapidly. FLMs used for experiments in this study were between passage 10 and 20.

For fatty acid incorporation studies, DHA (NuChek Prep, Elysian, MN) was prepared as a 3:1 complex with fatty-acid free bovine serum albumin (BSA, Millipore Sigma, Burlington, MA) (18, 22). Cells were then incubated for 24 h in serum-reduced mRPMI medium (0.25% FBS, 1% P/S, 30 ng/mL mGM-CSF) with 25 µM DHA + 8.3 µM BSA or with 8.3 µM BSA as vehicle. The serum concentration was reduced to maximize DHA’s incorporation into the phospholipid membrane by removing competing fatty acids present in serum.

For TLR4 stimulation, a stock solution of LPS (Salmonella enterica serotype typhimurium containing <1% protein impurities, Millipore Sigma) was prepared in sterile PBS. The solution was thoroughly vortexed and sonicated before use, and dilutions were prepared in serum-reduced mRPMI medium. Cells were stimulated with 20 ng/mL LPS, which was chosen based on a time course and dose response that showed sufficient expression of a few key inflammatory genes with this dose of LPS at 1 and 4 h (Figure S1).



Single cell isolation, library preparation, and sequencing

The overall experimental design for deriving scRNAseq samples is depicted in Figure 1A. Briefly, FLMs were seeded in 6-well plates at -48 h in complete media. At -24 h, media was changed to contain 25 μM DHA or vehicle (Veh, 8.3 μM BSA) and 0.25% FBS. At time 0 h (24 h after DHA supplementation), cells were treated with 20 ng/mL LPS. Treatment conditions were as follows: i) Con (control, collected at -24 h); ii) Veh.LPS.0 (treated with 8.3 μM BSA, collected at 0 h); iii) DHA.LPS.0 (treated with 25 μM DHA + 8.3 μM BSA, collected at 0 h); iv) Veh.LPS.1 (treated with 8.3 μM BSA, collected 1 h post-LPS); v) DHA.LPS.1 (treated with 25 μM DHA + 8.3 μM BSA, collected at 1 h post-LPS); vi) Veh.LPS.4 (treated with 8.3 μM BSA, collected 4 h post-LPS), and vii) DHA.LPS.4 (treated with 25 μM DHA + 8.3 μM BSA, collected at 4 h post-LPS). Sample start times were staggered to allow collection of all samples simultaneously, after the indicated treatment times. Cells were lifted from 6-well plates using Accutase® (Millipore Sigma) and washed twice with ice cold sterile PBS to remove residual enzyme. Cell viability immediately after lifting and prior to single cell isolation was assessed by Trypan Blue exclusion test. All treatment groups had a viability of >90%. Single cells were isolated and RNA libraries prepared using the 10x Chromium SingleCell 3′ RNAseq kit (v3 Chemistry, 10X Genomics), per the manufacturer’s instructions. Sample quality control was performed at the Michigan State University Genomics Core followed by sequencing at Novogene. Libraries were sequenced on an Illumina Novaseq using S4 chemistry, obtaining >100K reads/cell. Reads were demultiplexed and subsequently counted with the Cell Ranger v2.1.1 (23) mkfastq and count pipeline respectively.




Figure 1 | Experimental design for scRNAseq and DHA incorporation into FLMs. (A) FLMs were seeded in 6 well plates at -48 h in mRPMI medium containing 10% FBS. At -24h, medium was replaced with mRPMI containing 0.25% FBS with either DHA or Veh. At time 0 h (24h after DHA supplementation), cells were treated with 20 ng/mL LPS. Sample start times were staggered to allow collection of all samples simultaneously, after the indicated treatment times. (B) DHA supplementation results in increased DHA levels in the phospholipid membrane at the expense of oleic acid and arachidonic acid. Cells treated with DHA or Veh for 24 h were collected in methanol and analyzed by GC-FID at OmegaQuant LLC. Fatty acid levels expressed as a percent of all fatty acids measured. Asterisks indicate significant differences (****p<0.0001, ***p<0.001) between Veh (-) and DHA (+) treatment groups, as assessed by Student’s t-tests.





Seurat analysis

Data were analyzed further with Seurat package v3.1.1 (24) in RStudio-server v1.3.959-1 (25) using R v3.06 (26). After importing the raw counts they were filtered to remove low quality cells (Figures S2A, B). Only cells with fewer than 20% mitochondrial genes and over 20000 unique UMI reads mapping to at least 2000 unique genes were included. The remaining cells were then subjected to normalization with the Seurat SCTransform function. Subsequently, the dimensionality of the data was reduced using a Principal Component Analysis (PCA). Clusters were identified using the FindClusters function in Seurat, which were visualized using the Uniform Manifold Approximation and Projection (UMAP) technique.



SCENIC analysis

Single-cell regulatory network inference and clustering (SCENIC) was used to detect which transcription factor programs were most strongly affected by DHA in 4 h LPS-treated cells (27). Briefly, the SCENIC workflow consists of three steps: 1) the GENIE3 package is used to identify genes co-expressed with transcription factors, 2) the RcisTarget package is used to perform cis-regulatory motif analyses of co-expressed genes to identify potential binding targets for the transcription factor in question, and 3) the AUCell package is used to assign a score to each cell based on the activity of the regulon, which is the network of genes likely driven by an individual transcription factor.



Heatmaps

Heatmaps were generated using the pheatmap package in R Studio (28), based on scaled gene expression data or regulon AUC values for individual cells. Ward’s criteria were used as the clustering method. The “cutree_columns” function was used to break the heatmap into clusters. No scaling was applied as the input values were already scaled for individual cells and regulons.



Bulk qPCR

For confirmatory bulk PCR studies, cells were treated in 12-well plates with 25 μM DHA/8.3 μM BSA or Veh (8.3 μM BSA) for 24 h and 20 ng/mL LPS for 1 and 4 h. Approximately 5x105 cells were collected for RNA extraction and gene expression analysis carried out as previously described (18, 29). Gene expression was calculated as the relative copy number (18, 30).



Western blotting

NF-κB Western blotting was carried out as reported previously (18). Briefly, whole cell lysates were isolated, with Halt™ Protease and Phosphatase inhibitors (Thermo Fisher) included in RIPA buffer (Thermo Fisher) during lysis. Nuclear and cytoplasmic extracts were prepared using a Nuclear Extract kit (Active Motif). Protein was quantified using a Pierce™ BCA protein assay (Thermo Fisher), after which all samples were adjusted to the same concentration. Samples were loaded in lanes of pre-cast 4-20% Mini-Protean TGX Protein Gels (Bio-Rad) and electrophoresis performed at 100V for 90 min in a BioRad mini-PROTEAN tetra vertical electrophoresis chamber. Proteins were transferred to a low fluorescence nitrocellulose membrane (Bio-Rad) using the Bio-Rad TransBlot Turbo System, per the manufacturer’s instructions. Antibody binding was performed using an iBind Flex apparatus per the manufacturer’s instructions. The following primary antibodies used at the indicated dilution: Rabbit anti-Actin (Cell Signaling Technologies, 1:4000), NF-κB (CST, 1:1000), phospho-NF-κB (CST, 1:1000), IκB (CST, 1:1000), phospho-IKB kinase (CST, 1:1000). The following Licor (Lincoln, Nebraska) near infrared fluorescent secondary antibodies were used: IRDye® 680LT (1:4000) and IRDye® 800CW (1:3000). Blots were read using a Licor Odyssey Imaging System.



Fatty acid analyses

To measure phospholipid fatty acid content, cell pellets were stored in 100% methanol at -80°C until analysis by gas chromatography (GC) with flame ionization detection at OmegaQuant, LLC. Cell pellets were transferred to screw-cap glass vials containing 1,2-ditricosanoyl-sn-glycero-3-phosphocholine (di-C23:0 PL) (Avanti Polar Lipids, USA) as an internal standard followed by a modified Folch extraction. A portion of the organic layer was spotted on a TLC plate developed with 8:2:0.15 (hexane:ethyl ether:acidic acid) to separate the lipid fractions. After the TLC plate was dry the phospholipid band was scrapped into a screw-cap glass vial with methanol containing 14% boron trifluoride (Sigma-Aldrich, St. Louis, MO). The vial was briefly vortexed and heated to 100˚C for 10 minutes. After cooling, HPLC grade water and hexane (EMD Chemicals, USA) were added sequentially, the tubes were recapped, vortexed and centrifuged promote phase separation. GC of the hexane layer was carried out using a GC2010 Gas Chromatograph (Shimadzu Corporation, Columbia, MD) equipped with a SP2560, 100-m fused silica capillary column (0.25 mm internal diameter, 0.2 μm film thickness; Supelco, Bellefonte, PA).

Fatty acids were identified by comparison with a standard mixture of fatty acids (GLC 782, NuCheck Prep) and an internal standard (C23:0 FAME, NuCheck Prep). The di-C23:0 PL was used to calculate recovery efficiency of the assay and applied to all fatty acids. The following 24 fatty acids (by class) were identified: saturated (14:0, 16:0, 18:0, 20:0, 22:0 24:0); cis monounsaturated (16:1, 18:1, 20:1, 24:1); trans (16:1, 18:1, 18:2), cis n-6 polyunsaturated (18:2, 18:3, 20:2, 20:3, 20:4, 22:4, 22:5); cis n-3 polyunsaturated (18:3, 20:5, 22:5, 22:6). Fatty acid composition was expressed as a percent of total identified fatty acids and concentrations as µg/vial of cell pellets.



Data visualization and statistics

Data were plotted in R Studio version 1.1.442 using ggplot2 (31) and in GraphPad Prism version 9.1.0 (San Diego, California, USA, www.graphpad.com). Non-parametric versions of statistical tests were used where appropriate, as noted in figure legends.




Results and discussion


DHA supplementation increases DHA in FLM membrane

We selected the dose of 25 µM DHA based on previous findings in RAW264.7 murine macrophages, where this dose effectively protected these cells from cell death and IL-1 cytokine release following NLRP3 inflammasome activation (18). This fatty acid supplementation protocol resulted in a 10-fold increase incorporation of DHA into the phospholipid fraction of FLMs at 0 h before LPS activation with concurrent reductions of oleic acid, a monounsaturated fatty acid, and arachidonic acid, an omega-6 PUFA (Figure 1B and Table 1). These results are consistent with our previous findings (18), suggesting similar incorporation efficiency in RAW264.7 macrophages and self-renewing FLMs.


Table 1 | Fatty acid composition of cells treated with Veh (BSA, 8.3 μM) or DHA-BSA complex (25 μM DHA, 8.3 μM BSA).





Clustering is driven by LPS treatment and cell cycle phase

Seurat identified ten distinct clusters of cells, which visually separated into four time-associated groups (Figure S3A) When individual cells were colored according to treatment group, it was evident that culturing for 24 h with reduced serum resulted in a separation from the control group at 0 h (Figure S3B). Cells treated with and without LPS for 1 or 4 h separated from one another in the UMAP projection. Veh- and DHA-treated cells clustered closely together. Hence, serum reduction and LPS treatment had a greater effect on the gene expression profile than DHA supplementation. Within each of the four main clusters, cells separated based on cell cycle phase, as assigned using the Seurat CellCycleScoring tool (Figure S3C).

Due to the robust transcriptional differences resulting from serum reduction and from cell cycle phase, we chose to create a new Seurat object including only FLMs cultured with reduced serum and where cell cycle genes were regressed out (Figure 2A). Cells still clustered based on cell cycle phase, but to a lesser extent than in the original Seurat object (Figure 2B). The number of cycling cells was reduced with DHA treatment in the absence of LPS and in the 1 h LPS treatment group. Treatment with LPS for 4 h substantially reduced the number of cycling cells (Figure 2C).




Figure 2 | Cells cluster according to the presence and duration of LPS treatment. (A) Uniform manifold approximation and projection (UMAP) clustering revealed 3 distinct clusters of cells representing cells that received no LPS treatment cells treated for 1 h, and cells treated for 4h. (B) Distinct subclusters are present for cells in the G1, S and G2 phases of the cell cycle, as identified by Seurat CellCycleScoring function. (C) Treatment with DHA and with LPS influence the proportion of cells in each phase of the cell cycle.





FLMs retain macrophage-specific phenotype

Sequencing data confirmed expression of macrophage-identifying genes in most cells in all clusters indicating that the FLM model maintained a macrophage-specific phenotype (Figure 3). Highly prominent was lineage-determining transcription factor PU.1 (Spi1), which is critical in macrophage and monocyte development (32). PU.1 is considered to be a pioneer transcription factor that binds to closed chromatin and prime promoter-distal enhancers. Other macrophage-defining genes that were similarly expressed strongly across all clusters included Itgam, Fcer1g, Tyrobp, Cd68, and Cd14 (33–35). The demonstration that macrophage-identifying genes are present in most cells across all time and treatment clusters supports the contention that self-renewing FLMs are a robust macrophage model.




Figure 3 | Self-renewing FLMs consistently express macrophage-specific genes across all times and treatments. Normalized expression values of individual macrophage-specific genes are overlayed on all cells are plotted using the Seurat FeaturePlot function. Macrophage-identifying genes are present in most cells in all time and treatment clusters indicating robustness of the self-renewing FLM model. Gray-scale image on right derived from (Figure 2A) indicates timepoints represented in clusters.





DHA influences expression of genes involved in the antioxidant response, lipid and cholesterol metabolism, proliferation, metal homeostasis, and immune modulation at 0 h

We identified 35 differentially expressed genes in the DHA treatment group compared to the Veh treatment group at 0 h (no LPS treatment) (Figure 4A). Of these, 11 were downregulated and 24 were upregulated. GO analysis only returned pathways that overlapped with 2 or 3 of the differently expressed genes, which made it difficult to determine the relevance of these results. We therefore chose to forego the GO analysis and instead performed literature searches to identify the cellular pathways involved with the differentially expressed genes.




Figure 4 | DHA influences expression of genes in FLMs involved in lipid uptake/metabolism (Cd36, Plin2, Lipa), antioxidant response (Sqstm1, Hmox1, Chchd10), metal homeostasis (Mt1, Mt2, Ftl1, Fth1) and immune regulation (Ifi202b, Cd300a, Anxa4) at 0h. (A) Differentially expressed genes were identified using the Seurat FindMarkers function, with thresholds set to select genes with >1.5-fold change (Adjusted p-value < 0.001) in gene expression and genes expressed in at least half in the Veh.LPS.0 or DHA.LPS.0 groups. (B) Expression of Hmox1 and Sqstm1, two genes induced by DHA treatment, was confirmed using bulk qPCR of samples treated in parallel with treatments for single cell isolation. Asterisks indicated significant differences *p<0.05) between Veh (-) and DHA (+) groups, as assessed by Student’s t-tests.



DHA augmented expression of multiple genes that play roles in the antioxidant response and known to be induced by NRF2, including Cd36, Sqstm1, Hmox1, Ftl1, Fth1, and Gclm (36, 37). Bulk qPCR confirmed expression of Hmox1 and Sqstm1, which encode the proteins heme-oxygenase-1 and sequestisome-1 and play roles in reducing reactive oxygen species and promoting autophagosome formation, respectively (38, 39) (Figure 4B). Augmented expression of NRF2-mediated genes is consistent with findings in other in vitro macrophage models and in preclinical animal studies employing omega-3 PUFA supplementation or endogenous omega-3 PUFA production promoted by expression of the Fat1 transgene (40–44). Many NRF2 targets are important for detoxifying and countering oxidative stress within the cell, thus activation of this pathway has been posited as a key mechanism by which omega-3 PUFAs counter inflammatory stimuli. This mechanism is believed to involve ROS-induced non-enzymatic omega-3 PUFA oxidation products which form adducts with Kelch-like ECH-associated protein 1 (KEAP1) (45). While unmodified KEAP1 sequesters NRF2 in the cytoplasm, its adduction permits release of NRF2 into the cytoplasm thereby promoting expression of antioxidant genes. Thus, FLMs could be used in the future to track intracellular movement of KEAP1 and NRF2 in the presence and absence of DHA and other omega-3 PUFAs.

DHA also augmented genes involved in lipid uptake and synthesis, including Cd36 (a scavenger receptor involved in lipid uptake), Plin2 (associated with lipid droplet formation), and Lipa (lipase involved in lysosomal degradation of lipids) (Figure 4A). In contrast, DHA-treated cells had lower expression levels of genes involved in cholesterol synthesis (Scd1, Scd2, Pmvk, Cyp51, Hmgcs1, Fdps). Changes to cholesterol synthesis may be in response to changes to membrane fluidity that occur with omega-3 PUFA incorporation into phospholipids (46).

It was further notable that DHA reduced expression of histone genes (Hist1h1b, Hist1h2ap), which is associated with a decline in DNA synthesis (47), and increased the apoptotic transcription factor Ddit3, which is consistent with the observed decrease in cycling cells (Figure 4A). Previous studies have shown that treatment with high concentrations of DHA may induce apoptosis in vitro in breast cancer cells, likely through exaggerated activation of the pathways observed in this study (48). We conclude that, in our model, while DHA treatment did reduce cell proliferation, the concentration was not high enough to trigger excess cell death by apoptosis.

DHA increased expression of genes associated with metal homeostasis (Mt1, Mt2, Ftl1, Fth1) (Figure 4A). Metallothionines (Mt1, Mt2) have been implicated in reducing inflammation in chronic inflammatory disease, but their mechanism of action is unclear (49). Ferritin light chain (Ftl1) has been shown to reduce NF-κB activation in Raw 264.7 macrophages (50).

Other differentially expressed genes (Figure 4A) have functions that are less well-described, though many are implicated in pathways involved in oxidative stress, cell proliferation, and the immune response. For example, it has been shown that mutations in Chchd10 are associated with impaired mitochondrial genome maintenance following oxidative stress (51). Ifi202b (also known as p202) suppresses IFN gene signaling by binding to dsDNA and preventing its access to nucleic acid sensors in the cell (52). CD300a is an inhibitory receptor expressed on many immune cell populations (53). Ndrg1 acts as a tumor suppressor in some cancers and a tumor promoter in others (54). We also observed increased expression of Anxa4, which was shown to inhibit adenylate cyclase 5 (55) and to be upregulated in human and mouse M2-polarized macrophages in vitro (56).

Altogether, the DHA-mediated changes in gene expression observed at 0 h are consistent with a putative shift in macrophage phenotype that would make FLMs more resilient against subsequent inflammatory triggers.



LPS-induced cellular pathways promoting transcription precede inflammatory gene expression

Analysis with Seurat FindMarkers revealed 88 differentially expressed genes (>2-fold) after 1 h LPS treatment and 391 differentially expressed genes (>2-fold) with 4 h LPS treatment, with 51 genes shared between the two timepoints (Figure 5A). Among the genes differentially expressed at 1 h, 81 were upregulated and 7 were downregulated; and among the genes differentially expressed at 4 h, 201 were upregulated and 190 were downregulated.




Figure 5 | Gene expression changes induced by LPS in FLMs at 1 and 4h. (A) Differentially expressed genes (DEGs) were identified using the Seurat FindMarkers function, with thresholds set to select genes with >2-fold change in gene expression and genes expressed in at least half of either group being compared. Venn diagrams of DEGs at 1h only (left circle), 4h only (right circle), and at both timepoints (intersection) were generated to visualize the quantity of DEGs in each group. (B) The Enrichr database was used to identify GO Biological Process terms for the indicated groups of genes. Shown are the five most enriched pathways upregulated by LPS after 1 and 4 h or downregulated by LPS after 4 h, as determined by the size of the adjusted p-value.



We used the Enrichr database (57) to identify GO Biological Process terms associated with differentially expressed genes (Figure 5B). Genes upregulated at 1 h were enriched in pathways involved in regulating transcription as well as inflammatory pathways, like cellular response to cytokine stimulus and response to lipopolysaccharide. This suggests that at 1 h, many genes were setting the stage for the more robust transcriptional response subsequently observed at 4 h. Indeed, at 4 h, most upregulated genes are involved in inflammatory signaling pathways, while downregulated genes are involved in cell proliferation.

We generated heatmaps to visualize the expression pattern among individual cells for genes upregulated by LPS (Figure 6A, additional details in figure legend). Cells were annotated by treatment (colored horizontal lines above heatmap). As in the UMAP plots, unbiased clustering of cells resulted in near-perfect separation by LPS treatment group. Genes for which expression decreased from 1 h to 4 h post-LPS treatment include those involved in negative feedback of inflammatory signaling (Dusp2, Nfkbiz, Zfp36), transcription factors (Egr1, Ier2, Junb), and genes involved in promoting inflammatory signaling (Nlrp3, Tnf, Traf) (Figures 6A, B). Many other genes induced at 4 h have low or no expression at 1 h and code for cytokines or were proteins involved in the inflammatory response, such as Ccl2 (MCP-1), Ccl3 (MIP-1a), and Il1b (IL-1β).




Figure 6 | LPS robustly upregulates gene expression in FLMs after 1 and 4h. (A) 500 cells were randomly selected from the Veh.0, Veh.LPS.1, and Veh.LPS.4 groups and genes upregulated >6-fold were used to generate a heatmap using pheatmap with the “ward.d” clustering method. The normalized SCT values were plotted without scaling the heatmap. Cells were annotated according to their treatment group. (B) Plots showing the expression of individual LPS-induced genes at the 0, 1, and 4 h timepoint.





DHA suppresses genes involved in cholesterol metabolism at 1 h post-LPS exposure

For analysis of DHA effects at 1 h post-LPS treatment, we reduced the threshold for identifying differentially expressed genes to >1.5 fold to capture the nuanced effects of DHA more thoroughly. Following 1 h LPS treatment, 156 genes were induced and DHA significantly suppressed 11 of these (Figure 7A). More than half of the suppressed genes were involved in cholesterol synthesis, including Cyp51, Hmgcs, Hmgcr, Insig, Ldlr, Sc5d, and Idi1 (Figure 7B). This is consistent with recent studies investigating the role of lipid metabolism in macrophages, where it has been shown that LPS-induced cholesterol synthesis promotes macrophage activation (58, 59). These findings are also consonant with our observation that DHA suppresses cholesterol synthesis genes in FLMs in the absence of inflammatory stimulus at 0 h (Figure 4A).




Figure 7 | DHA suppresses expression of genes associated with cholesterol metabolism and inflammatory signaling pathways at 1 h post-LPS treatment. (A) Differentially expressed genes (DEGs) were identified by using the Seurat FindMarkers function, with thresholds set to select genes with >1.5-fold change in gene expression and genes expressed in at least 25% of groups being compared. DEGs in the “Down with DHA” circle of the Venn diagram are downregulated in DHA.LPS.1 relative to Veh.LPS.1 and DEGs in the “Up with LPS” circle of the Venn diagram are upregulated in Veh.LPS.1 relative to Veh. The intersection represents LPS-induced genes suppressed by DHA at 1h. (B) 7 of the 11 LPS-induced genes suppressed by DHA involve the cholesterol synthesis pathway. (C) Other LPS-induced genes suppressed by DHA at 1 h are also suppressed by DHA at 4 h.



Our results suggest that DHA and LPS have opposing roles in cholesterol synthesis, revealing another potential mechanism by which DHA suppresses inflammatory signaling. While it is known that inhibition of cholesterol biosynthesis with statins can suppress inflammation, the specific effects on macrophages are less well understood (60). All the genes suppressed by DHA at 1 h post-LPS treatment are targets of the transcription factors SREBP1a and SRBP1c (61–63), which have been shown to be inhibited by DHA supplementation in vitro and in vivo (64, 65). An increase in intracellular cholesterol fosters TLR4 signaling by providing structure for lipid rafts, which promote aggregation of TLR4 receptor with its co-receptor CD14 (59, 66). Cholesterol depletion has also been shown to inhibit GPCR endocytosis (67). It is therefore tempting to speculate that this may also be the case for TLR4 endocytosis, which could explain decreased IRF signaling in DHA-treated cells (described further below).

The remaining genes induced after 1 h LPS treatment and suppressed by DHA are Gpr84, a GPCR known to be involved in activating inflammatory pathways in macrophages (68), Phlda1, which is highly expressed in inflammatory macrophages from atherosclerotic plaques (69), and Rasgef1b and Rgs1, which are involved in G-protein signaling (Figure 7C).



DHA suppresses inflammatory signaling pathways at 4 h post-LPS exposure

Following 4 h LPS treatment, 466 genes were induced by 1.5-fold or more (Figure 8A). Of the LPS-induced genes, 58 were suppressed by DHA (by at least 1.5-fold). We identified GO Biological Processes for the differentially expressed genes that were 1) increased by LPS, 2) increased in LPS and suppressed by DHA, and 3) decreased by DHA (Figure 8B). As observed at 1 h, DHA significantly suppressed many genes associated with cholesterol synthesis. LPS-induced genes that were suppressed by DHA were enriched for pathways such “cytokine mediated signaling pathway” and “cellular response to type I interferon”. Assessment of selected genes annotated as “cellular response to LPS” and “cytokine-mediated signaling pathway” show that DHA robustly suppressed certain genes while only mildly suppressing, or having no effect, on others (Figures 8C, D). The group of genes annotated as “cellular response to LPS” contained chemokines (Ccl2, Ccl3), cytokines (Tgfb1), and other genes promoting proinflammatory signaling pathways (Nfkb1, Cd14, Tnfrsf1b, Nlrp3). LPS also upregulates many genes that counteract inflammation by degrading mRNA coding inflammatory cytokines (Zfp36) or inhibiting inflammatory signaling pathways (Tnip3, Tnip1, Nfkbil3). Many of the genes annotated as “cytokine-mediated signaling pathway” are involved in or induced by IFN1 signaling (Irf7, Irf9, Isg15, Xaf1). We further confirmed DHA suppression of representative IFN1-regulated genes observed in scRNAseq using bulk qPCR (Figure 9).




Figure 8 | DHA inhibits inflammatory signaling pathways at 4 h post-LPS treatment. (A) Differentially expressed genes (DEGs) were identified by using the Seurat FindMarkers function, with thresholds set to select genes with >1.5-fold change in gene expression and genes expressed in at least 25% of groups being compared. DEGs in the “Down with DHA” circle of the Venn diagram are downregulated in DHA.LPS.4 relative to Veh.LPS.4 and DEGs in the “Up with LPS” circle of the Venn diagram are upregulated in Veh.LPS.4 relative to Veh. The intersection represents LPS-induced genes suppressed by DHA at 1h. (B) The Enrichr database was used to identify GO Biological Process terms for the indicated groups of genes. Shown are the five most enriched pathways are shown, as determined by the size of the adjusted p-value. (C) Selected input genes enriched in the “Cellular response to LPS” and (D) “Cytokine-mediated signaling pathway” GO terms are depicted using the Seurat DotPlot feature, where the size of the dot indicates the percent of cells expressing the gene and the depth of the dot color indicates the average expression of the gene across the cells in which it is expressed.






Figure 9 | DHA suppresses expression of selected IFN1-regulated genes. A panel of IFN1-regulated genes was investigated by bulk qPCR in samples treated with LPS for 1 and 4 h. Cells were pre-treated with DHA or Veh for 24 h prior to LPS treatment. Asterisks indicate significant differences (*p<0.05, **p<0.01) between the DHA and Veh groups, n=3.





Distinct subsets of LPS-treated cells are driven by NF-κB and Irf signaling

To identify in an unbiased manner which transcription factor programs (regulons) were most strongly induced by 4 h LPS treatment, we determined regulon scores for individual cells using the SCENIC workflow in R (27). Regulons consist of a group of co-expressed genes known to be induced by the same transcription factor, whose expression is also increased with expression of the target genes. Regulons that were significantly different between Veh and DHA at 4 h following LPS treatment, included transcription factors involved in NF-κB signaling (Nfkb1 and Rel) and IFN signaling (Irf7, Stat1, and Stat2) (Figure 10A). The Nfbk1 and Rel genes encode NF-κB family members p50 and c-Rel, respectively. The NF-κB p50 subunit dimerizes with the NF-κB p65 subunit, forming the most abundant of the Rel/NF-κB heterodimers (70, 71). DHA suppressed the Rel and NF-κB regulons at 4 h, though not completely (Figure 10B). Although the Irf7, Stat1, and Stat2 regulons were increased to a lesser extent than the Rel and NF-κB regulons, they were almost completely ablated by DHA. When investigating the regulon scores for individual cells, UMAP clustering identified that a cluster of cells with high expression of genes in the Irf7, Stat1, and Stat2 regulons among cells treated with LPS for 4h. This is distinct from the pattern of NF-κB and Rel expression, which is more homogenously expressed in LPS-treated cells (Figure 10C). Most cells in the region with the highest Irf7, Stat1, and Stat2 regulon scores were Veh.LPS cells, confirming that treatment with DHA inhibits the induction of these gene expression programs.




Figure 10 | FLMs with high IFN1-regulated gene expression cluster together. (A) Regulon scores for cells in each group were generated using the SCENIC workflow. Regulons were selected that were significantly different between Veh.LPS.4 and DHA.LPS.4. Cells in the Veh.LPS.4 and DHA.LPS.4 treatment groups (as indicated by the horizontal bar above the heatmap) were analyzed for selected regulons. Clustering was performed using Ward’s method in the pheatmap tool in R Studio. The regulon AUC values were directly plotted without scaling the heatmap. (B) Boxplots for regulon scores were generated to identify differences between treatment groups. Irf7, Stat1, Stat2, NF-κB, and Rel regulons were increased by LPS at 4 hr. DHA reduced the regulon scores for NF-κB and Rel regulons and completely suppressed scores for Irf7, Stat1, and Stat2 regulons scores. (C) The Seurat FeaturePlot function was used to color cells from Veh.LPS.4 and DHA.LPS.4 treatment groups according to Irf7, Stat1, Stat2, Rel, and NF-κB1 regulon expression.



Previously published bulk mRNA studies described early, middle, and late time-dependent gene expression patterns in macrophages treated with LPS (7, 8, 72, 73). These studies assessed timepoints that extended beyond 4 h and found that many inflammatory cytokines and chemokines peak at 4 h whereas induction of most IFN regulated genes occurs slightly later. Differential activation of LPS-triggered genes can be explained by divergent signaling pathways induced by TLR4 activation, which have been comprehensively described (6, 74). Briefly, TLR4 activation induces signaling cascades initiating with the adapter protein MyD88 or the heterodimer TRIF/TRAM. MyD88-dependent signaling results in activation of the kinase transforming growth factor β-activated kinase 1 (TAK1) which phosphorylates IκB kinase (IKK) α/β. IKKα/β phosphorylates IκB. This frees the transcription factor NF-κB to translocate to the nucleus. Using Western blotting, we confirmed that LPS induced, and DHA suppressed this pathway in our FLM model (Figure S4).

The observations presented herein suggest that DHA impedes progression of TLR4-triggered IFN activation, a process that occurs more slowly than TLR4-triggered NF-κB activation. LPS binding can also induce endocytosis of the TLR4 receptor complex, resulting in a cascade of TRIF/TRAM and TBK1/IKKi activation, which phosphorylate IRF3 and IRF7. Phosphorylated IRF3 and IRF7 then translocate to the nucleus where they initiate I IFN1 signaling (75). Sheikh and coworkers (76) demonstrated that LPS-induced IFN1-regulated gene expression is critically dependent on intermediary IFN-β production and autocrine signaling through type I IFN receptors. Consistent with this possibility, we found Ifnar1 and Ifnar2 are homogenously expressed at a high level in the FLMs across the time clusters (Figure 11A) and that modest Ifnb1 expression is detectable in some FLMs in the Veh/LPS 4 h group but not the DHA/LPS 4 h group (Figure 11B). The moderate response is likely due to the early timepoint at which the cells were collected and the limited sensitivity of scRNAseq for detecting low abundance transcripts. STAT1 and STAT2 are not directly activated by LPS, but instead are activated by IFNα/β receptor signaling. Though SCENIC predicted STAT1/2 activation, we conclude that this is due to the high degree of target gene overlap between these transcription factors and IRF7 (Figure 11C). Expression of genes predicted to be solely STAT1 or STAT2 is very low compared to IRF7-specific-target genes, supporting the argument that at 4 h LPS, IRF7 is the primary transcription factor driving this phenotype (Figure 11D). Thus, we predict that STAT1/2 activation would follow shortly after this timepoint due to release of IFNβ.




Figure 11 | IFN1-regulated gene expression at 4 h post-LPS is driven by IRF rather than STAT activity. (A) Ifnar1 and Ifnar2 are homogenously expressed at a high level in the FLMs across the time clusters. (B) A small number of cells express Ifnb (arrow), and it is limited primarily to Veh-treated cells. (C) The majority of the genes identified in the STAT1 and STAT2 regulons are also IRF7 targets. (D) Genes driven by IRF7 alone are more highly expressed than genes driven by either STAT1 or STAT2 alone. Genes are presented using the Seurat DotPlot function, where the size of the dot indicates the percent of cells expressing the gene and the depth of the dot color indicates the average expression of the gene across the cells in which it is expressed.



The observation that DHA suppresses TLR4-driven IFN1-regulated gene responses is of high translational relevance. Upregulated IFN1 responses contribute to the development of multiple forms of autoimmunity including lupus, systemic sclerosis, Sjogren’s syndrome (77). Indeed, successful clinical trials of anifrolumab, an anti-IFNAR monoclonal antibody (78), led to its approval by the USFDA in 2021 for lupus treatment (79). Relatedly, in a prior in vivo study, we observed that DHA supplementation significantly reduces IFN1-regulated gene expression in lupus-prone mice induced by exposure to the autoimmune trigger crystalline silica (80). It is particularly notable that many of the same IFN1-regulated genes identified in vivo were significantly enhanced here by LPS at 4 h and suppressed by DHA. Intriguingly, in both our in vivo and in vitro experiments, DHA suppresses the IFN1 pathway more strongly than other inflammatory pathways including NF-κB signaling. While Kobayashi and coworkers similarly found that the omega-3 fatty acids suppressed IFN1 gene expression in imiquimod (IMQ)-induced murine lupus (81), the underlying molecular mechanisms are unclear. Further investigations into how DHA preferentially suppresses could lead to novel therapies to effectively target this potent inflammatory response in autoimmune disease.



Limitations

This exploratory study had several limitations that will necessitate additional expanded experimentation. First, extending the time window for LPS treatment could provide greater insight into the pathways most effectively targeted by DHA. Also, even though we identified that upstream inflammatory pathways (i.e., NF-κB signaling) were influenced by DHA supplementation, there is further need to confirm the effects on other key proteins associated with additional pathways identified, or on resultant metabolites produced (i.e., cholesterol metabolism). Furthermore, while the use of SCENIC analysis to identify regulons allows us to infer transcription factor activity based on concordant upregulation of the transcription factor and its putative target genes, this approach cannot prove activation of transcription factors of interest. Additional experiments would need to be performed to confirm the activation of NRF2, IRF7, STAT1, and STAT2. Finally, although the in vitro macrophage model used here is similar to an inflammatory monocyte-derived macrophage, it might not precisely mimic tissue-specific macrophage populations observed in vivo. Thus, many of the pathways identified here need to be confirmed in tissue-relevant models such as alveolar-like macrophages derived by culturing fetal liver cells with GM-CSF and TGF-β (82).




Conclusions

As an innate immune population, macrophages act as sentinels to signal the presence of foreign molecules while simultaneously functioning to destroy or sequester invading microbes or injurious particles. Cytokines released by macrophages modulate phenotype and function of incoming immune cells, influencing the inflammatory response and setting the stage for an adaptive immune response. Sets of genes are upregulated in conjunction with each other at specified times, triggering a sequence of responses in the cell and extracellular milieu. Here we used scRNAseq to discern how DHA influences LPS-induced gene expression in FLMs, a primary, heterogeneous self-renewing macrophage model. This strategy allowed us to capture heterogeneity within a single population of treated cells, with groups of cells within the same LPS treatment group showing different patterns of inflammatory gene expression. As depicted in Figure 12, analyzing cells at different timepoints following LPS treatment permitted us to identify putative anti-inflammatory transcriptional mechanisms sequentially influenced by DHA in the absence of inflammatory stimuli (0 h), immediately following an inflammatory stimulus (1 h), and in the early stages of the inflammatory response (4 h). First, we found that DHA promoted basal antioxidant NRF2-target gene expression. Second, our analyses further uncovered cholesterol synthesis as a potential metabolic pathway differentially modulated by DHA and LPS that may be central to DHA-mediated suppression of TLR4-dependent signaling. Third, we observed that DHA suppresses IFN-driven genes in addition to NF-κB-driven genes, which provides a new perspective on how the multifaceted TLR4-induced signaling pathway is influenced by DHA. Employing scRNAseq enabled us to ascertain that IFN-driven genes are not homogenously expressed in a population of LPS-treated cells, which reveal a role for DHA in blocking or slowing cellular pathways that promote IFN signaling. Taken together, our findings herald lines of future research to investigate precision nutritional intervention with omega-3 PUFAs to combat chronic inflammation and progression of autoimmune disease.




Figure 12 | Putative model for DHA suppression of LPS-induced proinflammatory and IFN1-regulated gene expression in the macrophage. Time-dependent transcriptional changes elicited by DHA and/or LPS reveal multiple potential mechanisms by which DHA may counteract the inflammatory response to LPS. First, at 0 h (in the absence of LPS), DHA triggers expression of NRF2 target genes, which may promote a pro-resolving macrophage phenotype. At 1 h following LPS exposure, DHA suppresses LPS-triggered cholesterol genes, which may prevent cholesterol-mediated facilitation of further TLR4 signaling. At 4h following LPS exposure, DHA downregulates NF-κB-target and IFN1-regulated gene (IRGs) including IFN-β, likely preventing robust induction of further IFN-response at ≥ 4h.
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Introduction

C-C chemokine receptor-2 (CCR-2) and C-C chemokine ligand-5 (CCL-5) play an important role in the migration of monocytes, macrophages, dendritic cells, and activated T cells against Mycobacterium tuberculosis (M.tb). Meanwhile, signal transducer and activator of transcription 3 (STAT-3) and suppressor of cytokine signaling 3 (SOCS-3), activated by interleukin (IL)-6 and IL-10 in tuberculosis (TB) infection, play an important role in phagocytosis, inflammation, and granulomatous-forming processes that may lead to TB treatment success or failure. However, there are no data about the expression of those markers in tuberculous lymphadenitis. The characterization of those markers is very critical to put a fundamental basis to understand the homing mechanism of tuberculous lymphadenitis.



Aim of study

The specific objective of this study is to characterize the expression pattern of CCR-2-CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 in tuberculous lymphadenitis.



Methods

The study was performed on 27 cases of tuberculous lymphadenitis node biopsies. The diagnosis of tuberculous lymphadenitis was based on the clinical criteria and the presence of the histological feature characteristic of TB granulomas. Afterward, immunohistochemistry was stained with CCR-2, CCL-5, IL-6, IL-10, STAT-3, and SOCS-3. A semiquantitative analysis of IHC images was performed to examine protein expression in stained preparations. The expression was also manually counted.



Results

Compared with the normal area, both lymphocytes and macrophages expressed strongly CCR-2-, CCL-5, and IL-6, while IL-10, STAT-3-, and SOCS-3- were expressed lowly. There was a strong positive correlation between CCR-2 with IL-6 (p = 0,83) and IL-10 (p = 0,83).



Conclusion

The chronic infection process of tuberculous lymphadenitis was characterized by the expression of IL-10low, STAT-3low, SOCS-3low, CCR-2high, CCL-5high, and IL-6high.



Clinical Trial Registration

Clinicaltrials.gov, identifier NCT05202548.
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Background

Tuberculosis (TB) is a chronic infection caused by Mycobacterium tuberculosis (M.tb). TB remains one of the “global health emergency” diseases (1). Nowadays, the evidence of TB new cases is increasing. Previous studies show that this situation was associated with the rising number of patients with immunocompromised conditions such as HIV, diabetes mellitus (DM), cancer, and autoimmune diseases (2, 3). Most commonly, TB affects the lung. However, TB can also affect other organs, a form known as extrapulmonary TB (EPTB), which accounts for approximately 5% of TB incidence. It affects lymph nodes (LNs), pleura, bone and joints, the gastrointestinal tract, the urogenital tract, meninges, and other parts of the human body (4, 5). Tuberculous lymphadenitis is the most common form of EPTB.

The histopathological features of the LNs with tuberculous lymphadenitis are composed of caseous necrosis, granulomas, epithelioid cells, lymphocytes, and histocytes. The characteristic of those specific histological features is confirmed with the acid-fast bacilli (AFB) direct smear result. Epithelioid cells may also fuse to form multinucleated giant cells, and central necrosis is evident in necrotizing granulomas. Caseous necrosis and granulomatous formation are two specific pathological features of LN TB (6, 7).

In pulmonary TB, macrophages play important roles in the recognition of pathogen-associated molecular patterns (PAMPs) present at the M.tb surface by various pattern recognition receptors (PRRs) in the surface of macrophages, such as C-type lectin receptors (CLR/CTL), Fc receptors (FcRs), and Toll-like receptors (TLRs) (8). This response induces IFNγ and TNFα to activate macrophages [classified activated macrophage (CAM)] (9) against M.tb. Macrophages regulate cytokines, such as IL-10 and IL-6, that are related to STAT-3 and SOCS-3 activation and inhibition. Meanwhile, in tuberculous lymphadenitis, some studies show that it relates to increase (TNFα and IL-17A) and decrease (IL-1α, IL-1β, and IL-18) (10, 11). However, the immune response in pulmonary TB and tuberculous lymphadenitis is different and poorly understood due to the lymphocyte function that also takes an important role as macrophages.

The interaction between M.tb and the migrating cells changes the chemokine receptor expression that guides cells at the inflammatory foci. This makes granuloma formation or the travel to the regional LN, where the antigen presentation and adaptive immune response development occur. This process is crucial in developing a host response to pathogen infection (M.tb) (12–15). Regulating M.tb infection depends on the interaction between T lymphocytes and infected macrophages. In M.tb infection, T cells are recruited to the infection site predominantly by the modulation of chemokine receptors (CRs) such as C-C chemokine receptor-2 (CCR-2) and C-C chemokine receptor-5 (CCR-5).

In TB infection, CCR-2 plays an essential role in attracting macrophages to the infected site (16). CCR-2 is a chemokine receptor, which is normally expressed on monocytes, macrophages, dendritic cells (DCs), and activated T cells. During TB infection, the activation of CCR-2 with chemotaxis proteins such as C-C chemokine ligands CCL-5, CCL-7, and CCL-12 could induce chemotaxis targeted at M.tb-infected cells such as local epithelial, mesothelial, and inflammatory cells (14, 17, 18). Low CCR-2 expression in the lymphocytes of TB patients results in delayed granuloma formation and incomplete granuloma formation (16). A meta-analysis found that the CCR-2 gene improves protection against mycobacterium infection (19). CCR-2 in alveolar macrophages is important in attracting macrophages to form granuloma in TB infection. The absence of CCR-2 expression in the alveolar macrophages of CCR2-/- mice leads to failure in granuloma formation and increased necrotizing lesions in TB infection (20). Low CCL-5 levels in TB infection cause the dysfunction of various immune cells, which is the primary factor for M.tb bacteria resistance (21). CCL-5 is an important chemokine for Th1 migration; however, it does not affect Th2 migration (22). Aside from CCR-2 and CCL-5, transcription factor STAT-3 (signal transducer and activator of transcription-3) and its product SOCS-3 (suppressor of cytokine signaling-3) play essential roles in the pathogenesis of TB infection. In the early stages of TB infection, STAT-3 is rapidly activated by IL-10. However, STAT-3 could be activated by other cytokines such as IL-6, IL-21, IL-23, IL-27, and Granulocyte colony stimulating factor (G-CSF), which modulate the cellular response of macrophages and DCs in TB infection (23). STAT-3 has also been found to inhibit the production of inflammatory cytokines such as IL-6, TNF-α, IFN-γ, and nitric oxide (NO) (24). The action of STAT-3 has a disadvantaged outcome on M.tb-infection therapy.

During Tb infection, SOCS-3 expression in macrophages is elevated after the stimulation of TLR-2 with the mycobacterium cell wall components, such as a-crystallin-related protein 1(ACR1), phosphatidyl-myo-inositol mannosides (PIM2), and protein–proline–proline–glutamic acid-18 (PPE-18) (25–27). SOCS-3 provides T cells a protection effect from M.tb. Mice with a lack of SOCS-3 on myeloid cells (SOCS-3fl/fl lysM cre) was more susceptible to M.tb infection. In the absence of SOCS-3, IL-6 inhibits the production of IL-12 in Antigen Presenting Cells (APC), decreasing the Th1 differentiation and impairing the elimination of M.tb (28).

Taken together, CCR-2, CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 are very critical in M.tb immunopathogenesis. However, it is unknown whether those pathways could be effective against tuberculous lymphadenitis. Furthermore, there was a lack of information about the immunology process of extrapulmonary TB, especially tuberculous lymphadenitis. Since tuberculous lymphadenitis was difficult to diagnose, treat, and monitor the therapy result, the specific objective of this study is to explain the expression pattern of CCR-2-CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 in tuberculous lymphadenitis patients. The clinical approach based on immunological parameters could be explicitly implemented for tuberculous lymphadenitis patients by expression pattern analysis.



Methods

The study was performed on 27 cases of tuberculous lymphadenitis biopsies. The diagnosis of tuberculous lymphadenitis was based on 1) the clinical criteria (7, 29) and 2) the presence of the histological feature characteristic of tuberculous granulomas. LN intumescence was one of the clinical criteria in this study. Open biopsy was done to establish the specific causative of it. A direct smear for AFB had also been done during the operation to confirm tuberculous lymphadenitis. Those cases were obtained from the archives of the Department of Pathology, Vincentius A Paulo Surabaya Hospital, Indonesia. Ethical clearance was obtained from the Widya Mandala Surabaya’s Health Research Ethics Committee Ref no: 143/WM12/KEPK/DOSEN/T/2021. This study was also registered in Clinicaltrials.gov with ID no. NCT05202548.


Immunohistochemical assay for tuberculous lymphadenitis specimen

Each specimen was cut into 5-µm-thick parallel sections. Two sections were stained. The first section was stained with hematoxylin and eosin. At the same time, the second section was stained with the Ziehl–Nielsen stain for AFB. After deparaffinization and rehydration, the sections were briefly microwaved for antigen retrieval using a citrate buffer, pH 6·0, at 750 W for 10 min, and at 350 W for 15 min. After being cooled down for 20 min at room temperature, the sections were incubated with hydrogen peroxide for 10–15 min and then washed two times with the buffer. Then, the sections were incubated separately with primary antibodies according to the manufacturer’s protocol. The antihuman antibodies (anti-CCL-5 polyclonal antibody Catalog No. E-AB-17864; anti-CCR-2 polyclonal antibody Catalog No. E-AB-40273; anti-IL-6 polyclonal antibody Catalog No. E-AB-30095; anti-IL-10 polyclonal antibody Catalog No. E-AB-40016; anti-STAT-3 monoclonal antibody Catalog No. E-AB-22119; and anti-SOCS-3 polyclonal antibody Catalog No. E-AB-65703) were purchased from Elabscience. Then, it was followed by a 10-min incubation with biotinylated goat antipolyvalent and 10 min with streptavidin peroxide at room temperature. The last step was to apply a mixture of 40 μl of DAB Plus Chromogen and 2 ml of a DAB Plus substrate (Elabscience, Houston, TX, USA) into tissue for 15 min. The cells expressed CCL-5, CCR-3, IL-6, IL-10, STAT-3, SOCS-3 were manually counted in 10 fields of view, using ×400 magnification by two pathologists.



Relative expression measurement of tuberculous lymphadenitis specimen

A semiquantitative analysis of immunohistochemistry (IHC) images was performed with ImageJ software to examine protein expression in stained preparations, following the protocols developed by Crowe and Yue (30). In brief, the resulting image was saved as a.jpg file. Using ImageJ software, each file was analyzed using deconvolution methods. The threshold value was determined using five graphs to reduce the background and unspecific signal. According to our data, the threshold value is 155. After adjusting each data threshold, the data value was measured by documenting the “mean grey value,” which represents the quantified specific signal. GraphPad software was used to present the collected data, including the mean and standard deviation for each data set. The “non-expressed” region of each patient’s preparation was analyzed and presented as a “negative-control” in the diagram box of each parameter to validate further the specific expression of macrophages and lymphocytes in granuloma (30).



Correlation analysis

Statistical analysis was generated with Graphpad Prism and performed using the non-parametic Kolmogorov–Smirnov test. To examine the correlation between each variable, SPSS 22 software was used. Data were presented in the mean ± standard deviation. The data were analyzed using Student’s t-test. Levene’s variance equivalence test was used to assess the assumption of the homogeneity of variance. The Spearman rank correlation coefficient was used to analyze the correlation between CCR2 expression with IL6 or with IL10. Statistical analysis is two sided, and p-values less than 0.05 are considered statistically significant.




Results


CCR-2, CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 are expressed in the granuloma of a tuberculous lymphadenitis patient

In every biopsy specimen of 35 tuberculous lymphadenitis patients, CCR-2, CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 were expressed in the cytoplasmic area. CCR-2 and IL-6 were strongly expressed in the granuloma, while the other markers, especially STAT-3 and SOCS-3, were expressed weakly (Figure 1)




Figure 1 | Epression of C-C chemokine receptor-2 (CCR-2), C-C chemokine ligand-5 (CCL-5), interleukin (IL)-6, IL-10, STAT-3, and SOCS-3 in lymphocytes (red arrow). A representative biopsy specimen of tuberculous lymphadenitis patient: CCR-2, CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 are expressed in the cytoplasmic areaa. CCR-2 and IL-6 are strongly expressed in the tubercle, while the other markers, especially STAT-3 and SOCS-3, are expressed weakly. Giant cells (group of mature lymphocytes) could also express STATS-3 and SOCS-3 (black arrow).



To confirm the specificity of the expression pattern, we further compared the strongly expressed area with the uninfected area in the same biopsy tissue (Figure 2). The expression pattern of those markers was significantly higher (P<0,01) than the negative area.




Figure 2 | Relative expression analysis of CCR-2 (A), CCR-5 (B), IL-6 (C), IL-10 (D), STAT3 (E), and SOCS-3 (F). To confirm the specificity of the expression pattern, we further compared the strongly expressed area with the uninfected area in the same biopsy tissue (neg). The expression pattern of those markers was significantly higher than the negative area, which indicates signal specificity (** indicated 0.001 ≤ P < 0.01).





The same number of lymphocyte and macrophage populations expressed CCR-2-, CCL-5, IL-6, and IL-10, while STAT-3- and SOCS-3-positive macrophages were slightly lower than lymphocytes

To compare whether the lymphocyte or macrophage population expressed the marker proteins (CCR-2-, CCL-5, IL-6, IL-10, STAT-3- and SOCS-3) predominantly, we manually counted the lymphocytes and macrophages that have a strong marker protein expression. The heatmap graphic (Figure 3) shows the population density of both lymphocytes and macrophages in each patient. The total cell population expressing the marker proteins is analyzed in Figure 4.




Figure 3 | Expression pattern analysis. The same number of populations of lymphocytes and macrophages expressed CCR-2-, CCL-5, IL-6, and IL-10, while STAT-3- and SOCS-3-positive macrophages were slightly lower than lymphocytes.






Figure 4 | Correlation analysis validates the association between the expression of CCR2 and IL-6 or IL-10 in tuberculous lymphadenitis patients. A positive correlation between CCR2–IL-6 and CCR2–IL-10, which was never reported before for tuberculous lymphadenitis patients, has been demonstrated. However, the correlation of CCR-2 and CCL-5 was statistically insignificant. CCR-2 has strong statistical correlation to IL-6 (p = 0,73) and IL-10 (p = 0,83).



Meanwhile, many CCR-2-positive lymphocyte and CCL-5-positive macrophages populations were observed in the caseous area; both lymphocytes or macrophages predominantly express IL-6 and IL-10. It is also shown clearly that there are a small number of SOCS-3- and STAT-3-positive lymphocytes and macrophages. Overall, both lymphocytes and macrophages express the same number of markers of protein-positive cells. Although insignificant, macrophages tend to have a smaller number of SOCS-3- and STAT-3-positive cell populations than lymphocytes (Figure 3). Interestingly, further analysis showed a positive correlation between CCR2–IL-6 and CCR2–IL-10 (Figure 4), which was never reported before for tuberculous lymphadenitis patients. However, the correlation between CCR-2 and CCL-5 was statistically insignificant. CCR-2 had strong statistical correlation to IL-6 (p = 0,73) and IL-10 (p = 0,83), as shown in Figure 4.




Discussion

The expression of CCR-2 is relevant with the recruitment of immune cells (phagocytic cells) to the M.tb site of invasion. It is well known that macrophages and lymphocytes are the most predominant cell population that resides in the lung TB granulomatosis (29, 31). To understand further the pathological mechanism of tuberculous lymphadenitis, the preliminary assessment of macrophages and lymphocytes is very critical. Interestingly, our results observed the accumulation of those cells in the tuberculous lymphadenitis biopsies, which is theoretically similar with the classical lung TB mechanism.

In this study, CCR-2 and CCL-5 were highly expressed in tuberculous lymphadenitis samples. However, the correlation between CCR-2 and CCL-5 was statistically insignificant. This reflects the relatively long infection process of M.tb in the host and the ability of macrophages in isolating TB infection only in the LN area (Figures 1A–D). IL-6 was also highly expressed, and the high expression of IL-6 was related to CCL5. Interestingly, we observed that IL-10, STAT-3, and SOCS-3 were expressed weakly in the samples. Although there was no statistically significant association between CCR-2 and CCL-5 on STAT-3 and SOCS-3 activation, IL-6 had the highest correlation to STAT-3. The low expression of SOCS-3 was not correlated with the low expression of STAT-3 nor the high expression of chemokine receptor–ligand and IL-6. The low expression in IL-10, STAT-3, and SOCS-3 expression may lead to tuberculous lymphadenitis (Figures 2, 3). In pulmonary TB, the high concentrations of IL-6/IL-10 and STAT-3 led to the impaired function of T cells. Meanwhile, the chronic inflammatory process was found in the LN tissue, causing a very high expression of chemokine receptors and ligands, IL-6 expression. However, the expression of IL-10, STAT-3, and SOCS-3 was low, and those phenomena were interesting and assumed due to continuous TH17 impairment since the TB infection process occurred.

The high expression of CCR-2 and CCL-5 related to the complex interaction in response to M.tb infection was followed by the immunological process, such as macrophage activation, which led to a phagolysosome process. This process secretes cytokines like the tumor necrosis factor (TNF), interferon alpha (IFN-α), IFN-β, IL-6, IL-12, IL-1β, and the production of antimicrobial reactive nitrogen intermediates (ROIs), which aim to eliminate the M.tb bacteria. STAT-3 phosphorylation was then activated by IL-6. CCR-2 and CCR3 are expressed on macrophages or monocytes, DCs, and T lymphocytes, and they induce their migration and localize the site of inflammation. The migration of macrophages to the site of infection is important for the initial immune response against M.tb infection. Macrophages phagocytize the bacteria and provide important cellular information and a source of antigenic stimulation. Afterward, macrophages enhance the production of inflammatory chemokines that recruit more cells to make granuloma and modulate the migration and localization of cells within peripheral LNs (32).

The low SOCS-3 expression observed in this manuscript is a phenotypical manifestation of the IL-6/STAT-3-activation dysregulation, which leads to tuberculous lymphadenitis. This situation might be triggered by the M.tb chronic infection process since SOCS-3 expression is essential for resistance against tuberculous infection (28). In the previous study, STAT-3 expression was high (33). Meanwhile, the expression was low in this study. IL-6 is one of the important activation factors of TH17 cells that contribute to the inflammatory process. IL-10 expression plays a key role in downregulating immune responses against M.tb bacteria. In the early stages of infection, an increase in IL-6/IL-10 can also increase STAT-3 and SOCS-3, its regulator. This activation of STAT-3/SOCS-3 is related to an immunological response to TB infection. Chronic inflammation after TB infection reduces the function of T cells, especially TH17 cells, which explains the low STAT-3/SOCS-3 expression in this study. The other theory that may also explain that low STAT-3/SOCS-3 expression is due to high and sustained type I interferon (IFN) production in the late phase of TB infection (34). High IFN inhibits activation STAT-3 by IL-6 (Figure 5). The function of T cells in this study was limited in literature study. However, the study of Kathamuthu in 2022 demonstrated the dominant expansion of CD4, CD8 T, and NK cells expressing Th1/Tc1/Type 1 cytokines in culture-positive LN TB (11) and this may support our hypothetical pathophysiology of tuberculous lymphadenitis.




Figure 5 | Relationship between the chemokine–ligand receptors IL-6 and IL-10 with STAT3 and SOCS3 in tuberculous lymphadenitis. In the early stages of infection, an increase in IL-6/IL-10 can also increase STAT-3 and SOCS-3, its regulator. This activation of STAT-3/SOCS-3 is related to an immunological response to TB infection. Chronic inflammation after TB infection reduces the function of T cells, especially TH17 cells, and this explains the low STAT-3/SOCS-3 expression in this study. Another theory that may also explain that low STAT-3/SOCS-3 expression is due to high and sustained type I interferon (IFN) production in the late phase of TB infection. High IFN inhibits the activation of STAT-3 by IL-6.



Until now, there is no observation regarding the CCR-2, CCL-5, IL-6, IL-10, STAT-3, and SOCS-3 in the circulating level (serum or plasma), particularly in tuberculous lymphadenitis. However, tissue-specific macrophages primed with M.tb that shows an elevating level of chemokines CCR-2 and their receptors such as CCL-5 could regulate the movement and interaction of antigen-presenting cells such as DCs and T cells (35) and could further intermediate the recruitment of macrophages and lymphocytes to the infected site (36). Cenicriviroc, an antagonist of CCR-2/CCR-5 (37), might be considered as host-directed therapy for tuberculous lymphadenitis patients along with isoniazid as chemoprophylaxis. However, this needs further study. In addition, Mtb infection induced IL-6 production by macrophages through the activation of STAT3 in lung tubercle tissue as well as the culture supernatant (38). Therefore, the measurement of the circulating level of those cytokines could be another insight in further strengthening the diagnosis and therapy effectivity of TB, particularly in tuberculous lymphadenitis. Furthermore, the expression of the TNF, IFN-α, IFN-β, IL-6, IL-12, and IL-1β should be further investigated to elucidate the detailed immunological mechanism of tuberculous lymphadenitis.

In regard to the current Coronavirus diseases-19 (COVID-19) situation, TB patients might be basically susceptible to COVID-19 infection. T-lymphocyte and macrophage depletion in TB patients play an important role in the severe presentation of COVID-19 (39). The crosslink of inflammatory markers such as IL-6 and IL-10 might contribute to the susceptibility of TB COVID-19 coinfection. Targeting IL-6 and IL-10 might be beneficial to improve the patient’s condition.



Conclusions

This study shows a preliminary observation of the homing mechanism in tuberculous lymphadenitis mediated by macrophages and lymphocytes. The chronic infection process of tuberculous lymphadenitis was characterized by the expression of IL-10low, STAT-3low, SOCS-3low, CCR-2high, CCL-5high, and IL-6high.
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Introduction

Previous studies suggest that monocytes are an important contributor to tuberculosis (TB)-specific immune signatures in blood.



Methods

Here, we carried out comprehensive single-cell profiling of monocytes in paired blood samples of active TB (ATB) patients at diagnosis and mid-treatment, and healthy controls. 



Results

At diagnosis, ATB patients displayed increased monocyte-to-lymphocyte ratio, increased frequency of CD14+CD16- and intermediate CD14+CD16+ monocytes, and upregulation of interferon signaling genes that significantly overlapped with previously reported blood TB signatures in both CD14+ subsets. In this cohort, we identified additional transcriptomic and functional changes in intermediate CD14+CD16+ monocytes, such as the upregulation of inflammatory and MHC-II genes, and increased capacity to activate T cells, reflecting overall increased activation in this population. Single-cell transcriptomics revealed that distinct subsets of intermediate CD14+CD16+ monocytes were responsible for each gene signature, indicating significant functional heterogeneity within this population. Finally, we observed that changes in CD14+ monocytes were transient, as they were no longer observed in the same ATB patients mid-treatment, suggesting they are associated with disease resolution. 



Discussion

Together, our study demonstrates for the first time that both intermediate and classical monocytes individually contribute to blood immune signatures of ATB and identifies novel subsets and associated gene signatures that may hold disease relevance. 
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Introduction

Tuberculosis (TB) is a leading cause of mortality from infectious diseases worldwide. The WHO estimates that one-quarter of the world population is infected with Mtb, with 10 million new cases and 1.5 million deaths each year (1). In 2020, the annual number of TB deaths has risen for the first time in more than a decade, as many cases have gone undiagnosed or untreated during the numerous COVID-19 related lockdowns worldwide (1).

Upon infection with Mtb, most individuals are asymptomatic and control bacilli within lung granulomas, or even eliminate the infection altogether, whereas others will exhibit Mtb multiplication primarily in the lung, causing active pulmonary disease (2, 3). The asymptomatic stage of Mtb infection is typically diagnosed with positive reactivity to Interferon Gamma Release Assays (IGRA) tests in the blood (2). Active TB (ATB) is associated with clinical symptoms, risk of transmission, and high mortality (2). Research on host immune responses to Mtb has been ongoing for decades, yet we still do not have a full understanding of which cellular and molecular components constitute a protective (associated with controlled infection, or even sterilization) versus a pathologic (leading to the development of active disease) immune response (4–6).

The transcriptomic analysis of immune cell populations is a powerful approach for the identification of mechanistic signatures of disease, including TB (7, 8). Numerous studies have identified whole blood and peripheral blood mononuclear cells (PBMC) signatures of TB, as reviewed in (9–11). Such signatures have proven to be promising tools for improving diagnosis of ATB, particularly in the presence of co-morbidities such as HIV (12, 13), predicting which IGRA+ individuals will progress to active disease (11, 14, 15), and predicting TB treatment outcomes (16, 17). Different blood cell types are likely responsible for different component of these signatures. The seminal blood signature of ATB associated with IFN signaling has been shown to be expressed by neutrophils and to a lower extent by CD14+ monocytes (9, 18), which are present in abundance in the blood. Conversely, blood signatures of early progression from IGRA+ to ATB were enriched for NK cell and T cell modules (15), and blood signatures of anti-TB treatment shared between ATB and IGRA+ individuals at risk of progression were associated with activated T cells (19).

There is evidence that monocytes can be directly infected by Mtb in vitro (20), and participate in the host immune response to infection (21, 22). Monocytes are also precursors to interstitial macrophages that are recruited to the lung during Mtb infection (22, 23). Moreover, total monocyte counts as well as monocyte to lymphocyte ratio are increased in ATB compared to IGRA+ (24, 25), are prospective markers of ATB risk (26, 27), and are reduced following TB therapy in ATB (25). Altogether, there is large amount of evidence suggesting that monocytes are an important contributing subset to blood immune signatures in TB.

Functionally, monocytes are known to possess phagocytic and pathogen sensing abilities. In humans, three populations of monocytes with unique functional properties can be identified by surface expression of CD14 and CD16 (28). Classical monocytes (CD14+CD16-) produce a multitude of pro-inflammatory cytokines and are known for their superior phagocytic ability, while non-classical monocytes (CD14-CD16+) are regarded for their role in transendothelial crawling and adhesion, which aid in anti-viral response (29, 30). The intermediate population, commonly defined as CD14+CD16+, holds the highest antigen presentation capability amongst monocytes, and can produce reactive oxygen species and IL-12 (30).

In this study, we carried out a comprehensive cellular and gene profiling of the circulating monocyte compartment in the context of Mtb infection. Using flow cytometry, bulk and single-cell RNA sequencing, we isolated and interrogated the transcriptomic profile of monocyte subsets isolated from PBMC in a cohort of ATB patients with paired sampling at diagnosis and following treatment (i.e., two to six months after initiation of a standard six-month anti-TB therapy), as well as from Mtb sensitized (IGRA+) and unsensitized (IGRA-) healthy individuals. We aimed to compare the frequency and gene signature of each subset in ATB at diagnosis (uncontrolled infection) compared to treated ATB, IGRA+ (successful control of infection), and IGRA- (no infection) to further inform on the contribution of myeloid cells to blood TB signatures and provide novel molecular insights into myeloid-associated immune responses that may be associated with the control of Mtb.



Results


The increased frequency of circulating monocytes in ATB patients stems from classical CD14+CD16- and intermediate CD14+CD16+ monocytes

For this study, we utilized cryopreserved PBMC of 20 healthy IGRA-, 40 IGRA+, and 25 ATB patients (collected at diagnosis, including 22 with a mid-treatment paired sample) as described in the methods section and in Table S1. Mean age was 33, 39 and 34 years old for the IGRA-, IGRA+ and ATB cohorts, respectively (Table S1). The proportion of female to male was 60%, 45% and 40% for the IGRA-, IGRA+ and ATB cohorts, respectively (Table S1). To confirm previous findings that the M/L ratio was elevated in ATB at diagnosis (24, 25), we first quantified the proportion of monocytes and lymphocytes using flow cytometry. Lymphocytes were identified as positive- and monocytes were identified as negative for the expression of any of the three major lymphocyte markers CD3, CD19 and CD56 (lineage positive and lineage negative populations, Figure 1A). The M/L ratio was calculated by dividing the frequency of live lineage negative cells with the frequency of live lineage positive cells. The M/L ratio was increased in PBMC samples from ATB patients at diagnosis and to a lesser extent in IGRA+ individuals, in comparison to the IGRA- healthy cohort (Figure 1B). The high M/L ratio in ATB patients at diagnosis was reduced in longitudinal samples collected mid-treatment, reverting to levels similar to those in the IGRA- healthy cohort (Figure 1B). The significance of this finding was confirmed using a complementary gating strategy identifying monocytes and lymphocytes using size and complexity parameters (FSC and SSC), without taking in consideration the expression of lineage markers (M/L size ratio, Figures S1A and S1B).




Figure 1 | Increased frequency of circulating classical CD14+CD16- and intermediate CD14+CD16+ monocytes in ATB at diagnosis. (A) Gating strategy to calculate the monocyte to lymphocyte (M/L) ratio based on the negative or positive expression of lymphocyte lineage markers using flow cytometry. (B) M/L ratio in active TB (ATB) at diagnosis, ATB mid-treatment, IGRA+ and IGRA- cohorts. (C) Gating strategy to identify CD14/CD16 sub-populations from the lymphocyte lineage negative population identified in Figure 1A. (D) Frequency of lineage negative CD14+CD16-, CD14+CD16+, CD14-CD16+ and CD14-CD16- cells in ATB diagnosis, ATB mid-treatment, IGRA+ and IGRA- cohorts. (E) Gating strategy to identify CD14/CD16 sub-populations within intermediate CD14+CD16+ monocytes identified in Figure 1C. (F) Frequency of CD14hiCD16mid, CD14hiCD16hi and CD14midCD16hi monocytes in ATB diagnosis, ATB mid-treatment, IGRA+ and IGRA- cohorts. Data was from cryopreserved PBMC of 25 ATB subjects at diagnosis (with 22 paired mid-treatment samples), 40 IGRA+ and 20 IGRA- individuals. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, nonparametric unpaired Mann-Whitney U test (black stars) and nonparametric paired Wilcoxon test (blue stars).



To investigate which monocyte subset contributed to the elevated M/L ratio in ATB at diagnosis, we further identified amongst lineage negative (CD3-CD19-CD56-) cells the four major myeloid populations present in peripheral blood, namely: classical CD14+CD16-, intermediate CD14+CD16+, non-classical CD14-CD16+ monocytes, and CD14-CD16- cells (a, b, c, and d in Figure 1C). The CD14-CD16- population is expected to contain non-monocyte myeloid cells present in PBMC, such as dendritic cells and granulocytes (e.g., basophils) (31, 32). The frequency of classical CD14+CD16- and intermediate CD14+CD16+ monocytes was increased in both ATB diagnosis and IGRA+ cohorts, compared to the IGRA- cohort (Figure 1D). The frequency of intermediate CD14+CD16+ monocytes was further increased in ATB at diagnosis compared to IGRA+ (Figure 1D). In ATB patients, the frequencies of classical CD14+CD16- and intermediate CD14+CD16+ monocytes were reduced at mid-treatment compared to diagnosis (Figure 1D). No significant changes in the frequency of non-classical CD14-CD16+ monocytes or CD14-CD16- myeloid cells were observed between cohorts or during anti-TB therapy (Figure 1D).

Previous transcriptomic studies have shown that the intermediate CD14+CD16+ monocyte population is heterogeneous and overlaps with classical CD14+CD16- and non-classical CD14-CD16+ monocytes (33). Since CD14 and CD16 display a continuous ‘smeary’ expression in myeloid cells, the CD14+CD16+ population may contain ‘contaminating’ CD14+CD16- or CD14-CD16+ monocytes depending on where CD14 and CD16 positive expression gates are set (34). To examine this possible ‘contamination’, we divided the CD14+CD16+ population into three sub-populations: CD14hiCD16mid, CD14hiCD16hi and CD14midCD16hi (e, f, and g in Figure 1E). Both CD14midCD16hi and CD14hiCD16hi cell subsets showed increased frequency in ATB patients at diagnosis compared to mid-treatment and IGRA-/+ controls (Figure 1F). The significance was stronger for CD14hiCD16hi cells, suggesting that the increased frequency observed in intermediate CD14+CD16+ monocytes in ATB at diagnosis is not due to a poor separation between CD14/CD16 positive and negative populations, but rather reflects a ‘true’ increased frequency of cells co-expressing these two markers.

Taken together, our data show that the increased frequency of circulating monocytes found in ATB patients at diagnosis stems from classical CD14+CD16- and intermediate CD14+CD16+ monocytes. These changes were reverted following 2-3 months of anti-TB therapy.



Identification of transcriptomic modules that can distinguish classical CD14+CD16- from intermediate CD14+CD16+ monocytes and display dysregulated expression in ATB at diagnosis

Next, we aimed to identify whether the increased frequency in classical CD14+CD16- and intermediate CD14+CD16+ monocytes in ATB at diagnosis was only quantitative, or if we could also identify qualitative transcriptomic changes in these two populations. Using the same gating strategy as for flow cytometry, classical CD14+CD16- and intermediate CD14+CD16+ monocytes were sorted and processed for bulk RNA sequencing. As expected, principal component analysis (PCA) of the most variable genes segregated samples by cell type (Figure 2A). The intermediate CD14+CD16+ monocyte population showed higher diversity, as indicated by its wider spread over the PC1 component, compared to classical CD14+CD16- monocytes (Figure 2A).




Figure 2 | The CD14+CD16+ population in ATB at diagnosis shows the highest transcriptomic changes compared to other cell populations and cohorts. (A) Principal component analysis of the transcriptome of CD14+CD16+ and CD14+CD16- myeloid cells in active TB (ATB) at diagnosis, ATB mid-treatment, IGRA+ and IGRA- cohorts using their combined 1,000 most variable genes. Cells were sorted as defined in Figure 1C and their transcriptomic profile defined by RNA sequencing. (B) Modular analysis of CD14+CD16+ and CD14+CD6- cells using their combined 3,000 most variable genes and the WGCNA package (35). (C) Module trait-relationship analysis showing the Pearson correlation coefficient (and associated p-value in brackets) between each module and clinical cohort groups. Significant correlations are represented in bold. (D-F) Eigengene values for each module in ATB diagnosis, ATB mid-treatment, IGRA+ and IGRA- cohorts in CD14+CD16+ and CD14+CD6- cells. Statistical comparisons between eigengene values were performed with nonparametric unpaired Mann-Whitney U test (black stars) and nonparametric paired Wilcoxon test (blue stars). (G) Pathway enrichment analysis for the yellow, turquoise, red and brown modules identified in Figure 2 which showed significant changes in expression in ATB at diagnosis compared to IGRA+/- cohorts. The top 10 pathways are displayed, ranked by their decreasing p-value and the full list of pathways for each module is available in Table S5. Data was from cryopreserved PBMC of 25 ATB subjects at diagnosis (with 22 paired mid-treatment samples), 40 IGRA+ and 20 IGRA- individuals. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.



Differential expression analysis identified thousands of genes significantly dysregulated in ATB at diagnosis compared to other cohorts, in both monocyte subsets. To reduce the analysis dimensionality and identify gene clusters with consistent co-expression patterns, we performed a modular analysis on the dataset using the well-established WGCNA algorithm (35). Modular analysis groups together genes with a similar expression pattern within a given sample, into modules. Since it reduces the dimensionality of the dataset from thousands of genes to a handful of modules, it is also very useful to perform correlations with categorical traits, such as a disease condition. Modular analysis on the sorted CD14+ monocytes bulk RNA sequencing dataset identified six modules (Figure 2B, individual gene list for each module is available in Table S3). The turquoise (1,348 genes) and red (39 genes) modules showed highest expression in classical CD14+CD16- monocytes, whereas the brown (427 genes) and blue (914 genes) modules showed the highest expression in intermediate CD14+CD16+ monocytes (Figure 2B). The green (46 genes) and yellow (65 genes) modules showed similar expression levels across both subsets (Figure 2B). The remaining 161 genes were not classified into any module.

Next, we explored the association between each module and our disease cohorts using a module-trait relationship analysis (Figure 2C). We identified one module (brown) with positive correlation with IGRA+ and negative correlation with ATB at diagnosis and ATB mid-treatment (Pearson correlation coefficient = 0.23, -0.24 and -0.14, and p value = 9e-05, 4e-05 and 0.02, for IGRA+, ATB diagnosis and ATB mid-treatment, respectively). Three modules (red, turquoise and yellow) showed a positive correlation with ATB at diagnosis (Pearson correlation coefficient = 0.19, 0.14 and 0.48 and p value = 0.001, 0.02 and 3e-18 for the red, turquoise and yellow module respectively) and a negative correlation with the IGRA+ cohort (Pearson correlation coefficient = -0.22, -0.12 and -0.22 and p value = 1e-04, 0.04 and 1e-04 for the red, turquoise and yellow module respectively). The strongest correlation was between ATB at diagnosis and the yellow module (Pearson correlation coefficient = 0.48 and p value = 3e-18), and this module was also the only one showing a significant negative correlation with the IGRA- cohort (Pearson correlation coefficient = -0.26 and p value = 9e-06). The blue and green modules showed no significant correlation with any cohort.

We then specifically looked at how the expression of each module that significantly correlated with ATB at diagnosis varied across both CD14+ monocyte subsets. The brown module (negatively correlated with ATB at diagnosis) showed decreased expression between ATB diagnosis and IGRA+/- cohorts in both CD14+ monocyte populations (Figure 2D). Similarly, the yellow module (positively correlated with ATB at diagnosis) showed increased expression in ATB diagnosis compared to IGRA+/- cohorts in both CD14+ monocyte populations (Figure 2E). In contrast, the red and turquoise modules (also positively correlated with ATB at diagnosis) showed increased expression in ATB diagnosis compared to IGRA+/- cohorts in intermediate CD14+CD16+ monocytes only (Figure 2F). Looking at paired differences in ATB patients between diagnosis and mid-treatment samples, we observed a reduced expression of the yellow and turquoise modules at mid-treatment compared to diagnosis in both CD14+ monocyte subsets (Figures 2E, F), and an increased expression of the brown module in intermediate CD14+CD16+ monocytes only (Figure 2D).

Taken together, these data identified transcriptomic modules that could not only distinguish classical CD14+CD16- from intermediate CD14+CD16+ monocytes, but also showed significant expression changes in ATB patients at diagnosis compared to the other cohorts. The intermediate CD14+CD16+ monocyte population showed the highest number of modules with differential expression in ATB at diagnosis compared to the other cohorts with three modules upregulated (yellow, turquoise and red) and one module downregulated (brown).



In ATB at diagnosis, interferon signaling genes are upregulated in both classical CD14+CD16- and intermediate CD14+CD16+ monocytes, and overlap with previously reported blood TB signatures

To further characterize the transcriptomic changes in CD14+ monocytes in ATB at diagnosis, we investigated the nature of the genes contained within the modules that showed significant expression changes in this cohort (i.e., brown, yellow, turquoise and red modules, as identified in Figure 2). We ran a biological pathway analysis on the top 50 weighed genes of each module (see Table S4 for individual gene list), and selected the top 10 pathways for display (Figure 2G, full list in Table S5). The yellow module (which showed increased expression in both CD14+ monocyte subsets in ATB at diagnosis) was associated with the highest statistical significance for biological pathway enrichment, with a strong enrichment for both type I and type II interferon (IFN) signaling (Figure 2G). IFN signaling has been repeatedly associated with blood transcriptomic signatures of ATB, identified either for diagnostic or prognostic purposes (9, 11, 14, 16, 18). Specifically, 39 out of the top 50 genes in the yellow module (including 22 of the 26 genes associated with IFN signaling) were present in the seminal IFN-associated blood signature of ATB identified by Berry et al. (Figure S2) (18). Thus, our data demonstrate that both classical CD14+CD16- and intermediate CD14+CD16+ monocytes contribute to the IFN-associated gene signature previously identified in the blood of ATB patients.



Intermediate CD14+CD16+ monocytes in ATB patients at diagnosis displayed increased expression of inflammatory and MHC-II genes, and increased capacity to activate T cells

Next, we focused on the gene expression changes specific to the intermediate CD14+CD16+ monocyte population, namely those associated with the turquoise and red modules. Both modules were enriched for pathways associated with metabolism (turquoise module: “glutathione metabolism”, “chondroitin sulfate/dermatan sulfate degradation”, “lipid and lipoprotein metabolism”, “pentose phosphate pathway”; red module: “PIP2 hydrolysis”, “glycerolipid metabolism”, “phosphoinositide signaling pathway”, “glycerophospholipid metabolism) (Figure 2G). In addition, the turquoise module was associated with i) inflammation (e.g., “leptin influence on immune response” (BST1, CD36, CSF3R, IL1RN, LYZ, NCF4, PTAFR) and “endogenous Toll-like receptor signaling” (CD14, S100A8, S100A9, VCAN)), and ii) antigen presentation (“cross-presentation of particulate endogenous antigens”) (Figure 2G and Table S5). It has previously been reported that, in steady state, intermediate CD14+CD16+ monocytes hold higher antigen presentation capability compared to classical CD14+CD16- monocytes (30). To test whether this observation may also hold true in ATB, we looked more in depth for antigen presentation genes in our transcriptomic dataset. Within the 1,348 total genes present in the turquoise module (Table S3), we identified 12 genes related to MHC-II, including CIITA, CD74, and several HLA-DP, DQ, and DR genes (Figure 3A). Together, these 12 genes were significantly upregulated in intermediate CD14+CD16+ monocytes in ATB at diagnosis compared to IGRA+/- cohorts, but not in classical CD14+CD16- monocytes (combined gene score expression Figure 3B, and individual gene expression Figure S3). All 12 MHC-II related genes were also significantly downregulated in intermediate CD14+CD16+ monocytes in ATB patients sampled at diagnosis compared to mid-treatment, whereas only CIITA, CTSB and CTSD showed significant reduction in expression upon treatment in classical CD14+CD16- monocytes (Figure S3).




Figure 3 | In ATB at diagnosis, intermediate CD14+CD16+ monocytes are associated with upregulation of MHC-II gene signatures and increased capacity to activate T cells. (A) MHC-II related genes present in the turquoise module. (B) Combined MHC-II gene expression in CD14+CD16+ and CD14+CD16- cells in ATB diagnosis, ATB mid-treatment, IGRA+ and IGRA- cohorts, calculated using a standard z-score formula. Individual gene expression is shown in Figure S3. (C) Representative staining of OX40 and PDL1 expression in CD4 T cells after co-culture with autologous Mtb-primed or unprimed CD14+CD16+ and CD14+CD16- cells sorted from one ATB subject at diagnosis. (D) Fold change in the frequency of OX40+PDL1+ cells in CD4 T cells after co-coculture with autologous Mtb-primed CD14+CD16+ cells vs. CD14+CD16- cells sorted from ATB subjects at diagnosis, or mid-treatment. The frequency of OX40+PDL1+ CD4 T cells induced after co-culture with unprimed CD14+CD16+ or CD14+CD16- cells was used for background subtraction. (A, B) Data was from cryopreserved PBMC of 25 ATB subjects at diagnosis (with 22 paired mid-treatment samples), 40 IGRA+ and 20 IGRA- individuals. (C, D) Data was from cryopreserved PBMC of 7 ATB subjects with paired samples collected at diagnosis and mid-treatment. *p < 0.05, ***p < 0.001, ****p < 0.0001, nonparametric unpaired Mann-Whitney U test (black stars) and nonparametric paired Wilcoxon test (blue stars).



To elucidate whether the upregulation of inflammatory and MHC-II genes in intermediate CD14+CD16+ monocytes in ATB patients at diagnosis were associated with functional changes, we investigated the ability of this monocyte subset to activate T cells, in the presence or absence of Mtb antigens. Similar to our transcriptomic analysis, we sorted intermediate CD14+CD16+ monocytes from PBMC of ATB patients sampled at both diagnosis and mid-treatment (gating strategy Figures 1A, C), incubated them for five hours with Mtb lysate, and then added autologous sorted CD4 T cells from the mid-treatment sample (gating strategy Figure S1C). We elected to sort autologous T cells only from the mid-treatment sample to correct for potential changes in Mtb-specific T cell frequency and reactivity during treatment. After 24 hours of co-culture, we looked for the co-upregulation of Activation Induced Markers (AIM) OX40 and PD-L1 on the surface of T cells by flow cytometry. These markers were previously used to identify Mtb-reactive CD4 T cells after in vitro simulation (36). As a control, we also sorted classical CD14+CD16- monocytes in the same ATB patients at both timepoints, which from our transcriptomic analysis did not show upregulation of MHC-II related genes as observed in intermediate CD14+CD16+ monocytes. For both CD14+ monocyte subsets, priming with Mtb lysate increased the frequency of AIM+ CD4 T cells in comparison to no antigen priming (Figure 3C). The frequency of AIM+ CD4 T cells induced with Mtb-priming was superior when using intermediate CD14+CD16+ monocytes compared to classical CD14+CD16- monocytes (mean value of 2.9% vs 2.1% AIM+ CD4 T cells for intermediate monocytes vs classical monocytes, respectively), and this effect was significantly greater at diagnosis compared to mid-treatment (p value = 0.031, Figure 3D). Thus, intermediate CD14+CD16+ monocytes isolated from ATB patients at diagnosis have increased expression of genes associated with metabolism, inflammation and MHC-II, and increased capacity to activate T cells upon Mtb antigen exposure, and these characteristics dissipate following 2-3 months of TB therapy.



Single-cell transcriptomics reveals the interferon, MHC-II, and inflammatory gene signatures originates from distinct subsets of intermediate CD14+CD16+ monocytes

To further characterize the individual subsets responsible for our newly identified gene signatures of ATB at diagnosis in intermediate CD14+CD16+ monocytes, we analyzed this cell population using single-cell RNA sequencing (scRNAseq). Using the same gating strategy as for the bulk analysis, we sorted CD14+CD16+ cells from cryopreserved PBMC of four ATB patients sampled at diagnosis. For two of the patients, a PBMC sample collected at the end of treatment (i.e., standard six-month anti-TB therapy) was also processed simultaneously. Dimensionality reduction and clustering analysis identified 6 clusters within intermediate CD14+CD16+ monocytes (Figure 4A), and each sample contributed to all 6 clusters, confirming that there was no significant batch effect between samples (Figure S5C). Each cluster was associated with a distinct gene expression profile (Figure 4B and Table S6) and a significant enrichment for biological pathways was found for 4 out of 6 clusters (clusters 0, 1, 3 and 4; adjusted p-value < 0.05; Figure 4C and Table S7). Three of the six clusters contained genes or pathways that were previously identified in our bulk RNA analysis as differentially expressed in ATB at diagnosis compared to the other cohorts. Cluster 1 was associated with IFN signaling, cluster 3 was associated with the same inflammatory genes (i.e., CD14, CD36, S100A8, S100A9) and pathways (i.e., “leptin influence on immune response” and “endogenous TLR signaling”) identified in the turquoise module, and cluster 4 was enriched for MHC-II related genes (Figure 4C). Interestingly, these three clusters also showed reduced frequency upon treatment in both patients with paired sampling, whereas the other three clusters (clusters 0, 2 and 5) had an increased frequency upon treatment (Figure 4D).




Figure 4 | Multiple subsets of intermediate CD14+CD16+ monocytes are contributing to the transcriptomic signature of ATB at diagnosis. (A) UMAP analysis of single-cell RNA sequencing of CD14+CD16+ myeloid cells isolated from cryopreserved PBMC of ATB patients at diagnosis (n=4, visit 1) or end of treatment (n=2, visit 2, paired with visit 1). All cells were divided into six distinct clusters. (B) Dot plot showing the expression of the selected top 10 genes for each of the six clusters identified in A). (C) Selected top biological pathways enriched and top genes expressed for each cluster. Full list of genes and pathways for each cluster are available in Table S6 and S7. (D) Individual cluster frequency for each ATB patient at diagnosis (Visit 1) and end of treatment (Visit 2). Expression of (E) The turquoise module, (F) The yellow module and (G) MHC-II related genes, in each cluster. (H) Expression of the signatures shown in E-G split by sample visit (diagnosis vs end-treatment). For each signature, expression was only shown for the cluster with highest expression as depicted in E-G (i.e., cluster 3 for the turquoise module, cluster 1 for the yellow module, and cluster 4 for MHC-II related genes). The turquoise module, yellow module and MHC-II related gene signatures were identified in our bulk RNA sequencing analysis as represented in Figures 2 and 3. Gene scores were calculated by summing all genes composing the signature, or the top 50 genes for the modules. ****p < 0.0001, nonparametric unpaired Mann-Whitney U test.



To further look at the association between the bulk and single-cell transcriptomic datasets, we investigated the expression of each of the transcriptomic signatures derived from our bulk RNA sequencing modular analysis across the single-cell clusters. As expected from its top expressed genes and associated biological pathways, the ‘inflammation’ cluster 3 was associated with the highest cumulative expression for the turquoise module (Figure 4E). Similarly, cluster 1 and cluster 4 displayed the highest expression for the yellow module (which was associated with IFN signaling) and for MHC-II genes, respectively (Figures 4F, G), also matching the results from the biological pathway enrichment analysis. In both ATB patients with paired sampling, the turquoise module and the yellow module gene signatures showed a reduction in expression within their respective cluster between diagnosis and end-treatment, whereas the expression level of MHC-II related genes in cluster 4 remained unchanged upon treatment (Figure 4H).

Taken together, our results from the single-cell data analysis demonstrate that each signature of ATB at diagnosis derived from our bulk RNA sequencing analysis could be associated with a distinct subset of intermediate CD14+CD16+ monocytes. Clusters 1, 3 and 4 were responsible for the IFN, inflammatory, and MHC-II gene signatures, respectively.




Discussion

Despite the importance of monocytes in blood immune responses to Mtb infection, no study has systematically looked at the global circulating monocyte compartment in the context of active disease (ATB), asymptomatic infection (IGRA+), and no infection (IGRA-). Here, we performed a comprehensive single-cell profiling of circulating monocytes from IGRA+/- healthy individuals and a longitudinal cohort of ATB patients at diagnosis/mid-treatment in order to characterize quantitative and qualitative changes associated with TB disease. This study represents the largest exploratory analysis of the monocyte compartment in TB published to date.

Several studies have shown increased M/L ratio in ATB patients before the start of anti-TB therapy and highlight the potential use of this parameter as a diagnostic tool (24, 37, 38). Here, we confirmed that M/L ratio was significantly increased in ATB patients at diagnosis, and subsequently decreased upon initiation of anti-TB therapy. These results also corroborate the usefulness of flow cytometry to measure M/L ratio within cryopreserved PBMC, in contrast to the traditional full blood count assay which can only be done on fresh blood, as previously suggested in other studies (39).

Incrementally deepening the cellular level of our analysis, we next identified that both classical CD14+CD16- and intermediate CD14+CD16+ monocyte populations contributed to the dysregulated M/L ratio in ATB patients, with increased frequency at diagnosis and a reduction upon initiation of anti-TB therapy. This is in line with previous studies which have shown that ATB patients have an increased percentage of circulating CD14+CD16+ monocytes in ATB as compared to TST+/- healthy controls (40), and this effect is reduced following anti-TB treatment (41). In addition to changes in monocyte population frequencies, we also identified transcriptomic differences in both CD14+ monocyte populations in ATB patients at diagnosis, compared to IGRA+/- cohorts. Similarly to the M/L ratio and monocyte frequencies, these changes were transient, as they were no longer observed in the same ATB patients following two to three months of anti-TB therapy. In particular, we identified several transcriptomic modules with distinct expression levels across both CD14+ monocyte subsets that were dysregulated in ATB at diagnosis compared to the other cohorts. These modules were associated with distinct biologic pathways and functions.

We identified that the most prominent transcriptomic changes across both classical CD14+CD16- and intermediate CD14+CD16+ monocytes were associated with IFN signaling (yellow module), and significantly overlapped with previously published whole blood gene signatures of ATB. Identified by Berry et al, the IFN gene signature in whole blood of ATB patients at diagnosis was shown to be mostly expressed by neutrophils, and to a lesser extent, CD14+ monocytes (18). Here we further show that, in ATB at diagnosis, both classical CD14+CD16- and intermediate CD14+CD16+ monocytes express this signature. Since CD14+ monocytes are at increased frequency in the circulation in ATB patients at diagnosis, it is likely that they contribute to the IFN gene signature repeatedly observed in whole blood in this disease cohort. The presence of an IFN signature in monocytes from ATB patients has multiple biological implications. Both type I and type II IFN have been shown to play a key role during Mtb infection. Type I IFN can be produced by monocytes, macrophages, and DC through recognition of Mtb by a wide range of pattern recognition receptors (42). In ATB, there is abundant evidence that type I IFN are deleterious by promoting bacterial expansion and pathogenesis, but that they could also provide a protective effect to the host at low levels or in absence of IFNγ (42). In contrast, the IFNγ pathway is crucial for protection against Mtb (43). IFNγ is produced by Mtb-specific T cells, and may be also responsible for the activation of IFN signaling pathways in circulating immune cells expressing IFN receptors, such as monocytes, in an antigen-independent fashion. Finally, both type I and type II IFN drives emergency myelopoiesis and recruitment to the lung in an interplayed manner in ATB (44) and may thus be responsible for the overall higher M/L ratio we (and others) have observed in the blood of ATB patients.

In addition to IFN signaling, we identified in intermediate CD14+CD16+ monocytes several novel transcriptomic signatures that were specifically dysregulated in ATB patients. Specifically, intermediate CD14+CD16+ monocytes isolated from ATB patients showed increased expression of genes associated with metabolism, inflammation, and MHC-II. These changes were more prominent at diagnosis, and decreased upon initiation of anti-TB therapy. All three gene categories are known to be expressed by activated immune cells. Upon activation, immune cells undergo metabolic reprogramming, which is critical for their proliferation, differentiation and function (45). Similarly, the expression of inflammatory genes is a hallmark for immune cell activation, and antigen-presenting cells upregulate MHC-II genes upon activation (46). Finally, we observed that intermediate CD14+CD16+ monocytes isolated from ATB patients at diagnosis had increased capacity to activate T cells in vitro in the presence of Mtb antigens, in comparison to classical CD14+CD16- monocytes. Taken together, our results demonstrate that in ATB at diagnosis, the circulating intermediate CD14+CD16+ monocyte population is not only increased in frequency, but is also in a heightened activation state.

To gain an unprecedented level of information on intermediate CD14+CD16+ monocytes in ATB at diagnosis, we further analyzed this cell population using single-cell transcriptomics. Surprisingly, our analysis identified that the IFN, the MHC-II and the inflammatory gene signatures identified in our bulk transcriptomic analysis were not co-expressed but rather carried by three distinct subsets of CD14+CD16+ cells. Thus, we identified novel subsets of CD14+CD16+ monocytes with distinct transcriptomic signatures and associated biological pathways that may hold important immune functions in ATB. The protective role of each subset and their relationship to each other, how their frequency and phenotype may vary upon treatment, vaccination and in other TB cohorts such as resistors and progressors, are yet to be defined. Indeed, it was previously found that ATB diabetic patients have a higher level of monocyte activation markers in their plasma compared to ATB only, and that circulating monocytes have reduced HLA-DR expression in diabetic patients. But together, our data illustrate the heterogeneity of intermediate CD14+CD16+ monocytes in human blood and suggest that each subset may hold distinct immune functions in ATB.

As reviewed in our introduction, the myeloid population present in PBMC with a CD14+CD16+ phenotype is expected to be intermediate monocytes. A recent single-cell transcriptomic study highlighted the limitation of this phenotypic definition by demonstrating high heterogeneity of human blood myeloid cells, with subsets of DC and monocytes presenting phenotypic and transcriptomic overlaps, such as the expression of CD14 (47). DC are also generally regarded as professional antigen presenting cells, with superior antigen presentation capability and constitutive high expression of MHC-II genes in comparison to monocytes (48). Here, we observed that in ATB patients at diagnosis, intermediate CD14+CD16+ monocytes upregulated several MHC-II related genes and hold increased capability to activate T cells upon antigen exposure. Additionally, the inflammatory gene signature we identified as upregulated in a subset of intermediate CD14+CD16+ monocytes in ATB patients at diagnosis significantly overlapped with the gene signature of a pro-inflammatory subset of DC3, namely CD14+CD163+ DC3, as recently reported in a comprehensive single-cell high dimensional analysis of myeloid cell subsets in human blood (47) (p value of overlap = 4.1e-11, Figure S4A). Specifically, CD163 gene expression was strongly upregulated in ATB patients at diagnosis compared to both IGRA+ and IGRA- cohorts in CD14+CD16+ but not CD14+CD16- cells (Figure S4B). Furthermore, the gene signature of CD14+CD163+ DC3 defined by Dutertre et al. (47) could separate ATB diagnosis from IGRA+/- cohorts in intermediate CD14+CD16+ monocytes, but not in classical CD14+CD16- monocytes (Figure S4C), and showed the highest cumulative expression in the inflammatory cluster 3 from the single-cell analysis of CD14+CD16+ cells in ATB (Figure S4D). Based on these observations, a logical question arising would be whether subsets of DC, in particular pro-inflammatory DC3, could be present in the intermediate CD14+CD16+ monocyte population in ATB patients at diagnosis, and contribute to the MHC-II and inflammatory gene signatures identified herein. Dutertre et al. identified CD88 (C5AR1) and FCER1A as constitutive and specific markers of monocytes and DC, respectively (47). In our scRNAseq dataset, we found little to no expression of FCER1A and uniform expression of C5AR1 across all 6 clusters of CD14+CD16+ myeloid cells (Figures S4E, F). Thus, despite transcriptomic and functional overlaps with subsets of DC, the inflammatory and MHC-II subsets within CD14+CD16+ myeloid cells isolated from ATB patients at diagnosis are bona fide intermediate monocytes and not DC.

In conclusion, we demonstrated that quantitative and qualitative changes are occurring in circulating monocytes during ATB. We showed that the increase in M/L ratio in ATB at diagnosis stemmed from classical CD14+CD16- and intermediate CD14+CD16+ monocytes, and that the most prominent transcriptomic changes in these two monocyte subsets were upregulation of IFN-associated genes that significantly overlapped with previously characterized blood signatures of ATB. Additional transcriptomic and functional changes were present in intermediate CD14+CD16+ monocytes in ATB at diagnosis, such as the expression of inflammatory genes, MHC-II genes, and increased capacity to activate T cells, overall reflecting a more prominent activation in this monocyte population. Single-cell transcriptomics revealed that distinct subsets of intermediate CD14+CD16+ monocytes were responsible for each of these signatures. Together, our study demonstrates the heterogeneity of circulating CD14+ monocytes and their important contribution to blood immune signatures in ATB.



Material and methods


Participants and samples

Cohorts’ description and demographics is available in Table S1. Mtb sensitization status was confirmed in participants by a positive IFNγ–release assay (QuantiFERON-TB Gold In-Tube; Cellestis or T-SPOT.TB; Oxford Immunotec) and the absence of symptoms consistent with TB, or other clinical/radiographic signs of ATB (healthy IGRA+ cohort). ATB was defined as 1) presence of clinical symptoms and/or radiological/histological evidence of pulmonary TB, and 2) microbiologically confirmed by Mtb-specific molecular testing on sputum. IGRA- uninfected controls had no past medical history of TB, nor exposure to Mtb or evidence of Mtb sensitization as confirmed by a negative IFNγ–release assay. All participants were confirmed negative for human immunodeficiency virus (HIV) infection. For ATB subjects, blood samples were obtained at diagnosis and at 2-3 months upon initiation of anti-TB therapy. Anti-TB therapy was a standard regimen for drug susceptible Mtb consisting of an intensive phase of 2 months of isoniazid (INH), rifampin (RIF), pyrazinamide (PZA), and ethambutol (EMB) followed by a continuation phase of 4 months of INH and RIF (49). Peripheral blood mononuclear cells (PBMC) were obtained by density gradient centrifugation (Ficoll-Hypaque, GE Healthcare) from leukapheresis or whole-blood samples, according to the manufacturer’s instructions. Cells were resuspended at 50–100 million cells per milliliter in FBS (Gemini Bio-Products) containing 10% DMSO (Sigma) and cryopreserved in liquid nitrogen.



PBMC thawing

Cryopreserved PBMC were quickly thawed by incubating each cryovial at 37°C for 2 min, and cells transferred into 9 ml of cold medium (RPMI 1640 with L-Glutamine and 25 mM Hepes (Omega Scientific), supplemented with 5% human AB serum (GemCell), 1% Penicillin Streptomycin (Gibco), 1% Glutamax (Gibco)), and 20 U/mL Benzonase Nuclease (Millipore). Cells were centrifuged and resuspended in medium to determine cell concentration and viability using Trypan blue and a hematocytometer. Cells were then kept at 4°C until use for flow cytometry or cell sorting.



Flow cytometry

Flow cytometry experiments were performed as previously described (36, 50). For surface staining, up to 0.5x106 cells were incubated with 10% FBS in 1X PBS for 10 minutes. Cells were then stained with 100 μl of PBS containing 0.1 μl fixable viability dye eFluor506 (eBioscience, corresponding to 1:1000 dilution of the stock, as per the manufacturer’s recommendation), 2 μl of FcR blocking reagent (Biolegend, corresponding to 1:50 dilution of the stock; we validated internally that this dilution is performing equally to the manufacturer’s recommended dilution of 1:20), and various combinations of the antibodies listed in Table S2 for 20 min at room temperature. For single-cell RNA sequencing, TotalSeq™-C oligonucleotide-conjugated antibodies (Biolegend) were also added at this step at 0.01mg/mL final concentration. After two washes in PBS, cells were resuspended into 100 μl of MACS buffer (PBS containing 2mM EDTA (pH 8.0) and 0.5% BSA) and stored at 4°C protected from light for up to 4 hours until flow cytometry acquisition.



Cell sorting

After PBMC thawing, 10x106 cells were stained with fixable viability dye eFluor 506 (eBioscience) and with anti-human CD56, CD19, CD3, CD14 and CD16 (Table S2 for antibody details), as described in the flow cytometry section above. Cell sorting was performed on a BD FACSAria III cell sorter (Becton Dickinson). Lineage negative CD14+CD16- and CD14+CD16+ monocytes were identified as described in Figures 1A, C. For bulk RNA sequencing, a total of 100,000 cells for each population was sorted into TRIzol LS reagent (Invitrogen) and used for bulk RNA sequencing. For single-cell RNA sequencing, 15,000 cells of each cell population were sorted into low-retention 1.5-ml collection tubes (Thermo Fisher Scientific), containing 0.5 ml of a 1:1 solution of phosphate-buffered saline (PBS):FBS supplemented with ribonuclease inhibitor (1:100; Takara Bio). For the T cell antigen presentation assay, up to 20,000 cells for each CD14+ monocyte subset (gating strategy Figure 1A, C) and up to 4 x 106 CD4 T cells (defined as CD3+CD4+CD8- in the live singlet gate population, see gating strategy Figure S1C) were sorted in MACS buffer (PBS containing 2mM EDTA (pH 8.0) and 0.5% BSA) and kept on ice until in vitro culture.



T cell antigen presentation assay

Immediately following sorting, CD4 T cells were plated at 1 x 106 cells per well in HR5 media (RPMI 1640 containing 5% human serum, 1% GlutaMAX 100x (Gibco), and 1% Pen-Strep) and each well was supplemented with 0.02 U/μL of recombinant human IL-2 (Prospec). In parallel, sorted CD14+CD16- and CD14+CD16+ myeloid cells were resuspended in HR5 media and plated separately at 10,000 cells per well. Both CD4 T cells and myeloid cells cultures were incubated at 37°C. At the 19-hour timepoint, myeloid cells were primed with 10 μg/mL of whole cell Mtb lysate (strain H37Rv, BEI Resources) or left unprimed. At the 24-hour timepoint, CD4 T cells were resuspended in fresh HR5 media, and added to myeloid cells in a 1:25 (myeloid to T cell) ratio and co-cultures were further incubated for 24 hours at 37°C. At the 48-hour timepoint, cells were stained for flow cytometry, as described above, for T cell lineage markers CD3 and CD4, and T cell activation markers OX40 and PD-L1 (antibody list in Table S2).



Bulk RNA sequencing

RNA sequencing was performed as described previously (36). In brief, total RNA was purified using an miRNeasy Micro Kit (QIAGEN) and quantified by quantitative PCR, as described previously (51). Purified total RNA (1–5 ng) was amplified following the Smart-Seq2 protocol (16 cycles of cDNA amplification) (52). cDNA was purified using AMPure XP beads (Beckman Coulter). From this step, 1 ng of cDNA was used to prepare a standard Nextera XT sequencing library (Nextera XT DNA sample preparation kit and index kit, Illumina). Whole-transcriptome amplification and sequencing library preparations were performed in a 96-well format to reduce assay-to-assay variability. Quality-control steps were included to determine total RNA quality and quantity, the optimal number of PCR preamplification cycles, and fragment size selection. Samples that failed quality control were eliminated from further downstream steps. Barcoded Illumina sequencing libraries (Nextera; Illumina) were generated using the automated platform (Biomek FXp). Libraries were sequenced on a HiSeq 2500 Illumina platform to obtain 50-bp single-end reads (TruSeq Rapid kit; Illumina). Mapping was performed as previously described (36). Briefly, the single-end reads that passed Illumina filters were filtered for reads aligning to tRNA, rRNA, adapter sequences, and spike-in controls. The reads were then aligned to UCSC hg19 reference genome using TopHat (v 1.4.1) (53). DUST scores were calculated with PRINSEQ Lite (v 0.20.3) (54), and low-complexity reads (DUST>4) were removed from the BAM files. The alignment results were parsed via SAMtools (55) to generate SAM files. Read counts for each genomic feature were obtained with the htseq-count program (v 0.6.0) (56) using the “union” option. After removing absent features (zero counts in all samples), the raw counts were imported to R/Bioconductor package DESeq2 (57) to identify differentially expressed genes among samples.



Bulk RNA sequencing analysis

Raw counts were filtered to remove outlier samples, as well as any genes that had an average TPM of less than 1. Normalization was then performed using DESeq2 (57) and data was transformed by variance stabilizing transformation. The SVA ComBat package was used to correct for batch effects. Differential expression analysis was performed using DESeq2 (57). For the modular analysis, normalized counts were sorted by COV and the top 3,000 genes with highest variation were selected, and gene modules identified with the R package WGCNA (35). A power of 17 was used when creating the adjacency matrix and the module distance threshold was 0.15. To determine the top 50 genes for each module, hub genes with high intramodular connectivity, i.e., genes that tend to have high correlation with other genes within the module, were identified with a minimum correlation of 0.75, and the top 50 of these hub genes from each module were retained. For each module, a module eigengene value was also calculated for each sample, summarizing the expression of all genes within that module for a sample into a single point representing the first principal component. Statistical enrichment for biological pathways was performed by interrogating the BioPlanet database (2019 version) using the online server Enrichr. Principal Component Analysis (PCA) and heatmaps were performed using vst normalized expression values using R and the software Qlucore. MHC-II related gene score was calculated for each sample using a standard z-score formula, by summing the normalized expression values for all MHC-II related genes identified in the turquoise module, and correcting for the average and standard deviation of the sums across all samples, as well as the number of samples.



Single-cell RNA sequencing

Single-cell RNA sequencing was performed using the droplet based 10x genomics platform according to the manufacturer’s instructions. Lineage negative CD14+CD16- and CD14+CD16+ monocytes (15,000 cells per population) were sorted from 6 different PBMC samples (4 ATB patients at diagnosis, including two with a paired sample collected at end of treatment) and pooled together. Each PBMC sample was stained with a distinct hashtag oligonucleotide antibody as described in the flow cytometry section, in order to determinate the sample origin for each cell after sequencing. Following cell sorting, cells were washed with ice-cold PBS, centrifuged for 10 min (600g at 4°C), gently resuspended in ice-cold PBS supplemented with 0.04% ultrapure bovine serum albumin (Sigma-Aldrich). The library preparation was performed using a 10x Genomics 5′ Tag v2 chemistry kit with dual indexes and feature barcoding technology for cell surface proteins. The amplification of complementary DNA was carried out with 13 cycles of amplification; the 5′ Tag gene expression libraries and the corresponding hashtag libraries were generated separately with 13 and 8 cycles of amplification, respectively. The libraries were sequenced using the Illumina NovaSeq 6000 sequencing platform with the following read lengths: read 1, 101 cycles; read 2, 101 cycles; i7 index, 10 cycles; i5 index, 10 cycles.



Single-cell RNA sequencing analysis

The reads from the scRNAseq library were demultiplexed, aligned, and collapsed into Unique Molecular Identifier (UMI) counts using the software cell Ranger (v5.0.0) from 10x Genomics and the human genome reference GRCh38 (GENCODE v32/Ensembl 98). Mapped read counts were then analyzed using the Seurat package (v4.0.2) in R (58). Sample barcode assignment to each cell was performed using the HTO demultiplexing function (HTOdemux), and events classified as “negative” or “doublet” were excluded. To further eliminate intraindividual doublets and cells with low quality RNA, only HTO classified “singlet” cells with a percentage of mitochondrial genes lower than 6%, a total number of genes comprised between 500 and 3,500, and a total number of reads lower than 10,000 were retained. Normalization was performed using the SCTransform function, and correcting for batch effect across samples. Dimensionality reduction and clustering analysis was performed with the following command lines and parameters (runPCA: npcs = 50; FindNeighbors: dims = 1:30, k.param = 200; FindClusters: resolution = 0.6; RunUMAP: dims = 1:30). Our initial analysis identified a significant proportion of lymphoid-like cells (based on positive expression of CD2, CD3 and lack of C5AR1 expression), fairly distant from the remaining group of cells (cluster 2 in Figure S5A). Since our analysis was exclusively focused on myeloid cells, we excluded this cell cluster in our downstream analysis. Myeloid-like cells were then separated into CD16+ and CD16- subsets based on FCGR3A expression (Figure S5B), yielding a similar number of cells in both groups (as expected, since a similar number of CD14+CD16- and CD14+CD16+ cells were initially sorted and pooled together for sequencing). Dimensionality reduction and clustering analysis of CD14+CD16+ cells was performed with the same command lines and parameters as described for our initial analysis of all cells, with the exception of the RunClusters resolution adjusted to 1. Top genes for each cluster were extracted using the FindAllMarkers function with parameters min.pct = 0.25, logfc.threshold = 0.25, return.thresh = 0.05, test.use = ‘MAST’, selecting only the positive genes. Graphic visualization of the results (UMAP plots, violin plots and dot expression plots) were all performed with the Seurat package (v4.0.2) in R (58).



Statistics

Statistical analyses were performed using GraphPad Prism Software, version 9. Paired datasets were compared using the nonparametric Wilcoxon test, while unpaired datasets were compared using the nonparametric Mann-Whitney U test. P values less than 0.05 were considered significant and 2-tailed analyses were performed. Statistical significance of overlap between the top 50 gene list in the turquoise module and the previously reported CD14+CD163+ DC3 gene signature was calculated using the hypergeometric distribution test and considering all 15,643 genes that were detected across CD14+CD16- and CD14+CD16+ cell populations as the total number of genes.
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Introduction

Macrophages significantly contribute to the regulation of vessel formation under physiological and pathological conditions. Although the angiogenesis-regulating role of alternatively polarized macrophages is quite controversial, a growing number of evidence shows that they can participate in the later phases of angiogenesis, including vessel sprouting and remodeling or regression. However, the epigenetic and transcriptional regulatory mechanisms controlling this angiogenesis-modulating program are not fully understood.





Results

Here we show that IL-4 can coordinately regulate the VEGFA-VEGFR1 (FLT1) axis via simultaneously inhibiting the proangiogenic Vegfa and inducing the antiangiogenic Flt1 expression in murine bone marrow-derived macrophages, which leads to the attenuated proangiogenic activity of alternatively polarized macrophages. The IL-4-activated STAT6 and IL-4-STAT6 signaling pathway-induced EGR2 transcription factors play a direct role in the transcriptional regulation of the Vegfa-Flt1 axis. We demonstrated that this phenomenon is not restricted to the murine bone marrow-derived macrophages, but can also be observed in different murine tissue-resident macrophages ex vivo and parasites-elicited macrophages in vivo with minor cell type-specific differences. Furthermore, IL-4 exposure can modulate the hypoxic response of genes in both murine and human macrophages leading to a blunted Vegfa/VEGFA and synergistically induced Flt1/FLT1 expression.





Discussion

Our findings establish that the IL-4-activated epigenetic and transcriptional program can determine angiogenesis-regulating properties in alternatively polarized macrophages under normoxic and hypoxic conditions.





Keywords: macrophage, IL-4, VEGFA, FLT1, hypoxia, transcriptional regulation, STAT6, EGR2





Introduction

Macrophages are found in almost all tissues as the heterogeneous and plastic cellular components of innate immunity. They play a multifaceted regulatory role under different physiological and pathological circumstances. In addition to the professional phagocytic and inflammation regulatory role, macrophages also participate in the maintenance of normal tissue homeostasis (1–3). Both the homeostatic and the antimicrobial activities are tightly determined in macrophages by their origin and molecular microenvironment. The tissue-resident macrophages can originate from embryonic progenitors forming self-renewal populations, such as microglial cells, Kupfer cells, and alveolar or large peritoneal macrophages. In contrast, intestinal macrophages can derive from embryonic progenitors and bone marrow monocytes (4–6). The bone marrow monocytes also play a critical role in the inflammatory response after pathogen infections or tissue injury (7, 8). The molecular microenvironment, including different immunomodulatory cytokines, lipids and metabolites, tightly determines the phenotypic features of macrophages and their response to different pathogen-derived and endogenous danger signals following infections or tissue injury. Two endpoints of the microenvironmental signals-induced functional macrophage polarization are the Th1-type cytokine interferon-gamma (IFNγ)-induced classical and Th2-type cytokines interleukin-4 (IL-4)- or IL-13-induced alternative macrophage polarization. These opposing macrophage polarization states can be characterized by completely distinct gene expression signatures and functional properties. The classically polarized macrophages contribute to the effective defense against bacterial infections. In contrast, alternative macrophage polarization is associated with a high tissue regenerative capacity and protective role against parasites infections. However, most pathological conditions have a complex molecular microenvironment resulting in various transient macrophage polarization forms with unique functional characteristics (9–12).

One of the important homeostatic functions of tissue-resident macrophages is monitoring the O2 level in the tissue microenvironment. In hypoxia, macrophages sense the low O2 level, which turns on hypoxia-specific transcriptional programs mediated by hypoxia-inducible factors (HIFs). The hypoxia-induced gene expression program incorporates the modified expression of several metabolism-related genes and the elevated production of proangiogenic factors, such as Vascular Endothelial Growth Factor A (VEGFA). The consequence of this specific response is endothelial cell proliferation and local angiogenesis that increases oxygenation in the given tissue (13, 14). However, hypoxia is not the sole proangiogenic trigger in macrophages. After tissue injury, the released endogenous and/or the pathogen-derived danger signals, as well as classical macrophage polarizing signal IFNγ induce highly pro-inflammatory phenotypes in both the tissue-resident and the recruited monocyte-derived macrophages associating with elevated VEGFA production and proangiogenic capacity (15–17). In the later stages of tissue regeneration and wound healing, the macrophage populations undergo a remarkable phenotypic shift from the pro-inflammatory characteristics to the anti-inflammatory or alternatively polarized phenotype in a minimum of three ways: (i.) direct conversion of the proinflammatory macrophages, (ii.) differentiation of newly recruited monocytes, or (iii.) local proliferation of macrophages at the site of injury (18–20). This phenotypic shift is associated with the changing angiogenesis-modulating role of the macrophages contributing to the regulation of the sprouting phase and the vessel remodeling and regression (17, 21).

Despite the important role attributed to alternatively polarized macrophages in tissue regeneration and hypoxic microenvironment-linked pathological processes, such as tumor development and progression (10, 12, 22–24), our knowledge about their angiogenesis-regulating function is incomplete and quite contradictory. It has been previously described that the alternatively polarized macrophages have high proangiogenic activity in vitro and in vivo using various angiogenesis assays (25, 26). However, other studies have not confirmed this phenomenon and raised the possibility that this macrophage type rather participates in the regulation of blood vessel regression during the resolution phase of wound repair (17, 21, 27). It has also been shown that macrophages play an essential role in the angiogenic response of the murine aortic ring to injury, but IL-4 and IL-13 stimulations can inhibit vessel formation (28). The putative antiangiogenic effect of IL-4 is also strengthened by the fact that IL-4 can induce an efficient VEGFA-neutralizing agent soluble VEGFR1 (Fms Related Receptor Tyrosine Kinase 1, FLT1) expression in macrophages, and the VEGFA-induced endothelial cell proliferation in vitro and laser-induced choroidal neovascularization in vivo are attenuated by IL-4-polarized macrophages in a sFLT1-dependent manner (29).

Through several steps, the Th2-type cytokine IL-4 can activate a specific transcriptional program in both murine and human macrophages regulating the phenotypic and functional characteristics of alternatively polarized macrophages. First, the IL-4-activated signal transducer and activator of transcription 6 (STAT6) can act as a transcription activator and repressor, directly regulating hundreds of genes, including many transcription factors, at the early phase of alternative macrophage polarization (30). After that, the IL-4-induced transcription factors, such as Krüppel-like Factor 4 (KLF4), Interferon regulatory factor 4 (IRF4), c-Myc protooncoprotein (cMYC), Peroxisome proliferator-activated receptor gamma (PPARγ) and Early growth response protein 2 (EGR2) are responsible for the epigenetic and transcriptional bases of the late phase of alternative macrophage polarization and the transcriptional memory (31–36). Despite the available information about the angiogenesis regulating role of distinct macrophage polarization states, the epigenetic and transcriptional mechanisms controlling the expression of FLT1 and its proangiogenic ligands in the alternatively polarized macrophages are not completely understood.

Here we uncovered how STAT6 and EGR2 transcription factors directly regulate the elevated Flt1 and transiently repressed Vegfa expression at the transcriptional level during alternative macrophage polarization in murine bone marrow-derived macrophages (BMDMs). We found that the IL-4-STAT6 signaling pathway could also repress the hypoxia-induced Vegfa production in parallel with the synergistic induction of Flt1 expression. The regulatory effects of IL-4 on the Flt1-Vegfa axis were not restricted to the murine BMDMs; this phenomenon was also observed in different tissue-resident macrophage subsets ex vivo and nematode-elicited macrophages in vivo. Finally, partial evolutionary conservation was found in the IL-4-dependent regulation of VEGFA/Vegfa and FLT1/Flt1 expression between human and murine macrophages under normoxic and hypoxic conditions.





Materials and methods




Mice

Female and male breeder mice for C57BL/6 strain were used and bred under specific-pathogen-free (SPF) conditions. Egr2fl/fl Lyz2-cre and Stat6−/− animals were kept on the C57BL/6 genetic background. The Egr2fl/fl animals were a generous gift from Patrick Charnay’s laboratory. We crossed these mice with lysozyme M-Cre (Lyz2-cre)+ animals to establish the conditional EGR2-deficient strain (Egr2fl/fl Lyz2-cre). These mice were backcrossed to the C57BL/6J strain for eight generations. As controls, we used Egr2+/+ Lyz2-cre littermates. Full-body Stat6-/- mice are available through Jackson Laboratory. Full-body knockout animals were maintained by breeding STAT6-deficient male and female mice. Wild-type C57BL/6 mice were used as controls. Animals were handled according to the regulatory standards of the animal facilities of the University of Debrecen. 8 to 12-week-old healthy male mice were used for all our experiments. Animal studies were approved by the Animal Care and Protection Committee at the University of Debrecen (16/2019/DE MAB).





Bone marrow-derived macrophage differentiation and treatment conditions

Isolation and differentiation were completed as described earlier (37). For the differentiation of bone marrow-derived cells, the humerus, femur, and tibia of C57BL/6 wild-type, Stat6-/- and Egr2fl/flLyz2-cre mice were processed.

Bone marrow-derived cells were differentiated for 6 days in DMEM (Sigma; D5671) containing L929 supernatant (high glucose DMEM with 1% penicillin/streptomycin/amphotericin b, 15% FBS, 20% L929 supernatant). For further treatment of macrophages, L929 supernatant-free DMEM was implemented (high glucose DMEM with 1% penicillin/streptomycin/amphotericin b, 15% FBS, 0.16% L-glutamine). Cultures were treated with a final concentration of 20 ng/ml IL-4 (Peprotech; 214–14) and 1 µM STAT6 phosphorylation inhibitor AS1517499 (Sigma; SML1906) for the indicated period. Hypoxic conditions were obtained by a continuous flow (0.1 L/minute) of a gas mixture (1% O2, 5% CO2, 94% N2).





Bone marrow-derived mesenchymal stem cells culture

Bone marrow-derived mesenchymal stem cells (MSCs) from C57BL/6 mice were isolated and characterized as previously described (38, 39). The MSCs were cultured in DMEM/Ham’s F-12 medium (Capricorn Scientific, DMEM-12-A) supplemented with 10% fetal bovine serum (FBS) (Gibco®, A3840401), 100 U/mL penicillin-streptomycin (Gibco®, Thermo Fischer Scientific, 15140122) and 2 mM L-glutamine (Gibco®, Thermo Fisher Scientific, 25030081) in a humidified incubator with 5% CO2 at 37°C.

Mouse heart endothelioma cells, H5V (kindly provided by Csaba Vizler from Biological Research Centre, Szeged, Hungary) were cultured in DMEM/Ham’s F-12 (Capricorn Scientific, DMEM-12-A) supplemented with 10% FBS (EuroClone, ECS0180L), 100 U/mL penicillin-streptomycin (Gibco®, Thermo Fischer Scientific, 15140122) and 2 mM L-glutamine (Gibco®, Thermo Fisher Scientific, 25030081) in a humidified incubator with 5% CO2 at 37°C.





Bronchoalveolar lavage isolation

For bronchoalveolar lavage (BAL) collection, the trachea of euthanized mice were cannulated. Lavage was performed with 2 aliquots of 0.7 ml of ice-cold PBS (pH 7.3). The BAL cells were centrifuged (800 rcf, 10 minutes (min), 4°C). Supernatants were stored at -80°C until further analysis. Collected BAL cells after red blood cell lysis with ACK lysis buffer (room temperature (RT), 2 min) were washed with MACS buffer (800 rcf, 10 min, 4°C) and then were used for flow cytometry and cell sorting.





Peritoneal lavage isolation

The mice were euthanized, and the peritoneal cavity was washed with 8 ml PBS (pH 7.3). The obtained cells were filtered through a 100 µm cell strainer. Following centrifugation (350xg, 5 min, 4°C) pellets were suspended with 2 ml ACK lysis buffer for 2 min for red blood cell lysis at RT. Cell suspensions were washed with 10 ml MACS buffer and cells were used for flow cytometry and cell sorting.





Alveolar and peritoneal macrophage isolation, flow cytometry, and cell sorting

BAL-derived cells were labeled for anti-mouse CD11c-phycoerythrin (PE, clone HL3, BD Biosciences) and anti-mouse F4/80-allophycocyanin (APC, clone BM8, BioLegend) antibodies. Peritoneum-derived cells were labeled for anti-mouse F4/80-APC and anti-mouse CD11b-PE- Cyanine7 (PE-Cy7, clone M1/70, eBioscience).

The FcR Blocking Reagent (Miltenyi Biotec) was used to increase specificity by preventing non-speciic binding of antibody conjugates. To exclude dead cells, eBioscience™ Fixable Viability Dye eFluor™ 506 (Thermo Fischer Scientific) was applied based on the manufacturer’s instructions.

The CD11c-F4/80 double-positive alveolar macrophages and F4/80hi-CD11bhi large peritoneal macrophages were sorted.

The flow cytometry analysis and cell sorting were performed by BD FACSAria™ III (BD Biosciences) using BD FACSDiva Software 6.0 (BD Biosciences). Flow cytometry data analysis was performed with FlowJo v10.8 (BD Biosciences).





Ex vivo alveolar and peritoneal macrophage polarization and activation

Isolated cells were cultured at 24-well plates in a 0.5 mL RPMI medium containing 5% penicillin/streptomycin/amphotericin b and 10% FBS. After 1 hour (h) of attachment, 20 ng/ml IL-4 was added for 24 h.





Human monocyte isolation and differentiation

Peripheral blood was collected from healthy volunteers from the Regional Blood Center of the Hungarian National Blood Transfusion Service (Debrecen, Hungary) with the approval of the Regional Institutional Research Ethics Committee of the University of Debrecen.

Human monocytes were separated as it was published previously (40). After density gradient centrifugation with Ficoll Plaque Plus (Amersham Biosciences; GE17-1440-02) the peripheral blood mononuclear cells (PBMCs) were isolated from the buffy coats. Positive selection of human monocytes from PBMCs was carried out using anti-CD14-conjugated MicroBeads (Miltenyi Biotec; 130-050-201) in accordance with the manufacturer’s protocol.

Isolated monocytes were suspended in RPMI 1640 (Sigma; D5671) media supplemented with 10% FBS and 5% penicillin/streptomycin/amphotericin b. In a 6-well cell culture plate 2x106 cells/ml were plated and placed in a humidified incubator at 37°C atmosphere containing 5% CO2 for 16 h before treatment. Adherent, monocyte-derived differentiating macrophages were treated with 20 ng/ml IL-4 (Peprotech; 200–04) under normoxic and hypoxic conditions with for the indicated period.





Enzyme-linked immunosorbent assay

Cell culture supernatants were collected at different time points. After centrifugation (1000 rcf, 10 min, 4°C) supernatants were stored at -20°C until further analysis.

Protein levels of VEGFA and FLT1 were determined using Mouse VEGF DuoSet ELISA Kit (R&D Systems; DY493) and Mouse VEGFR1/FLT-1 Quantikine ELISA Kit (R&D Systems; MVR100), in accordance with the instructions provided by the manufacturer. The plates were read using the BIO-TEK Synergy HT Multi-Detection Microplate Reader.





Immunoblot

Treated cells were pelleted and lysed in lysis buffer (50 mM TRIS, 1mM EDTA, 0.1% mercaptoethanol, 0.5% Triton X-100, and 1 mM PMSF) containing a protease inhibitor and phosphatase inhibitor cocktail (Sigma-Aldrich) with a 1:100 dilution ratio and homogenized with 5–7 strokes with a sonicator (Branson Sonifer, 450) at 40% cycle intensity. The lysed samples were centrifuged at 18213 g at 4°C for 15 minutes, then the supernatant was used for protein measurements with the Bradford assay at a wavelength of 595 nm (Synergy Multi-Mode Microplate Reader). Each sample was measured in triplicate. The protein samples were diluted to 2 mg/mL, mixed with equal volumes of 2×SDS denaturation buffer (0.125 M Tris-HCl, pH 6.8, containing 4% SDS, 20% glycerol, 10% mercaptoethanol, and 0.02% bromophenol blue), and incubated at 99°C for 10 minutes. Depending on their molecular weights, the proteins were separated on 8–10% SDS polyacrylamide gels and then blotted onto a PVDF membrane (Merck-Millipore), using a semi-dry blotting method. The membranes were blocked with 5% nonfat dry milk/5% BSA in Tris-buffered saline and Tween 20 (TTBS) for 1 h at RT. Primary antibodies were diluted in 0.5% milk/5% BSA in TTBS at a dilution ratio of 1:1000–1:5000 and incubated overnight at 4°C. Membranes were washed three times with TTBS for 15 min at RT, incubated with horseradish peroxidase-labeled, affinity-purified secondary antibodies (Advansta) at 1:10000–1:20000 dilution for 1 h at RT, and then washed three times with TTBS for 15 min at RT. The targeted protein bands were visualized using an ECL Kit (Advansta). The protein bands were quantified using ImageJ software, version 1.09.





In vitro capillary formation assay

Co-culture of MSCs and H5Vs was initiated on a 24-well plate at a cell density of 2.5 × 104 H5V and 1.5 × 104 MSC cells/well. The experiments were carried out in triplicates. L929 supernatant-free DMEM or the supernatants of BMDMs generated and culture medium of MSCs were added in 1:4 ratio in a final volume of 400 mL or treated with 4 ng/mL IL-4. After 3 days of co-culture, cells were fixed with 2% paraformaldehyde. Tube formation was evaluated as follows: Images were taken of 8 randomly selected non-overlapping areas per well using Olympus Cell-R fluorescence microscope (Olympus Holding Europa GmbH) or Visitron VisiScope Spinning Disc Confocal microscope (Visitron Systems GmbH) with UPlanSApo 4x/0.16 and 4x/0.13 objectives, respectively. The lengths of pre-vascular structures were measured with Fiji/ImageJ Software, and the total length of the structure network per area was calculated.





Real-time quantitative PCR for enhancer RNA and messenger RNA detection

RNA was isolated with TRIzol reagent (Ambion; 15596018). High-Capacity cDNA Reverse Transcription Kit (Applied Biosystems; 4368813) was used for the reverse transcription of RNA into cDNA according to the manufacturer’s protocol. Transcript quantification was performed by RT-qPCR reactions using LightCycler 480 SYBR Green I Master mix (Roche; 4887352001). Transcript expressions were normalized to the β-actin (ACTB) housekeeping gene. Primers are available upon request.





Gene expression and transcript variant analyses from publicly available RNA-sequencing datasets

Publicly available RNA-seq datasets can be found in GEO and SRA repositories. (IL-4 treated BMDM GEO accession: GSE106706. Tissue-resident macrophages dataset GEO accession: GSE63341. Datasets of Brugia malayi implantation model SRA accession: ERP001255.) RNA-seq datasets were analyzed on Galaxy web platform (41). The sequencing quality was evaluated by FastQC Read Quality reports software (Galaxy Version 0.73+galaxy0) and paired-end reads were mapped to the mouse reference genome (mm10) using HISAT2 (Galaxy Version 2.2.1+galaxy1) (42). Read counts were determined with featurecounts package (Galaxy Version 2.0.1+galaxy2) (43) and the normalized gene expressions were calculated by DESeq2 (Galaxy Version 2.11.40.7+galaxy2) (44).





Analysis of publicly available assay for transposase-accessible chromatin using sequencing dataset

Raw chromatin accessibility data from tissue-resident macrophages were downloaded from GEO under GSE63338 accession number. Alveolar macrophage data from Egr2+/+ and Egr2fl/fl were downloaded from GEO under GSE181087 accession number. Sequencing quality was evaluated by FastQC software. Read alignment and filtering were carried out using our command line pipeline (45). Briefly, reads were mapped to the mouse reference genome (mm10) using the default parameters of BWA MEM aligner (46). Low mapping quality reads (MAPQ < 10), reads mapping to ENCODE mouse blacklisted regions (47) and duplicated reads were discarded from the downstream analyses, using bedtools intersectBed (48) and samtools rmdup (49). MACS2 (50) was used to call peaks at 5% false discovery rate (FDR). Coverage profiles represent Reads Per Kilobase Million (RPKM) values, calculated using deeptools2 bamCoverage (51) and visualized in IGV (52).





Analysis of publicly available chromatin immunoprecipitation followed by sequencing and cleavage under targets and release using nuclease sequencing datasets

ChIP-seq data (H3K4me2 and H3K27Ac) from tissue-resident macrophages were downloaded from GEO under GSE63339 accession number. STAT6, EGR2, H3K27Ac and RNAPII-pS2 ChIP-seq data were downloaded from GEO under GSE151015 accession number. Alveolar macrophage data (H3K4m3; CUT&RUN sequencing) from Egr2+/+ and Egr2fl/fl were downloaded from GEO under GSE181087 accession number. Human and mouse PU.1 and STAT6 (0- 30 min IL-4 treatment) ChIP-seq data were downloaded from GEO under GSE1008899 accession number. Sequencing quality was evaluated by FastQC software. Read alignment and filtering were carried out using our command line pipeline (45). Briefly, reads were mapped to the mouse reference genome (mm10) using the default parameters of BWA MEM aligner (46). Low mapping quality reads (MAPQ < 10), reads mapping to ENCODE mouse blacklisted regions (47) and duplicated reads were discarded from the downstream analyses, using bedtools intersectBed (48) and samtools rmdup (49). MACS2 (50) was used to call peaks at 5% false discovery rate (FDR). Coverage profiles represent Reads Per Kilobase Million (RPKM) values, calculated using deeptools2 bamCoverage (51) and visualized in IGV (52).





Analysis of publicly available single-cell RNA-sequencing dataset

Data from naïve (GSM6040532 and GSM6040533) and Trypanosoma brucei-infected (45 days after the injection) mice-derived brain samples (GSM6040536 and GSM6040537) were collected from the public GEO database. The gene expression matrixes were filtered by sample, selecting those cells with at least 100 genes or higher, less than 20% of mtRNA and removing doublets and multiplex (around 7% of cells). The analysis was performed using Seurat v4.3.0. After gene expression normalization and scaling to remove variance between cells, the cells were clustered using the Seurat workflow based on dimensionality reduction by a Principal Component Analysis (PCA). The first 5 PCs were used to identify the different clusters in the dataset and to visualize these clusters in a t-Distributed Stochastic Neighbor Embedding (tSNE) plot. Cells were annotated using SingleR package and ImmGen database and curated manually. From the dataset, monocytes, macrophages, and microglia were selected to proceed with the analysis, re-clustering them using the first 4 PCs. Replicates were integrated using harmony, and the representation of the normalized expression was performed using the function VlnPlot and the package Nebulosa.





Transcription factor binding motif and conservation analyses

The Vegfa and Flt1 murine (mm10) genomic loci were converted to human (hg19) loci in 100-bp resolution using liftOver (UCSC). Human genomic segments closer than 100 bp to each other were united and marked alternately with green, burgundy, and blue colors using command line tools. Mouse genomic segments orthologous to these were marked with the same color. “phastCons100way” per nucleotide conservation scores were downloaded from the UCSC Table Browser and for visualization in the IGV genome browser, they were converted to bedgraph format using command line tools. General STAT (TTCYNRGAA) and STAT6-specific (TTCYNNRGAA) sequences were mapped by annotatePeaks.pl (HOMER).





Statistical analysis

The error bars represent the standard deviation (SD). The two-tailed Student’s test-test was used to evaluate the significance of differences between two groups. Quantification and alignments of NGS analysis. Results with p-values of less than 0.05 were considered statistically significant (#p<0.1, *p <0.05, **p <0.01, ***p <0.001 and ns = not significant change).






Results




Coordinated but opposite regulation of Flt1 and Vegfa mRNA expression in alternatively polarized murine BMDMs

To investigate whether IL-4 can directly modulate the angiogenesis-regulating role of macrophages, we started to study the production of antiangiogenic factor FLT1 and its proangiogenic ligands, including VEGFA, VEGFB, and PIGF, in non-polarized and alternatively polarized murine BMDMs (the experimental scheme is shown in Figure 1A). First, we determined their steady-state mRNA expression levels during alternative macrophage polarization at two different time points after IL-4 exposure using our previously published RNA-seq data set (30). Similarly to the well-known alternative macrophage polarization markers - Arg1, Retnla, and Chil3 - the Flt1 mRNA expression was induced at 3 and 24 hours following the IL-4 stimulation (Supplementary Figure 1 and Figure 1B). Among the potential FLT1 ligands, Vegfb and Pigf genes were expressed in macrophages, but their mRNA expression levels were not affected significantly (Figure 1B). In contrast, the Vegfa mRNA expression was already reduced following 3 hours of IL-4 stimulation, but this attenuating effect was less detectable after 24 hours (Figure 1B). To validate the RNA-seq data and further investigate the dynamics of the IL-4-regulated Vegfa and Flt1 expression, we measured their mRNA levels at 3, 6, and 24 hours following IL-4 stimulation in murine BMDMs by RT-qPCR. As shown in Figure 1C, the IL-4-induced Flt1 mRNA expression was detected at each examined time point, but the highest induction level was observed 6 hours after IL-4 stimulation (Figure 1C). In contrast, significant IL-4-repressed Vegfa mRNA expression was detected only at the early (3 and 6 hours) time points (Figure 1D).




Figure 1 | Opposing regulation of Flt1 and Vegfa mRNA expression in the alternatively polarized murine BMDMs. (A) Schematic representation of the mouse bone marrow isolation, BMDM differentiation and polarization by IL-4. (B) Heatmap showing the mRNA expression levels of Flt1 and its potential ligands Vegfa, Vegfb and Pigf in non-polarized and alternatively polarized wild-type murine BMDMs at 3- and 24-hours following IL-4 stimulation (n=3). (C) RT-qPCR measurements of Flt1 mRNA expression from IL-4-polarized and non-polarized wild-type BMDMs at three indicated time points. Bar graphs present the mean ± SD of four biological replicates. (D) RT-qPCR measurements of Vegfa mRNA expression from IL-4-polarized and non-polarized wild-type BMDMs at three indicated time points. Bar graphs present the mean ± SD of four biological replicates. (E) The shortened soluble (sFlt1, NM_001363135) and full-length, transmembrane (tmFlt1, NM_010228) Flt1 transcript variants in non-polarized and alternatively polarized wild-type murine BMDMs at 3- and 24-hours following IL-4 stimulation visualized by the Integrative Genomics Viewer. The image was derived from merged bam files of 3 replicates for each condition, with the range of coverage shown to the upper left of each track, between parentheses. (F) The ratio of the soluble Ftl1 (sFlt1, NM_001363135) and the transmembrane (tmFlt1, NM_010228) Flt1 transcript variants in non-polarized and alternatively polarized wild-type murine BMDMs at 3- and 24-hours following IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. (G) Sashimi plots showing the transcript isoforms and alternative splicing of Vegfa, visualized by the Integrative Genomics Viewer. Arcs are between exons connected by splicing, with the number of junctional reads indicated above. The image was derived from merged bam files of 3 replicates for each condition, with the range of coverage shown to the upper left of each track, between parentheses. Exons 6 and 7, affected by exon skipping, are highlighted in red and green on the gene model below. The short transcript isoform with alternative exon 1b represents NM_001110267.1 (major variant, no exon 6), NM_001110268.1 (no exon 6 or 7), and NM_001110266.1 (no exon skipping). (H) The ratio of Vegfa exon 6 and 7 skipping in non-polarized and alternatively polarized wild-type murine BMDMs at 3- and 24-hours following IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. *p <0.05, **p <0.01, ***p <0.001, ns, not significant change.



Flt1 and Vegfa gene expression are also regulated in various cell types by alternative splicing (53, 54); therefore, we aimed to map the expression of their different transcript variants in the non-polarized and alternatively polarized BMDMs in the above-used RNA-seq dataset. We could detect two Flt1 transcript variants, including shortened soluble (sFlt1, NM_001363135) and full-length transmembrane (tmFlt1, NM_010228) isoforms in the IL-4 polarized macrophages, but their ratio proved to be different at the two examined time points following IL-4 stimulation (Figures 1E, F). While the shortened sFlt1 transcript variant was dominant (80%) in the early phase (3h), their proportion was almost the same in the late phase (24h) of alternative macrophage polarization (Figure 1F). Additionally, we could detect the long and short isoforms of Vegfa (the short isoform lacking exons 1-3, with an alternative 1st exon), and exon skipping affecting exon 6 and/or 7 in different ratios in the murine macrophages. The ratio of long/short Vegfa isoforms increased minimally after IL4 stimulation, but the exon skipping pattern remained the same (Figures 1G, H).

Taken together, our findings indicate that IL-4 counter-regulates Flt1 and Vegfa mRNA expression, raising the possibility that IL-4 modifies the angiogenic capacity of murine macrophages.





The IL-4-induced sFLT1 secretion is associated with diminished VEGFA production and attenuated proangiogenic capacity in murine alternatively polarized macrophages

To examine the potential IL-4-reduced proangiogenic ability of macrophages, first we determined the FLT1 protein production by non-polarized and alternatively polarized murine BMDMs using the immunoblot method. As shown in Figures 2A, B, our immunoblot analysis detected a robust induction of the ~180 kDa molecular weight isoform of FLT1 protein in the alternatively polarized BMDMs at both examined time points. Besides, the smaller~130 kDa molecular weight FLT1 isoform was also identified at 6 hours after IL-4 stimulation, and its expression was enhanced at 24 hours by IL-4. To investigate whether alternatively polarized macrophages can secrete FLT1, we measured soluble FLT1 (sFLT1) content in the cell culture media derived from untreated and IL-4-stimulated murine BMDMs by ELISA. Although we already could detect significantly elevated sFLT1 levels in the cell culture media 6 hours after IL-4 stimulation, the most robust sFLT1 production was observed 24 hours following the IL-4 treatment (Figure 2C). Next, to determine the direct and indirect sFLT1-mediated repressive effects of IL-4 on the available biologically active VEGFA protein level, we measured the secreted VEGFA content in the cell culture supernatants using the ELISA method. The almost complete reduction of available VEGFA protein level was observed in the supernatants derived from the alternatively polarized macrophages at both indicated time points following the IL-4 exposure (Figure 2D) indicating that the regulatory role of IL-4 is not restricted to the transcriptional control of Vegfa expression in murine macrophages.




Figure 2 | IL-4-induced soluble FLT1 production is associated with decreased VEGFA secretion and reduced proangiogenic capacity in alternatively polarized murine BMDMs. (A) Immunoblot of FLT1 expression in non-polarized and IL-4-exposed wild-type murine BMDMs at the indicated time points. One representative blot is shown from three independent experiments. GAPDH protein expression serves as a loading control. (B) Immunoblot densitometry analysis of two different isoforms of FLT1 protein in IL-4-polarized and non-polarized wild-type murine BMDMs at the indicated time points. Data represent the mean and SD of three individual animals. (C) ELISA measurements on the soluble FLT1 protein in culture supernatants derived from IL-4-polarized and non-polarized murine BMDMs at the indicated time points. Bar graphs present the mean ± SD of four biological replicates. (D) ELISA measurements on the VEGFA protein in culture supernatants derived from IL-4-polarized and non-polarized murine BMDMs at the indicated time points. Bar graphs present the mean ± SD of four biological replicates. (E) Schematic representation of the supernatant collection from the alternatively polarized and non-polarized murine BMDMs and in vitro capillary formation assay. (F) Capillary formation in murine MSC and H5V heart capillary endothelial cell coculture-based in vitro angiogenesis assay exposed to supernatants from non-polarized and IL-4 pre-conditioned murine BMDMs. (G) Box plot representation of capillary length (µm) in murine MSC and H5V coculture exposed to supernatants from non-polarized and IL-4 pre-conditioned murine BMDMs (n=15). *p <0.05, **p <0.01.



In order to demonstrate the functional consequences of the IL-4-regulated FLT1-VEGFA axis in murine BMDMs, we studied the proangiogenic capacity of non-polarized and IL-4-polarized BMDMs-derived supernatants using an in vitro capillary formation assay based on mesenchymal stromal cell and H5V mouse heart capillary endothelial cell co-culture. Since the direct antiangiogenic effect of IL-4 on endothelial cells is described previously (55), we wanted to test whether the IL-4 content of the alternative polarized macrophage-derived media can directly modulate the capillary formation in the applied in vitro assay. As shown in Supplementary Figures 2A, B, the exogenously added IL-4 alone had a significant antiangiogenic effect in our experimental system. To exclude the direct capillary formation regulating role of IL-4, we removed the cell culture media from the macrophages following 24 hours of IL-4 exposure, and we further cultured them in IL-4-free media for 12 hours before the collection of the supernatants (the experimental scheme is shown in Figure 2E). We found that the VEGFA production by IL-4-primed BMDMs was remarkably reduced at the end of the 12-hour resting period by IL-4-primed BMDMs compared to the unstimulated counterparts (Supplementary Figure 2C). In the in vitro capillary formation assay, the non-polarized BMDM-derived supernatant significantly enhanced capillary formation, but this proangiogenic effect was completely absent in the case of the IL-4-primed macrophage-derived supernatant (Figures 2F, G).

Taken together, these findings indicate that IL-4 also oppositely regulates FLT1 and VEGFA at the biologically available secreted protein level in murine BMDMs, in line with the reduced proangiogenic capacity of macrophages.





STAT6 transcription factor directly contributes to the IL-4-mediated regulation of Flt1 and Vegfa expression

To better understand the opposing regulation of Flt1 and Vegfa mRNA expression at the early time points of alternative macrophage polarization, we reanalyzed our previously published RNA Polymerase II (RNAPII), coactivator P300, active histone mark H3K27Ac, and STAT6-specific ChIP-seq datasets from both IL-4-stimulated and unstimulated murine BMDMs (30, 36). The RNAPII binding was reduced at the gene body of Vegfa while it was dramatically induced at the Flt1-coding genomic region following 1-hour IL-4 stimulation, indicating that IL-4 regulates their expression at the transcription level (Figure 3A). Besides, IL-4-activated STAT6 transcription factor binding was observed at many distal regulatory regions in both genomic loci (Figures 3A, B). However, the effect of the short-term IL-4 exposure on RNAPII, P300 binding and H3K27Ac pattern showed remarkable differences between the Flt1 and Vegfa-associated enhancers. At the previously described distant enhancers assigned to Vegfa, including Vegfa_+278Kb and Vegfa_+274Kb (37), the STAT6 binding was associated with attenuated P300 and RNAPII binding, as well as H3K27Ac following 1-hour IL-4 stimulation (Figures 3A, B). In contrast, short-term IL-4 exposure could induce the P300 and RNAPII binding, as well as H3K27Ac, at many distal regulatory regions in the Flt1 locus (Figures 3A, B).




Figure 3 | The direct STAT6 transcription factor-mediated repression of Vegfa and induction of Flt1 transcription at the early phase of alternative macrophage polarization in murine BMDMs. (A) STAT6, P300, H3K27Ac, RNAPII-pS2-specific ChIP-seq signals in IL-4-polarized and non-polarized murine BMDMs at the Vegfa and Flt1 loci visualized by the Integrative Genomics Viewer. (B) STAT6, P300, H3K27Ac, RNAPII-pS2-specific ChIP-seq signals in IL-4-polarized and non-polarized murine BMDMs at the STAT6-bound Vegfa and Flt1-associated distal regulatory regions visualized by the Integrative Genomics Viewer. (C) RT-qPCR measurements of Vegfa mRNA expression from IL-4-polarized and non-polarized wild-type (WT) and Stat6-/- murine BMDMs at 3 hours following IL-4 stimulation. Bar graphs present the mean ± SD of four biological replicates. (D) RT-qPCR measurements of Flt1 mRNA expression from IL-4-polarized and non-polarized wild-type (WT) and Stat6-/- murine BMDMs at 3 hours following IL-4 stimulation. Bar graphs present the mean ± SD of four biological replicates. (E) RT-qPCR measurements of eRNA expression at Vegfa_+278kb and Vegfa_+274Kb enhancers from IL-4-polarized and non-polarized wild-type (WT) and Stat6-/- murine BMDMs at 3 hours following IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. (F) RT-qPCR measurements of eRNA expression at Flt1_-16Kb and Flt1_-22Kb enhancers from IL-4-polarized and non-polarized wild-type (WT) and Stat6-/- murine BMDMs at 3 hours following IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. #p<0.1, *p <0.05, **p <0.01, ***p <0.001, ns, not significant change.



To confirm the bidirectional regulatory role of the IL-4-activated STAT6 transcription factor in the transcriptional control of the Flt1-Vegfa axis, we measured the steady-state Flt1 and Vegfa mRNA expression levels and the enhancer RNA (eRNA) expression at 2 selected enhancers from both genomic loci in wild-type and STAT6-deficient murine BMDMs using RT-qPCR. IL-4-induced Flt1 and IL-4-repressed Vegfa expression proved to be completely STAT6-dependent at 3 hours after the IL-4 stimulation (Figures 3C, D). Similarly to the regulation of the steady-state Flt1 and Vegfa mRNA expression, IL-4-dependent changes in the eRNA expression at the selected enhancers, including Vegfa_+278Kb, Vegfa_+274Kb, Flt1_-16Kb, and Flt1_-22Kb, also showed STAT6 dependency (Figures 3E, F).

Overall, these findings suggest that the IL-4-STAT6 signaling pathway directly but oppositely controls the Vegfa and Flt1 expression at the transcriptional level in the early phase of alternative macrophage polarization in murine BMDMs.





EGR2 transcription factor plays an important role in the regulation of Flt1 and Vegfa expression at the late phase of alternative macrophage polarization

Dynamic chromatin binding of the STAT6 transcription factor was observed following the IL-4 stimulation in macrophages, showing a remarkable reduction after 24 hours of IL-4 exposure (30). In addition, it has been demonstrated that the IL-4-STAT6 signaling pathway-induced various transcription factors, including EGR2, are crucial players in the organization of the late alternative macrophage-specific epigenetic and transcriptional program (36, 56). To study whether EGR2 participates in the regulation of Vegfa and Flt1 expression in the late phase of alternative macrophage polarization, we first examined the dynamics of STAT6 and EGR2 binding at their distal regulatory regions using our previously published ChIP-seq datasets (30, 36). As expected, the STAT6 binding significantly declined at the above-identified Vegfa and Flt1-associated enhancers at the late time point (24h) of alternative macrophage polarization (Figures 4A, B). In parallel, the EGR2 binding was dramatically induced at the previously STAT6-bound enhancers and additional distal regulatory regions in both gene loci following 24 hours of IL-4 stimulation (Figures 4A, B). Next, we examined the RNAPII binding at the EGR2-bound enhancers and the gene bodies in the Vegfa and Flt1 loci in untreated and IL-4-stimulated (24 hours) wild-type and EGR2-deficient BMDMs using our publicly available ChIP-seq dataset (36). We found that IL-4-attenuated RNAPII binding remained detectable at the Vegfa gene body and its above-examined enhancers, including Vegfa_+278Kb and Vegfa_+274Kb in the EGR2-deficient macrophages, which was not observed in wild-type BMDMs (Figures 4A, B). In addition, three more EGR2-bound enhancers, including Vegfa_+225Kb, Vegfa_+218Kb, and Vegfa_+209Kb, could be identified as showing IL-4-induced and EGR2-dependent RNAPII binding (Figures 4A, B). In the Flt1 locus, both the Flt1 gene body and the EGR2-bound enhancers were associated with IL-4-induced RNAPII binding in the wild-type BMDMs, which was remarkably reduced in the absence of EGR2 (Figures 4A, B). To confirm the complex role of EGR2 regulating the Vegfa-Flt1 axis at the late phase of alternative macrophage polarization, we measured their steady-state mRNA expression in unstimulated and IL-4-stimulated wild-type and EGR2-deficient BMDMs using RT-qPCR. As shown in Figure 4C, although IL-4 treatment was slightly inhibitory for Vegfa mRNA expression in wild-type BMDMs, this effect was remarkably elevated in the EGR2-deficient macrophages. Additionally, the IL-4-mediated induction of Flt1 expression was partially attenuated in the absence of EGR2 (Figure 4D).




Figure 4 | IL-4 mediated Vegfa repression and Flt1 induction are partially EGR2 transcription factor-dependent at the late phase of alternative macrophage polarization. (A) STAT6 and EGR2-specific ChIP-seq signals in wild-type murine BMDMs after 0-, 1- and 24-hours IL-4 stimulation, as well as RNAPII-pS2-specific ChIP-seq signals in non-polarized and IL-4-polarized wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) murine BMDMs at the Vegfa and Flt1 loci visualized by the Integrative Genomics Viewer. (B) STAT6 and EGR2-specific ChIP-seq signals in wild-type murine BMDMs after 0-, 1-, and 24-hours IL-4 stimulation, as well as RNAPII-pS2-specific ChIP-seq signals in non-polarized and IL-4-polarized wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) murine BMDMs at the Vegfa and Flt1-associated distal regulatory regions visualized by the Integrative Genomics Viewer. (C) RT-qPCR measurements of Vegfa mRNA expression from IL-4-polarized and non-polarized wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) murine BMDMs at 24 hours following IL-4 stimulation. Bar graphs present the mean ± SD of four biological replicates. (D) RT-qPCR measurements of Flt1 mRNA expression from IL-4-polarized and non-polarized wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) murine BMDMs at 24 hours following IL-4 stimulation. Bar graphs present the mean ± SD of four biological replicates. *p <0.05, **p <0.01, ***p <0.001.



Taken together, these findings show that the EGR2 transcription factor contributes to the elimination of IL-4-dependent transcriptional repression of Vegfa expression and the IL-4-induced Flt1 mRNA expression at the late phase of alternative macrophage polarization, suggesting the complex role of EGR2 in the regulation of Vegfa and Flt1 expression.





The hypoxic response of the Vegfa-Flt1 axis is modified by alternative macrophage-polarizing signal IL-4

Although macrophages can produce angiogenic factors such as VEGFA under basal conditions, various microenvironmental signals, such as hypoxia, lipopolysaccharide, nuclear receptor agonists and lactic acid can robustly enhance their VEGFA-producing capacity resulting in the development of proangiogenic macrophage phenotype (14, 15, 37, 57, 58). To investigate whether the alternative macrophage polarization can modulate the proangiogenic signals-regulated Vegfa and Flt1 production, we aimed to examine the effect of IL-4 on their expression levels under hypoxic and normoxic conditions. We polarized the murine BMDMs by IL-4 in hypoxic (1% O2) and normoxic (21% O2) conditions for 6 and 24 hours and measured the Vegfa and Flt1 mRNA expression using RT-qPCR (the experimental design is shown in Figure 5A). As expected, the hypoxia remarkably induced the Vegfa mRNA expression in the non-polarized BMDMs at both examined time points (Figure 5B). However, IL-4 had a partial antagonistic effect on the hypoxia-induced Vegfa expression at 6 hours after IL-4 stimulation, but this inhibitory effect was not observed later at the mRNA level (Figure 5B). In contrast, the hypoxic microenvironment could further enhance the IL-4-induced Flt1 expression at both time points (Figure 5C). To further investigate the interaction between hypoxia and IL-4 in regulating the FLT1 and VEGFA production in macrophages, we investigated the FLT1 protein expression by immunoblot and ELISA. As shown in Figures 5D, E, the hypoxic microenvironment could enhance the IL-4-induced expression of both ~180 and ~130 kDa weight isoforms at the indicated time points. According to the immunoblot results, the hypoxia could further augment the IL-4-induced FLT1 secretion 6 and 24 hours after the IL-4-stimulation (Figure 5F). Next, we quantified the macrophage-secreted available VEGFA protein level in the cell culture media in this experimental setup by ELISA method. As expected, the hypoxia increased the VEGFA secretion at the indicated time points, but the IL-4 exposure dramatically reduced VEGFA secretion under both normoxic and hypoxic conditions (Figure 5G).




Figure 5 | The complex interaction between IL-4 and a hypoxic environment resulting in synergistically activated FLT1 expression and completely inhibited VEGFA secretion in murine BMDMs. (A) Schematic representation of the mouse bone marrow isolation, BMDM differentiation and polarization by IL-4 under normoxic (21% O2) hypoxic (1% O2) conditions. (B) RT-qPCR measurements of Vegfa mRNA expression from IL-4-polarized and non-polarized wild-type BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Bar graphs present the mean ± SD of three biological replicates. (C) RT-qPCR measurements of Flt1 mRNA expression from IL-4-polarized and non-polarized wild-type BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Bar graphs present the mean ± SD of three biological replicates. (D) Immunoblot of FLT1 expression in non-polarized and IL-4-exposed wild-type murine BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. One representative blot is shown from three independent experiments. GAPDH protein expression serves as a loading control. (E) Immunoblot densitometry analysis of two different isoforms of FLT1 protein in IL-4-polarized and non-polarized wild-type murine BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Data represent the mean and SD of three individual animals. (F) ELISA measurements on the soluble FLT1 protein in culture supernatants derived from IL-4-polarized and non-polarized wild-type murine BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Bar graphs present the mean ± SD of three biological replicates. (G) ELISA measurements on the VEGFA protein in culture supernatants derived from IL-4-polarized and non-polarized wild-type murine BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Bar graphs present the mean ± SD of three biological replicates. #p<0.1, *p <0.05, **p <0.01, ***p <0.001, ns, not significant change.



Next, we wanted to study how STAT6 and EGR2 transcription factors can contribute to the IL-4-mediated transcriptional regulation of Vegfa and Flt1 expression under hypoxic conditions. Therefore, we measured the Vegfa and Flt1 mRNA expression in wild-type, STAT6-, and EGR2-deficient murine BMDMs in the above-described experimental conditions (Figure 5A). All IL-4-mediated effects on Vegfa and Flt1 mRNA expression were completely abolished under normoxia and hypoxia in the absence of STAT6 (Figures 6A, B). In contrast to normoxia, the EGR2 deficiency could not maintain the repressive capacity of IL-4 on the Vegfa expression in the late phase of alternative macrophage polarization under hypoxic conditions (Figure 6C). Besides, the IL-4 stimulation and hypoxic microenvironment-induced synergistic activation of Flt1 mRNA expression proved to be partially EGR2 transcription factor-dependent (Figure 6D).




Figure 6 | The STAT6 and EGR2 transcription factor dependency in the complex IL-4 and hypoxia-mediated regulation of Vegfa and Flt1 mRNA expression in murine BMDMs. (A) RT-qPCR measurements of Vegfa mRNA expression from IL-4-polarized and non-polarized wild-type (WT) and Stat6-/- BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Bar graphs present the mean ± SD of four biological replicates. (B) RT-qPCR measurements of Flt1 mRNA expression from IL-4-polarized and non-polarized wild-type (WT) and Stat6-/- BMDMs under normoxic (21% O2) hypoxic (1% O2) conditions at the indicated time points. Bar graphs present the mean ± SD of four biological replicates. (C) RT-qPCR measurements of Vegfa mRNA expression from IL-4 polarized and non-polarized wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) BMDMs at 24 hours after IL-4 stimulation under normoxic (21% O2) and hypoxic conditions (1% O2). Bar graphs present the mean ± SD of four biological replicates. (D) RT-qPCR measurements of Flt1 mRNA expression from IL-4 polarized and non-polarized wild-type (Egr2+/+) and EGR-deficient (Egr2fl/fl) BMDMs at 24 hours after IL-4 stimulation under normoxic (21% O2) and hypoxic conditions (1% O2). Bar graphs present the mean ± SD of four biological replicates. #p<0.1, *p <0.05, **p <0.01, ***p <0.001, ns, not significant change.



Overall, these results demonstrate the complex interactions between the alternative macrophage polarization signal IL-4 and the hypoxic microenvironment in murine BMDMs resulting in inhibited VEGFA production and synergistically activated FLT1 expression.





The alternative macrophage polarization-dependent regulation of the Vegfa-Flt1 axis in murine tissue-resident macrophage subsets

It is well known that the distinct tissue-resident macrophage populations differ from the bone marrow and blood monocyte-derived macrophages, including their origin and epigenetic program (6, 59). Therefore, we decided to examine whether the IL-4-dependent regulation of Vegfa and Flt1 mRNA expression is restricted to the BMDMs or is more widely observable in various murine tissue-resident macrophage subsets. To do this, we investigated the basal Vegfa and Flt1 mRNA expression in monocytes and seven tissue-resident macrophage populations by re-analyzing a publicly available RNA-seq dataset (59). As shown in Figure 7A, Vegfa was expressed at a relatively low level in each macrophage subtype, while the Flt1 expression showed remarkable differences between the different tissue-resident macrophage subsets. The most abundant Flt1 expression was detected in the alveolar macrophages and the Kupffer cells, and the small intestine macrophages also expressed it at a relatively high level (Figure 7A). In contrast, the basal Flt1 mRNA expression level was low in the peritoneal macrophages and the microglial cells (Figure 7A). To study the epigenetic background of the distinct basal mRNA expression pattern of Flt1, we selected two tissue-resident macrophage populations from the endpoints of the Flt1 expression scale, including alveolar and peritoneal macrophages. We investigated the chromatin accessibility, as well as H3K4m2 and H3K27Ac post-translational histone modification patterns in the Flt1 locus re-analyzing publicly available ATAC-seq and ChIP-seq datasets (59). Based on the epigenetic marks, we could identify many distal regulatory regions from the above-described IL-4-responsible genomic sites, including Flt1_+65 Kb, Flt1_+56 Kb, Flt1_-16 Kb, Flt1_-22 Kb, and Flt1_-32 Kb enhancers, in both macrophage subtypes (Figure 7B). We did not find remarkable differences in the chromatin openness and H3Km2 pattern at the Flt1-associated enhancers and its promoter when comparing the alveolar and peritoneal macrophages (Figure 7B). However, the active transcription mark H3K27Ac was significantly elevated at the promoter and the enhancers in the alveolar macrophages explaining the different basal Flt1 mRNA expression levels between the peritoneal and alveolar macrophages (Figure 7B).




Figure 7 | The transcriptional regulation of basal and IL-4-induced Flt1 expression in murine alveolar and peritoneal macrophages. (A) Heatmap representation of the basal Flt1 and Vegfa mRNA expression in murine monocytes and seven different tissue-resident macrophage subsets (n=2). (B) H3K4m2 and H3K27Ac-specific ChIP-seq and ATAC-seq signals in wild-type murine alveolar and peritoneal macrophages at the Flt1 locus visualized by the Integrative Genomics Viewer. (C) RT-qPCR measurements of Flt1 mRNA expression from IL-4 polarized and non-polarized wild-type alveolar and peritoneal macrophages at 6 hours after IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. (D) EGR2-specific ChIP-seq signals in wild-type IL-4 polarized and non-polarized BMDMs, as well as H3K4m3-specific CUT&RUN-sequencing and ATAC-seq signals in wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) alveolar macrophages at the Flt1 locus visualized by the Integrative Genomics Viewer. (E) EGR2-specific ChIP-seq signals in wild-type IL-4 polarized and non-polarized BMDMs, as well as an ATAC-seq signals in wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) alveolar macrophages at two intronic enhancers of Flt1 gene visualized by the Integrative Genomics Viewer. (F) RT-qPCR measurements of Flt1 mRNA expression from IL-4 polarized and non-polarized wild-type (Egr2+/+) and EGR2-deficient (Egr2fl/fl) alveolar macrophages at 6 hours after IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. *p <0.05, **p <0.01.



In order to determine whether IL-4 can modulate the basal Flt1 and Vegfa expression levels in the selected tissue-resident macrophages, we isolated alveolar and peritoneal macrophages with FACS sorting, stimulated them by IL-4 for 6 hours and measured the mRNA expression using RT-qPCR. As expected, the basal Flt1 expression proved to be higher in alveolar macrophages, but IL-4 could significantly enhance it in both cell types (Figure 7C). Additionally, the basal Vegfa mRNA level was also reduced in the examined macrophage subpopulations by IL-4, similar to the BMDMs (Supplementary Figure 3A).

It has been previously described that EGR2 plays an important role not just in the late phase of alternative macrophage polarization, but it is also expressed at a high level in alveolar macrophages and contributes to their proper maturation (36, 56, 60). Therefore, we wanted to investigate whether EGR2 can influence the basal Flt1 mRNA level and the IL-4-dependent regulation of both Vegfa and Flt1 expression in the alveolar macrophages using ATAC-seq, ChIP-seq, and RT-qPCR methods. First, we examined the chromatin accessibility in the Flt1 locus at those regions, which were bound by EGR2 in the alternatively polarized BMDMs. Among these genomic regions, we could identify two intronic enhancers, including Flt1_+65 Kb and Flt1_+56 Kb, showing dramatically reduced chromatin openness in EGR2-deficient alveolar macrophages compared to the wild-type counterparts (Figures 7D, E). Additionally, the active promoter mark H3K4m3 enrichment was reduced around the transcription start site of the Flt1 gene in the absence of EGR2 in alveolar macrophages, raising the possibility that EGR2 is important for the proper expression of Flt1 in murine alveolar macrophages (Figure 7D). To confirm this hypothesis, we measured the Flt1 expression in non-polarized and alternatively polarized wild-type and EGR2-deficient murine alveolar macrophages by RT-qPCR. As expected, both the basal and IL-4-induced Flt1 mRNA level was significantly diminished in the absence of EGR2 (Figure 7F). Since the EGR2 was also involved in regulating IL-4-mediated Vegfa repression in murine BMDM, we also examined this phenomenon in the EGR2-deficient alveolar macrophages. In contrast to the BMDM, the EGR2 deficiency resulted in higher Vegfa mRNA expression in the IL-4-stimulated alveolar macrophages compared to the wild-type alternatively polarized alveolar macrophages (Supplementary Figure 3B).

Taken together, these findings suggest that the complex alternative macrophage polarization-dependent regulation of the Vegfa and Flt1 expression also exists in different murine tissue-resident macrophage populations.





The expression pattern of the Vegfa-Flt1 axis in vivo in different parasite infection models

Next, we wanted to study whether the alternative macrophage polarization-specific regulation of the Flt1-Vegfa axis is observable in vivo. For this, we selected a bulk RNA-seq dataset derived from the filarial nematode Brugia malayi (Model I.) and a single-cell RNA-seq dataset derived from the protozoan parasite Trypanosoma brucei (Model II.) infection models because both the Brugia malayi infection and the late phase of Trypanosoma brucei infection are associated with alternative macrophage polarization (the scheme of parasite infections is shown in Figure 8A) (61–64). First, we determined the Vegfa and Flt1 mRNA expression in Brugia malayi-elicited alternatively polarized peritoneal macrophages, which expressed the well-known alternative macrophage polarization markers at a high level (Supplementary Figure 4A). According to our in vitro and ex vivo observations, the Flt1 expression was significantly induced, while Vegfa mRNA level was attenuated in the nematode-elicited alternatively polarized peritoneal macrophages compared to the thioglycolate-elicited macrophages (Figure 8B). To determine whether the nematode infection-regulated Vegfa and Flt1 mRNA expression are IL-4 dependent, we investigated their expression levels in thioglycolate and nematode-elicited peritoneal macrophages derived from Il4ra-/-mice. Similar to the induction of well-known alternative macrophage polarization markers, the repression of Vegfa expression was completely abolished in the absence of IL4Rα (Figure 8B and Supplementary Figure 4A). Additionally, the nematode infection-induced Flt1 mRNA level also showed a partial IL4Rα dependency (Figure 8B). Next, we investigated the Vegfa and Flt1 mRNA expression levels in the hypothalamic monocytes, macrophages and microglial cells derived from naïve and Trypanosoma brucei-infected mice 45 days after the parasite infection. As shown in Figures 8C, D, and Supplementary Figures 4B−D, both the number of macrophages and the mRNA levels of Chil3 and Arg1 in this macrophage population were remarkably elevated in the hypothalamus derived from Trypanosoma brucei-infected mice. According to the elevated expression levels of alternative macrophage polarization markers, both Flt1 and Vegfa genes were expressed robustly in the hypothalamic macrophages at the late stage of Trypanosoma brucei infection (Figures 8E, F and Supplementary Figure 4D).




Figure 8 | The expression pattern of Vegfa-Flt1 axis in the alternatively polarized macrophages derived from two different in vivo parasite infection models. (A) Schematic representation of the in vivo alternative macrophage polarization inducing filarial nematode Brugia malayi and protozoa parasite Trypanosoma brucei infection models. (B) Heatmap representation of the mRNA expression of Flt1 and Vegfa in thioglycolate (Thio) and Brugia malayi nematode-elicited (Ne) wild-type (WT) and IL4Rα-deficient (Il4ra-/-) peritoneal macrophages (n=3). (C) The proportion of the monocytes, macrophages, and microglial cells in the hypothalamic regions derived from naïve and Trypanosoma brucei-infected mice. (D) tSNE plot of hypothalamic monocytes, macrophages, and microglial cells derived from naïve and Trypanosoma brucei-infected mice. (E) tSNE plot shows the Flt1 mRNA expression in hypothalamic monocytes, macrophages, and microglial cells derived from naïve and Trypanosoma brucei-infected mice. (F) tSNE plot shows the Vegfa mRNA expression in hypothalamic monocytes, macrophages, and microglial cells derived from naïve and Trypanosoma brucei-infected mice.



Overall, these results indicate that Flt1 was induced in the alternatively polarized macrophages during different parasite infections, while the in vivo regulation of the Vegfa expression depends on the parasite infection models. Nevertheless, the determination of the functional consequences of this modified macrophage-expressed Vegfa and Flt1 pattern in parasite infections requires further experimental work.





IL-4 modulates VEGFA and FLT1 expression in human differentiating macrophages under normoxic and hypoxic conditions

Although the members of the IL-4-activated signaling pathway are evolutionarily conserved between the mouse and human macrophages, a remarkable divergence is also observable in the alternative macrophage polarization-specific transcriptional programs (22, 65). To study whether the IL-4-dependent regulation of the VEGFA-FLT1 axis is evolutionarily conserved, we determined the genome sequence conservation at both examined gene loci and investigated the lineage-determining transcription factor PU.1 and STAT6 binding patterns in non-polarized and IL-4-activated murine BMDMs and human CD14 positive monocyte-derived differentiating macrophages using our previously published ChIP-seq datasets (30, 38). As the phastCons tracks show in Figures 9A, B, remarkable sequence conservation was observed in both gene loci between humans and mice. Additionally, similarly to the murine macrophages, IL-4-activated STAT6 binding was identified in the PU.1 positive FLT1 and VEGFA-associated distal regulatory regions in human differentiating macrophages (Figures 9A, B). Despite these facts, the IL-4-activated STAT6 binding only slightly overlapped between the human and murine alternatively polarized macrophages (Figures 9A, B). Additionally, the sequence conservation under the STAT6 peaks, and the presence of the general STAT and STAT6-specific elements, showed remarkable differences between the examined species (Figures 9A−C). To investigate whether the distinct STAT6 binding pattern results in different IL-4 responsiveness between humans and mice, we measured the VEGFA and FLT1 expression patterns in IL-4-polarized human monocyte-derived differentiating macrophages at different time points using RT-qPCR. As shown in Figure 9D, IL-4 could repress VEGFA expression at the 6 and 24 hour time points. In contrast, FLT1 was not regulated at any time points by IL-4 (data not shown). Next, we examined the STAT6 dependency of IL-4-mediated VEGFA repression using the specific STAT6 inhibitor AS1517499. As expected, the pharmacological inhibition of STAT6 could diminish the inhibitory effect of IL-4 on VEGFA mRNA expression (Figure 9E). Finally, we studied the VEGFA and FLT1 mRNA expression in alternatively polarized human differentiating macrophages under hypoxic conditions. Similarly to the murine BMDMs, IL-4 could partially repress the hypoxia-induced VEGFA expression at both examined time points (Figure 9F). Intriguingly, the long-term (24 hours) hypoxia could significantly induce the FLT1 mRNA level, and IL-4 could further enhance it in the human macrophages (Figure 9G).




Figure 9 | Similarities and differences in the IL-4-dependent transcriptional regulation of VEGFA and FLT1 expression between murine and human macrophages. (A) PU.1 and STAT6-specific ChIP-seq signals in IL-4-polarized and non-polarized wild-type murine BMDMs and human differentiating macrophages at the Vegfa/VEGFA loci visualized by the Integrative Genomics Viewer. Conservation scores of the VEGFA locus are presented in the phastCons track, followed by the track that shows the presence of STAT(6) binding motifs. (B) PU.1 and STAT6-specific ChIP-seq signals in IL-4-polarized and non-polarized wild-type murine BMDMs and human differentiating macrophages at the Flt1/FLT1 loci visualized by the Integrative Genomics Viewer. Conservation scores of the VEGFA locus are presented in the phastCons track, followed by the track that shows the presence of STAT(6) binding motifs. (C) Heatmap showing the presence of canonical STAT and STAT6-specific motifs at PU.1 and STAT6 co-bound enhancers in mouse and human Vegfa/VEGFA and Flt1/FLT1 genomic loci. (D) RT-qPCR measurements of VEGFA mRNA expression from IL-4 polarized and non-polarized human CD14+ monocyte-derived differentiating macrophages at the indicated time points. Bar graphs present the mean ± SD of three biological replicates. (E) RT-qPCR measurements of VEGFA mRNA expression from IL-4 polarized and non-polarized human CD14+ monocyte-derived differentiating macrophages in the absence and presence of STAT6 phosphorylation inhibitor (S6i; 1 µM) at 6 hours after the IL-4 stimulation. Bar graphs present the mean ± SD of three biological replicates. (F) RT-qPCR measurements of VEGFA mRNA expression from IL-4 polarized and non-polarized human CD14+ monocyte-derived differentiating macrophages at the indicated time points, under normoxic (21% O2) and hypoxic conditions (1% O2). Bar graphs present the mean ± SD of three biological replicates. (G) RT-qPCR measurements of FLT1 mRNA expression from IL-4 polarized and non-polarized human CD14+ monocyte-derived differentiating macrophages at the indicated time points, under normoxic (21% O2) and hypoxic conditions (1% O2). Bar graphs present the mean ± SD of three biological replicates. #p<0.1, *p <0.05, **p <0.01, ns, not significant change.



These findings indicate that the IL-4-dependent regulation of VEGFA and FLT1 expression show partial similarities under normoxic and hypoxic conditions between murine and human macrophages despite the observed negligible overlap in the STAT6-bound regulatory regions.






Discussion

Understanding macrophage participation in regulating physiological and pathological angiogenesis is essential and can contribute to developing new therapeutic strategies to target the different stages of pathological vessel formation in various diseases and tissue engineering to repair and regenerate complex tissues and organs functionally. Although our current knowledge about the angiogenesis-regulating role of differently polarized macrophages is quite controversial, a growing number of evidence indicates that the alternatively polarized or anti-inflammatory macrophages contribute to the later phases of angiogenesis, including sprouting and vessel remodeling or regression (21, 27). These macrophage states are often associated with a specific expression pattern of the angiogenesis-linked genes including the reduced level of proangiogenic VEGFA and elevated production of the VEGFR family member FLT1 with antiangiogenic capacity (17, 21, 29). However, the regulatory mechanisms leading to this angiogenesis-modulating program in these macrophage subtypes are not completely understood.

Our current study uncovered hitherto unknown regulatory mechanisms controlling the VEGFA production in different alternatively polarized murine and human macrophages. On the one hand, we could confirm the previous observations about the IL-4-inhibited VEGFA production in macrophages (21, 66). On the other hand, we demonstrated that the IL-4-STAT6 signaling pathway could efficiently reduce the Vegfa/VEGFA mRNA expression in murine and human macrophages with species and/or macrophage subtype-specific differences. In murine BMDMs and human monocyte-derived differentiating macrophages, direct STAT6 binding at the Vegfa/VEGFA associated enhancers and complete STAT6 dependency of the repression indicate the direct transcriptional repressor activity of STAT6, confirming our previous observations about IL-4-STAT6 signaling pathway-attenuated gene expression (30). However, remarkable differences could be detected in the duration of IL-4-dependent repression of Vegfa/VEGFA expression between human and mouse macrophages. The IL-4-induced EGR2 transcription factor was able to suspend the transcriptional inhibitory effects of the STAT6 on Vegfa expression, resulting in the almost completely eliminated repression 24 hours after IL-4 exposure in the mouse macrophages. Although the EGR2 is also induced in human macrophages (36), the IL-4-STAT6 signaling pathway-mediated repression of VEGFA mRNA level proved to be the most pronounced at the late phase of alternative macrophage polarization. We assume that the reason for these species-specific differences is that although the phenomenon of IL-4-STAT6-mediated repression is observed in both species, the STAT6-bound enhancers differ in murine and human macrophages. Nevertheless, verifying the distinct EGR2 binding pattern at the STAT6-bound enhancers annotated to the VEGFA gene requires further experimental confirmation.

Regarding the alternative macrophage polarization-specific regulation of antiangiogenic Flt1 expression, we investigated transcriptional and epigenetic bases of the IL-4 inducibility of different Flt1 isoforms at mRNA and protein levels in murine and human macrophages. Similar to previous publications (29, 67, 68), we could also demonstrate the IL-4-dependent induction of Flt1 in various bone marrow-derived and tissue-resident murine macrophages. The Flt1 locus contains previously identified “early sustained” and “late” IL-4-activated enhancers (36). The STAT6 binding at the “early sustained” enhancers is responsible for the early direct activation of Flt1 transcription, while the IL-4-induced EGR2 binding at the “early sustained” and “late” enhancers contributes to the robust Flt1 expression in the late phase of alternative macrophage polarization. Interestingly, EGR2, as one of the key transcription factors in the alveolar macrophages (36, 60), also provides the high basal level and IL-4 inducibility of Flt1 expression in alveolar macrophages. Although the FLT1-inducible effect of IL-4 was negligible in human monocyte-derived macrophages under normoxic conditions, it could further enhance the hypoxic microenvironment-induced FLT1 expression after 24 hours of co-treatment. These findings raised the possibility that the STAT6 or the IL-4-STAT6 signaling pathway-induced additional transcription factors can facilitate the responsiveness to various microenvironmental changes in a gene-specific manner, similar to the liganded RXR-facilitated IL-4 response of CCL26 and IL1RN genes in the human differentiating macrophages (40).

In general, an important feature of immunomodulatory cytokines is that they can modify the macrophage response to various external and internal signals or the changing microenvironment. The altered responsiveness is often caused by epigenetic and transcriptional regulatory mechanisms. Perhaps the best-characterized examples of the altered macrophage responsiveness are the modified TLR activation-induced inflammatory program in the IFNγ or IL-4-primed macrophages (30, 69–72). However, local hypoxia also occurs frequently in the microenvironment of macrophages in various physiological or pathological processes, significantly enhancing the proangiogenic capacity of macrophages through the elevated production of VEGFA and any other proangiogenic factors (14, 73, 74). Some pieces of evidence indicate that various immunomodulatory cytokines in the microenvironment can significantly modify the angiogenic and VEGFA-producing capacities of the local myeloid compartment. Among others, TGFβ enhances the Vegfa expression in murine macrophages and dendritic cells (75, 76). In contrast, IL-10 has a microenvironment-specific regulatory role of Vegfa expression in murine BMDMs by attenuating its hypoxia-induced expression in the presence of IFNγ (77). Here we observed that IL-4 can specifically modulate the hypoxic response to the Vegfa/VEGFA and Flt1/FLT1 genes in both murine and human macrophages. Similarly to the normoxic condition, the IL-4-STAT6 signaling pathway reduced the Vegfa/VEGFA expression and the available biologically active VEGFA level in the macrophage cell culture supernatant. Besides, IL-4 and hypoxia could synergistically induce Flt1/FLT1 expression in both murine BMDMs and human monocyte-derived differentiating macrophages. These findings illustrate that the cytokine microenvironment remarkably influences the hypoxia-activate proangiogenic program in macrophages. Furthermore, the modulatory role of alternative macrophage polarization signal IL-4 is not restricted to the TLR activation-mediated inflammatory response (30, 69), but it also influences the expression of the hypoxia-activated angiogenesis-associated genes in both murine and human macrophages.

Despite the long-accepted VEGFA antagonizing effect of sFLT1 (78, 79), the potential role of alternatively polarized macrophage-produced FLT1 is not completely understood. On the one hand, it was demonstrated that the alternatively polarized macrophage-derived factors, including sFLT1, could efficiently block the vessel formation in vitro, and recombinant IL-4 administration attenuated the laser-induced choroidal neovascularization in vivo through the infiltrating macrophages-derived sFLT1 (29). On the other hand, other studies revealed that the alternatively polarized macrophages have proangiogenic capacity in vitro and in vivo (25, 26). Thirdly, alternative macrophage polarization is often associated with pathological processes characterized by increased angiogenesis including tumor development and metastasis formation, parasite infections, or Th2-type airway inflammation and asthma (24, 80–83). For instance, an important adaptation strategy of filarial parasites can be the induction of blood vessel formation following the infection (84). Indeed, Heligmosomoides polygyrus infection enhanced the levels of several proangiogenic factors in cerebrospinal fluid and lead to new vessel formation in the brain (83). Using publicly available bulk RNA-seq and single-cell RNA-seq datasets from two different parasite infection models, we determined that the nematode infection-induced alternative macrophage polarization was linked to elevated Flt1 mRNA level and repressed Vegfa expression. In contrast, the protozoa infection-induced alternative macrophage polarization and Flt1 expression were associated with robust Vegfa mRNA expression. These findings indicate that parasite infection-specific differences are observed in the regulation of angiogenic gene signature in the alternatively polarized macrophages. Nevertheless, these findings raised the possibility that the alternatively polarized macrophage-produced FLT1 can contribute to the defense response of the host against the parasite infection through VEGFA neutralization and angiogenesis inhibition. However, currently there is no direct experimental evidence for this theory, and it seems more likely that the alternatively polarized macrophage-expressed FLT1 does not exclusively regulate angiogenesis in vivo in different pathological conditions. Accordingly, FLT1 is induced in the metastasis-associated macrophages at both mRNA and cell surface protein levels in an IL-4-dependent manner (68). It has been demonstrated that the macrophage-expressed FLT1 is critical for metastases formation regulating a set of inflammatory genes and colony-stimulating factor 1 (85). Identifying those factors or circumstances influencing the dominance of the antiangiogenic effect of sFLT1 or the signal pathway mediated by the membrane-bound FLT1 requires further investigation under different pathological conditions.

Overall, our work here provides insight into how IL-4 can regulate Vegfa/VEGFA and Flt1/FLT1 expression at the transcriptional level in different murine and human macrophage subtypes in vitro and ex vivo. The described STAT6-mediated direct repression of Vegfa/VEGFA expression is observed under normoxic and hypoxic conditions but showed species-specific characteristics. In parallel with this, the IL-4-STAT6-EGR2 regulatory axis-mediated enhancement of Flt1 expression is only detected in murine macrophages under normoxia. However, IL-4 and hypoxia can synergistically induce Flt1/FLT1 expression in murine and human macrophages. Finally, the in vivo parasite infection generally leads to elevated Flt1 expression in the alternatively polarized murine macrophages derived from the peritoneal cavity and the brain, while the regulation of Vegfa mRNA level depends on the site and/or species of parasite infection.
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Kidney macrophages are comprised of both monocyte-derived and tissue resident populations; however, the heterogeneity of kidney macrophages and factors that regulate their heterogeneity are poorly understood. Herein, we performed single cell RNA sequencing (scRNAseq), fate mapping, and parabiosis to define the cellular heterogeneity of kidney macrophages in healthy mice. Our data indicate that healthy mouse kidneys contain four major subsets of monocytes and two major subsets of kidney resident macrophages (KRM) including a population with enriched Ccr2 expression, suggesting monocyte origin. Surprisingly, fate mapping data using the newly developed Ms4a3Cre Rosa Stopf/f TdT model indicate that less than 50% of Ccr2+ KRM are derived from Ly6chi monocytes. Instead, we find that Ccr2 expression in KRM reflects their spatial distribution as this cell population is almost exclusively found in the kidney cortex. We also identified Cx3cr1 as a gene that governs cortex specific accumulation of Ccr2+ KRM and show that loss of Ccr2+ KRM reduces the severity of cystic kidney disease in a mouse model where cysts are mainly localized to the kidney cortex. Collectively, our data indicate that Cx3cr1 regulates KRM heterogeneity and niche-specific disease progression.
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Introduction

It has recently become appreciated that macrophages in most tissues arise from two distinct origins. For example, monocyte-derived macrophages originate from adult hematopoietic stems cells, express high levels of CD11b and low levels of F4/80 (CD11bhi, F4/80lo), are dependent on the transcription factor Myb, and are rapidly turned over through bone marrow monocyte precursors (1). In contrast, tissue resident macrophages originate from embryonic precursors, express low levels of CD11b and high levels of F4/80 (CD11blo, F4/80hi), are Myb independent, and minimally rely on bone marrow monocytes for maintenance (1). Further adding to the complexity, it is now appreciated that resident macrophages can be derived from multiple sources including Myb-independent yolk-sac progenitors, erythro-myeloid progenitors (EMPs), fetal liver monocytes, and adult hematopoietic stem cell (HSC)-derived Ly6chi monocytes (2–4). These data, in addition to data showing that unique macrophage populations occupy distinct niches across tissues (5–7), led to the concept that resident macrophage diversity is driven by a combination of ontological origin, time spent in the tissue, niche-specific cues (i.e. localization), as well as exposure to environmental pathogens or inflammatory stimuli (8). Previous data suggest that ontological origin and spatial orientation may influence kidney resident macrophage (KRM) heterogeneity (9, 10); however, a thorough analysis of variables that dictate this heterogeneity has not been performed to date.

The ability of HSC-derived Ly6chi monocytes to differentiate into resident macrophages is well-established in the gut and skin where newly arrived monocytes upregulate macrophage markers upon entering the tissue (11–13). Ly6chi monocytes also have the ability to differentiate into macrophages during inflammation and tissue injury in the gut(13), skin(12, 14), and serous cavity(13). With the development of novel lineage tracing tools with increased specificity for monocyte-derived progeny, it is now possible to track these cells as they enter the tissue and differentiate into resident macrophages (15). In fact, recent studies using Ms4a3Cre Rosa Stopf/f TdT mice, which can be used to fate map Ly6chi monocytes, showed that a large number of resident macrophage populations received a significant contribution from Ly6chi monocytes, with the exception of the liver, epidermis, and brain (15). Previous data also indicate that the majority of recently arrived, Ly6chi monocyte-derived resident macrophages express the gene Ccr2, which is required for emigration of Ly6chi monocytes out of the bone marrow (16).

Cx3cr1 is a G-protein coupled receptor that serves as a chemoattractant and survival signal for monocytes, macrophages, dendritic cells, and T cells (17). In the kidney, Cx3cr1 regulates monocyte and macrophage accumulation following ischemia reperfusion injury (IRI); loss of Cx3cr1 is associated with improved kidney function and reduced macrophage accumulation following IRI (18, 19). The idea that Cx3cr1 promotes kidney disease is supported by studies from a hypertensive mouse model showing reduced macrophage infiltration and interstitial fibrosis in Cx3cr1 deficient kidneys compared to control kidneys (20). In contrast, Cx3cr1 plays a protective role in a unilateral ureteral obstruction (UUO) model of chronic kidney disease although loss of Cx3cr1 once again reduced the number of kidney macrophages and dendritic cells (21). Collectively, these data indicate that Cx3cr1 regulates macrophage and dendritic cell accumulation in the adult kidney; however, the role of Cx3cr1-dependent phagocytes in kidney disease is still controversial.

Chronic kidney disease (CKD) is a leading public health concern affecting ~15% of the adult population worldwide (22). Patients with CKD experience gradual loss of kidney function eventually resulting in end stage kidney disease (ESKD). Approximately 5-10% of all patients with ESKD have autosomal dominant polycystic kidney disease (ADPKD), making it the most common genetically inherited cause of ESKD (23, 24). ADPKD is caused by mutations in cilia related genes (PKD1, PKD2) and results in large fluid filled cysts scattered throughout the kidney. Mice with a mutation in Ift88, which is required for proper cilia formation (25), represent a ciliopathy mouse model of kidney cystic disease. Conditional deletion of Ift88 in adult mice leads to slowly progressing cystic disease, which can be greatly accelerated by kidney injury (26). Of note, ischemia reperfusion (IR) injury to conditional Ift88 mice results in rapid cyst expansion in the kidney cortex (10, 26), mainly due to the fact that ischemic injury predominantly affects the proximal tubular segments of the nephron (27).

To analyze the diversity of monocytes and tissue resident macrophages in the kidney, we performed scRNAseq on CD11b and F4/80 positive cells isolated from the kidney of 6-8-week-old control mice. Our scRNAseq data identified four subsets of infiltrating monocytes (IMs) and two subsets of kidney resident macrophages (KRM) including one KRM subset with enriched expression of the chemokine receptor Ccr2. Pseudotime analysis of scRNAseq data suggest that Ccr2+ KRM are derived from Ly6chi monocytes. Quite surprisingly, fate mapping data indicate that Ccr2 expression is only partially indicative of monocytic origin, but instead informs spatial localization as Ccr2+ KRM are almost exclusively found in the kidney cortex. Further, we found that Cx3cr1 regulated cortex specific accumulation of Ccr2+ KRM as loss of Cx3cr1 reduced the number of cortical Ccr2+ KRM and delayed cyst progression in a cortex-specific model of cystic kidney disease. Thus, our data indicate that KRM heterogeneity is driven by spatial distribution and identify a gene whose is expression is required for maintenance of the aforementioned spatial distribution.





Results




scRNAseq reveals the cellular diversity of monocytes and tissue resident macrophages in the kidney

To examine the diversity of kidney macrophages, we performed single cell RNA sequencing (scRNAseq) on all CD11b and F4/80 positive cells that were isolated from 6-8-week-old control mice (Figure 1A). The gating strategy used for sorting CD11b and F4/80 positive cells from the kidney is shown in Supplemental Figure 1A. After quality control and removal of low-quality cells (see methods), we analyzed 6,973 cells from two 6-8-week-old control mice (biological duplicates). Using top differentially expressed genes and previously published literature (28–30), we identified and manually annotated the 8 clusters of cells: Cluster 0 (Cd63+ KRM) expressed classical KRM genes (C1qa, Cd81) as well as Cd63 and Pf4; Cluster 1 (Ly6clo infiltrating monocytes [IMs]) expressed Ear2 and Cebpb; Cluster 2 (Nr4a1+ Ly6chi IMs) expressed classical monocyte markers (Ly6c2, Plac8, Chil3) as well as Nr4a1 and Plaur; Cluster 3 (Ccr2+ KRM) expressed classical KRM genes as well as Ccr2, Mmp12, and Clec12a; Cluster 4 (Tmcc1+ Ly6chi IMs) expressed classical monocyte markers as well as Tmcc1 and Lrp1; Cluster 5 (cDC2) expressed Cd209a and Clec10a; Cluster 6 (Ly6a+ Ly6chi IMs) expressed classical monocyte markers as well as Ly6a; Cluster 7 (cDC1) expressed Xcr1 and Snx22 (Figures 1B–D; Supplemental Figure 1B; Supplemental File 1). Of note, there was a significant number of type 2 dendritic cells located within the CD11b and F4/80 positive gates, something that is not well established in the kidney. We also confirmed the lack of neutrophils in our scRNAseq data using the mouse neutrophil marker S100a8 (29) as Ly6g transcripts were not detected in our data set (Supplemental Figure 1C).




Figure 1 | scRNAseq reveals the cellular diversity of monocytes and tissue resident macrophages in the kidney. (A) Schematic of the strategy used to perform scRNAseq on CD11b+ and F4/80+ immune cells isolated from control mice. The control mice for this study were littermates of the Cx3cr1gfp/gfp knockout mice shown in Figure 3. (B) UMAP of myeloid cells identified via single cell RNA sequencing. (C) Quantification of cluster abundance in scRNAseq and flow cytometry data. For flow cytometry, we used surrogate markers to identify Nr4a1+ IMs (UPAR), Tmcc1+ IMs (LRP1), and Ccr2+ KRM (Clec12a). N=5 mice. (D) Feature plot showing top DEGs in each cell cluster. (E, F) Metascape pathway analysis of genes that were significantly enriched (adjusted p value < 0.05) in (E) KRM or (F) IM subsets. (G) Representative confocal microscopy images of kidneys harvested from Ccr2rfp/wt Cx3cr1gfp/wt mice that were stained with a pan-macrophage marker, F4/80. Yellow arrows depict Ccr2+ KRM while red arrows depict Ccr2+ cells that lacked Cx3cr1 and F4/80 expression. Images from both the cortex and medulla are shown. Images were taken with a 20X objective. N=3 mice. (H) Quantification of RFP, F4/80 double positive macrophages in the cortex and medulla. T-test. *P< 0.05.



To confirm the cellular diversity identified via scRNAseq, we performed flow cytometry on immune cells isolated from kidneys of 6 to 8-week-old male and female wild type mice. Ly6chi monocyte subtypes were identified via surrogate markers found in scRNAseq data (UPAR [Plaur] for Nr4a1+ IMs; LRP1 for Tmcc1+ IMs). We chose to use surrogate markers to identify Nr4a1+ and Tmcc1+ IMs as Nr4a1 and Tmcc1 are intracellularly localized proteins and there is a lack of a well-established, commercially available antibody against Tmcc1. Surrogate markers were chosen based on the following criteria: 1) cell surface localization, 2) commercial availability, 3) strong enrichment in cluster of interest (Figure 1D; Supplemental Figure 1B). Ccr2+ KRM were identified using the C-Type Lectin Domain Family 12 Member A (Clec12a) surrogate marker as we were unable to identify bona fide CCR2+ KRM (using a CCR2 antibody; either clone:SA203G11 or clone:475301) via flow cytometry (Supplemental Figures 2A, B). Flow cytometry data confirmed the presence and proportion of each subset of IMs, dendritic cells, and KRM in healthy mouse kidneys (Figure 1C). We also performed a head to head comparison, using both flow cytometry and scRNAseq, of our new gating strategy and a commonly accepted gating strategy for monocytes and tissue resident macrophages to show how our approach captured previously unappreciated heterogeneity within the kidney macrophage niche. Based on the data, the major benefit of using scRNAseq to unbiasedly assess macrophages in the kidney was an increased appreciation for heterogeneity within the Ly6chi IM and KRM compartment (Supplemental Figures 2C, D; Supplemental Figures 3A, B). Of interest, we found both Nr4a1+ and Tmcc1+ Ly6chi monocytes in the blood; however, we were unable to detect Ly6a+ Ly6chi monocytes (SCA-1+) in the blood of healthy mice, similar to recent reports (Supplemental Figures 4A–C) (31, 32).

To further validate our scRNAseq findings, we harvested and analyzed KRM isolated from Ccr2rfp/wt Cx3cr1gfp/wt knock-in mice at 6-8 weeks of age. In these mice, insertion of RFP (Ccr2) or GFP (Cx3cr1) into a single Ccr2 or Cx3cr1 allele results in a phenotypically normal mouse with RFP or GFP reporter activity, respectively; insertion of RFP or GFP into both alleles results in a knockout mouse, which still retains reporter activity (33, 34). The Cx3cr1-GFP knock-in reporter was included as it can be used to identify KRM (35). In agreement with recent data (35), we found that the majority of KRM express Cx3cr1 although Cx3cr1 was also expressed to a similar degree in Ly6chi IMs (Supplemental Figure 5A). Analysis of RFP expression in Ccr2rfp/wt Cx3cr1gfp/wt mice via flow cytometry revealed that ~20% of KRM express Ccr2 (RFP+), in line with our scRNAseq and flow cytometry data using the Clec12a surrogate marker (Supplemental Figure 5B). Expression of Ccr2 in IMs and Ccr2+ KRM, but not Ccr2- KRM, was verified by fluorescence-activated cell sorting (FACS) and qRT-PCR (Supplemental Figure 5C).

To better explore possible functions of monocytes and tissue resident macrophages identified in Figure 1A, we performed a pathway analysis on genes that were enriched in each cluster of cells compared to all other cells in the UMAP. Pathway analysis data indicate that Cd63+ KRM have an enrichment of genes associated with antigen processing and presentation (H2-DMb1, H2-Dma, H2-Eb1), the lysosome (Ctsh, Ctsc, Ctsb), and cell activation (Zfp36l1, H2-DM1, Mafb) while Ccr2+ KRM have an enrichment of genes associated with adaptive immune response (H2-DMb1, H2-Aa, H2-Dma), positive regulation of immune response (Ighm, Lat2, Cd79b), and positive regulation of response to external stimulus (Unc93b1, Scimp, Cd74; Figure 1E). For IM subsets, Nr4a1+ IMs had an enrichment of genes associated with osteoclast differentiation (Il1b, Tnfrsf1a, Fos), regulation of defense response (Il1b, Tnfrsf1a, Ninj1), and positive regulation of cell death (Pmaip1, Tnfrsf1a, Lgals1); Tmcc1+ IMs had an enrichment of genes associated with generation of precursor metabolites and energy (Cox8a, Cox5b, Cox4i1), nucleoside phosphate metabolic process (Ndufb2, Atp5h, Atp5c1), and glutathione metabolic process (Gpx1, Arl6ip5, Mgst1); Ly6a+ IMs had an enrichment of genes associated with cellular response to interferon-beta (Ifi203, Ifi211, Ifi213), antigen processing and presentation (H2-DMb1, H2-Dma, Fcgr2b), and innate immune response (Klrk1, Irf8, Igtp; Figure 1F).

We also identified and analyzed genes that were unique to each IM or KRM subset compared to other IM or KRM clusters, respectively. For example, when we did a head to head comparison of Cd63+ and Ccr2+ KRM, we found that Cd63+ KRM had an enrichment of genes associated with the adaptive immune response, regulation of mononuclear cell migration, and positive regulation of endocytosis while Ccr2+ KRM had an enrichment of genes associated with cytoplasmic translocation, ribosome biogenesis, and translation elongation (Supplemental Figure 5D). Head to head comparison of IM subsets revealed that Nr4a1+ IMs had an enrichment of genes associated with the inflammatory response, regulation of cell activation, and positive regulation of cell death; Tmcc1+ IMs had an enrichment of genes associated with the inflammatory response, chemotaxis, and nucleoside phosphate metabolic process; Ly6a+ IMs had an enrichment of genes associated with antigen processing and presentation, innate immune response, and positive regulation of immune response (Supplemental Figure 5E). Thus, based on our collective data, we propose that in steady state kidneys, both subsets of KRM are involved in the inflammatory response and activating the adaptive immune system; however, our data suggest that Cd63+ KRM may be more involved in endocytosis/phagocytosis and mononuclear cell recruitment whereas Ccr2+ KRM may be the more active cytokine producers (due to enrichment of genes associated with transcription and translation). Our data also strongly suggest that Ly6a+ IMs are a transitionary monocyte due to enriched expression of genes associated with classical macrophage function such as antigen processing and presentation. Finally, we propose that Nr4a1+ IMs have a function that is typically associated with inflammatory monocytes while Tmcc1+ IMs appear to be highly metabolic cells; the function of these cells in steady state is not clear.

To determine the spatial distribution of Ccr2+ KRM, we performed confocal microscopy on kidney sections harvested from dual label (Ccr2rfp/wt, Cx3cr1gfp/wt) mice that had been stained with the pan-macrophage marker F4/80. Our data indicate that approximately 20% of F4/80+, GFP+ macrophages in the kidney cortex express Ccr2 (yellow arrows) whereas less than 5% of medullary macrophages express Ccr2 (Figures 1G, H; Supplemental Figure 5F). Of interest, a large proportion of RFP+ cells in the medulla lacked expression of Cx3cr1 and F4/80 (red arrows), suggesting that these may be bone marrow derived dendritic cells (Figure 1G; Supplemental Figure 5F), which are known to express Ccr2 (36). Unfortunately, we were unable to verify CD63+ KRM localization via IF due to poor antibody efficacy. Collectively, the data indicate that Ccr2+ KRM occupy a unique niche in the kidney cortex where they are primed to produce cytokines in response to challenge.





Ccr2+ KRM are only partially derived from bone marrow monocytes

To test the hypothesis that Ccr2+ KRM are monocyte-derived, similar to what has been reported in the heart (37, 38), we performed pseudotime analysis of single cell data using RNA velocity (scVelo). RNA velocity predicts the directionality of cell differentiation based on the ratio of spliced to unspliced messenger RNA (39). The directionality of arrows infers the direction of cell differentiation due to upregulation of gene expression. RNA velocity data predict that upon entering the kidney, Nr4a1+ and Tmcc1+ IMs upregulate a set of genes to become Ly6clo IMs, in agreement with literature (Figure 2A) (40). The data also suggest that Ly6a+ IMs upregulate a set of genes to become Ccr2+ KRM and, to a certain extent, Cd63+ KRM (Figure 2A). Because Ly6a+ monocytes were not detected in the blood (Supplementals Figure 4A–C) and express markers of both monocytes and mature macrophages (Supplemental Figure 1B), we propose that this cell population is a transitionary monocyte that is derived from Tmcc1+/Nr4a1+ blood monocytes and gives rise to Ccr2+/Cd63+ KRM. The hypothesis that Tmcc1+ and Nr4a1+ IMs give rise to Ccr2+/Cd63+ KRM via a Ly6a+ IM intermediate was further supported by data from Monocle (Figures 2C–F).




Figure 2 | Ccr2+ KRM are partially derived from Ly6chi monocytes. (A) RNA velocity plot of myeloid cells from Figure 1. (B) List of the top predicted genes that are upregulated as IMs differentiate into Ccr2+/Cd63+ KRM (top) or Ly6clo IMs (bottom). Monocle data showing (C) pseudotime and (D) cluster composition of myeloid cells from Figure 1. (E) Branched Monocle2 data showing individual clusters of cells. (F) Heatmap showing a list of genes that change as a function of pseudotime (Monocle). (G) Quantification of the proportion of each IM and KRM subset that was TdT+ in Ms4a3Cre Rosa stopfl/fl TdT Ccr2gfp/wt knock-in fate mapping mice. N=8-11 mice. One-way ANOVA. (H) Representative FACS plots and quantification of the percentage of Ccr2+ or Cd63+ KRM that were Ki67 positive. T-test. ***P<0.001.



We also identified a list of genes that were upregulated as IMs transition to their terminally differentiated states (Ly6clo IMs or Ccr2+/Cd63+ KRM). In agreement with previous data, we identified Nr4a1 as a gene that was upregulated as Nr4a1+/Tmcc1+ IMs differentiated into Ly6clo IMs (Figures 2B, F) (40). Similarly, we found that Tanc2, Tmcc3, Cpq, and Cx3cr1 were all upregulated as Ly6a+ IMs differentiated into Ccr2+ KRM (Figure 2B). Collectively, these data suggest that upon entering the kidney, Nr4a1+ and Tmcc1+ monocytes have the ability to differentiate into either Ly6clo IMs or Ccr2+/Cd63+ KRM.

To directly test the hypothesis that Ccr2+ KRM are derived from Ly6chi monocytes, we crossed the recently developed Ms4a3Cre Rosa stopfl/fl TdT mouse (15) with a Ccr2gfp knock-in reporter mouse (41) and analyzed the percentage of cells expressing TdT in each cluster of cells identified via scRNAseq in Figure 1A. Quite surprisingly, and in contrast to our initial hypothesis, we found that approximately 30-35% of both subsets expressed TdT, although there was no significant difference between the percentage of CD63+ and Ccr2+ KRM that expressed TdT (Figure 2G). Our data also revealed reduced TdT labelling in Tmcc1+ IMs compared to Nr4a1+ IMs (Figure 2G). In agreement with published data (15), we found significant TdT labelling in Ly6chi IMs and a paucity of TdT labelling in cDC2, verifying the specificity of the model (Figure 2G). These data indicate that monocytes give rise to ~30-35% of KRM and that Ccr2 expression is not a definitive marker for KRM originating from bone marrow derived Ly6chi monocytes as described for Ccr2+ cardiac resident macrophages (42).

To test if Ly6chi monocytes were required for maintaining the KRM niche, we quantified the number of Ccr2+ KRM in control (Ccr2rfp/wt) and Ccr2 knockout mice (Ccr2rfp/rfp) via flow cytometry at 6 to 8 weeks of age. Prior to analyzing KRM number, we first confirmed that Ccr2 knockout mice had reduced blood and kidney Ly6chi monocytes (Supplemental Figures 6A, B). Analysis of flow cytometry data revealed that loss of Ccr2 did not significantly reduce Ccr2+ KRM number (Supplemental Figures 6C, D); however, when we aged the Ccr2 knockout mice to ~6 months, we found that loss of Ccr2 significantly reduced Ccr2+ KRM number (Supplemental Figure 6E). We also analyzed the turnover of KRM subsets via intracellular stain with Ki67. Our data indicate that Ccr2+ KRM have significantly increased levels of proliferation when compared to CD63+ KRM (Figure 2H). Thus, although monocyte input is similar between KRM subsets, it appears that Ccr2+ KRM are proliferating more rapidly and are partially reliant on Ly6chi monocyte input to maintain the niche.





Cx3cr1 is required for accumulation of Ccr2+ KRM in the kidney cortex

It has previously been reported that loss of Cx3cr1 greatly reduces the number of kidney mononuclear phagocytes, particularly in the kidney cortex (18, 21, 43, 44), suggesting that Cx3cr1 may control the seeding and/or maintenance of cortex localized Ccr2+ KRM. To understand how loss of Cx3cr1 impacts mononuclear phagocyte subsets in the kidney, we performed scRNAseq on CD11b and F4/80 positive myeloid cells isolated from the kidneys of Cx3cr1 knockout (Cx3cr1gfp/gfp) mice at 6 to 8 weeks of age and compared their transcriptional profile to CD11b and F4/80 positive cells isolated from Cx3cr1 control mice from Figure 1. For these experiments, we sorted an approximately equal number of CD11b and F4/80 positive cells from both genotypes. After removal of contaminating DCs, analysis of cluster composition revealed 7 clusters of cells; 6 of which were identical to the scRNAseq data presented in Figure 1 (Figures 3A, B; Supplemental Figure 7A). Interestingly, Cx3cr1 knockout mice had an additional cluster of cells that was nearly absent in control mice (Figures 3A, B). This cluster (Cluster 5; Mrc1+ KRM) expressed classical KRM genes (C1qa, Cd81) as well as Mrc1 (Supplemental Figure 7A). Analysis of cluster composition (as a proportion of CD11b and F4/80 positive cells) revealed that Cx3cr1 knockout mice had a significant reduction in the proportion of Ccr2+ KRM and Ly6clo IMs as well as a significant increase in the proportion of Mrc1+ KRM compared to control mice (Figure 3C). Monocyte subsets were unchanged between Cx3cr1 control and knockout mice (Figure 3C), which was confirmed via flow cytometry, both as a proportion of CD11b and F4/80 positive cells and as a frequency of live single cells in the kidney (Supplemental Figures 8A–C). We also confirmed that Cx3cr1gfp/gfp mice had reduced Ccr2+ KRM and increased Mrc1+ KRM compared to control mice (both as a percentage of CD11b and F4/80 positive cells in the kidney and as a frequency of live single cells in the kidney) by flow cytometry (Figure 3D; Supplemental Figure 8D) and confocal microscopy (Figures 3E–H). Of note, the loss of Ccr2+ KRM was restricted to the kidney cortex while we observed increased Mrc1+ KRM in both the cortex and medulla (Figures 3E–H).




Figure 3 | Cx3cr1 is required for accumulation of Ccr2+ KRM in the kidney cortex. (A) UMAP of cell clusters in control (N=2 mice; both female) and Cx3cr1gfp/gfp knockout (N=2 mice; both female) mice. The control group shown in this figure is the same as the data shown in Figure 1. (B) Composite UMAP of cells from control and Cx3cr1gfp/gfp mice. (C) Quantification of cluster composition. T-test. (D) Quantification of flow cytometry data analyzing KRM subsets as a percentage of CD11b and F4/80 positive cells or as a percentage of live single cells in the kidney. Two-way ANOVA. (E) Representative confocal microscopy images of kidney sections isolated from the cortex of Cx3cr1gfp/wt Ccr2rfp/wt (top) or Cx3cr1gfp/gfp Ccr2rfp/wt (bottom) stained with the pan macrophage marker F4/80. Mice were 6-8 weeks of age at harvest. N=2-4 mice per group. (F) Quantification of RFP+ F4/80+ area normalized to total nuclear area in Cx3cr1 control or knockout mice. Each dot represents an individual image that was quantified from a combined 2-4 mice per group. T-test. (G) Representative confocal microscopy images of kidney sections isolated from the cortex (left) or medulla (right) of Cx3cr1gfp/wt (top) or Cx3cr1gfp/gfp (bottom) mice stained with the pan macrophage marker F4/80 and CD206. Mice were 6-8 weeks of age at the time of harvest. N=3-4 mice per group. (H) Quantification of F4/80+ CD206+ area normalized to total nuclear area in the cortex or medulla of Cx3cr1 control or knockout mice. Each dot represents an individual image that was quantified from a combined 3-4 mice per group. Two-way ANOVA. (I) Volcano plot showing genes that were enriched in Cd63+ KRM isolated from control or Cx3cr1gfp/gfp kidneys. (J) Metascape pathway analysis of genes that were significantly enriched (adjusted p value < 0.05) in Cd63+ KRM isolated from control or Cx3cr1gfp/gfp kidneys. (K) Metascape pathway analysis of genes that were significantly enriched (adjusted p value < 0.05) in Mrc1+ KRM compared to Cd63+ KRM. #P <0.1, *P< 0.05, **P< 0.01, ***P< 0.001, ****P< 0.0001.



To better understand how Mrc1+ KRM were accumulating in Cx3cr1gfp/gfp mice, we performed RNA velocity analysis on the composite UMAP generated from Cx3cr1 control and knockout mice (Figure 3B). RNA velocity analysis indicates that in the absence of Cx3cr1, Mrc1+ KRM are likely derived from Cd63+ KRM (Supplemental Figure 8E). Whether Mrc1+ KRM accumulate through self-proliferation or monocyte recruitment and engraftment is unknown, although previous data indicate that CD11c+ mononuclear phagocytes (MNPs) from Cx3cr1gfp/gfp mice proliferate at a greater rate than CD11c+ MNPs from control mice (21). We also analyzed which cells express the only known ligand for CX3CR1, Cx3cl1, using previously published scRNAseq data (45). These data indicate that the majority of Cx3cl1 is expressed in the distal tubule, macula densa, and cells of the deep inner medullary collecting duct (Supplemental Figure 8F).

Next, we compared how loss of Cx3cr1 affected gene expression in Cd63+ KRM (Figure 3I), a cluster whose abundance was minimally impacted by loss of Cx3cr1 (Figure 3C). This analysis revealed that Cd63+ KRM from control mice had an enrichment of genes associated with regulation of immune effector process (Scimp1, Lacc1, Cd86), leukocyte activation (Cdk6, Mafb, Spi1), and leukocyte migration (Cx3cr1, C5ar1, Ccl12; Figures 3I, J). In contrast, Cd63+ KRM from Cx3cr1 knockout mice had an enrichment of genes associated with protein folding (Hspa1a, Hspa1b, Hspa8), response to heat (Hsp90aa1, Hsp90ab1, Nfkbia), and immune cell differentiation (Tmem176b, Cebpb, Tmem176a, H2-Dma, Cd83, Hsp90aa1; Figures 3I, J). We also confirmed that Cx3cr1 expression was significantly elevated in control mice compared to Cx3cr1gfp/gfp mice (Figure 3I). Overall, these data support the idea that Cx3cr1 is required for homeostatic maintenance of the KRM niche.

To understand the possible function of Mrc1+ KRM, which were almost exclusively present in Cx3cr1gfp/gfp mice (Figure 3C), we performed a pathway analysis on genes enriched in this cluster of cells compared to Cd63+ KRM. The data indicate that Mrc1+ KRM had an enrichment of genes associated with the lysosome (Ctsb, Ctsl, Comt), endocytosis (Cltc, Clta, Ap2a2), negative regulation of apoptotic cell processes (Igf1, Gas6, Trem2), and negative regulation of cell proliferation (Hmox1, Igf1, Ang; Figure 3K). Of note, several of the genes (i.e. Trem2, Igf1, Gas6) and pathways (lysosome, endocytosis, regulation of apoptotic cell processes) enriched in Mrc1+ KRM overlapped with signatures previously assigned to Trem2+ macrophages, a cell type that is believed to restrict disease progression in several tissues including the kidney (46–48).





Macrophage intrinsic Cx3cr1 expression is required for KRM niche filling

To test if intrinsic (i.e. within monocytes/macrophages) or extrinsic (i.e. within stromal cells) Cx3cr1 expression is required for maintaining the KRM niche, we employed a parabiosis model in which we joined a CD45.2 Cx3cr1gfp/gfp mouse, which lacks a majority of Ccr2+ KRM, with a congenic CD45.1 wild type mouse via parabiosis surgery (Figure 4A). Six weeks post parabiosis surgery, we harvested wild type (WT) CD45.1 and CD45.2 Cx3cr1gfp/gfp kidneys and analyzed chimerism percentage in IMs in the blood and kidney as well as KRM. Additionally, the percent chimerism of T cells was analyzed in order to validate an efficient exchange of blood cells between parabiosed animals. Our data indicate that the level of chimerism of T cells in the kidney of CD45.1 WT and CD45.2 Cx3cr1gfp/gfp mice was approximately equal (40%) indicating an efficient exchange of immune cells between mice, similar to previous reports (Figures 4B, C) (49). Of note, chimerism of Ly6chi blood monocytes in both CD45.1 WT and CD45.2 Cx3cr1gfp/gfp mice was ~10%, similar to recent reports (Supplemental Figure 9A)(49). Analysis of IMs and KRM in wild type CD45.1 mice revealed minimal chimerism in agreement with other reports(49); in contrast, chimerism of IMs and KRM in CD45.2 Cx3cr1gfp/gfp mice was ~70% and 50%, respectively (Figures 4B, C). We also confirmed that in parabiotic mice, wild type infiltrating monocytes filled the kidney cortex niche to compensate for the loss of Ccr2+ KRM that was observed in Cx3cr1gfp/gfp mice (Figure 4D). The reduced number of CD45.2 IMs in CD45.2 Cx3cr1gfp/gfp kidneys was not due to reduced numbers of CD45.2 Ly6chi monocytes in the blood of these mice (Supplemental Figure 9B). In fact, our data indicate that loss of Cx3cr1 did not impact the number of any subset of blood monocytes (Supplemental Figure 9C). These data indicate that monocytes, and not stromal cells, require Cx3cr1 to enter into the kidney and fill an open KRM niche.




Figure 4 | Monocyte intrinsic Cx3cr1 expression is required for KRM niche filling. (A) Schematic of parabiosis experiment. (B) Representative FACS plots of IMs, KRM, and T cells from wild type CD45.1 and CD45.2 Cx3cr1gfp/gfp knockout mice 6 weeks post hook-up. (C, D) Quantification of (C) chimerism and (D) KRM number (graphed as a % of live single cells) in wild type CD45.1 and CD45.2 Cx3cr1gfp/gfp knockout mice 6 weeks post parabiosis surgery. Significance was determined by a (C) Two-way ANOVA or (D) One-way ANOVA. **P< 0.01, ***P< 0.001.







Loss of Cx3cr1 prevents niche specific cystic kidney disease

Previous data indicate that IR injury accelerates cystic kidney disease in conditional Ift88f/f mice (26, 50). Our lab has also previously shown that KRM promote cyst progression in this model (10); however, these studies did not address the involvement of specific macrophage subsets in disease progression. To understand how IR injury impacts macrophage subsets in the kidney in the context of cilia dysfunction (i.e. Ift88 mutation), we re-analyzed our previously published scRNAseq data (GSE193528) and focused on CD11b and F4/80 positive cells isolated from control (cont) or Ift88 cilia mutant (CM) mice 8 weeks post IR injury (IR) or sham surgery (sham) (50). In agreement with earlier data, we were once again able to identify 3 clusters of Ly6chi IMs as well as cDC2, Ccr2+ KRM, and Cd63+ KRM (Figure 5A). As previously published, we were unable to detect Mrc1+ KRM in this model(50). Analysis of cluster composition showed no significant difference in the proportion of any cluster of cells when comparing cystic (IR injured cilia mutant mice; CM IR) and control mice (sham operated cilia mutant mice, CM sham; injured control mice, cont IR; Figure 5B). We also performed a pathway analysis on genes that were enriched in Ccr2+ and Cd63+ KRM isolated from cystic mice compared to control mice. Of interest, pathway analysis data indicate that Ccr2+ KRM from cystic mice (CM IR) had an enrichment of genes associated with aerobic respiration (ND1, Ndufs3, Ndufs6), extracellular vessel biogenesis (Arrdc1, Cops5, Atp13a2), and regulation of mitochondrial organization (Atpif1, Ier3, Chchd10; Figure 5C). In contrast, Cd63+ KRM isolated from cystic mice had an enrichment of genes associated with proximal tubule bicarbonate reclamation (Atp1b1, Atp1a1, Fxyd2), sodium ion homeostasis (Umod, Spp1, Slc12a1), and positive regulation of endocytosis (Igf1, Trem2, Lrp1; Figure 5D).




Figure 5 | Loss of Cx3cr1 reduces injury accelerated cystic disease. (A) UMAP showing clusters of macrophages and dendritic cells in cystic (CM IR) and control mice (CM sham, cont IR) mice 56 days post IR injury or sham surgery. (B) Quantification of cluster composition in biological duplicates. (C, D) Pathway analysis of genes that were enriched (adjusted P value < 0.05) in (C) Ccr2+ KRM or (D) Cd63+ KRM from cystic mice compared to control mice (CM sham and cont IR). (E) Representative H&E images and quantification of cystic index in CM IR mice on the Cx3cr1gfp/wt or Cx3cr1gfp/gfp background 56 days post injury. **P< 0.01.



Importantly, IR injury mainly affects the proximal tubule region resulting in rapid cyst expansion in the kidney cortex (26, 27), thus providing us with a model to test the importance of cortex-localized, Ccr2+ KRM in a niche-specific model of disease. To test the hypothesis that Ccr2+ KRM promote cyst progression, we analyzed cyst severity in CM IR mice on the Cx3cr1gfp/wt and Cx3cr1gfp/gfp knockout background eight weeks post injury. In agreement with previous reports (26, 50), our data indicate cysts are mainly found in the cortex in CM IR mice on the Cx3cr1 control background whereas loss of Cx3cr1, and Ccr2+ KRM, significantly reduced cystic disease in the kidney cortex (Figure 5E). Thus, our data indicate that Cx3cr1 controls niche specific Ccr2+ KRM accumulation and, in turn, regulates cyst progression in a model that mainly impacts the kidney cortex.






Discussion

Recent literature has highlighted the ever-evolving heterogeneity of monocytes and macrophages across and within tissues. In this manuscript, we use scRNAseq to define the cellular diversity of monocytes and tissue resident macrophages in kidneys isolated from healthy mice. We found that healthy mouse kidneys contain two KRM subsets and four infiltrating monocyte (IM) subsets, which we verified via flow cytometry. One of the KRM subsets, which had increased Ccr2 transcripts, was found to preferentially localize to the kidney cortex. We also tested whether this population was exclusively monocyte-derived as recent data indicate that Ccr2+ resident macrophages in the heart are almost completely derived from bone marrow Ly6chi monocytes (42, 51). Surprisingly, and in contrast to data from the heart, we find that only ~35% of Ccr2+ KRM are monocyte-derived, a value similar to that observed in Cd63+ KRM. Thus, our unbiased approach (scRNAseq) to detail KRM diversity led us to the conclusion that KRM heterogeneity in steady state is driven by spatial distribution. The idea that KRM diversity is driven by spatial distribution is supported by recent data (9, 28).

In this manuscript, we also identified Cx3cr1 as a gene that was able to control the spatial and transcriptional diversity of KRM as loss of Cx3cr1 resulted in a significant reduction in the number of cortex localized Ccr2+ KRM. Corresponding to the loss of Ccr2+ KRM, we also found a new subset of KRM (Mrc1+ KRM) that was enriched in kidneys isolated from Cx3cr1 knockout mice. However, it is unknown how Mrc1+ KRM accumulate in Cx3cr1 knockout kidneys. Previous data indicate that Cd11c expressing mononuclear phagocytes isolated from Cx3cr1 knockout kidneys have increased proliferation compared to controls (21). Thus, it is possible that loss of Ccr2+ KRM is sensed by cells in the kidney cortex; these cells then upregulate expression of Cx3cl1 (CX3CR1 ligand), resulting in migration and proliferation of the remaining Cd63+ KRM to form the Mrc1+ KRM subset. It is also possible that loss of Ccr2+ KRM results in upregulation of chemoattractant cytokines, which facilitate monocyte recruitment and engraftment into Mrc1+ KRM. Similar processes have been described in the liver following loss of Kupffer cells (52–54). It is also interesting to note that the open KRM niche found in Cx3cr1gfp/gfp mice was filled by monocytes from CD45.1 wild type mice in our parabiosis experiment. This occurred despite the fact that CD45.2 Cx3cr1gfp/gfp mice had more CD45.2 monocytes in the blood and had an equal number of IM subsets in the kidney compared to control mice. These data suggest that intrinsic Cx3cr1 expression in monocytes is dispensable for their entry into the blood; rather, we propose that Cx3cr1 is specifically required for the engraftment and differentiation of precursor cells (i.e. HSC-derived monocytes, fetal liver monocytes, etc.) into cortex-localized Ccr2+ KRM.

Although our data indicate that Ly6chi monocytes give rise to ~35% of Ccr2+ KRM and we find that monocytes require Cx3cr1 to enter into the kidney and engraft into the open KRM niche (parabiosis data), we do not believe that loss of Cx3cr1 on monocytes is solely responsible for the observed reduction in Ccr2+ KRM in the Cx3cr1gfp/gfp mice. This conclusion is based on our flow cytometry showing that Ccr2+ KRM number is not impacted in 6-8-week-old Ccr2 knockout mice. This is important as the studies in Cx3cr1gfp/gfp mice were all done on mice aged 6-8 weeks. Rather, we propose that all precursor cells, including those from the yolk sac and fetal liver, require Cx3cr1 for seeding the KRM niche in the kidney cortex. The idea that Cx3cr1 is required for fetal precursors to seed the embryonic KRM niche is supported by the literature (55). Thus, while these data support the idea that the observed reduction of Ccr2+ KRM in 6-8-week-old Cx3cr1gfp/gfp mice was not solely due to defects in monocyte-dependent niche filling, the data also indicate that monocytes are required for maintaining Ccr2+ KRM throughout the animal’s lifespan.

One interesting observation from our scRNAseq studies was the presence of multiple subsets of Ly6chi IMs in the kidney, which we validated via flow cytometry using surrogate markers. Interestingly, when we used these surrogate markers in the blood, we were only able to identify Nr4a1+ monocytes and a minor fraction of Tmcc1+ monocytes. This is an interesting point as our RNA velocity data suggest that Ly6a+ IMs contain the most unspliced mRNA, suggesting they are the most de-differentiated cell type. Based on these collective data, we propose that Tmcc1+ and Nr4a1+ Ly6chi monocytes are the monocyte precursor cells that come from the blood. These cells then enter the kidney and either 1) differentiate to become Ly6clo IMs by converting unspliced mRNA into mature mRNA or 2) de-differentiate through upregulation of transcription resulting in more unspliced mRNA to become Ly6a+ IMs. The intermediate Ly6a+ IMs then undergo the standard differentiation process (i.e. cell maturation) resulting in Ccr2+ and Cd63+ KRM. Also of interest, analysis of TdT expression using the Ms4a3Cre Rosa stopfl/fl TdT mouse revealed lower levels of TdT labelling in the Tmcc1+ subset compared to the Nr4a1+ subset. Since the Ms4a3Cre Rosa stopfl/fl TdT mouse specifically labels monocytes of the granulocyte monocyte progenitor (GMP) lineage (15), our data suggest that Tmcc1+ monocytes may be descendants of the monocyte-dendritic cell progenitor (MDP) lineage (56) while Nr4a1+ IMs are derived from GMPs. Despite the fact that we were able to identify two distinct monocyte subsets with unique TdT labelling, pseudotime data indicate that both subsets are equally able to differentiate into Ly6clo IMs. Why multiple subsets of monocytes may exist in the blood and kidney as well as their function and location is unknown and warrants further investigation.

Recent data indicate that three predominant resident macrophage subsets (TLF+ [Timd4, Lyve1, Folr2], CCR2+, MHC2+) are present across tissues in mice and humans (51). Although all three populations of macrophages are found in each tissue, the predominance of these subsets differs depending on the tissue analyzed. For example, the liver is mainly comprised of TLF+ macrophages while the kidney contains mostly CCR2+ and MHC2+ macrophages. The data from this manuscript support that finding; however, it should be noted that the proportion of each population that we found in the kidney differed slightly from Dick et al. as we found that ~20-25% of KRM expressed Ccr2 while the remaining Cd63+ KRM subset (which is equivalent to the MHC2+ subset in Dick et al.) comprised the majority of remaining KRM. When we projected a TLF modular score onto our single cell data, we only found a few KRM that had a notable score (not enough to form a cluster), similar to Dick et al. Thus, at least in the kidney, the majority of KRM are either Ccr2+ KRM or Cd63+/MHC2+ KRM.

We were also unable to identify CCR2+ KRM using an antibody and standard flow cytometry procedures. This occurred despite our repeated efforts using multiple anti mouse CCR2 antibodies ((BioLegend, Clone: SA203G11) and (BD Biosciences, Clone: 475301)) and standard flow cytometry staining protocols as previously described (37, 38). To ensure the rigor of our experiment, we used the following controls: a CCR2-GFP knock-in reporter (Ccr2gfp/wt) and a Ccr2 knockout animal (Ccr2gfp/gfp). If the antibody is effective, we would expect to observe very few KRM that were CCR2+ in mice lacking Ccr2. Our analysis of the data indicate that loss of Ccr2 did not affect the number of CCR2+ KRM identified using the CCR2 antibody. Thus, we conclude that at least in the kidney, the antibody is not effective in detecting CCR2+ KRM.

Our data indicate that loss of Cx3cr1 significantly reduced cystic kidney disease in our IR injury accelerated model. While we speculate that this rescue is due to loss of Ccr2+ KRM, we recognize that we are also gaining another cluster of cells in this model (Mrc1+ KRM). Thus, it is difficult to determine whether the observed rescue of cystic disease is driven by loss of Ccr2+ KRM or gain of Mrc1+ KRM. We also noticed that Mrc1+ KRM had a very unique transcriptional signature including enriched expression of genes such as Trem2, Igf1, and Gas6. This is important as this signature has been ascribed to Trem2+ macrophages in other slowly progressing models of disease including Alzheimer’s disease (46, 47). In these reports, the authors showed that loss of Trem2+ macrophages worsened phenotypic outcome indicating a protective role for Trem2+ macrophages in disease (46, 47). The observed rescue of cystic disease in our injury accelerated cystic model is supported by another recent publication from our lab showing that loss of Cx3cr1 reduced cystic disease in non-injured conditional Pkd2 mice(57). Thus, it is possible that the observed rescue in both models of cystic disease on the Cx3cr1gfp/gfp background is driven by the accumulation of disease-restricting Trem2+ macrophages. This hypothesis warrants further investigation.

Our studies have several limitations. 1) The control mice that were used for single cell RNA sequencing studies came from Cx3cr1gfp/wt mice, meaning some heterozygous effects may be present in our data set. 2) The mice used for single cell RNA sequencing studies were all female. To address these limitations, we validated our scRNAseq findings in wild type mice via flow cytometry, using animals of both sexes, thereby strengthening the cogency of our findings. 3) The mice analyzed in this studied were 6-8 weeks old. It is possible that Ccr2 expression may more clearly identify resident macrophages of monocyte origin in younger or older mice. 4) We are unable to assess the turnover of monocyte-derived KRM as we used a constitutive Cre recombinase, as opposed to a tamoxifen inducible model, to study the fate of Ly6chi monocytes in the kidney. We also only analyzed one time point preventing us from dissecting how monocyte input into the KRM niche changes over time.





Materials and methods




Mice

Ms4a3Cre/Cre mice were the kind gift of Dr. Florent Ginhoux. Rosa stopfl/fl TdT mice (B6.Cg-Gt(ROSA)26Sortm14(CAG-tdTomato)Hze/J; Stock No: 007914), Ccr2rfp/rfp mice (B6.129(Cg)-Ccr2tm2.1Ifc/J; Stock No: 017586), Ccr2gfp/gfp mice (B6(C)-Ccr2tm1.1Cln/J; Stock No: 027619), and Cx3cr1gfp/gfp mice (B6.129P2(Cg)-Cx3cr1tm1Litt/J; Stock No: 005582) were purchased from Jackson Laboratories. CAGG-Cre/Esr1/5Amc/J IFT88f/f (Referred to as cilia mutant mice; CM) C57BL/6J male and female mice were bred in-house. Animals were maintained in Association for Assessment and Accreditation of Laboratory Animal Care International-accredited facilities in accordance with Institutional Animal Care and Use Committee (IACUC) regulations at the University of Alabama at Birmingham (UAB) and University of Oklahoma Health Sciences Center (OUHSC).





Immunofluorescence microscopy

Following overnight fixation in 4% PFA and cryopreservation in 30% sucrose, 8 µm thick OCT embedded kidney sections were fixed with 4% PFA for 10 minutes, permeabilized with 1% Triton X-100 for 8 min, and incubated in blocking solution (PBS with 1% BSA, 0.3% Triton X-100, 2% (vol/vol) donkey serum, and 0.02% sodium azide) for 30 minutes at room temperature. Sections were incubated in primary antibody overnight at 4°C, washed with PBS, and incubated with the appropriate secondary antibodies in blocking solution for 1 hour at room temperature. The primary antibodies were 1) rat anti-mouse F4/80 (ThermoFisher, Cat no: 14-4801-82, Clone: BM8, diluted 1:200 in blocking solution) and 2) rabbit anti-mouse CD206 (Abcam, Cat no: ab64693, Clone: EPR6868 (B), 1:200 dilution in blocking solution). The secondary antibodies were 1) an Alexa Fluor 647-conjugated anti-rat antibody (Catalog NO: 712-606-153, Jackson ImmunoResearch, 1:250 dilution in PBS) and 2) an Alexa Fluor 568-conjugated donkey anti-rabbit (ThermoFisher, Cat no: A-11011, diluted 1:1000 in blocking solution). Following addition of secondary antibody, nuclei were stained by Hoechst nuclear stain (Sigma-Aldrich) and samples mounted using IMMU-MOUNT (Thermo). All fluorescence images were captured on a Fluoview 1000/IX81 Laser Scanning Confocal microscope (Olympus) with an inverted configuration.





Flow cytometry

After perfusion of the mouse with PBS, kidneys were minced and digested in 1 ml of RPMI 1640 containing 1 mg/ml collagenase type I (Sigma-Aldrich) and 100 U/ml DNase I (Sigma-Aldrich) for 30 min at 37°C with agitation. Kidney fragments were passed through a 70-µm mesh (Falcon; BD Biosciences) yielding single-cell suspensions. Cells were centrifuged at 1300 rpm (330 X g) for 5 minutes and red blood cells lysed using ACK red blood cell lysis buffer (Quality Biological; 10128-802) at 37°C for 5 minutes. Cells were spun at 1300 rpm (330 X g), resuspended in 1 ml of 1% BSA containing Fc blocking solution (dilution 1:200) and incubated for 30 minutes on ice. Following cell counting with trypan blue, approximately 2 million cells were stained for 30 minutes at room temperature with the following direct conjugated primary antibodies: BV786 rat anti-mouse CD45 (Catalog #: 557659, 30-F11, BD Pharmigen), PerCP-Cy5.5 rat anti-mouse CD63 (Catalog #: 143911, Biolegend), APC rat anti-mouse Clec12a (Catalog #: 143405, Biolegend), FITC rat anti-mouse CD206 (Catalog #:141704, Biolegend), PE-Cy5 Armenian hamster anti-mouse CD11c (Catalog #: 117316, Biolegend), Alexa Fluor 488 rat anti-mouse UPAR (Catalog #: FAB531G, R&D Biosystems), Alexa Fluor 647 mouse anti-mouse LRP1 (Catalog #: NB100-64808, Novus Biologicals), PerCP-Cy5.5 rat anti-mouse Ly-6A/E (SCA-1; Catalog #: 45-5981-82, ThermoFisher), eFluor®450 rat anti-mouse F4/80 (Catalog #:48-4801, BM8, eBioscience), APC rat anti-mouse CD11b (Catalog #:17-0112, M1/70, eBioscience), APC-Cy7 rat anti-mouse Ly-6G (Catalog #:127624, Biolegend), and BV711 rat anti-mouse Ly6c (Catalog #:128037, Biolegend). Cells were washed with 1% BSA, spun at 1300 rpm (330 X g), and fixed with 2% PFA at room temperature for 30 minutes. Cells were washed with 1% BSA, spun at 1300 rpm (330 X g), and resuspended in 1X PBS. After immunostaining, cells were analyzed on a BD LSRII flow cytometer. Data analysis was performed using FlowJo v10.8.1 software.





RNA isolation and qRT-PCR

For qRT-PCR experiments, isolated single cells were sorted into tubes containing TRIzol using a BD FACSAriaII. RNA was isolated, transcribed into cDNA, and qRT-PCR performed using TaqMan real-time PCR. The following probes were used: CCR2 (Mm00438270_m1) and HPRT (Mm00446968_m1).





Isolation of cells for single cell sequencing

Cells were prepared as described in the flow cytometry section. After blocking, cells were spun and incubated with the following antibodies in 1% BSA for 30 minutes: BV786 rat anti-mouse CD45 (Catalog #: 557659, 30-F11, BD Pharmigen), eFluor®450 rat anti-mouse F4/80 (Catalog #:48-4801, BM8, eBioscience), APC rat anti-mouse CD11b (Catalog #:17-0112, M1/70, eBioscience), APC-Cy7 rat anti-mouse Gr-1 (Catalog #:557661, RB6-8C5, BD Pharmingen), and Fixable Aqua Dead Cell Stain (catalog no. L34957; Invitrogen). After staining for 30 minutes, cells were spun, washed with 1% BSA, and sorted using a Becton–Dickenson FACSAriaII. We sorted ~25,000 live CD11b+ and F4/80+ cells from individual animals (n=2 per group) into individual BSA coated tubes. Cells were counted and approximately 5,000 cells from each animal were subjected to 10X genomics. This was done for n=2 animals from each experimental group; all animals were female.





10X genomics

10xChromium single cell libraries were prepared according to the standard protocol outlined in the manual. Briefly, sorted single cell suspension, 10x barcoded gel beads, and oil were loaded into Chromium™ Single Cell A Chip to capture single cells in nanoliter-scale oil droplets by Chromium™ Controller and to generate Gel Bead-In-Emulsions (GEMs). Full length cDNA libraries were prepared by incubation of GEMs in a thermocycler machine. GEMs containing cDNAs were broken and all single cell cDNA libraries were pooled together, cleaned using DynaBeads MyOne™ Silane beads (Fisher PN 37002D), and pre-amplified by PCR to generate sufficient mass for sequencing library construction. Sequencing libraries were constructed by following the steps: cDNA fragmentation, end repair & A-tailing, size selection by SPRIselect beads (Beckman Coulter, PN B23318), adaptor ligation, sample index PCR amplification, and a repeat of SPRIselect beads size selection. The final constructed single cell libraries were sequenced by Illumina Nextseq machine with total reads per cell targeted for a minimum of 50,000.





Single cell sequencing data processing

For 10X Genomics single cells, the 10X Genomics Cellranger software (version 6.1.2), ‘mkfastq’, was used to create the fastq files from the sequencer. Following fastq file generation, Cellranger ‘count’ was used to align the raw sequence reads to the reference genome (mm10) using STAR. We also used –include-introns– so that downstream RNA velocity could be performed on spliced and unspliced transcripts. The ‘count’ software created 3 data files (barcodes.tsv, genes.tsv, matrix.mtx) from the ‘filtered_gene_bc_matrices’ folder that were loaded into the R package Seurat version 3.2 (58), which allows for selection and filtration of cells based on QC metrics, data normalization and scaling, and detection of highly variable genes. We followed the Seurat vignette (https://satijalab.org/seurat/pbmc3k_tutorial.html) to create the Seurat data matrix object. We then combined Seurat objects from each individual experiment using the ‘merge’ function. Following merging, we processed data to remove low quality cells by keeping all genes expressed in greater than 3 cells and cells with at least 200 detected copies. Cells with mitochondrial gene percentages over 5% and unique gene counts greater than 2,500 or fewer than 200 were discarded. The data were normalized using Seurat’s ‘NormalizeData’ function, which uses a global-scaling normalization method, LogNormalize, to normalize the gene expression measurements for each cell to the total gene expression. The result is multiplied by a scale factor of 1e4 and the result is log-transformed. Highly variable genes were then identified using the function ‘FindVariableGenes’ in Seurat. Genes were placed into 20 bins based on their average expression and removed using 0.0125 low cutoff, 3 high cutoff and a z-score cutoff of 0.5. We also regressed out the variation arising from library size and percentage of mitochondrial genes using the function ‘ScaleData’ in Seurat. We performed principal component analysis (PCA) of the variable genes as input and determined significant PCs based on the ‘JackStraw’ function in Seurat. The first 10 PCs were selected as input for Uniform Manifold Approximation and Projection (UMAP) dimension Reduction using the functions ‘FindClusters’ and ‘DimPlot’ in Seurat. To identify differentially expressed genes in each cell cluster, we used the function ‘FindAllMarkers’ in Seurat on the normalized gene expression data.





Parabiosis

The parabiosis protocol was modified from the procedure published by Kamran and colleagues(59). For this procedure, incisions were made through the skin and muscle layer starting from the elbow joint and extending down the flank to the knee joint. Non-absorbable 3-0 interrupted sutures were placed around the knee and elbow joints to prevent strain along the suture lines, with care paid not to obstruct blood flow to the distal extremities. Analgesia was maintained on all mice according to IACUC guidelines. For these experiments, we used eight to 10-week-old female Cx3cr1gfp/gfp and CD45.1 mice (all mice were female). Mice were conjoined for six weeks, a time point that allows efficient exchange of immune cells between mice(49). After 6 weeks, mice were administered anesthesia and separated for individual analysis. Single cells were analyzed by flow cytometry as described above.





Cystic mouse model

We induced cilia loss in six to ten-week-old conditional Ift88 mice (CM mice) by injecting mice with a single intraperitoneal (IP) injection of tamoxifen at 6 mg/40 g body weight once daily for 3 consecutive days. Deletion of Ift88 was confirmed by PCR using the following primers: 5`GCCTCCTGTTTCTTGACAACAGTG, GGTCCTAACAAGTAAGCCCAGTGTT3`, 5`CTGCACCAGCCATTTCCTCTAAGTCATGTA-3`.





Unilateral renal ischemia-reperfusion injury (IR)

Three weeks after tamoxifen induction, control or CM mice were subjected to unilateral ischemia reperfusion injury by clamping the left renal pedicle for 30 minutes followed by reperfusion. Mice were injected with buprenorphine (0.05 mg/kg) for pain relief and allowed to recover on a 37°C heating pad. Mice were sacrificed 8 weeks post injury and cystic index calculated as described in the fixation and tissue processing section below.





Fixation and tissue processing

Following harvesting, mouse kidneys were immersion fixed in 4% (wt/vol) paraformaldehyde overnight at 4°C, switched to 70% ethanol overnight, embedded in paraffin, sectioned at 5 µm, and stained using hematoxylin and eosin (H&E). Cystic index was quantified using Image J software and was calculated by determining the total cystic area divided by the total kidney area.





Pseudotime analysis

For pseudotime analysis, we used Monocle 2 (http://cole-trapnell-lab.github.io/monocle-release/docs/#constructing-single-cell-trajectories) or RNA velocity software (https://scvelo.readthedocs.io/) and followed the standard vignette for processing single cell data.





Pathway analysis

The Seurat function ‘FindAllMarkers’ was run to identify differentially expressed genes that distinguished one cluster from others as described in the text. A list of genes enriched in each cluster is shown in Supplemental File 1. Pathway analysis was performed on genes enriched in each cluster of cells (adjusted p value > 0.05) using Metascape software(60). The top 5-6 pathways that were enriched in each cluster of cells is shown.





Data availability

Raw single cell RNA sequencing data can be downloaded using the following GEO number: GSE193892.





Code availability

All code used for data analysis and visualization are included as Supplemental File 2.





Statistics and data analysis

Data were presented as mean ± SEM. ANOVA and Student T tests were used for statistical analysis, and differences were considered significant for P values less than 0.05.
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Supplementary Figure 1 | Analysis of monocytes and tissue resident macrophages in the kidney. (A) Gating strategy used to sort CD11b and F4/80 double positive cells in the kidney. (B) Feature plots of key immune cell markers in clusters from. (C) Feature plot showing expression of the mouse neutrophil marker S100a8.

Supplementary Figure 2 | Traditional gating strategy used to identify monocytes, KRM, and dendritic cells (DCs) in the kidney in both flow cytometry and scRNAseq data. (A) Representative FACS plots showing Ccr2 reporter activity (Ccr2-GFP) and CCR2 antibody positive cells in KRM isolated from 6-8-week-old wild type mice. (B) Quantification of the number of CCR2 antibody positive KRM in Ccr2 control or knockout (Ccr2gfp/gfp) mice at 6 to 8 weeks of age. T-test. (C) FACS plots showing the classical gating strategy used to identify monocytes, KRM, and DCs in the kidney. (D) scRNAseq UMAPs showing the classical gating strategy used to identify monocytes, KRM, and DCs in the kidney.

Supplementary Figure 3 | New gating strategy used to identify monocytes, KRM, and dendritic cells (DCs) in the kidney in both flow cytometry and scRNAseq data. (A) FACS plots showing how we identified IM and KRM for further analysis in panel B. (B) FACS plots showing the new gating strategy used to identify monocyte, KRM, and DC heterogeneity in the kidney. For IM and KRM, an FMO control is included for each cell population. (C) scRNAseq UMAPs showing the IM and KRM marker genes that were used to identify cellular heterogeneity.

Supplementary Figure 4 | Gating strategy used to identify IM heterogeneity in the blood. (A) FACS plots showing the gating strategy used to identify blood monocytes. (B) FACS plots showing staining for UPAR, LRP1, and SCA-1 in Ly6chi blood monocytes. (C) Quantification of blood Ly6chi monocyte subsets as a fraction of all blood Ly6chi monocytes. SCA-1+ monocytes were not detected (ND).

Supplementary Figure 5 | Characteristics of Ccr2+ KRM. (A) Expression of Cx3cr1-GFP in KRM and IMs isolated from the kidney of Ccr2rfp/wt, Cx3cr1gfp/wt mice at 6-8 weeks of age. (B) Quantification of the Ccr2+ KRM abundance in scRNAseq or flow cytometry (both Clec12a+ or Ccr2-RFP+ approaches). (C) qRT-PCR data showing the level of expression of Ccr2 in flow sorted infiltrating monocytes (IMs), Ccr2- KRM, and Ccr2+ KRM. N=5 mice. (D,E) Metascape pathway analysis of genes that were significantly enriched (adjusted p value < 0.05) in (D) KRM or (E) IM subsets in the kidney. For this analysis, a list of genes enriched in each cluster was generated by doing a head-to-head comparison of KRM or IM subsets, respectively. (F) Representative images of the kidney cortex and medulla of Ccr2rfp/wt Cx3cr1gfp/wt mice stained with the pan macrophage marker F4/80. A zoomed in version is shown in Figure 1G.

Supplementary Figure 6 | Loss of Ccr2 only impacts Ccr2+ KRM numbers in aged animals. (A,B) Quantification of Ly6chi monocyte number in the (A) blood or (B) kidney of 6-8 week old control (Ccr2rfp/wt) or Ccr2 knockout (Ccr2rfp/rfp) mice. T-test. (C) Representative FACS plots showing Ccr2-RFP expression in KRM isolated from Ccr2rfp/wt or Ccr2rfp/rfp mice at 6-8 weeks of age. (D) Quantification of Ccr2+ KRM number in Ccr2rfp/wt or Ccr2rfp/rfp mice at 6-8 weeks of age. T-test. (E) Quantification of Ccr2+ KRM number in Ccr2rfp/wt or Ccr2rfp/rfp mice at 6 months of age. T-test. *P< 0.05

Supplementary Figure 7 | Analysis of monocytes and macrophages in the Cx3cr1gfp/gfp mice. (A) Feature plots showing expression of key IM and KRM genes in cells from Figure 3.

Supplementary Figure 8 | Analysis of IM and KRM subsets in control and Cx3cr1gfp/gfp mice. (A) FACS plots showing expression of UPAR, LRP1, or SCA-1 in IMs via flow cytometry. Mice were harvested at 6-8 weeks of age. (B,C) Quantification of flow cytometry data analyzing IM subsets as (B) a percentage of CD11b and F4/80 positive cells or (C) as a percentage of live single cells in the kidney. Two-way ANOVA. (D) FACS plots showing expression of CD63, Clec12a, and CD206 in KRM via flow cytometry. Mice were harvested at 6-8 weeks of age. Quantification of the data is shown in . (E) RNA velocity analysis on the composite UMAP shown in . (F) Plot showing expression of Cx3cl1 in different segments of the nephron. Data were obtained using the Kidney Cell Explorer (45).

Supplementary Figure 9 | Loss of Cx3cr1 does not result in a preferential accumulation of CD45.1 or CD45.2 monocytes, neutrophils, or T cells in the blood of CD45.2 Cx3cr1gfp/gfp mice. (A) Quantification of chimerism in blood Ly6chi monocytes isolated from CD45.1 WT and CD45.2 Cx3cr1gfp/gfp mice 6 weeks post hook-up. T-test. (B) Quantification of CD45.1 and CD45.2 monocyte, neutrophil, and T cell numbers in blood isolated from CD45.1 WT or CD45.2 Cx3cr1gfp/gfp mice. Two-way ANOVA. (C) Quantification of the number of blood Ly6chi monocytes in control (Cx3cr1gfp/wt) or Cx3cr1 knockout (Cx3cr1gfp/gfp) mice at 6-8 weeks of age. Two-way ANOVA.
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The balance between pro- and anti-inflammatory immune system responses is crucial to preventing complex diseases like cancer. Macrophages are essential immune cells that contribute to this balance constrained by the local signaling profile of the tumor microenvironment. To understand how pro- and anti-inflammatory unbalance emerges in cancer, we developed a theoretical analysis of macrophage differentiation that is derived from activated monocytes circulating in the blood. Once recruited to the site of inflammation, monocytes can be polarized based on the specific interleukins and chemokines in the microenvironment. To quantify this process, we used a previous regulatory network reconstructed by our group and transformed Boolean Network attractors of macrophage polarization to an ODE scheme, it enables us to quantify the activation of their genes in a continuous fashion. The transformation was developed using the interaction rules with a fuzzy logic approach. By implementing this approach, we analyzed different aspects that cannot be visualized in the Boolean setting. For example, this approach allows us to explore the dynamic behavior at different concentrations of cytokines and transcription factors in the microenvironment. One important aspect to assess is the evaluation of the transitions between phenotypes, some of them characterized by an abrupt or a gradual transition depending on specific concentrations of exogenous cytokines in the tumor microenvironment. For instance, IL-10 can induce a hybrid state that transits between an M2c and an M2b macrophage. Interferon-   can induce a hybrid between M1 and M1a macrophage. We further demonstrated the plasticity of macrophages based on a combination of cytokines and the existence of hybrid phenotypes or partial polarization. This mathematical model allows us to unravel the patterns of macrophage differentiation based on the competition of expression of transcriptional factors. Finally, we survey how macrophages may respond to a continuously changing immunological response in a tumor microenvironment.
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1 Introduction

Macrophage phenotypes contain a spectrum of stages whose selection is ruled by feedback loops between transcription factors and exogenous signals from the microenvironment (1–4). Evidently, there is a close relationship between the exogenous signals that set a specific environment and the macrophage functionality. Interestingly, the signaling microenvironment drives the polarization of the macrophage to eliminate tumor cells, or it reduces the cytokine storm and removes the cells causing the permanent immune response (5, 6). In other words, different combinations of cytokines in the microenvironment can be agonists or antagonists of macrophage polarization. This fact reveals that macrophages are essential components in shaping the inflammatory response from the initial to the resolution phase (7–10). Despite this specific control on the macrophage state having been reported, its regulatory mechanisms are not well understood yet (11). In this context, two immediate questions emerge in cancer studies. The first is how the tumor microenvironment modulates the polarization of macrophages for thriving cancer cells and developing the aggressive phenotype. The second is how to change the signal microenvironment to design and improve therapeutical applications.

In a glimpse, the whole spectrum of macrophage phenotypes starts with the monocytes (M0), which circulate in the blood and are in charge of sensing the released chemokines at the site of inflammation (12). Once in the microenvironment, macrophages M0 polarize to a steady state in response to different signals. In general, macrophages have anti-inflammatory and pro-inflammatory phenotypes. Pro-inflammatory phenotypes are related to M1-type macrophages, while the anti-inflammatory phenotypes are associated with regulatory/wound healing behavior denoted as M2a, M2b, M2c, and M2d macrophages. Interestingly, the signals produced by macrophages reinforce their phenotype and, in turn, reshape the environment. M1 macrophages express NFκB or STAT1 and secrete TNF- α and IL-12, which correlate with a microbicidal and pro-inflammatory response. The M2 anti-inflammatory phenotype has several sub-phenotypes (M2a, M2b, M2c, and M2d) with a higher range of complex responses than the M1 phenotype (13). Hence, M2a macrophages express STAT6 and secrete IL-10, TGFB, and IL-1RA, whose activity is associated with fungal and helminth infections, inhibition of Th1, and a Th2 response (14). M2b macrophages express ERK and AP-1, and secrete IL-10, TNF- α, and IL-1, while it prevails in immune regulation (15). M2c macrophages express STAT3 and secrete IL-10 and TGFB, which are involved in tissue repair, matrix remodeling, and immunosuppressive behavior (16). M2d macrophages express HIF1-α or a defective NFκB, enhance STAT1, and induce the secretion of IL-10, TGFB, and VEGF. Interestingly, there are shreds of evidence that the M2d phenotype is associated with malignant tumor development by regulating the immune system and enhancing angiogenesis, metastasis, and tumor growth (17–19).

The tumor microenvironment can reversibly transit among the macrophage polarization states through a miscellaneous of external stimuli (20). This fact supports the idea that macrophages are highly plastic and heterogeneous in their responses and phenotypes during polarization (3, 21). Even more, there are several articles describing macrophage polarization through a spectrum model of additional phenotypes, further than the well-established M1 and M2 phenotypes, constrained by the signaling and metabolites into the environment. In particular, the authors in (22) suggested a regulatory network that reveals novel TFs that coordinate to respond to inflammation as a function of the signaling environment condition. Furthermore, a recent study has associated gene expression profiles with different stimuli through transcriptome and network modeling. The authors found that macrophages when exposed to stimuli associated with chronic inflammation (TNF-α and prostaglandin E2), developed different activation programs commanded by STAT4 (23). In addition, they concluded that a macrophage polarized to a phenotype does not its behavior by adding another signaling component linked to that phenotype. However, the addition of metabolic (fatty acids, glycolysis, and oxidative phosphorylation components) or chronic inflammation components into the environment favors the changes in the macrophage phenotype. Evidence of these metabolic adaptations in macrophages has been described elsewhere in more detail (24, 25). More recently, macrophage polarization has been analyzed by next-generation sequencing technology like single cell (SC). Because of the detail provided by this technology, it allows us to survey how macrophages behave in response to an immune threat or stimuli they encounter (26). An interesting observation obtained from SC technology is that once a pro-inflammatory cytokine activates a macrophage, there is a small proportion of macrophages that secretes IL-10 to balance and avoid a hyper-inflammatory scenario (27). Notably, these studies point out that there is no transcriptional difference between the macrophages that secrete pro-inflammatory cytokines compared to the macrophages that secrete IL-10. This generation of macrophage that secretes IL-10 is a response based on the cell density to maintain inflammatory homeostasis (28). Another application of SC in ovarian and pancreatic ductal adenocarcinoma has demonstrated that if the balance of macrophage polarization tilts to a pro-inflammatory secretion, then the clinical output is associated with a good prognosis (27, 29). Conversely, the anti-inflammatory macrophages are a highly interactive hub with the tumor microenvironment and can generate pairs of ligand-receptor with a bad prognosis and low survival rate (29). Under this assumption, mixed cellular phenotypes or hybrid stages in macrophage polarization is a feasible situation induced by the activity of cytokines, membrane receptors, and transcription factors in the microenvironment. In agreement with this idea, hybrid macrophages have been detected experimentally (30), however, the diversity of hybrid macrophage states has not been fully described. Curiously, the same signal that polarizes macrophages from a monocyte can return it to the same state from another phenotype. For example, M1 macrophages can polarize reversibly into M2a (if IL-4 is in the microenvironment), M2c (If IL-10 is present), and M2d (If IL-6 is present), while M2c can polarize reversibly into M2a (If IL-4 is being secreted) (17–19, 31). Starting from Boolean dynamic modeling, these patterns of transitions can be simulated by reconstructing a cell fate map from the perturbations of the steady-state attractors and evaluating which phenotypes are fixed and cannot move to another state, despite a perturbation (21).

Given the plethora of massive amounts of stimuli in a tumor microenvironment, the possibility of understanding the dynamics of macrophage behavior becomes challenging. To elucidate and understand these mechanisms, there has been an intense activity to integrate signal responses and molecular mechanisms into complex regulatory networks (1, 3, 21, 32). Mathematical and computational analysis of these regulatory networks has become a useful approach to understanding the multistability underlying cell fates in macrophages. Two approaches overcome this list of methods, the Boolean and ODE formalisms. One advantage of the Boolean scheme is that it can reach different stable state configurations, called attractors, without the need for kinetic parameters (25, 26, 28). Hence, our team, through a Boolean network approach, accomplished a metabolic reconstruction and postulated that the static attractors were associated with different types of macrophage phenotypes (comprising M0, M1, M2, and hybrid stated among them) (21). Despite its utility, the Boolean approach does not capture fine-grain details of the continuous nature of the gene expression profiles, which in most cases is an important variable to explore continuous phenotypes. With the purpose to overcome this situation, some mathematical models have been reported simulating macrophage polarization and plasticity using ordinary differential equations (ODEs) (33–36). Particularly, an important mathematical result with experimental evidence is the one developed by the authors in reference (35). The authors constructed a complete model with a total of 80 differential equations to explain the complex intracellular signaling pathways in macrophage polarization. They used three types of activation (IFNG (M1a), IL-4 (M2a), and oxidative stress (M2d)) for identifying which are the most important transcription factors driving each phenotype. In another paper, the authors developed a system of ODEs based on a mathematical transformation of the Wilson-Cowen structure equation (34). This system of ODEs was used to explain the bifurcation diagram of the M1 and the M2 based on the expression of NFκB and STAT6 respectively. As a result, they supplied evidence in favor of hybrid phenotypes. However, despite these and other scientific endeavors, none of these approaches have portrayed the landscape between macrophage hybrid phenotypes and their transition as a function of the microenvironment. With the purpose to contribute to this direction, here we applied a mathematical model of fuzzy logic onto a set of previously reported Boolean attractors obtained from a transcriptional regulatory network of macrophages (21). Mathematical models based on fuzzy logic have been applied to explore the phenotype landscape in complex systems such as regulatory networks in flower development (37, 38). As a result, the continuous model of the transcriptional regulation of macrophage polarization allowed us to: 1) evaluate the quantitative changes in the external (exogenous cytokines) and internal (transcriptional factors) components, and 2) assess their potential to cause transitions among previously reported macrophage phenotypes (21).We focused specifically on the M1 and M2 subtype transitions, due to their importance in balancing the pro- and anti-inflammatory responses in the tumor microenvironment. Through this approach, we untangled the robust circuitry underlying the M1 and M2 subtype macrophages and the shift between a cytotoxic and regulatory immune response when early differentiation of macrophages occurs. The results in this article may be useful to understand the dynamics of the mechanisms of the response of macrophages, how its adaptability and plasticity can be handled by the signals in the microenvironment. Potentially, understanding the complex relationship between macrophage phenotype and signals from microenvironments will contribute to the design of effective strategies in cancer studies, where the balance of pro- and anti-inflammatory response is moving to favor the malignant phenotype.




2 Material and methods



2.1 Network reconstruction and Boolean states

We start our analysis by considering a concise network of the molecular basis of macrophage polarization and the Boolean attractors obtained from it. Both sources of data were previously reported by our group of researchers in (21).In summary, our reconstructed network was obtained through a bottom-up approach, where we set up the signaling network by literature research on interactions. The resulting transcriptional regulatory network (TRN) has 29 nodes and 60 interactions and consists of two parts: the extracellular component (green nodes) and the master TFs (blue nodes) (Figure 1). As reported before, we simulate the dynamics of a macrophage in a tumor microenvironment by the Boolean approach. Then, Boolean attractors obtained from this network were classified into pure or mixed states among the five experimentally proven macrophage phenotypes: M1, M2a, M2b, M2c, and M2d. In global terms, we used the following criteria to label these attractors. For the M1 macrophages, we considered that the TFs associated with these phenotypes were STAT1 and NFκB (39, 40). The activation of at least one of these TFs is implicated with secreted cytokines that eliminate tumor growth and enhance a pro-inflammatory condition (41, 42). M2 activation is associated with pro-tumorigenic outcomes. The key TF implicated in M2a’s Th2 response and profibrotic is STAT6 (43)- (44, 45). STAT6, at the same time, can inactivate the functions of NFκB and STAT1 through SOCS1, avoiding the M1 phenotype. The activation of the M2b macrophage is quite complex, with the inclusion of immune complexes (like immunoglobulin G (IgG)) and interleukin-1 receptors (IL1-R) (for example IL1-β) (15, 46). The M2b macrophage has the ability to secrete not only anti-inflammatory cytokines but pro-inflammatory cytokines is M2b (47, 48). The M2c emerges from the stimulation of IL-10 [the most important cytokine with an anti-inflammatory capacity and associated with bad prognosis in cancer (49, 50)]. STAT3 is the condition for the anti-inflammatory capacity and inhibitor of the secretion of pro-inflammatory cytokines (51). Finally, the M2d macrophage is activated via a co-stimulation of adenosines and TLR4, as well as the activation of HIF1-α (52). This macrophage is implicated in processes like angiogenesis and tumor progression, which is why they are also known as tumor-associated macrophages (52, 53). The full description and characterization of the network used in this work is in (21). The list of Boolean attractors and their classification in macrophage states can be reviewed in the Supplementary Material.




Figure 1 | Gene regulatory network polarization in a tumor microenvironment. Green circles represent components of the extracellular space and blue circles of the internal machinery. Solid green arrows represent activation and dashed red arrows inhibition.






2.2 The transformation from discrete to continuous using the fuzzy logic approach

The Boolean approach allowed us to explore the epigenetic landscape that emerged from a regulatory network, by considering that each element in the network can be in one of two states, 0 or 1. To overpass this limitation, in this paper we neglect this assumption and consider that the elements in the regulatory network can take continuous and normalized values of expression. Extracellular and intracellular signals may behave as continuous variables, therefore we identified additional attractors with biological relevance. The model transformation from discrete to continuous was carried out using the booleanTODE function in the BoolNetPerturb R package. In our model, we used a fuzzy logic model based on probabilistic rules and the Villareal method (29, 31).

The regulatory network consists of 29 nodes (i) interacting with each other with an expression level at a time t stated by   . As in the Boolean model, the state of a node is regulated by its interaction with other nodes, which can be represented by the fuzzy logic composition   ωi (qi1 … q2q). The characteristic function with that logic structure was parameterized through the following expression:

	

Where b indicates the saturation rate of the node from being unexpressed (value equal to zero) to an expressed state (value equal to one). A small value of b settles that the shift is gradual, and a large value settles a sharp shift (32). Meanwhile,   represents the threshold between inactivation and activation, we set the value to 0.5.   was defined according to the interaction of their nodes in the following manner:


 



suppose p and q are nodes in a fictional regulatory network. Once probabilistic rules are applied, we end with 29 differential equations, which represent each of the 29 nodes in the regulatory network.




2.3 Dynamics of our model in a continuous scale

The dynamical simulation of the normalized expression levels of each   was determined by the regulatory network described by a set of ODES in the form:

	

where   i denotes the decay rate of the expression of the node. We set the value of each   to one so that the expression level of the node at its stationary state is merely determined by the degree of the truth of the fuzzy proposition   (32, 33). The detail of the ODE system used for simulating the macrophage regulatory network can be seen in Supplementary Material and https://github.com/resendislab/DifEquations-macrophage.




2.4 Polarization analysis

The fuzzy logic transformation allowed us to evaluate the alteration of the inputs on a continuous scale between   We modeled the polarization process of a monocyte (absence of a polarizing cytokine) to evaluate the final steady states in a specific cytokine environment. To achieve the description of the macrophage phenotypes we consider that a node is activated if its steady-state value   , and inactivated when the value is   The intermediate range   may correspond to a hybrid phenotype. Evaluating all the possible initial conditions in this continuous regulatory network is conceptually impossible because we have to set infinite initial conditions for each node lying in the range   . To overpass, this limitation, we only validated specific phenotypes obtained in the discrete Boolean setup and evaluated how specific perturbations affect the steady-state of a specific phenotype. All steady states that lay in the intermediate zone will be considered to be hybrid phenotypes (phenotype coexistence). The code was adapted from (32).




2.5 Network reconstruction

We reconstructed a macrophage regulatory network using a literature search for interactions between external components and how this affects the activation or inhibition of transcriptional factors associated with macrophage polarization (21). The feasible space of phenotypes was obtained using a Boolean approach. Briefly, we assumed that each node in the network can be in one of two states   , and their dynamic behavior is entirely governed by a Boolean function, which is defined by the logical rules of our network (34). Our regulatory network includes 40 nodes, excluding intermediate nodes in the lineal array, for example, node a activates node b, and then node b activated node c. This interaction was reduced to only node an activating node c because eliminating node b did not affect the global interaction. The reduction resulted in a final network of 29 nodes. 14 nodes are associated with important transcription factors and 15 nodes with interleukins or metabolic byproducts present in a tumor microenvironment. Macrophage behavior depends greatly on the microenvironment being recruited so we focused on these microenvironments: pro-M1, pro-M1a, pro-M2a, pro-M2b, pro-M2c, and pro-M2d. Finally, we explored 4 breast cancer-associated microenvironments as in (21). All the implemented code for the methodology and analysis is available at https://github.com/UgoAvila/Differential-equations.





3 Results



3.1 Consequence of the exogenous tumor microenvironment on macrophage polarization

To assess how concentrations of specific exogenous cytokines and metabolic byproducts shape macrophage polarization, we evaluated the feasible steady-state transition from the monocyte as a function of the concentration of the exogenous nodes (Figure 2). The first tested condition was the activation of cytokines involved in polarizing macrophages to a cytotoxic tumor-eliminating phenotype: IFNG, IFNB, TNFA, and IL1B. Interferon-γ and β polarized the monocyte to an M1 type macrophage where STAT1 is being specifically activated with a concentration of 0.55 for both types of interferons. From a theoretical point of view, our simulation allows us to note that there is a normalized range of concentration between 0.475 and 0.525, where the macrophage phenotype is not defined and we cannot describe its possible behavior (35) (Figures 2A, B). The M1 type STAT1 macrophage is important in a tumor microenvironment because of its connection with Th1 cells and the secretion of IL-12, a cytokine that maintains Th1 cells sustaining a tumor-eliminating microenvironment (36). A monocyte under TNFA follows the rise to an M1 type NFкB macrophage, but it will need a higher concentration of said factor roughly to a value of 0.6 to differentiate (Figure 1C). The M1-type NFкB macrophage is associated with secreting pro-inflammatory cytokines in tumor-eliminating factors (37). Nevertheless, an amount of pro-inflammatory cytokines may create a microenvironment inducing more damage than a solution, the M1 type NFкB macrophage has no regulation of the secretion of cytokines associated with the cytokine storm (38). The regulation may focus on the behavior of NFкB dynamics which is still an extensively studied transcription factor in macrophages (39).




Figure 2 | Macrophage Polarization in different Proinflammatory single exogenous cytokines. All panels have as an initial state the M0 (monocyte) phenotype. The plot shows in the y-axis the difference between the values of the initial state M0 and the final steady state, meanwhile the x-axis plots the gradual increase of the exogenous cytokines. (A) Gradual augmentation of the interferon-gamma (IFNG), (B) enhancement of the interferon-beta (IFNB), (C) gradual increase of the tumor necrosis factor-alpha (TNFAe), and (D) gradual augmentation of the interleukin 1-beta (IL1B).



IL1B induces the monocyte to differentiate into two types of macrophages based on its concentration. If the value of IL1B is relatively low, the monocyte will polarize to an M1 type NFкB/STAT1 type (Figure 2D). Moreover, it shifts to the hybrid macrophage phenotype M1M2b as IL1B is greater than 0.75. This hybrid can be an important component when the cytokine storm is triggered, it has the M2b phenotype as a counterpart involved in regulating inflammatory behavior produced by the M1 phenotype due to the activation of the ERK transcription factor (15). IL-6 has a dual role, it can activate an M1 AP-1 type macrophage and the activation of STAT3 which is conditioned by the presence of other cytokines. With a concentration of 0.45, it will abruptly jump from monocyte to an M1-type macrophage associated with the secretion of TNFA, which will be associated with a more inflammatory macrophage (Figure 2C). TNFA can become an inflection point in regulating the malignancy of a cytokine storm, by augmenting the secretion of pro-inflammatory cytokines and eliminating tumor cells by not allowing their division.

As Figure 2 depicts some macrophage transitions, there is an interval in the graphs that displays NoLabel, we called this gap the range of uncertainty. It is a state where the macrophage phenotype is still not clearly defined by the model because the expression of a transcription factor is not unique to portray one of the considered phenotypes based on the cytokine in the microenvironment.

The M2 macrophage subtypes (M2a, M2b, M2c, and M2d) are polarized by the following cytokines and metabolic byproducts: immune complexes (IgG), MCSF, TGFB, IL-10, IL-4, and adenosines. IL-4 activates the M2a macrophage phenotype, it is associated with inhibiting the Th1 response and enhancing the Th2 response (14). When the value of IL-4 is 0.55 the monocyte changes to an M2a phenotype for a short interval of time (Figure 3A). Because IL-4 is implicated in secreting IL-10 and TGFB in the microenvironment due to the activation of STAT6, the M2a phenotype jumps to the tumor-promoting macrophage phenotype M2aM2cM2d hybrid. The M2b macrophages need little value of the immune complexes (IgG) to induce the polarization from a monocyte to said phenotype. When IgG values are greater than 0.5 it favors the transition to the solo M2b phenotype after transiting in a brief time in the hybrid M2aM2bM2d macrophage (Figure 3B). IL-10 and TGFB induce tumor growth and alterations in the immune system, respectively. The range of uncertainty is low between 0.475 and 0.525. IL-10 can maintain the immune response at bay and prevents the elimination of tumor cells because it counterattacks the cytotoxic functions in macrophages (16). While   , the monocyte will polarize to a hybrid phenotype M2aM2cM2d with a regulatory unfavorable behavior towards tumor promotion, and it will secrete growth factors and cytokines involved in regulating tumor elimination (Figure 3C). M2aM2cM2d develops a macrophage with only a regulatory capacity to inhibit T-cell expansion, reducing tumor cell clearance (40). So, IL-10 is a cytokine to be avoided in a tumor microenvironment because it is associated with a bad prognosis for any type of cancer, including breast cancer (41). MCSF is implicated in polarizing the monocyte to an M2-type phenotype. In a brief set of conditions when the value of MCSF is between 0.45 and 0.5, macrophages transit to an M2c phenotype. The phenotype stabilizes with a value greater than 0.5 to a pro-tumor hybrid M2aM2cM2d (Figure 3D). Meanwhile, adenosine expression in the microenvironment will make the monocyte transit between two phenotypes and stabilize to an M2aM2cM2d when the value is greater than 0.55. Between 0.5 and 0.52, it will first transit from M0 to an M2a phenotype, followed by the polarization to a hybrid phenotype M2aM2d with regulatory activity (Figure S1). Finally, TGFB will polarize monocytes to a regulatory hybrid M2aM2d, transiting first through a pure M2a macrophage when the values are between 0.425 and 0.525(Figure 3E). The M2d phenotype is associated with secreting vascular endothelial growth factor (it will help create new blood vessels) (37), mixed with the M2a compartment that will secrete TGFB that may enhance tumor growth, creating a perfect environment that will allow tumor cells to thrive.




Figure 3 | Macrophage Polarization in different Anti-Inflammatory single exogenous cytokines. All panels have as an initial state the M0 (monocyte) phenotype. The plot shows in the y-axis the difference between the values of the initial state M0 and the final steady state, meanwhile the x-axis plots the gradual increase of the exogenous cytokines. (A) Gradual augmentation of interleukin-4 (IL4e), (B) enhancement of immunoglobulin (IgG), (C) gradual increase of interleukin-10 (IL-10e), (D) gradual augmentation of Macrophage Colony Stimulating Factor (MCSF), and (E) gradual enhancement of tumor growth factor beta (TGFB).



Lastly, the continuous model of macrophage polarization in a tumor microenvironment sets the monocyte polarization shift given the tumor microenvironment when recruited. The transition between phenotypes is mostly gradual with a range of uncertainty but for some, the transition is abrupt. Hybrid phenotypes are stable steady states, meanwhile experimentally (M2a, M2b, M2c, and M2d) verified proven phenotypes are only phenotypes between the transition zones to a steady state.




3.2 Steady-state attractors evaluated in specific macrophage microenvironments

In this section we will evaluate the stability of the thirteen intermediary steady-states of the macrophages theoretically obtained in our previous work (21) as a function of different microenvironments mimicking tumor space. Thus, having selected one steady-state (for example M1) we tested their robustness under different microenvironments present in a tumor microenvironment by gradually increasing the concentration of different cytokines. As a result, we arrived at the following conclusions. In agreement with previous reports, our model concludes that M1 macrophage is invariant under an interferon-present microenvironment, which means M1 maintains the same phenotype independent of interferon concentrations (Figure 4A). For the case of the cytotoxic macrophage M1, we evaluated the dynamics of the polarization based on adverse microenvironments conditions. First, when we gradually increased IL1B and TNFA simultaneously (a pro-cytokine storm microenvironment), M1 gets polarized and stabilized to a regulatory M1M2b hybrid phenotype. Interestingly, the macrophage changes its phenotype albeit the value for both factors was greater than 0.3 (Figure 4B). On the other hand, when we evaluated the M1-type macrophage in a regulatory microenvironment with IL4 and TGFB slightly expressed (Figure 4C), the phenotype changed to an M2d-type macrophage. Curiously, the M1 macrophage remained in the same phenotype until the external cytokine’s values were greater than 0.5. As the value of 0.5 is surpassed, the macrophage polarized to the M2 tumor-associated macrophage. IL-4 had no action on the activation of STAT6 because STAT1 was always present. Meanwhile, TGFB had the ability to activate HIF1α by inactivating STAT1. Therefore, this situation favors the development of a macrophage without cytotoxic capacities and with regulatory functionality. In the meantime, the M1 shifted to an M2b macrophage in the pro-M2b microenvironment. In this last case, an explanation can emerge by considering that the immune complexes mixed with glucocorticoids activate ERK and inactivate the cytotoxic function of STAT1 (Figure 4D). There is a slight moment of the interval range of uncertainty in this microenvironment when the value was between 0.5 and 0.525. By uncertainty, we mean a state where there is no way to label the phenotype of the macrophage in agreement with the classic biomarkers. The transition occurs when the value was greater than 0.525. On the other hand, the M1 macrophage coexisting in an immune regulatory microenvironment (pro-M2c) evolve to the M1M2b hybrid phenotype, which kept the cytotoxic counterpart of M1 mixed with M2b (Figure 4E). The polarization was set when the value of the external cytokines was higher than 0.5, and a range of uncertainty was observed in this simulation. Besides, if the M1 macrophage encounters a hypoxic microenvironment (which is very common in a tumor microenvironment), it will polarize into an M2-type macrophage (Figure 4F). As in previous cases, we noted a threshold in the concentration to proceed with the transition. The polarization takes place when values are bigger than 0.6 of hypoxia, glucocorticoid, and adenosine factors. Interestingly, when the values of these factors are scarce, the macrophage will remain in the cytotoxic behavior, allowing tumor elimination.




Figure 4 | Macrophage Polarization in different phenotype-associated microenvironments. All panels have as an initial state the M0 (monocyte) phenotype. The plot shows in the y-axis the difference between the values of the initial state M0 and the final steady state, meanwhile the x-axis plots the gradual increase of the exogenous cytokines. (A) Gradual augmentation of the interferon-gamma (IFNG) and interferon-beta (IFNB) in the M1a environment, (B) enhancement of tumor necrosis factor-alpha (TNFAe) and interleukin 1-beta (IL1B) for the M1 microenvironment, (C) gradual increasing of interleukin-4 and tumor growth factor, a pro-M2a microenvironment, (D) gradual augmentation of immunoglobulin and glucocorticoids, the pro-M2b microenvironment, (E) gradual enhancement of interleukin-10, macrophage colony-stimulating factor and interleukin-6, the pro-M2c environment, and (F) gradual increase of adenosines, hypoxia and glucocorticoids, the pro-M2d environment.



One of the hybrid phenotypes with promising therapeutic modification due to its cytotoxic/regulatory mechanisms is M1M2b. We assessed how this hybrid phenotype behaves in adverse microenvironments. Of the six environments evaluated (all experimentally proven in macrophages), only three were associated with a polarization scheme. In the other conditions, the macrophage maintains the same phenotype (Figures S2A, B, E). The pro-M2a condition was implicated in polarizing the M1M2b macrophage into an M2d macrophage, a regulator of the immune system (Figure S2C). This phenotype is implicated in maintaining a microenvironment that allows tumor cells to thrive. The M2d macrophage was also polarized in the pro-M2d microenvironment (Figure S2F). The M2b environment polarized the hybrid to solely M2b when the values were greater than 0.5 (Figure S2D).

We characterized previously, through a Boolean analysis of the transcriptional regulatory network of a macrophage, that the regulatory/pro-tumoral macrophage hybrid M2bM2d was the most stable attractor (it has a higher basin of attraction) (21). However, it behaved quite differently when introduced to specific environments, we found that only in two of six microenvironments the phenotype was maintained, the rest of the microenvironments encourage to polarize of the M2bM2d to another phenotype. For instance, the pro-M1a environment favors the polarization of the M2bM2d to M1M2b hybrid phenotype (Figure S3A). The interferon G and B had the ability to shift to a new phenotype when values were bigger than 0.1 and the phenotype stabilized as the interferon values were gradually increased. This hybrid state has the capacity to eliminate tumor cells due to the interferon secreted mixed with the regulatory component of the M2b macrophage. Overall, this condition simultaneously acts to eliminate and recover damaged tissue. Regarding the pro-M1 microenvironment (or the pro-cytokine storm environment), the M1M2b macrophage was not affected by the environment and stayed in the same initial phenotype (Figure S3B), whereas the M2bM2d is polarized to a different phenotype in the pro-M2a or wound-healing microenvironment. The hybrid macrophage polarizes the behavior to a completely regulatory/pro-tumor, named M2aM2d. An explanation of this fact is due to the action of external TGFB, which activates HIF1α and the STAT3 transcription factor (Figure S3C). This transition took place when the values of the external factors were bigger than 0.55. The M2b environment had interesting dynamic behavior when values of IgG and GCGCR were between 0.1 and 0.25 (Figure S4D). However, when we increased the values from 0.3 to 0.5, the macrophage went through a polarization toward the M2aM2bM2d phenotype, a regulatory hybrid state conformed by three phenotypes. In addition, the phenotype remains fixed to an M2bM2d macrophage with a regulatory/pro-tumoral environment. Meanwhile, the regulatory environment, pro-M2c, polarized the macrophage to a pro-tumoral phenotype and inactivated the immune system when external factors were greater than 0.2 (Figure S3E). This last type of microenvironment is common in tumors, and it is characterized by the presence of IL-10 and IL-6, which favors tumor proliferation and metastasis. On the other hand, the tumor core environment defined by the pro-M2d phenotype shifted the M2bM2d to the hybrid phenotype M2aM2cM2d, creating a scenario where tumor cells may thrive, and the macrophage can survive a complicated no-oxygen environment due to the M2a counterpart (Figure S3F).

Last, but not least important, we analyzed the pattern of behavior of the M2cM2d macrophage. This hybrid phenotype is implicated in tumor immune evasion because it has the ability to secrete IL-10. In addition, it promotes the secretion of factors that enhance tumor growth by creating new imperfect vessels with nutrients to reach the site where cancer cells are scarce. Accordingly, with our model, the interferon conditions had the ability to inactivate the M2c counterpart when values were bigger than 0.5, developing into an M2d macrophage. The pro-cytokine storm (Figure S4B) and the pro-M2a domain (Figure S4C) did not affect the behavior of the M2cM2d macrophage. Meanwhile, the M2b environment developed an interesting set of polarization schemes (Figure S4D). When the values of IgG and GCGCR were between 0.15 and 0.5 the M2cM2d polarized to an M2aM2cM2d. For a brief interval of time, the macrophage shifted to an M2aM2d, to finally converge on the M2aM2bM2d phenotype as the values were above 0.6. This phenotypic tri-hybrid macrophage can recuperate damaged tissue due to the activation of the inflammatory response, as the secretion of factors enhances tumor proliferation. Despite this, the microenvironment was able to inactivate the M2c phenotype, which may allow for the recruitment of macrophages with cytotoxic and tumor-eliminating functions. As expected, the pro-M2c environment did not affect the macrophage dynamics (Figure S4E). The hypoxic condition (pro-M2d) polarized the macrophage to an M2aM2cM2d hybrid. The M2a component was added to allow this macrophage to survive in an inhospitable microenvironment, enabling it to secrete factors to enhance tumor growth and create a hostile environment for tumor-eliminating cells (Figure S4F).




3.3 Theoretical genetically modified macrophages are resistant to specific macrophage phenotypes

In our previous work, we developed a macrophage with the activation of NFкB and the inhibition of HIF1α to incline the balance from a protumoral over an anti-tumoral behavior. By targeting these transcription factors, the constructed regulatory network develops NFкB-activated M1 macrophages that secrete proinflammatory cytokines. Given previous results, the polarization can be shifted under specific conditions. Moreover, we wanted to evaluate the polarization dynamics in four different and simplified breast cancer microenvironments and evaluate if there is a theoretical pharmaceutical approach to deal with the tumor progression. We analyzed the effect on the following conditions: 1) IgG and Adenosines, 2) IL10 and TGFB, 3) IL1B, IL6, and IFNG, and 4) hypoxia with glucocorticoids. Of the four phenotypes obtained in the TGEM, only three developed a shift in the behavior of the phenotypes. The pro-cytokine storm and interferon microenvironment polarized from an M1 phenotype to a hybrid with regulatory components mixed with tumoricidal capacity. The shift was only achieved when the value was bigger than 0.75, creating a balance in the ability to eliminate tumor cells and recover the damage with the M2b counterpart (Figure 5A). The most complicated microenvironment was the one with the presence of IgG and A2a because it is implicated with metastasis. The M1 polarized to a hybrid phenotype M1M2b through a continuous transition. Because of the M1 compartment in the hybrid M1M2b, we will have the tumoricidal action of NFкB that can be associated with sufficient elimination of tumor cells. When values in the expression of IgG and adenosines are greater than 0.6, the macrophage polarizes to an M1M2b phenotype with tumor elimination (M1) mixed with the regulatory component (M2b) (Figure 5B). Despite this microenvironment associated with tumor metastasis (54), it generates a phenotype with a balance between anti-tumoral and pro-tumoral behaviors. IL10 and TGFB are the only microenvironments that shift the behavior to a pro-tumoral component. When levels of expression for the cytokines (IL10 and TGFB) are bigger than 0.6, the M1 phenotype polarizes to an M2a macrophage which will not create a suitable environment for tumor elimination (Figure 5C). Finally, the hypoxia and glucocorticoid environment does not affect all the transition of the macrophage. Thus, we concluded that despite the patterns of hypoxia is important in a tumor microenvironment (55) (Figure 5D).




Figure 5 | Theoretically Genetically Modified Macrophages (TGEM) in different Breast Cancer microenvironments. All panels have as an initial state the activation and inhibition as constant perturbations of NFкB and HIF1-α respectively. The plot shows in the y-axis the difference between the values of the initial state M0 and the final steady state, meanwhile the x-axis plots the gradual increase of the exogenous cytokines. (A) Gradual augmentation of interferon-gamma (IFNG), interleukin-beta (IL1B), and interleukin-6 in the pro-cytokine and tumor elimination environment, (B) enhancement of immunoglobulin-G (IgG) and adenosines (A2a), a pro-regulatory microenvironment, (C) gradual increasing of interleukin-10 and tumor growth factor, an anti-inflammatory microenvironment, (D) gradual augmentation of hypoxia and glucocorticoids, a pro-hypoxic microenvironment.






3.4 The exogenous microenvironment affects the endogenous behavior of macrophage phenotypes plasticity

In the previous section, we have focused on how different environments influence the reversible transition between M1 and M2 types of macrophages. We concluded that only certain exogenous cytokines could change the behavior to polarize another phenotype based on the initial phenotypic states. This means that M1 and M2 phenotypes, and their hybrids stages, are not as plastic as we thought. In this section, we evaluated how the phenotypes behaved with initial lower concentrations of endogenous transcription factors of M1 and M2 subtype phenotypes. We evaluated these transcription factor concentrations in combination with their opposing cytokines (for example if we start with an M1 phenotype we will evaluate in IL-10 or TGFB environment) and studied the existence of partial polarization. As well, we assessed whether the qualitative concentration of a specific transcription factor is enough to stay in certain phenotypes or to shift to another. For instance, we selected the M1 phenotype when NFкB is activated and evaluated how certain level of expression of these transcription factors competes with the transcription factors activated when exposed to M2a, M2b, M2c, and M2d microenvironments. Our analysis allowed us to arrive at these conclusions. In an M2b microenvironment, the M1 will polarize to an M1M2b when values are greater than 0.35 of NFкB regardless of the value of ERK (Figure S5A). When values of NFкB are lower than 0.35 and ERK is lower than 0.2, the macrophages will shift back to the monocyte. When we increase the value of ERK between 0.2 and 0.75, there will be an interval where the macrophage cannot be labeled with a phenotype, in other words, the phenotype is still not determined. With an ERK greater than 0.75 and NFкB lower than 0.35, the M1 macrophage will polarize to a regulatory macrophage M2b. Overall, we observed that most of the time, the macrophage was in an anti-tumor/regulatory hybrid state. STAT6 (associated with an M2a phenotype) is much more dominant than ERK when we compare it with NFкB. When STAT6 relative concentrations are lower than 0.15, the M1 phenotype will maintain the same phenotype only if NFкB is lower than 0.35. for higher values, it will shift to an M1M2b regulatory/cytotoxic phenotype (Figure S5B). If STAT6 values are between 0.15 and 0.75 the M1 phenotype will transit to a pro-tumor M2d despite NFкB being present. However, if the STAT6 value is greater than 0.75 it will shift to a hybrid with wound-healing and regulatory behavior M2aM2d. The competition between the expression of STAT3 and NFкB is like STAT6. As STAT3 gets lower values than 0.35 the phenotype will transit to an M1M2b hybrid, and only if NFкB is greater than 0.35, lower values will maintain the same phenotype (Figure S5C). The complexity arises as STAT3 is greater than 0.35. For values between 0.45 and 0.75, the macrophage will shift to an M2aM2d hybrid allowing the activation of STAT6 by inhibiting the expression of NFкB. But for values greater than 0.75 and NFкB greater than 0.35 the macrophage will transit to a completely regulatory pro-tumoral macrophage M2aM2d creating a perfect environment for cancer to progress. HIF1α activation only inhibits a cytotoxic behavior if its value is greater than 0.75, polarizing the macrophage to an M2d phenotype. If HIF1α is lower than 0.75 the macrophage will behave as M1 or M1M2b phenotype based on the values of NFкB (Figure S5D). Instead, the M1 type activated by STAT1 behaves differently and maintains a certain dominance. For the M2b microenvironment regardless of the value of ERK, it will always be a shift to a hybrid M1M2b (Figure 6A). STAT6 and STAT1 have more competition when compared with STAT3 (Figure 6B). As STAT1 gets lower than 0.35 and STAT6 values are between 0 and 0.75 the macrophage will polarize to an M2cM2d regulatory of the immune system phenotype. But if the value of STAT1 is greater than 0.35 and STAT3 is lower than 0.15, the macrophage will polarize to a cytotoxic and regulatory hybrid M1M2d. When we combined higher values of STAT1 and a value of STAT6 between 0.15 and 0.75 the macrophage will transit to a pro-tumor macrophage M2d. Once STAT6 is greater than 0.75 we had two possible transitions based on the level of expression of STAT1. When values are lower than 0.35, it will shift to a three phenotypic hybrid with a completely pro-tumor behavior M2aM2cM2d, and when values are greater than 0.35 it will shift to an M2aM2d, inhibiting the action STAT3. STAT3 competitive interaction with STAT1 is based on the value of STAT3 (Figure 6C). For values lower than 0.35, the macrophage will polarize to an M1M2b, and for values between 0.35 and 0.75, it will polarize towards M2d. Values greater than 0.75 will shift the macrophage to a regulatory and pro-tumoral M2cM2d phenotype. STAT1 effect is more dominant versus HIF1α. Only ifHIF1α is greater than 0.75 the macrophage will polarize to an M2d phenotype, instead for lower values than 0.75 it will shift to an M1M2b macrophage (Figure 6D).




Figure 6 | Phenotype space diagrams for the M1a macrophage phenotype in opposite microenvironments. All panels of the diagram have as an initial state the M1a macrophage (STAT1 activated). As well for all panels, STAT1 is gradually increased in the opposite macrophage microenvironments (A) Gradual augmentation of ERK transcription factor in a pro-M2b microenvironment, (B) enhancement of STAT6 transcription factor in a pro-M2a microenvironment (C) gradual increasing of the STAT3 transcription factor in a pro-M2c microenvironment, (D) gradual augmentation of HIF1-α in a pro-M2d microenvironment.



We compared the behavior of all the combinations of the M2 subtypes macrophages immerse into pro-M1 and all pro-M2 microenvironments. When the M2a macrophage is exposed to a pro-M1 microenvironment, the trajectory of the transition behaves slightly differently when we evaluate the M1 phenotype in the pro-M2a microenvironment. As normalized concentrations of STAT6 are lower than 0.35, regardless of the value of NFкB, the macrophage will shift to an anti-tumor/regulatory hybrid M1M2b (Figure S6A). Notably, once the concentration of STAT6 takes the values between 0.35 and 0.75, there is bistability based on the level of expression of NFкB. When NFкB is lower than 0.35 will shift the macrophage to an M2cM2d phenotype, meanwhile, greater values than 0.35 it will get polarized to M2d macrophage. Interestingly, our analysis concluded that the only way to maintain a hybrid phenotype with an M2a component is given values greater than 0.75. In this last situation, depending on the amount of NFкB, the M2 macrophage polarizes into M2aM2d and M2aM2cM2d. On the other hand, as the value of STAT6 is lower than 0.35, mixed with a variety of values of STAT1, we observe three types of behavior. First, at lower values of 0.25, the M2a will shift to a monocyte. Secondly, when STAT6 takes amounts between 0.25 and 0.75 there will be a range of uncertainty. Finally, when it takes values greater than 0.75 it will polarize to an M1 anti-tumor macrophage (Figure S6B). In addition, a STAT6 value between 0.35 and 0.75, regardless of the amount of STAT1, will polarize the M2a macrophage into M2d due to the secretion of TGFB. Higher values of STAT6 are associated with an M2aM2d hybrid phenotype. Moreover, the behavior changes if we introduced an M2a macrophage in an M2b microenvironment (Figure S6C). When STAT6 values are less than 0.35 and it is mixed with an ERK amount lower than 0.25, the macrophage will shift back to a monocyte, but for values of ERK between 0.25 and 0.75, the phenotype of the macrophage will not be defined. ERK values greater than 0.75 combined with low expression of STAT6, the macrophage will shift to an M2b phenotype (Figure S6C). As STAT6 is between 0.25 and 0.75, no matter the amount of NFкB, the macrophage will transit to M2d. STAT6 values greater than 0.75 are associated with a two-hybrid that includes the M2a phenotype. If values of ERK are lower than 0.75, then the M2a will shift to an M2aM2d phenotype, meanwhile values greater than 0.75 will include the M2b phenotype in a three phenotypic hybrid with regulatory behavior M2aM2bM2d macrophage.

M2b macrophage behaves differently when it is immersed in two types of M1 microenvironments. In the environment where NFкB has activated the M2b macrophage, it transits into two phenotypes based on the expression of ERK (Figure S7A). If ERK is greater than 0.45 the macrophage will polarize to an M2cM2d phenotype due to the secretion of regulatory cytokine IL-10, meanwhile, for lower values, it will shift to an M1M2b phenotype. In a STAT1-activated microenvironment, there is a gap of uncertainty as ERK and STAT1 are between 0.25 and 0.75 (Figure S7B). If STAT1 is higher than 0.75 the M2b macrophage will polarize to an M1 phenotype, in combination when ERK is lower than 0.75 but higher than 0.25. A combination of the higher value of STAT1 and ERK is associated with a hybrid M1M2b. With higher values of ERK mixed with lower values of STAT1, the macrophage will stay in the same phenotype. M2b in a STAT3 microenvironment has a complicated behavior (Figure S7D). When ERK values are between 0.25 and 0.75 mixed with a lower value of STAT3 there is a range of uncertainty. Regardless of the value of ERK, when the M2b is mixed with a range of STAT3 between 0.25 and 0.35, the macrophage shifts to an M2d phenotype. If the amount of STAT3 is between 0.45 and 0.75, combined with an ERK value lower than 0.75, its transits to an M2aM2d macrophage. Notably, higher values of STAT3 are associated with an M2aM2cM2d. When ERK is higher than 0.75 and STAT3 is higher than 0.35, M2b shifts to an M2aM2bM2d macrophage. Besides, lower values of STAT3 and a high amount of ERK are implicated that the macrophage remaining in an M2b phenotype (Figure S7D). In a hypoxic environment, the range of uncertainty is related to HIF1α and ERK lower than 0.45. In a hypoxic condition, M2a macrophage can appear for ERK values greater than 0.45, and HIF1α ranges between 0.45 and 0.75. If the HIF1α amount is greater than 0.75, there can be two possible phenotypes based on the expression of ERK (Figure S7E). For ERK lower than 0.75 the macrophage will polarize to an M2aM2cM2d macrophage, instead if ERK values are greater than 0.75 the macrophage shifts to an M2aM2bM2d phenotype, this last incorporating the M2b instead of the M2c counterpart (Figure S7E).

The most harmful effect of macrophage on health is in the M2c phenotype, which has prevailed over the M1 microenvironment. In the case of NFкB, if STAT3 is lower than 0.35 combined with an increasing value of NFкB (Figure 7A), the macrophage will shift to an M1M2b phenotype. Otherwise, if STAT3 is between 0.35 and 0.75, M2c will transit to an M2d macrophage. However, if STAT3 is greater than 0.75 regardless of the value of NFкB, M2c will polarize to an M2cM2d phenotype. For STAT1 the pattern of polarization for M2c is a little bit complex (Figure 7B). The macrophage may shift to an anti-tumoral phenotype if STAT1 is greater than 0.75 and STAT3 is lower than 0.35. In our analysis, we noted that STAT3 has a dominance against STAT1 if the value is greater than 0.35. In this last situation, the macrophage will transit to a pro-tumor and regulatory hybrid regardless of the expression of STAT3. When the M2c macrophage is in a microenvironment of tissue remodeling, when the values of STAT3 are between 0.35 and 0.65 and STAT6 are between 0.1 and 0.7 the macrophage will transit to a M2d phenotype with the capacity to regulate the growth of tumor cells (Figure 7C). For the M2b microenvironment STAT3 is only affected when the values of ERK are greater than 0.35 (Figure 7D). Greater values of ERK than 0.7 the macrophage will transit to a M2b phenotype (Figure 7D). Interestingly values of STAT3 lower than 0.35 and values of ERK between 0.25 and 0.7 the macrophage will have no label or a period uncertainty (Figure 7D). In a hypoxic microenvironment, the M2a phenotype dominates in the polarization dynamics (Figure 7E). Only when STAT3 is higher than 0.75 the macrophage will shift to a hybrid M2aM2cM2d, a hybrid phenotype that simultaneously includes the M2c and M2a phenotypes. The M2d macrophage converges to different phenotypes when exposed to M1 types of microenvironments.




Figure 7 | Phenotype space diagrams for the M2c macrophage phenotype in opposite microenvironments. All panels of the diagram have as an initial state the M2c macrophage (STAT3 activated). As well for all panels, STAT1 is gradually increased in the opposite macrophage microenvironments (A) Gradual increase of NFкB in a pro-M1 microenvironment, (B) Gradual enhancement of STAT1 in a pro-M1a microenvironment, (C) enhancement of STAT6 transcription factor in a pro-M2a microenvironment (D) Gradual augmentation of ERK transcription factor in a pro-M2b microenvironment, (E) gradual augmentation of HIF1-α in a pro-M2d microenvironment.



In brief, to understand the overall dynamics of the possible phenotypes of macrophages in a tumor microenvironment, we must focus not only on the cytokines present but also on the concentration of the transcription factors. Nevertheless, it is not only enough to know the concentration, but also the mechanisms of direct interaction with other transcriptional factors. Combining all layers of information, we can unravel the complexity of macrophage adaptation in a continuously changing environment and try to predict possible behavioral changes. Altogether, we highlight that this analysis can serve as a framework for designing testable experimental strategies that prevent detrimental phenotypes to the patient.





4 Discussion

The interaction between the immune system, the microenvironment, and cancer is one appealing topic to design effective treatment strategies. To do so, we need to understand how cancer and immune signals affect the behavior of endogenous factors in macrophage polarization in a continuum approach. The analysis of our mathematical model demonstrates contradictory patterns of differentiation of macrophages under different microenvironments. Even more challenging and counter-intuitive, the complexity increase when we take into account the combination of cytokines present in a tumor microenvironment. As expected, the pattern of macrophage differentiation is shaped by the regulatory and signaling network whose components and circuits eventually support the pro- and anti-inflammatory responses against cancer cells. In our model, we demonstrated that exogenous cytokines and endogenous components are crucial for macrophage functional behavior and their emerging phenotypes (36).Thus, our mathematical approach can study the transition between phenotypes based on an initial state and a combination of exogenous cytokines. In a glimpse, we observed two types of transitions between macrophage phenotypes: continuous and discontinuous. Discontinuous transitions occur when the change between the initial state and steady states has a sudden shift, once we overcome a threshold in the intensity of an external signal, see for instance Figure 4B. Meanwhile, continuous transitions comprise those trajectories that occur in a gradual fashion, for instance, see Figure 5E. Notably, continuous transition was only present in the M1 subtypes with an uncertainty region where both M1 transcription factors, NFкB and STAT1, were activated but not enough to develop in a differentiated macrophage with functional interferon or pro-inflammatory response. The uncertainty came from the poor knowledge about macrophage polarization, despite having explored and described intermediate states, results pointed out the existence of other macrophage responses. Instead, we may have a range of functional intermediate behavior of a specific molecule that can coexist or change to one another under certain microenvironments. This regulation of cytokine behavior is observed in response to interferons, TNF-α, and IL-1β. The regulatory effects of said exogenous cytokines will dictate the type of cytotoxic behavior based on the microenvironment. It is not the same response based on interferon or interleukins (56, 57). Exogenous cytokines may be used as potential immunotherapy due to their immunoregulatory behavior, but they are pleiotropy and have poor-like drug properties. So, we can obtain a macrophage with anti-tumor properties mixed with pro-inflammatory cytokines like the range of expression in M1 macrophages (58).

Our model recognize the importance of cytokines when they act as single or in cooperation with other signals. For the M1 type macrophage, a single cytokine had the sufficient capacity to polarize the monocyte to the M1 state. Nevertheless, when the synergy occurs in specific environments, it produced an acceleration of activation compared with the activation with a single cytokine. Based on our model, this synergy of signals has the capacity to activate macrophages with hybrid phenotypes (with at least two types of macrophage behavior). For example, M1M2b and M1M2d hybrid states emerge mainly through their interaction with the microenvironment (For example IgG, IL1β and TNF-α). Notably, these M1-like tumor-associated macrophages (TAM) have dual or bi-directional behavior, these have the capacity to eliminate and promote the motility of tumor cells simultaneously (59, 60). A similar antagonist effect may happen with M1M2d state, which can eliminate tumor cells, promote angiogenesis or metastasis depending of the signal profiles (60).The same phenotypic responses of having a dual response were observed for the hybrids that only include M2 subtypes. This being said, the hybrids will have a plethora of functions that go from regulating the immune response, promoting angiogenesis to tissue remodeling. The hybrid states falling into this category are: M2aM2d, M2bM2d, and M2cM2d (61–63).

In addition, we evaluated the plasticity of the response of the M1 and the M2 subtypes in opposing cytokine microenvironments. We conclude that once M1 or M2 reaches the steady state, it will be difficult to transit toward other phenotypes, even exposing them to opposing microenvironments. On the other hand, the plasticity of partially polarized macrophages (hybrid states) is quite different. Based on the expression of certain transcription factors, it seems that macrophages in hybrid phenotypes can transit more easily between phenotypes, and the transition is mainly affected by the microenvironment of the opposing cytokine.

Finally, our mathematical approach has some limitations and challenges that should be addressed in future works. Even though we have included the time as a continuous variable, the model is circumscribed to build qualitative hypotheses of the transition of macrophage phenotypes. As a consequence, we cannot obtain the precise dynamics of the transition but only the qualitative behavior that it portrays. Besides, in our study, some biological and physical factors have been neglected for the sake of simplicity. For instance, it neglected the influence of the extracellular matrix in shaping the macrophage polarization by inhibiting the integrins in the surface of the membrane of macrophages. In addition, the diffusion of signals is absent, which in real cases is fundamental to analyzing the heterogeneous macrophage phenotype in space and time. A careful analysis of these factors on macrophages phenotypes is an interesting question that can be addressed in future studies. On the other hand, one of the outstanding challenges to overcome is the experimental validation of in-silico observations. We expect that this theoretical model mixed with recent experimental evidence may be used as a tool to understand, design, and explain the diversity of macrophages in a tumor microenvironment. Undoubtedly, the positive crosstalk between experimental results and theoretical models is a valuable enterprise to unravel the complexity of the function of macrophages in a tumor microenvironment and develop experimental strategies for maintaining the functional homeostasis between pro- and anti-inflammatory disrupted by cancer disease (64). This being said, we can integrate the description of tumor associated macrophages (TAMs) using single-cell technologies with the theoretical outcomes obtained in this in-silico work or others to solve the unification of the TAMs subsets in tumor microenvironments. Undoubtedly, this aim will be a new avenue to transit in future studies.

Finally, an important aim to look at in the future is to evaluate the possible clinical relevance of the obtained phenotypes. In our previous work (21), we theoretically postulated some hybrid phenotypes with a tumoricidal capacity or promoting regulatory mechanisms against cancer. These preditions claims for experimental assessment. For instance, we concluded that our tumor-eliminating hybrids (M1M2d and M1M2b) behave similarly to the interferon-primed tumor-associated macrophages (TAMs) and the inflammatory cytokines enrich TAMs (65). Interestingly, both types of TAMs have been characterized through single-cell technologies. So, in order to understand and solve the unification of the TAM subset of all possible tumor microenvironments, it is desirable to integrate theoretical solutions with single-cell data. Undoubtedly, this aim will be a new avenue to transit in future studies.
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Microglia, the macrophages of the brain, are vital for brain homeostasis and have been implicated in a broad range of brain disorders. Neuroinflammation has gained traction as a possible therapeutic target for neurodegeneration, however, the precise function of microglia in specific neurodegenerative disorders is an ongoing area of research. Genetic studies offer valuable insights into understanding causality, rather than merely observing a correlation. Genome-wide association studies (GWAS) have identified many genetic loci that are linked to susceptibility to neurodegenerative disorders. (Post)-GWAS studies have determined that microglia likely play an important role in the development of Alzheimer’s disease (AD) and Parkinson’s disease (PD). The process of understanding how individual GWAS risk loci affect microglia function and mediate susceptibility is complex. A rapidly growing number of publications with genomic datasets and computational tools have formulated new hypotheses that guide the biological interpretation of AD and PD genetic risk. In this review, we discuss the key concepts and challenges in the post-GWAS interpretation of AD and PD GWAS risk alleles. Post-GWAS challenges include the identification of target cell (sub)type(s), causal variants, and target genes. Crucially, the prediction of GWAS-identified disease-risk cell types, variants and genes require validation and functional testing to understand the biological consequences within the pathology of the disorders. Many AD and PD risk genes are highly pleiotropic and perform multiple important functions that might not be equally relevant for the mechanisms by which GWAS risk alleles exert their effect(s). Ultimately, many GWAS risk alleles exert their effect by changing microglia function, thereby altering the pathophysiology of these disorders, and hence, we believe that modelling this context is crucial for a deepened understanding of these disorders.
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1 Introduction

Microglia, the resident macrophages of the central nervous system, are uniquely adapted to the brain microenvironment (1, 2) and play an essential role in maintaining the health of the brain in development, cognition and plasticity (3). As with other tissue-resident macrophages, microglia are critically dependent on the lineage-determining transcription factor PU.1 (coded by the SPI1 gene) and the colony-stimulating factor 1 receptor (CSF1R) (4). The functions of microglia are essential for maintaining brain homeostasis, such as phagocytosis of pathogens and cell debris, and they are responsive to inflammatory stimuli (5, 6). Microglia continuously survey the brain and provide a first line of defence against pathogens to protect injured neurons (7, 8). Furthermore, microglia are crucial for sculpting neural circuits and synapse formation during brain development (8, 9). Studies have shown that microglia play a role in the phagocytosis of synapses, which helps to shape the structural and functional connectivity of neural circuits (8, 10). In addition, microglia respond to a wide range of disturbances in the local brain microenvironment through antigen detection using an extensive array of cell surface receptors (11). Recent findings have indicated that microglia are essential for the growth and integrity of myelin, the white matter tracts of the brain that are formed by oligodendrocytes (12, 13). These findings build on work demonstrating that microglia exhibit temporal and spatial heterogeneity across development and between brain regions, as well as sex-associated differences (14–19). In summary, microglia are important for maintaining a healthy central nervous system and are potential therapeutic targets for neurodegeneration and ageing.

Microglia have been increasingly recognized as key players in the development and progression of neurodegenerative and neuroinflammatory disorders, including AD (20–22), PD (23, 24), and multiple sclerosis (MS) (25, 26). Several studies suggest that microglia are activated and acquire an aberrant phenotype in the early stages of these disorders and contribute to the inflammatory and neurodegenerative processes that occur in the brain (27). Additionally, genetic studies have identified specific genetic loci that are associated with susceptibility to these disorders and implicate microglia in their pathogenesis (28). Understanding microglial biology and its role in neurodegeneration is an ongoing area of research, which has sparked an interest in immune modulation as a therapeutic strategy for treating dementia (29, 30). In this review, we will examine the genetic mechanisms that involve microglia in the development of AD and PD and provide an overview of the key concepts and techniques used in genome-wide association studies (GWASs) and post-GWAS analysis (Figure 1). While this review is focused on the interpretation of noncoding GWAS variants on microglia function, the contribution of rare coding variants has been previously discussed for AD and PD (31, 32).




Figure 1 | From GWAS to immune mechanisms. Overview of genetic approaches and tools that examine the role of microglia in dementia. Example tools have been provided for the identification of cell (sub)types, casual variants, target genes and enhancers. Example approaches have been provided for the validation of variants and enhancers and for the biological interpretation of risk genes.



GWAS is a powerful tool for identifying common genetic variants, also known as single-nucleotide polymorphisms (SNPs), that are associated with a trait. These traits can range from quantitative traits such as intelligence to qualitative traits such as type-1 diabetes (33). GWASs investigate complex traits in which many common variants, usually with small effect sizes, play a role in disease vulnerability. The power to detect genome-wide significant SNPs that are associated with a trait is largely dependent on sample size, and large-scale sample sizes are increasingly being obtained through meta-analyses of multiple cohorts (34–36). While GWASs are useful in identifying common variants associated with a phenotype, they do not provide insight into the causal cell types. Additionally, most GWAS-significant variants are in non-coding parts of the genome and in linkage disequilibrium (co-inherited) with the causal variant, leading to a number of challenges in GWAS interpretation. These include identification of the target cell type(s) and cell state(s) of GWAS risk loci, determining which variants are casual and how they exert their effect and identifying the genes and regulatory elements that mediate the risk. Integrative (epi)genomic and genetic analysis can address these challenges and provide informed decisions on how to perform validation experiments that explore the molecular function of these variants (Figure 1).




2 Alzheimer’s disease



2.1 AD and the role of microglia in pathophysiology

AD is a progressive, neurodegenerative disorder of the brain that affects memory, thinking, and behaviour. It is the most common cause of dementia and is characterised by the abnormal accumulation of extracellular amyloid-β (Aβ) plaques and intracellular neurofibrillary tangles composed of hyperphosphorylated tau protein (37, 38). These pathological changes are thought to be a result of an interaction between genetic, environmental and lifestyle factors. In the earliest stages of the disease, inflammation and oxidative stress are involved in the pathology of AD and play a role in cognitive decline and neurodegeneration (39–41).

Genomic studies using bulk brain tissue have identified microglia dysregulation at the core of AD pathogenesis through examining multiple elements of transcriptional regulation, including gene expression (42, 43), histone modifications (44, 45) and the proteome (46, 47). Dysregulated gene regulatory regions were identified in a mouse model of neurodegeneration near immune-related genes and were predicted to bind the myeloid PU.1 transcription factor (44). These dysregulated gene regulatory regions proximal to immune genes were enriched for AD GWAS risk variants at orthologous regions in humans (44). In human AD, dysregulated gene regulatory regions were identified using cortical bulk tissue (48–50) and cell type enriched populations (45) and were located near familial AD genes (APP, PSEN1 and PSEN2) and MAPT that codes for tau protein. Gene regulatory regions that were dysregulated in AD were associated with microglia, however, intriguingly, more pronounced changes were found in oligodendrocytes (45, 51).

Single nuclei transcriptome studies have explored heterogeneity across subpopulations of cells in brain disorders including AD. Partially overlapping disease-associated-microglia (DAM) gene expression signatures were identified across AD, ageing and other brain disorders in human and mouse models (14, 52–60). Additional microglia subpopulations have been observed in disease conditions, including type I interferon (IFN1), major histocompatibility complex class II (MHCII), proliferative, and tau-associated subsets (53, 61). However, the functional consequences of these microglia subsets are still largely unknown. Spatially, alterations in cell state have been observed in microglia near amyloid plaques and microglia in the white matter prior to amyloid deposition (62, 63). Additional myeloid cell types that may also play a role in AD pathogenesis include infiltrating monocytes (64), choroid plexus macrophages (65), perivascular macrophages (66, 67) and border-associated macrophages (68). The immune contribution of common genetic variants for brain disorders has largely focused on microglia because they are the predominant brain resident macrophage. However, it should be considered that genetic risk is likely to be shared across multiple myeloid cell types, and conversely, the impact of genetic risk may change following transitions in cell state.

The protective and neurodegenerative role of microglia is complex and depends on the disease type, stage, specific pathogenic features, and transcriptional responses. For example, microglia that surround amyloid beta plaques were described as proliferative and activated and were suggested to restrict amyloid beta propagation and toxicity, thereby exerting a protective role (69, 70). However, microglia that were described as activated in AD can become harmful by secreting inflammatory mediators and engulfing healthy synapses (69).




2.2 AD Genetics

Rare variants that cause autosomal dominant forms of AD were found in PSEN1, PSEN2, and APP genes in familial cases of AD (71–73). These genes contributed to the amyloid hypothesis, which proposed that amyloid-beta aggregation is a primary cause of AD progression (74, 75). Subsequent studies identified rare coding variants associated with an increased risk for AD in genes that are expressed in microglia, including TREM2, PLCG2 and ABI3 (76–78). The selective expression of AD risk genes in microglia suggested a possible causative role for brain immunity in AD susceptibility.

Further insights into the genetics of AD have been provided by GWASs. A 2013 AD GWAS that included a meta-analysis of 74,000 individuals identified 11 AD risk loci (79). This study identified a shared genetic basis between sporadic and familial AD (79). Subsequent AD GWASs have been conducted, including a recent meta-analysis of 788,989 individuals that identified 75 risk loci (34). Later GWASs included many by-proxy cases (relatives of affected individuals), which may have affected the reliability of the results (80). Notably, the latest AD GWAS identified risk loci that may share causal variants with frontotemporal dementia (34), which may be influenced by the inclusion of proxy AD cases without a clinical diagnosis. A definitive diagnosis of neurodegenerative disorders, including AD, can only be made through neuropathological examination. Neuropathological examinations showed that up to a third of clinically defined AD cases were incorrectly diagnosed, which could potentially skew the results of GWASs (81, 82). Twin studies suggest a heritability of 58-79% for late-onset AD (83) and 90% for early-onset AD (84). GWASs suggest a SNP heritability of 38-66% (85), which indicates that there is still missing heritability that cannot be explained by significant common genetic variants alone.




2.3 Post-AD GWAS: target cell types and cell states

GWAS-risk loci are often located in non-coding regions of the genome. Identifying the target cell types and states is frequently performed by studying cell type-genomic datasets, gene expression profiles, and maps of gene regulatory elements through profiles of open chromatin or histone modifications. In the early GWASs, genes were assigned to loci based on genomic distance, however, GWASs now often incorporate cell-type gene expression datasets and other genomic datasets to link individual loci to genes using functional mapping tools such as FUMA (86), or global enrichment tools such as MAGMA (87). Single-cell sequencing technologies have provided gene expression profiles for a wide range of human brain cell subtypes. Nonetheless, many genes are expressed in multiple cell types, and GWAS risk alleles can regulate the expression of more distant genes. Non-coding GWAS variants are often found in gene regulatory regions, such as promoters and enhancers (88). Enhancers are short regions of DNA that, when activated by transcription factors, can regulate gene expression, sometimes at a considerable distance. Enhancers are specific to certain cell types, and most are only active in a small subset of tissues and/or cell types (89). Putative enhancers can be identified by distinct post-translational modifications of histone proteins that package DNA into chromatin and are associated with increased chromatin accessibility. Stratified linkage disequilibrium score (sLDSC) regression analysis was developed to identify the target cell types/states of specific GWASs by performing a GWAS heritability enrichment analysis (90).

Early studies identified an enrichment of myeloid cells for AD genetic risk using macrophage gene expression profiles (90–92). Subsequently, it was found that AD GWAS risk genes had higher gene expression levels in human microglia compared to bulk brain, and many of these genes were downregulated in cultured microglia (93). Later studies found that AD heritability was enriched in regions that surround microglia-expressed genes (34, 35, 94–96). Of note, cell type enrichment based on gene expression profiles often extend the genomic regions around a gene by a defined distance, however, many non-coding regulatory elements may be located more distal to the gene and potentially missed. Correspondingly, studies using sLDSC regression analysis found an enrichment of AD heritability in gene regulatory elements of monocytes and myeloid cells (90, 92, 97). Similarly, human microglia showed clear enrichment of AD heritability in gene regulatory regions, which was more pronounced for enhancers than promoters (98–100). These findings indicate that microglia and possibly other cell types in the myeloid lineage are causally implicated in the pathogenesis of AD.

A major difficulty in understanding the genetic risk of AD is that related cell types share genomic features, making it difficult to identify the specific cell types and states that may be affected. For example, it can be challenging to distinguish whether the enrichment of myeloid cells and monocytes in AD is caused by shared epigenetic features with microglia, or if AD risk loci directly influence multiple myeloid cell types. In addition, global enrichment of GWAS genetic heritability for a particular cell type does not mean that genetic susceptibility at individual loci are not important in other cell types. Therefore, it is important to consider how each locus might influence relevant cell types and cell states.




2.4 Post-AD GWAS: causal variants and their mechanisms

A second major challenge for GWAS interpretation is identifying which variants are causal at each locus and understanding the mechanism by which their effect is mediated. This can be difficult to achieve due to the non-random association of neighbouring alleles, known as linkage disequilibrium (LD). Most genome-wide significant variants, often in the range of tens to hundreds of variants in a locus, are thought to be non-functional but are in high LD with one or a few causal variant(s). Additionally, the causal SNPs may not have been genotyped or imputed, and hence not included from the analysis, or the LD block might be driven by other genomic features such as indels, repetitive elements, or rare variants (101). Taken together, these levels of complexity make it difficult to identify true causal variants, which are a figurative needle in the haystack.

There are multiple strategies to identify putative causal variants, which often implement fine-mapping and machine learning-based prioritisation tools. Fine-mapping approaches have been developed to identify putative causal variant(s) for individual GWAS loci by integrating the LD structure from a reference genome as a Bayesian prior. The output of fine-mapping tools is referred to as a ‘credible set’ that with a particular percentage of confidence (often set to 95%) should contain the causal variant. More recent fine-mapping tools can integrate genomic features to identify putative causal variants with higher reliability (102). Of note, the user selects the genomic features and the decision to include a particular set is frequently based upon sLDSC regression enrichment scores.

Another set of tools used to identify putative causal variants are based on machine learning algorithms that are trained on the genomic sequences associated with various genomic features. These machine learning prioritisation tools, such as DeepSea (103) and CADD (104), often use cell-type specific genomic sequences, such as gene regulatory elements, to build models that predict whether a given DNA sequence belongs to a functional annotation, as a binary classification task. By using these models to calculate a prediction score for both the reference and the alternative sequence, a delta score can be calculated, which is indicative of the ability of the variant to perturb a regulatory element or transcription factor binding site. These machine learning models have been successfully applied in the context of variant prioritisation for AD (95, 99, 105).

Schwartzentruber and colleagues performed fine-mapping on an AD GWAS using multiple tools and applied DeepSea to prioritise variants (95). They identified 21 SNPs with a >50% probability of being the causal variant and 79 additional variants with a probability of >10% to 50%. One of these variants is rs6733839, which is located upstream of the BIN1 gene and colocalizes with a microglia enhancer (98) (Figure 2). The BIN1 rs6733839 variant has been predicted to introduce a binding site for the transcription factor MEF2 (97, 107) and BIN1 gene expression has been shown to be increased in AD brains (108). The MEF2 transcription factor is important for the formation of the microglia gene regulatory landscape (2). Additional evidence for the importance of this variant comes from an allelic imbalance in chromatin accessibility in induced pluripotent stem cell (iPSC)-derived microglia-like cells (107) and human brain (97). A second potential causal variant has been identified at the BIN1 locus, rs13025717 (97, 99), which resides at a neighbouring microglia enhancer (98) (Figure 2). The rs13025717 variant has been predicted to alter a KLF4 binding site (99), a transcription factor implicated in myeloid differentiation (109). The BIN1 rs13025717 variant also demonstrates allelic imbalance in the human brain (97). A functional role of the rs13025717 variant on gene expression was provided by a massive parallel report assay (MPRA) performed in Human embryonic kidney 293 cells (HEK293) cells (106). The rs6733839 -containing gene regulatory region was demonstrated to be a microglia-specific enhancer by CRISPR-mediate excision of the gene regulatory region, which ablated BIN1 expression in iPSC-derived microglia-like cells and not neurons or astrocytes (98). Subsequently, CRIPSR-mediate excision of the neighbouring rs13025717-containing enhancer similarly reduced BIN1 expression in iPSC-derived microglia-like cells (106). These findings suggest that rs6733839 and rs13025717 are likely causal variants that regulate BIN1 expression (Figure 2). However, other putative AD causal variants do not show similar consistency across data types and analysis methods, andthe causal variants and mechanisms of action of most GWAS risk alleles remain a topic of debate.





Figure 2 | 
Example AD GWAS risk variants at the BIN1 locus. Two AD GWAS risk variants, rs6733839 and rs13025717, are localized to chromatin-accessible regions at two microglia enhancers (98, 99). CRISPR excision of either enhancer reduces BIN1 expression in iPSC-derived microglia-like cells (98, 106). The rs6733839-T risk variant is predicted to create a MEF2 binding motif and the rs13025717-T risk variant is predicted to alter a KLF4 binding motif and both variants are located adjacent to PU1 binding sites (97, 99). The rs6733839-T variant is an eQTL in human microglia and the rs6733839-T is an MPRA functional regulatory variant in HEK293 cells (106, 107). Both variants have been associated with differences in chromatin accessibility in human brain and rs6733839-T in iPSC-derived microglia-like cells (97, 107).



Corces et al. trained a machine learning model, the gapped-kmer SVM (gkm-SVM), on single-cell chromatin accessibility data from major brain cell types (including microglia) (99). These trained models were used to identify putative causal variants in AD. One of the variants that was identified (rs10130373), was found to disrupt an SPI1 motif in a microglia-specific open chromatin region at the SLC24A4 locus (99). This disruption is noteworthy as the SPI1 motif can be bound by the PU.1 transcription factor, which plays a critical role in microgliogenesis and the establishment of the microglial gene regulatory landscape (2, 4). Future single-cell epigenomic studies on brain-derived macrophages may reveal AD genetic risk variants that are localised to gene regulatory regions specific to myeloid subtypes and cell states.

In addition to analysing the impact of individual variants on specific transcription factor DNA binding motifs, other researchers have employed large-scale motif perturbation strategies to identify putative upstream transcription factors that may be dysregulated by multiple GWAS variants simultaneously (110, 111). For example, Kosoy et al. (100) used transcription factor footprinting to identify microglia-specific transcription factor DNA binding motifs and establish an AD-GWAS microglia gene regulatory network (100). In this network, the SPI1 DNA binding motif was identified as the key upstream regulator. Other upstream DNA binding motifs were also identified, linked to an additional 15 transcription factors, some of which are associated with immune signatures (100).

Most current GWAS and post-GWAS studies presume that SNPs independently exert their effect on a given phenotype. A major reason for this simplification is that including SNP-SNP interactions results in a large multiple-testing burden and many potential different outcomes (112). However, several studies have shown that studying SNP-SNP interactions within the confines of relevant cell type-specific enhancers allows for the identification of sets of enhancer SNPs that cooperatively affect gene expression profiles (113–115), which highlights additional levels of complexity for some loci.




2.5 Post-AD GWAS: predict risk genes and regulatory elements

A major incentive for identifying causal GWAS variants is to determine the associated risk gene and the importance of the risk gene in the aetiology of the disease. There are two (non-mutually exclusive) converging lines of research that aim to link which genes and regulatory elements mediate GWAS risk loci: (1) chromatin looping and (2) quantitative trait locus (QTL) based approaches.

Enhancers have been proposed to mediate gene expression through physical contact with target gene promoters, often referred to as enhancer-promoter chromatin loops (116). Enhancers regulate target gene expression by binding transcription factors and chromatin regulators such as the mediator complex. Structural proteins bring enhancers in close proximity to target genes through DNA looping, which allows enhancers to regulate target genes from a distance. Chromatin interactions, including loops, can be detected genome-wide using a technique called Hi-C. However, the identification of enhancer-to-gene contacts can be challenging due to the high number of chromatin interactions that occur within a cell. To overcome this limitation, researchers use techniques such as HiChIP (117), PLAC-seq (118), and promoter-capture Hi-C (119) to capture chromatin interactions that are anchored to gene promoters and enrich for enhancer-to-gene contacts. Integrating chromatin interactions with enhancer annotations and gene expression data using the Activity-by-Contact (ABC) model can further improve the predictions of enhancer-to-gene contacts (120).

Nott et al. (98) used chromatin loops anchored to gene promoters of transcribed genes (H3K4me3-PLAC-seq) in microglia and other brain cell types and identified over 100,000 microglia chromatin interactions, including 20,000 enhancer-to-gene contacts (98). This study found that chromatin loops identified 50 genes that interacted with non-coding AD-risk variants, half of which were specific to microglia and not found in other neural cell types (98). These genes included fine-mapped high-confidence AD-risk variants linked to over 20 genes in microglia, such as BIN1, PICALM, SPI1, TREM2, SORL1, USP6NL and ABCA7. A subsequent study using single-cell chromatin looping data from the prefrontal cortex identified chromatin interactions linking AD-risk variants to INPP5D and MS4A7 in microglia (121).

Corces et al. (99) used chromatin loops anchored to H3K27ac -enriched gene regulatory regions (H3K27ac-HiChIP) that were generated using bulk tissue from 6 brain regions and annotated to single-cell open chromatin regions (99). These cell-type-assigned chromatin loops were used to link disease-risk variants that overlap with microglia-specific open chromatin regions to target genes. The study identified BIN1, MS4A6A and RIN3 as target genes for AD risk variants located within microglia-specific open chromatin regions.

Novikova et al. (97) integrated capture-based promoter chromatin loops with enhancers, and QTLs in monocytes and integrated this information with AD GWAS data to identify risk genes, under the assumption that chromatin architecture is relatively conserved across myeloid populations. This integrative approach identified candidate causal genes at 20 AD risk loci, including AP4E1, AP4M1, APBB3, BIN1, MS4A4A, MS4A6A, PILRA, RABEP1, SPI1, TP53INP1 and ZYX. The study suggests that some loci might have multiple target genes co-regulated by enhancer-associated AD variants at the same locus.

Kosoy et al. (100) used Hi-C followed by deep sequencing of microglia from 5 individuals, which was integrated with distal open chromatin regions and gene expression data, to identify close to 25,000 high-confidence enhancer-to-gene contacts (100). The microglia enhancer-to-gene interactions were found to be enriched for AD risk variants. The study found that disease-risk regulatory regions were associated with the expression of a single gene for previously described genes such as BIN1, PICALM, CD33, CASS4, ADAMTS4, INPP5D and APH1B. Additionally, the study also found that previously unresolved loci such as EPHA1-AS1, USP6NL, CCDC6, AC099524.1, ZNF652, MS4A4E, RABEP1 and CLU were associated with disease-risk regulatory regions (100).

QTL analysis is a statistical method for identifying the molecular features that are associated with a particular genotype. This can include linking non-coding genetic variants to gene expression (eQTL), enhancer activity (H3K27ac-QTL), or chromatin accessibility (caQTL) (122–124). Colocalization analysis is a statistical method that combines QTL and GWAS results to determine whether the independent associated signals at the locus are consistent with having a shared causal variant. Of note, even if a significant colocalization is found, it is still possible that the signals may be unrelated. Mendelian randomization analysis can be used to further evaluate the potential causal relationship between genetic and molecular features and the disease phenotype (97).

Studies have used gene expression analysis of human microglia to identify QTLs that colocalize with AD and PD GWAS loci (28, 107). Microglia gene expression data from large sample sizes have identified eQTLs for genes such as BIN1, EPHA1-AS1, and PTK2B, with an excess of colocalization with GWAS risk variants for AD, PD and inflammatory bowel disease (28, 107). Additionally, splicing QTLs have been identified for AD risk loci such as CD33 and MS4A4E (28).

Recent advancements in single-cell gene expression analysis have allowed for the simultaneous examination of the genetic regulation of eight different cell types of the brain, including microglia (125, 126). By analysing data from 192 individuals across three brain regions, researchers found that microglia had the strongest genetic effect among brain cell types, likely due to their unique development (125). The strongest genetic associations for microglia were found to be related to AD, and several genes associated with the endolysosomal pathway were identified including BIN1, CASS4, CD2AP, FCER1G, INPP5D, PICALM, RAPEB1, RIN3, TREM2, USP6NL and ZYX (125).

Haglund et al. (126) used Mendelian randomization to investigate the relationship between cell type eQTLs and disease outcome, using single-cell RNA-seq data from 147 postmortem brain samples (126). They focused their analysis on cell-type eQTLs that were found to co-localize with GWAS risk alleles. Using this approach, the study inferred a causal link and determined the direction of the effect. They identified several genes exclusive to microglia as being putatively causal for AD, including BIN1, RIN3, RASGEF1C, and JAZF1 (126). Additionally, the study found that a PICALM variant (rs10792832) overlapped with an open chromatin region within a microglia enhancer and was linked to the PICALM promoter through chromatin looping (126). Future single-cell microglia eQTL studies may identify subtype and cell state-specific eQTLs similar to eQTLs that were identified for monocytes and iPSC-derived macrophages under inflammatory conditions (127, 128).

QTL analysis has been used to study chromatin accessibility in microglia that is under genetic control (caQTL), as an indication of enhancer activity (100, 107). Kosoy et al. (100) analysed caQTL in microglia from 95 individuals and identified 5,465 caQTLs that were strongly enriched for AD and several other brain-related conditions and traits (100). Colocalization analysis with AD genetic risk loci identified BIN1, EPHA1-AS1, PICALM, MS4A4E, and CASS4 as AD risk genes (100).

It is important to note that while colocalization or mendelian randomization of GWAS risk alleles with eQTLs and enhancer-to-gene interactions provide statistical evidence linking AD risk variants to genes, it does not definitively prove that they are causally contributing to susceptibility. While these approaches provide complementary layers of evidence for variant-to-gene-to -cell type associations, the observations could be pleiotropic or non-causal. Therefore, it is critical to validate and interpret the biological consequences of these findings through functional validation studies.




2.6 Post-AD GWAS: validation of risk variants and gene regulatory regions

Predictive approaches have prioritised potential causative variants that may impact gene expression. However, whether these variants have a functional impact needs to be validated. Individual risk variants can be introduced using CRISPR-mediated genome editing to generate iPSC lines with either the major or minor allele on the same genetic background to minimise effects due to genetic variability. iPSC lines with CRISPR-generated disease risk variants can be derived into microglia- like cells and tested for differences in gene expression and function, as shown for genes with coding risk variants such as APOE (129, 130). However, targeted genome engineering can be time-consuming and has not been extensively explored for noncoding variants. Massive Parallel Reporter Assays (MPRAs) have been used as a high-throughput approach to test the effects of multiple variants on the expression of a reporter (131). MPRAs have been leveraged to assess the effect of variants associated with neurological disorders localised to cis- and trans- regulatory elements (111, 132). Limitations of MPRAs are the loss of genomic context and the absence of variant effects on specific target genes. An additional challenge has been to perform MPRAs in microglia, which are a challenging cell type for viral-based approaches. However, initial studies have administered MPRAs to test the effect of variants at 9 AD-risk loci in K562 chronic myelogenous leukaemia lymphoblasts and SK-SY5Y human neuroblastoma cells (133) and variants at 25 AD-risk loci in HEK293 cells (106). The latter MPRA identified 29 high-confidence functional regulatory variants across 15 AD risk loci based on localisation to functional elements (106).

Validation of the gene targets for functional regulatory variants can be tested using CRISPR excision of gene regulatory regions, as demonstrated for two BIN1 enhancers harbouring AD risk variants rs6733839 (98) and rs1302717 (106) (Figure 2). CRISPR interference (CRISPRi) can be used as a high-throughput approach to screen gene regulatory regions. CRISPRi directs a transcriptional repressor domain, such as the Krüppel associated box (KRAB) domain, to gene regulatory regions through fusion to a catalytically dead Cas9 (134). Cooper et al. have validated microglia gene targets for a number of MPRA functional regulatory variants using CRISPR-excision and CRISPRi, including the AD-risk genes CR1, SPI1, CELF1, MS4A4E, RIN3, KNOP1, BIN1 and EPHA1 (106). CRISPRi has been implemented in an inducible iPSC line that generates microglia-like cells in 8 days and has been used to screen for genes that impact cell survival, inflammation and phagocytosis and has been coupled to single-cell gene expression analysis (CROP-seq) to identify disease-associated microglia subclusters (135). While these experiments did not target noncoding gene regulatory regions, this platform shows great promise for screening further disease-associated variants in the context of microglia cellular function.




2.7 Post-AD GWAS: biological interpretation

Interpreting the biological consequences of GWAS risk alleles within the pathophysiology of AD is a major objective. There are several reviews that have focused on the biological interpretation of key genes in the pathogenesis of AD (69, 136). Broadly, AD risk genes are associated with lipid transport (APOE, CLU), transmembrane signalling (SORL1, TREM2, CD33, MS4A6A), and membrane and cytoskeletal dynamics (INPP5D, PLCG2, BIN1, CASS4).

There are several important considerations when establishing a physiologically relevant model system to study genetic risk factors. The first consideration is that genes and proteins have different functions depending on the cell (sub)type and mechanisms in which they partake. For many AD GWAS risk genes, these general functions have not been fully elucidated, or the function of these genes were studied using cultured microglia or ‘microglia-like’ cells. A major limitation of studying AD risk genes using cultured microglia is that microglia gene expression is highly dependent on the brain microenvironment and can change in culture, limiting its translational potential to in vivo conditions (2, 137). A second consideration is that the pathophysiological processes of AD involve a wide range of cellular and molecular disturbances including protein aggregation, reactive oxygen species, mitochondrial stress, inflammation and decreased synaptic density. It is currently challenging to model all these features simultaneously, which makes it difficult to understand the role of AD GWAS risk genes in microglia in the pathophysiology of these disorders. A third consideration is that AD is a human-specific disorder. Studies have found considerable discrepancies between AD mouse models and human AD brain tissues, suggesting that there are organism-specific differences (59, 138). Chimeric mouse models that allow for the integration of human microglia have been developed that partially circumvent these differences, but these models have shown that human and mouse microglia exhibit divergent gene expression signatures in response to amyloid beta, illustrating species-specific divergence in the response potential of microglia (139, 140).

Recent technological advances in human brain organoids that are engrafted with microglia-like cells have shown promise in addressing the limitations of previous models (141). In a recent study, Cakir et al. (142) generated human cortical organoids with microglia by using PU.1 overexpressing embryonic stem cells (142). Organoids with microglia-like cells were found to be protected against cellular damage caused by amyloid beta, when compared to organoids without microglia-like cells (142). CRISPR-mediated knockdown of AD risk genes was used to investigate the role of microglia AD GWAS genes in amyloid beta-positive organoids (142). Downregulation of SORL1, BIN1 or PICALM altered gene expression signatures that were associated with endocytosis and affected cholesterol metabolism in amyloid beta-positive-organoids (142). Similarly, lower expression of TREM2 and SORL1 changed the morphology of microglia and led to an increase in cell death, suggesting that these genes play a role in the protective functions of microglia (142). However, brain organoids resemble the prenatal brain, which limits the ability of these organoids to model the mature brain (143). Therefore, developing reliable strategies to age brain organoids will be crucial for studying ageing-related disorders such as AD and PD (144, 145).

An extensive number of studies have aimed to study the role of AD GWAS risk genes often beyond the confines of microglia, using additional model systems, which have been reviewed by others (69, 146, 147). Overall, many AD-risk genes have immune-associated functions such as lipid metabolism, endolysosomal trafficking, amyloid and tau processing, and efferocytosis (34, 35, 148). Of note, many AD-risk genes also have pleiotropic functional roles in different cell types and different tissues. Hence, it is likely that AD risk genes may have functions that are not directly affected by GWAS risk alleles. Consequently, studies on the biological interpretation of these genes often result in multiple interpretations that are not always easy to unify. The above-mentioned genomics datasets and computational tools can help guide the study of disease-risk genes by more specifically determining the relevant cell subtypes and mechanisms. Nonetheless, previous studies have provided new insights into the roles of AD GWAS risk genes on disease pathophysiology. These functional studies often emphasise a critical role for differential regulation of functionally divergent splice variants and isoforms. This will be illustrated in brief for BIN1, PICALM and CD33.

After APOE, the BIN1 locus has the largest effect sizes, and has been extensively studied. BIN1 has 20 exons in which multiple functional splice variants (alternative mRNAs) and isoforms (alternative protein structures) might play  differential roles in AD pathogenesis. BIN1 is associated with different cell type-specific isoforms, in which the neuronal BIN1 isoform is downregulated and a ubiquitous BIN1 isoform is upregulated in AD (146, 149, 150). Functional studies have linked BIN1 to tau neurotoxicity (146, 151), endocytic uptake of amyloid beta (146, 152, 153), and inflammation (146, 154). Many of these studies were performed in non-microglia cells, including neurons, suggesting that the BIN1 gene is a highly pleiotropic gene with multiple important functions, some of which might not be related to the mechanisms by which the GWAS risk alleles exert their effect. Future studies should aim to disentangle the general functions of genes, from their mechanisms in the context of GWAS risk alleles. The PICALM locus is the third strongest AD risk locus. The PICALM gene has 21 exons, with multiple functional splice variants and isoforms and is expressed in multiple brain cell types. PICALM isoforms have been implicated in AD pathogenesis (147, 155), which may have differential roles in microglia (100), neurons (155) and endothelial cells (156). PICALM plays a role in processing of APP, endocytosis of amyloid beta, and propagation of tau (147, 157).

In contrast, expression of the AD GWAS risk gene CD33 in the brain is exclusively restricted to myeloid cells including microglia (158). The AD risk locus associated with CD33 modulates both the expression and distribution of 2 splice variants. The alternative genetic variant induces the expression of a CD33 isoform that is absent of a ligand-binding domain (159, 160). Lower CD33 expression is associated with decreased soluble amyloid-beta, suggesting that CD33 inhibits amyloid-beta uptake by microglia (158, 161, 162). Hence, it has been suggested that CD33 inactivation could be a putative drug target for the amelioration of AD pathogenesis.





3 Parkinson’s Disease



3.1 PD and the role of microglia in pathophysiology

PD is a progressive neurodegenerative disorder that affects movement and motor control. It is characterised by the loss of dopamine-producing neurons in a region of the midbrain called the substantia nigra pars compacta (SNc) (163, 164). The loss of dopamine in the brain leads to the development of the classic symptoms of PD, such as tremor, rigidity, bradykinesia (slowness of movement), and postural instability (165). The molecular pathological hallmarks of PD are the presence of intraneuronal protein inclusions called Lewy bodies and Lewy neurites, which are primarily composed of the protein alpha-synuclein (166, 167). While the histopathological assessment of PD requires the identification of Lewy bodies or neurites, the contribution of alpha-synuclein aggregates to the pathogenesis of PD is still not fully understood. Recent studies have highlighted the possible role of multiple other processes in the development of PD, including mitochondrial dysfunction, oxidative stress, and neuroinflammation (168, 169).

Several studies have shown that microglia exhibit ameboid morphology in the early stages of PD, indicative of functional changes, that might contribute to the inflammatory and neurodegenerative processes that occur in the brain (23). Microglia play a role in the clearance of alpha-synuclein (170, 171). Studies have also highlighted the role of microglia in the release of inflammatory cytokines mediating neuroinflammation, which is a key process in the development of PD (23). Single cell RNA-sequencing of the human midbrain revealed increased microglia numbers associated with an ameboid activation state, and increased expression of genes related to unfolded protein response and cytokine signalling (172). A dual role for microglia in PD has been suggested between pro-inflammatory and anti-inflammatory signals in the response to alpha-synuclein [reviewed in Bloem et al., 2022 (173)].




3.2 Genetics of PD

The genetics of PD is complex, involving both common and rare genetic factors. Familial cases of PD, where multiple family members are affected, are more likely to be caused by rare genetic variants. Studies of familial PD have identified rare mutations in several genes including SNCA (the gene that codes for alpha-synuclein), LRRK2, PRKN, PARK7 (DJ-1), and PINK1 (174–179). GWAS for PD have identified 78 risk loci that account for 16-36% of PD heritable risk (36, 180, 181), which is in concordance with twin studies that suggest a heritability of 34-40% (182). GWASs for PD have identified common genetic variants at loci near genes that include SNCA, LRRK2, GBA, and MAPT, among others (180, 183–185). These genetic studies, both GWAS and familial, have significantly increased our understanding of the genetic landscape of PD and have provided potential therapeutic targets for the development of new treatments.




3.3 Post-PD GWAS: target cell types and cell states

Cell type enrichment for PD GWAS heritability has not conclusively identified a major dysregulated genetic cell type. However, studies have found enrichment of GWAS heritability for certain neuronal subtypes using mouse brain single-cell gene expression data (36). Additionally, significant enrichment of PD heritability was observed for lysosomal genes, which were found to be expressed across multiple cell types including microglia (186).

MAGMA subsequently identified PD heritability enrichment in dopaminergic, enteric neurons, and oligodendrocytes using single-cell gene expression data from the mouse nervous system (96) and human substantia nigra (187, 188). However, these findings contrast with a sLDSC regression analysis of open chromatin regions, which found PD heritability to be associated with microglia and monocytes over other brain cell types (189). Interestingly, a recent single-cell gene expression MAGMA analysis of midbrains from control and PD cases showed that microglia have the strongest enrichment of PD risk genes and that this association was increased in a disease context (172). However, genomic annotation of gene regulatory regions for many of the cell types associated the midbrain is still lacking. These findings suggest that further research is needed to fully understand the cell type-specific mechanisms underlying PD heritability.




3.4 Post-PD GWAS: causal variants and their mechanisms

Several studies have aimed to identify variants that are causal in GWAS risk loci and to interpret the mechanism by which these causal variants exert their effect. In one study, a 95% credible set of 190 putative causal variants for PD GWAS risk loci were identified (190). 141 of the SNPs were localised to microglia regulatory elements, which is more than for regulatory elements of other brain cell types (190). Two loci were described in more detail. At the LRRK2 locus, two consensus SNPs were identified that overlapped with putative microglia gene regulatory regions (190). At the FCGR2A locus, a variant was identified that perturbs an SPIB-motif that strongly resembles the SPI1 motif that could be bound by the PU.1 transcription factor (190).

The microglia open chromatin trained machine learning model by Corces et al, was used to identify putative causal PD SNPs (99). The model predicted that a KLF4 motif was disrupted by a variant (rs181391313) within the intron of STAB1 at the ITIH1 GWAS locus (99). KLF4, a transcription factor, was considered to be a likely binding partner of PU.1, suggesting that its mechanism of action may be related to decreased binding of the myeloid PU.1 transcription factor. However, whether differential binding of transcription factors by causal variants influences disease susceptibility is still a matter of speculation and requires further research.




3.5 Post-PD GWAS: predict risk genes and regulatory elements

Microglia PD risk genes were identified using chromatin loops generated from bulk brain tissue (H3K27ac-HiChIP) and annotated to single-cell open chromatin regions (99). For example, disease- risk variants at the ITIH1 locus overlapped with microglia open chromatin regions and were linked by chromatin loops to the STAB1 promoter (99). While chromatin conformation data has been generated in microglia-enriched populations (98, 100), these have not been extensively analysed in the context of PD genetic risk. However, the potential of available microglia chromatin looping data (98) was shown by linking a PD risk variant that was identified as a microglia eQTL to the P2RY12 gene (126). Further interrogation of microglia chromatin architecture will deepen our understanding of the relationship between microglia and PD, and the genetic mechanisms that play a role in the development of the disease.

Gene expression analysis of purified human microglia has resulted in QTLs that colocalize with PD GWAS risk loci (28, 107). For example, microglia eQTLs showed colocalization with 18 PD GWAS loci, including CHRNB1 and P2RY12 (28, 107). Some of these eQTLs also showed an overlap with microglia enhancers and were linked to their eQTL-genes through chromatin looping, including P2RY12 (28, 189).

Single-nucleus eQTL analysis of eight CNS cell types identified microglia eQTLs that colocalize with PD risk loci, including TMEM163 and GPNMB (125, 126, 191). In Bryois et al. (125), the familial PD gene LRRK2 showed subthreshold colocalization in microglia (125). A subsequent single-cell gene expression study using 15 cortical samples identified a PD risk variant (rs76904798) at the LRRK2 locus as an eQTL in microglia (191). However, CRISPR-mediated editing of the rs76904798 variant in iPSCs did not change LRRK2 expression in iPSC-derived microglia-like cells, demonstrating the challenges of interpreting disease risk using eQTL data (191). Recently, Mendelian randomization examining the relationship between cell type eQTLs and disease outcome identified LRRC37A, LRRC37A2 and ARL17A as putative causal genes for PD in microglia and other cell types (126).




3.6 Post-PD GWAS: validation and biological interpretation

In general, validation and biological interpretation of PD risk genes that are associated with microglia are in their infancy. PD risk genes are associated with immune function (LRRK2, BST1) (192, 193), lysosome signalling (LRRK2, SCNA) (194, 195), and microglia function (P2RY12, GPNMB) (196, 197). GPNMB has been identified in disease-associated microglia in multiple disorders (197), including AD (198, 199) and gliomas (200), which has led to speculation on the role of GPNMB in disease susceptibility for PD. Interestingly, a GPNMB knock-out in two mouse models of alpha-synuclein had no impact on the disease progression, suggesting that its mechanism is not related to alpha-synuclein uptake or metabolism (201). P2RY12 is identified as a microglia marker gene that is highly expressed in physiological microglia (137), and downregulated in inflammatory and neurodegenerative conditions (202). P2RY12 is a purinergic receptor that is involved in microglia motility and migration (196), and plays an important role in microglia tissue repair response (203). Other reviews have covered the biological interpretation of genetic risk genes in the pathogenesis of PD in further detail (204).

Similar to AD, novel brain organoid methods have been established and show great promise to study risk genes in PD (205, 206). These methods have established organoids with a midbrain identity that are composed of different cell types including dopaminergic neurons. For example, Smits et al. (205) used PD patient-derived iPSCs with an LRRK2-G2019S mutation and found disease-relevant morphological changes in dopaminergic neurons (205). In contrast, Kim et al., 206 used isogenic organoids with the same LRRK2-G2019S mutation and found that the thiol-oxidoreductase, TXNIP, is important for PD development (206). However, it should be noted that the brain organoid systems used in these studies were devoid of microglia-like cells, which could affect pathophysiological developments. The importance of microglia in PD disease progression was illustrated by George et al. (207) who found that the number of microglia and the microglia inflammatory status influences alpha-synuclein aggregation and propagation in mouse brains (207). These limited studies demonstrate that there is great potential for research into the effect of PD GWAS risk on microglia to study the pathophysiology of this severe disorder.





4 Discussion

In this review, we have outlined the key literature regarding microglia in AD and PD, with a focus on common genetic variants associated with these disorders. Fifteen years after the first GWAS study many genetic risk loci have been detected for the two most common neurodegenerative brain disorders, AD and PD. However, for most other neurodegenerative disorders, these studies are still relatively underpowered. Moreover, most GWASs focus on a disease versus control study design and are still in their infancy in regard to integrating disease progression, age of onset, and other phenotypic or biological markers. It is expected that more large-scale GWASs will be available in the near future, which will include deeper phenotypic information from larger cohorts. Large scale post-mortem neuropathological examinations will be crucial due to the complex relationship between manifestation of dementia and the underlying neuropathological causes.

In general, most GWASs indicate that many tissue-relevant cell types contribute in varying degrees to disease susceptibility (208). Microglia will certainly play a key role in several of these disorders, which might not be equally important across different neurodegenerative diseases. For example, GWASs for frontotemporal dementia have identified a number of loci in the vicinity of immune genes, suggesting that some of these loci might affect microglia

(209, 210). In contrast, other loci are thought to target neuronal survival and differentiation (211). Hence, context matters; determining which risk loci act on which genes and in which cell (sub)types and their impact on pathophysiology will be crucial to understand genetic risk on a locus per locus manner.

There is a clear need for improved models to recapitulate the specific context in which GWAS risk loci exert their effect. New and improved models for AD, PD and other neurodegenerative disorders are increasingly being developed, including the aforementioned brain organoid models. The number of studies that use such model systems to target GWAS risk genes and enhancers is still limited but could provide a major step forward. From the AD literature, it is becoming increasingly clear that many AD risk genes affect microglia lysosomes, phagocytosis and lipid metabolism, suggesting that the ability of microglia to process amyloid beta-aggregates might be dysfunctional. Hence, the AD GWAS findings do not undermine the amyloid hypothesis but merely expand upon it. For PD, most GWAS risk genes are not studied, and a comprehensive understanding of their mechanisms in disease susceptibility is still limited. In one study, PD risk genes were associated with lysosome activity, potentially suggesting that disrupted break-down of alpha-synuclein might be implicated.
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Background

Monocyte miRNAs govern both protective and pathological responses during tuberculosis (TB) through their differential expression and emerged as potent targets for biomarker discovery and host-directed therapeutics. Thus, this study examined the miRNA profile of sorted monocytes across the TB disease spectrum [drug-resistant TB (DR-TB), drug-sensitive TB (DS-TB), and latent TB] and in healthy individuals (HC) to understand the underlying pathophysiology and their regulatory mechanism.





Methods

We sorted total monocytes including three subsets (HLA-DR+CD14+, HLA-DR+CD14+CD16+, and HLA-DR+CD16+cells) from peripheral blood mononuclear cells (PBMCs) of healthy and TB-infected individuals through flow cytometry and subjected them to NanoString-based miRNA profiling.





Results

The outcome was the differential expression of 107 miRNAs particularly the downregulation of miRNAs in the active TB groups (both drug-resistant and drug-sensitive). The miRNA profile revealed differential expression signatures: i) decline of miR-548m in DR-TB alone, ii) decline of miR-486-3p in active TB but significant elevation only in LTB iii) elevation of miR-132-3p only in active TB (DR-TB and DS-TB) and iv) elevation of miR-150-5p in DR-TB alone. The directionality of functions mediated by monocyte miRNAs from Gene Set Enrichment Analysis (GSEA) facilitated two phenomenal findings: i) a bidirectional response between active disease (activation profile in DR-TB and DS-TB compared to LTB and HC) and latent infection (suppression profile in LTB vs HC) and ii) hyper immune activation in the DR-TB group compared to DS-TB.





Conclusion

Thus, monocyte miRNA signatures provide pathological clues for altered monocyte function, drug resistance, and disease severity. Further studies on monocyte miRNAs may shed light on the immune regulatory mechanism for tuberculosis.





Keywords: monocyte miRNA, drug-resistant -TB, immune dysfunction, Mycobacterium tuberculosis, NanoString, monocyte sorting





Introduction

Tuberculosis (TB) is caused due to the historical agent Mycobacterium tuberculosis (MTB) (1) which possesses a never-ending infection trend and poses a continuous threat to humans. TB management is still uncertain even in this era of advanced medicine. Improved understanding of the disease behavior and identification of stage-specific biomarkers are the pivotal goals of TB research to move forward toward global elimination. The co-evolution of MTB towards compatible human macrophage habitats (1) allowed them to launch a wide presentation of clinical infection, including clearance, low-grade TB (2), disease progression (3), and drug resistance. The prolonged latency state within the human host signifies their survival rate and re-infecting ability (4). However, evidence in the literature has put forward the theory that the active disease progression duration from latent infection (LTB) is within the initial two years after exposure (5, 6). Epigenetic drug tolerance is another phenomenon in which MTB can tolerate antibiotics through metabolic shutdown and acquire a non-replicating latent state (7, 8). Among people with latent infections, those with incipient or sub-clinical infections are at higher risk towards progressing to active disease (3, 9, 10). The available tests for LTB identification through immunological response such as the tuberculin skin test (TST) and an interferon-gamma release assay (IGRA) can neither detect the ongoing infection nor predict the risk of disease progression (11). Biomarkers for identifying high-risk groups are essential for considering them as the primary target for TB preventive therapy rather than the whole group of latently infected individuals. This will enable the wise usage of antibiotics and minimalize the emergence of drug resistance in the future. Transcriptomic signatures have gained attention over immunological assays in distinguishing the LTB individuals with viable bacilli from those who have eliminated the pathogen (12, 13).

A deeper understanding of the disease’s behavior and pathogenesis has uncovered more challenges for TB research toward elimination (14). An interesting and shocking observation from TB aerobiology studies was the occurrence of MTB transmission even with tidal breathing (15). This is even more dangerous than the pre-existing facts and can severely undermine the diagnosis of asymptomatic and culture-negative individuals. Another critical challenge for TB control and treatment is the emergence of intrinsic and extrinsic drug resistance in MTB (7). Studies postulate that extrinsic resistance occurs through chromosomal mutations (16), continuous exposure to drugs, modified drug targets (17), and compensatory evolution and epistasis (18–20). Mechanisms such as cell envelope impermeability, drug efflux, drug degradation and modification, and target mimicry contribute to intrinsic resistance in MTB (17, 21). Long non-coding RNAs are one major contributor to the pathological progression of MDR-TB (22). The infection loop and varied spectrum contribute to the complex nature of the disease and ultimately affect the overall treatment quality and impede the diagnosis with limited high-cost assays. 

However, the human immune system responds to MTB in different ways and is self-sufficient to deliver protection against TB. The concepts of trained immunity, autophagy, and epigenetic programming expose the strength of innate cells, particularly macrophages, for early clearance of MTB infection (23). In contrast, innate immune manipulation by MTB molecules leads to failure to control inflammation (24) and accelerates infection chronicity. The paradoxical behavior of host innate cells that permit bacterial growth and immune evasion is still unknown. Transcriptomics has unveiled the dominance of myeloid cell gene signatures and their immune regulation during TB (25). Chiefly, peripheral monocyte abundance and dysfunction are noted to be linked with innate immune activation through the enhanced expression of genes involved in the anti-microbial effect, inflammatory markers, and chemokines that progress alongside TB disease severity (26–28). Beyond RNAs, the regulation of monocyte mechanisms and their heterogenous response to the mycobacterium is credited to short, non-coding microRNAs (miRNAs). The functions of miRNAs are wide-ranging with some being reported to be involved in gene silencing, immune modulation, and the pathogenesis of infectious diseases, particularly TB (29, 30). The multifaceted effect of monocyte miRNAs in host killing machinery, signaling pathways, cytokine production, and their biomarker potency through differential expression are reviewed in our previous article (31). This review process gave more insight into macrophage miRNAs with limited information about their precursor monocytes. Furthermore, few studies have addressed monocyte miRNA profiling among TB-affected individuals and thus we wanted to know how monocyte-specific miRNAs are expressed across the TB spectrum. We intended to study and understand the monocyte miRNAs from various TB infection states (drug-resistant, drug-sensitive, and latent). We sorted monocytes from peripheral blood mononuclear cells (PBMC) through flow cytometry and subjected them to NanoString-based miRNA profiling. We observed severe downregulation of monocyte miRNAs and their interacting pathways in active TB thus providing a pathological clue for drug-resistant TB.





Methods




Study samples

Blood samples from four groups, 1) healthy controls (HC) (n=6), 2) latent TB (LTB) (n=6), 3) drug-sensitive pulmonary tuberculosis (DS-TB) (n=6), and 4) drug-resistant pulmonary tuberculosis (DR-TB) (n=6) were collected with approval from the Institutional Ethics Committee of ICMR-National Institute for Research in Tuberculosis, Chennai (NIRT, IEC 2015022) and from the Greater Chennai Corporation, Tamil Nadu. Adult individuals aged 18-55 years, without other co-morbidities, and who consented were recruited. Healthy volunteers who tested negative for IGRA were regarded as HC (Group 1) and those who tested positive for IGRA were grouped as LTB (Group 2). Those with active TB (DS-TB and DR-TB) were enrolled from primary health care centers of Chennai through regular TB diagnosis. Participants with TB symptoms, confirmed through any one of the TB diagnosis methods (Chest X-ray/Smear/Culture/Gene-Xpert/Clinical presentation) with confirmed sensitivity for first line drugs by sensitivity assays (Drug Sensitivity Test (DST)/Line Probe Assay (LPA)/Gene-Xpert) were categorized as DS-TB (Group 3) and those with confirmed resistance against any of the first line drugs were characterized as DR-TB (Group 4). Baseline samples before the initiation of anti-TB treatment were collected at one time point collection for DS-TB, and DR-TB. For DR-TB, either rifampicin resistance or multi-drug resistance (resistance to both rifampicin and isoniazid) were considered for collection.





Peripheral blood mononuclear cell isolation

Whole blood (8-12 ml) was collected in heparin vacutainers (BD India Pvt. Ltd., Cat#367874) from study participants and PBMCs were isolated by adopting the protocol from Fuss IJ et al., 2009 (32). Briefly, whole blood was centrifuged at 2600 rpm for 10 minutes to collect the plasma portion. The packed cell volume was diluted with 1X phosphate buffered saline (PBS) (Lonza India Pvt. Ltd. Cat# 17-515F) as per the volume of separated plasma and the initial volume of blood. The PBS-blood mixture was layered on top of the Lymphoprep (STEMCELL Technologies Cat# 07851) gradient solution in 1:1 ratio and centrifuged at 2000 rpm for 30 minutes at 18-20°C without a break to separate the components of blood. The upper layer containing 1X PBS and the remaining cell platelet fraction were removed using the sterile pipet. The mononuclear cells presented as white cloudy layer in between the PBS and Lymphoprep solution was then transferred to fresh tube for further washing procedure. The buffy coat was washed twice with 1X PBS at 1500 rpm for 10 minutes. The final PBMC pellet was suspended with PBS buffer containing 1mM ethylenediaminetetraacetic acid (EDTA) (Himedia Cat# GRM3915) and 2% fetal bovine serum (FBS) (Himedia Cat# RM1112) and the viability of the isolated cells were determined by the trypan blue dye exclusion method.





Monocyte sorting

Total monocytes were sorted through flow cytometry (FACS Aria-III) (BD, USA) from the PBMCs (approximately 10-15 million cells/ml) by positive selection with monocyte specific fluorochrome tagged antibodies (BD Biosciences and BD Pharmingen). The antibodies used include CD2-FITC (clone: RPA-2.10, BD), CD3-FITC (clone: HIT3a, BD), CD19-FITC (clone: HIB19, BD), CD56-FITC (clone: B159, BD), HLA-DR-PE Cy7 (clone: G46-6, BD), CD14-PE (clone: M5E2, BD), and CD16-BUV737 (clone: 3G8, BD). The stained cells were washed and suspended in 1 to 2 ml of PBS containing EDTA and FBS buffer. FACS Diva software (version 7.0) was used to mark the PBMCs on the FSC-A versus SSC-A plot and single cells were discriminated from doublets using the FSC-A and FSC-H plot. A dump gate was created on the FITC channel which has antibodies for CD2 and CD3-T cells, CD19-B cells, and CD56-NK cells. A FITC negative monocyte population was further ensured with HLA-DR and CD16 antibodies. The HLA-DR single positive cells and HLA-DR+ CD16+ cells accounted for the pure monocyte population. The final gate was plotted with CD14 and CD16 antibodies, where CD14+ cells, CD14+ CD16+ cells, and CD16+ cells were marked together for sorting the pure monocytes. The sorted monocytes count and viability were determined using the trypan blue dye exclusion method. The sorted cells were pelleted at 1500 rpm for 10 minutes and suspended in RLT lysis buffer (Qiagen Cat# 79216) containing 1% of 2-mercaptoethanol (Himedia Cat# MB041) and stored at -80°C.





RNA extraction and NanoString miRNA expression assay

Total RNA including miRNA was isolated from the sorted monocytes (Range: 1 to 2.8 million cells) in RLT buffer using phenol-chloroform and a Qiagen miRNeasy mini kit (Cat#217004). Cells were received in 150µl of RLT buffer and the volume was made up to 200 µl with RLT buffer and vortexed. Samples were extracted with a standard phenol-chloroform mixture. The aqueous phase obtained after centrifugation was mixed with 700 µl of QIAzol Lysis reagent and mixed well. The lysate was incubated at room temperature for 5 minutes and 140 µl of chloroform was added for phase separation. The rest of the protocol was followed as per the manufacturer’s guidelines. The RNA was eluted in 20µl of nuclease-free water (Ambion, Cat # AM9932). Quantitation was performed using a Qubit RNA HS assay (Invitrogen, Cat # Q32855) kit and also qualitatively analyzed on an Agilent 2100 bioanalyzer nano chip (Agilent, Cat # 5067-1511). Furthermore, 100ng of total RNA was used for the miRNA assay.

With NanoString Human v3A miRNA assay kit (CSO-MIR3-12), miRNA was ligated to mir-Tag with ligation buffer and ligase supplied with the kit. The ligated product was diluted with 15 µl of nuclease-free water, denatured at 85 °C for 5 minutes, and 5 µl of this was hybridized overnight at 65°C with reporter and capture probes. Protocol was followed as per the manual (nCounter miRNA Expression Assay User Manual, MAN-C0009-07). Post hybridization, the samples were analyzed on a NanoString nCounter SPRINT machine.





miRNA expression analysis

Analysis was performed on all the samples using the nCounter Analysis System (NanoString Technologies) and the nCounter Human v3 miRNA panel with 799 unique clinically relevant miRNA barcodes for endogenous miRNA. The housekeeping genes used in the panel include beta-actin (Actb), beta-2-microglobulin (B2m), glyceraldehyde 3-phosphate dehydrogenase (Gapdh), ribosomal protein L19 (Rpl19), and ribosomal protein lateral stalk subunit P0 (Rplp0). The panel also included the SpikeIn miRNAs, Arabidopsis thaliana miR159a (ath-miR159a), Caenorhabditis elegans (cel)-miR-248 and miR254, Oryza sativa (osa)-miR 414, and miR 442 along with the positive and negative controls for assessing overall assay efficiency as well as for monitoring the ligation efficiency.

The miRNA raw data in.RCC (Reporter Code Count) format was further analyzed using nSolver analysis software (NanoString technologies) version 4.0. The QC metrics were performed as per the guidelines, before proceeding with further analysis. Normalization of the raw data was performed using the geometric mean of the positive controls and the top 100 highly expressed miRNAs (CV% < 50) as per the instructions in the manual (nCounter Data Analysis Guidelines for miRNA (LBL-C0046-01) and nSolver™ 4.0 Analysis Software User Manual (MAN-C0019-08)). The differential expression between the various test and control groups (LTB vs HC, DS-TB vs HC, DS-TB vs LTB, DR-TB vs HC, DR-TB vs LTB, and DR-TB vs DS-TB) were calculated using the build ratio [fold change (FC)] utility present within nSolver. The thresholds considered for classifying significantly differentially expressed miRNAs were, FC >= 1.5 (upregulated) or <= -1.5 (downregulated) with a p-value < = 0.05.

The global miRNA expression level at its normalized state was used to visualize the sample distribution using Uniform Manifold Approximation and Projection (UMAP), performed by the umap R package. The pheatmap R package was used for the heatmap plot generation using the normalized expression data from the samples used in the study. Venn diagrams were generated via the online tool Venny 2.1.0 (https://bioinfogp.cnb.csic.es/tools/venny/index.html).





miRNA functional characterization

The miRNAs categorized as upregulated and downregulated from each comparison were subjected to over-representation analysis (ORA) to understand the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways enriched for the corresponding targets using the miRNA Enrichment Analysis and Annotation Tool mieAA 2.0 web server (https://ccb-compute2.cs.uni-saarland.de/mieaa2/). The parameters used include an FDR (Benjamini–Hochberg adjustment) threshold of < 1, with minimum hits > = 2, and a background set to include only the miRNAs present in the NanoString Human v3A miRNA panel. Furthermore, only the KEGG pathways found to be enriched with a p-value for individual enrichment of < 0.05 were studied. If only a single miRNA satisfied the thresholds used for classifying miRNA as upregulated or downregulated, then for the purpose of ORA we considered all the miRNAs as having a positive (or negative) FC value and a p-value of < 0.05 along with a normalized expression within either of the two groups being compared > the average of negative control probe counts, in order to understand the major pathways being regulated.

Gene set enrichment analysis (GSEA) was performed on each individual comparison using all the miRNAs present in the nCounter Human v3 miRNA Panel using RbiomirGS on REACTOME pathways, downloaded from MSigDB database v.2022.1. (https://www.gsea-msigdb.org/gsea/msigdb/collections.jsp). The predicted miRNA to mRNA interactions were obtained from the validated mRNA target databases and combined with data from the miRNA differential expression analysis (estimated FC and p-values for each miRNA). All miRNAs were then given an SmiRNA score -log10 P-value * sign(log2FC), and for each mRNA, an SmRNA score was calculated by summing up the SmiRNA scores of all the predicted miRNA to mRNA interactions. The SmRNA scores were then used to perform logistic regression, which provides the likelihood of gene sets being more or less suppressed due to differential expression of miRNAs.





miRNA-mRNA-pathway interactome

For every comparison, we performed an interactome visualization using the interaction between the significantly upregulated and downregulated miRNAs and their top five target mRNAs. The major pathways being enriched within the differentially expressed miRNAs in each comparison were also added to the interactome. Briefly, the target mRNA prediction for all upregulated and downregulated miRNAs was performed using MIENTURNET against the miRTarBase database with the following parameters: minimum number of interactions - 3, FDR <= 0.5, and a p-value <= 0.05. A further top five targets were chosen for each miRNA on the basis of highly significant unique p-values for the interaction between the miRNA and mRNA. The top targets of the upregulated and downregulated miRNAs were analyzed separately for the REACTOME pathway enrichment using the web-based DAVID v.2021 (https://david.ncifcrf.gov/) tool. The upregulated and downregulated miRNAs, their top mRNA targets, and the pathways enriched with a p-value of < 0.05 were visualized as an interactome using Cytoscape v3.9.1.

All statistical analysis and visualizations were performed using R Statistical Software v.3.6.1.






Results




Basic characteristics

Our study utilized 24 samples for miRNA profiling assay from HC (n=6; no of males- 2 and females-4), LTB (n=6; no of males- 3 and females-3), DS-TB (n=6; no of males- 5 and females-1) and DR-TB (n=6; no of males- 5 and females-1) participants. The median age of the participants was 33.5 (Range:19-44) for the HC group, 31 (Range:22-38) for the LTB group, 29 (Range:19-44) for the DS-TB group, and 32 (Range:18-47) for the DR-TB group. The demographics of the study population is represented in Table 1. Only two groups, HC and DR-TB, underwent a reduction in sample size as two samples from each group were filtered owing to poor ligation QC values below the threshold. The final number of samples used for further analysis was 20 samples.


Table 1 | Demographics of the study population.



The sample distribution and clustering were visualized using their global miRNA expression profile through the dimensional reduction algorithm of uniform manifold approximation and projection (UMAP) (Figure 1). Based on the phenotypic similarities, the samples were observed as two clusters globally, where the LTB and HC samples clustered close to one another due to their healthy status while the active disease (DR-TB and DS-TB) samples formed another group. However, it was seen that owing to the heterogeneity within the miRNA expression profiles, certain samples from each group did not cluster within these healthy and active disease groups.




Figure 1 | Sample clustering based on the normalized global miRNA expression visualized as a UMAP cluster plot. The samples are stratified globally into two groups; HC and LTB in one group and DS-TB and DR-TB in another group. *UMAP, Uniform Manifold Approximation and Projection for dimension reduction; HC, Healthy controls; LTB, Latent Tuberculosis; DS-TB, Drug- sensitive tuberculosis; DR-TB, Drug-resistant tuberculosis.







Differential expression of monocyte miRNAs

The miRNA NanoString panel used for our study consisted of 799 miRNAs, of which, our differential expression analysis resulted in 107 statistically significant miRNAs across the various groups of comparison. The study group comparisons and the DE miRNAs compared between them are listed as follows: LTB vs HC: one miRNA (one upregulated); DS-TB vs HC: 17 miRNAs (one upregulated and 16 downregulated); DS-TB vs LTB: 26 miRNAs (two upregulated and 24 downregulated); DR-TB vs HC: 37 miRNAs (four upregulated and 33-downregulated); DR-TB vs LTB: 62 miRNAs (three upregulated and 59 downregulated); and DR-TB vs DS-TB: four miRNAs (two upregulated and two downregulated). The differentially expressed (DE) miRNAs (DEMs) (upregulated and downregulated) across different group comparisons are shown in Table 2.


Table 2 | Differentially expressed miRNAs (upregulated and downregulated) across various comparisons.



Based on the log 2-FC and -(log10(p-value)), the top five upregulated and five downregulated miRNAs were delineated by volcano plots (Figure 2A). The top-most upregulated and downregulated miRNA for each comparison are as follows: LTB vs HC: miR-486-3p (up); DS-TB vs HC: miR-132-3p (up) and miR-512-3p (down); DS-TB vs LTB: miR-132-3p (up) and miR-146a-5p (down); DR-TB vs HC/LTB: miR-150-5p (up) and miR-378b (down); and DR-TB vs DS-TB: miR-150-5p (up) and miR-631 (down).




Figure 2 | Differentially expressed (DE) miRNA signature on the TB disease spectrum. (A) Volcano plots of various study group comparisons. Cut-off points of log 2-fold change (<-0.5 and >0.5) and -log 10 p-value (1.3) are defined by grey dotted lines. The top 5 up and downregulated miRNAs are mentioned in the plots. (B) One-way hierarchical clustering of all 107 DE miRNAs across the samples of HC, LTB, DS-TB, and DR-TB groups. The upregulation is shown in the red color and the downregulation is shown in the green color.







miRNA clustering reveals the heterogenous response of DS-TB samples

The one-way clustering of all 107 statistically significant miRNAs resulting from all 6 group comparisons (Figure 2B) showed the heterogenous expression of these miRNAs across all the samples, particularly in the DS-TB group. The homogenous response was seen to be lost among the samples of the DS-TB group since they presented varied miRNA expression with the response being high in some samples and, in some samples, it remained low. In the case of LTB, one sample showed abnormal expression. However, the homogeneity was maintained in the DR-TB samples as they almost had a fairly uniform expression of miRNA across all four samples.





Downregulation of monocyte miRNAs in active disease

The FC distribution and statistical significance of the 107 DE miRNAs across various group comparisons (LTB vs HC, DS-TB vs HC, DS-TB vs LTB, DR-TB vs HC, DR-TB vs LTB, and DR-TB vs DS-TB) are represented in Figures 3A, 3B. As seen in Figure 3A, there was a substantial downregulation of multiple miRNAs in the active disease (both DR-TB and DS-TB) compared to LTB and healthy individuals. The shared and unique miRNAs expressed in DR-TB and DS-TB compared to LTB and HC are represented in Figure 4. Both DR-TB and DS-TB shared a significant decrease of four miRNAs (miR-1226-3p, miR-1306-5p, miR-486-3p, and miR-492) compared to LTB with FC ranges from -1.89 to -1.55 (Figure 4A) and three miRNAs (miR-1299, miR-219a-1-3p, and miR-499a-3p) compared to the HC (Figure 4B) group with FC values of -1.93 to -1.62.




Figure 3 | Fold change distribution (A) and statistical significance (B) of all 107 differentially expressed miRNAs across various study group comparisons. Lane 1: LTB vs HC, Lane 2: DS-TB vs HC, Lane 3: DS-TB vs LTB, Lane 4: DR-TB vs HC, Lane 5: DR-B vs LTB, and Lane 6: DR-TB vs DS-TB for (A) and in the same order from column 1-6 for (B).






Figure 4 | Shared and unique up and downregulated miRNAs of active disease versus latent and healthy status. (A) Active disease (DR-TB and DS-TB) versus LTB, (B) Active disease versus HC, (C) DR-TB versus LTB and HC, and (D) DS-TB versus LTB and HC. *Upregulated (up) and Downregulated (down).



Among the downregulated miRNAs, miR-548m and miR-631 were remarkably decreased in DR-TB alone compared to all other groups. Of these, the decrease of miR-548m in DR-TB was statistically significant when compared to DS-TB (FC: -1.62, p = 0.04), LTB (FC: -2.11, p < 0.05), and HC (FC: -1.94, p = 0.01), whereas the decrease of miR-631 showed a statistical significance in comparison with DS-TB (FC: -1.64, p = 0.01) and HC (FC: -1.62, p = 0.008) and not with LTB. DR-TB exhibited a significant decline of 19 miRNAs (miR-1295a, miR-182-3p, miR-196a-3p, miR-329-5p, miR-337-3p, miR-337-5p, miR-365b-5p, miR-376c-5p, miR-378b, miR-499a-3p, miR-504-3p, miR-548ak, miR-548i, miR548m, miR-548z + miR548h-3p, miR-550a-5p, miR-563, miR-650, and miR-885-3p) compared to the LTB and HC groups with FC ranges from -1.5 to -2.33 (Figure 4C). The miRNA signatures (five miRNAs) was significantly downregulated in DS-TB compared to LTB and HC were miR-1245b-5p, miR-370-5p, miR-455-5p, miR-506-5p, and miR-512-3p (Figure 4D) with FC values of -1.5 to -2.33.

However, the miRNAs upregulated in active disease included miR-1277-3p, miR-132-3p, miR-150-5p, miR-199a-3p + miR-199b-3p, miR-4516, and miR-451a. Both DR-TB and DS-TB shared a significant elevation of miR-132-3p compared to LTB (DR-TB vs LTB- FC: 2.12, p = 0.02 and DS-TB vs LTB- FC: 2.75, p = 0.01) and HC (DR-TB vs HC- FC: 2.67, p = 0.01 and DS-TB vs HC- FC: 3.12, p = 0.01) groups. Particularly, miR-150-5p was tremendously increased in DR-TB alone compared to all other groups (DR-TB vs DS-TB- FC: 5.61, p = 0.002; DR-TB vs LTB - FC: 3.59, p = 0.01; and DR-TB vs HC- FC: 7.93, p = 0.01). In addition, DR-TB exhibited a significant increase of miR-451a compared to DS-TB (FC: 1.8, p = 0.03). When compared to the LTB and HC groups, three miRNAs (miR-132-3p, miR-150-5p, and miR-199a-3p + miR-199b-3p) were significantly increased in the DR-TB group with FC values ranging from 1.51 to 7.93 (Figure 4C) and miR-1277-3p had a significant increase in DR-TB when compared to HC alone (FC: 1.66, p = 0.04). Likewise, DS-TB showed a significant increase of miR-4516 when compared with LTB alone (FC: 1.5, p = 0.04).

One miRNA (miR-486-3p) was bidirectional between active disease (DR-TB and DS-TB) (down) and latent infection (up) and had a significant reduction in DR-TB (FC: -1.7, p = 0.03) and DS-TB (FC: -1.89, p = 0.04) compared to LTB and not with HC while there was a significant elevation in LTB ((FC: 1.57, p = 0.04) when compared with HC.





Over-representation analysis for KEGG pathways of up and downregulated miRNAs

We performed an over-representation analysis to understand the major KEGG pathways mediated by the upregulated and downregulated miRNAs resulting from each comparison. It was observed from the ORA that some of the significant TB-associated functions were enriched within the upregulated and downregulated miRNA set from various comparisons (Supplementary Files 1, 2). The upregulated miRNAs of two important group comparisons (LTB vs HC and DR-TB vs DS-TB) showed the enrichment of significant pathways. Of these, the upregulated miRNAs of LTB vs HC regulate antigen processing and presentation, Th1 and Th2 cell differentiation, inflammatory mediator regulation of TRP channels, cytosolic-DNA sensing pathway, and mitophagy in animals. For DR-TB vs DS-TB, the only enriched function by the upregulated miRNAs was tyrosine metabolism. In addition, the upregulated miRNAs of DR-TB and DS-TB compared to LTB and HC were found to enrich certain significant pathways. Among them, the elevated miRNAs of DS-TB vs LTB did not represent enriched pathways whereas DR-TB vs LTB were found to mediate ECM-receptor interaction and peroxisome. The upregulated miRNAs of DR-TB vs HC mediated pathways such as hematopoietic cell lineage and biosynthesis of unsaturated fatty acids while those of DS-TB vs HC regulated pathways related to glycosphingolipid biosynthesis: lacto and neolacto series, hippo signaling pathway, and complement and coagulation cascades.

The downregulated miRNAs of an important comparison (DR-TB vs DS-TB) were not found to have significant functional enrichment. However, the downregulated miRNAs of both DR-TB and DS-TB had significant enrichment when compared to the LTB and HC groups. Some of the TB-associated functions mediated by the downregulated miRNAs of active disease versus latent infection are as follows: i) DS-TB vs LTB: TGF-beta signaling pathway and mTOR signaling pathway; and ii) DR-TB vs LTB: Wnt signaling pathway, calcium signaling pathway, and hedgehog signaling pathway. The enriched functions for the active disease versus the healthy controls are i) DS-TB vs HC: VEGF signaling pathway, oxidative phosphorylation, and Fc gamma R-mediated phagocytosis and ii) DR-TB vs HC: inflammatory mediator regulation of TRP channels, chemokine signaling pathway, apoptosis-multiple species, C-type lectin receptor pathway, cytosolic-DNA sensing pathway, and phospholipase D signaling pathway. These analyses help to define the functional pathways mediated by the up and downregulated miRNAs.





GSEA revealed the bidirectional response of active disease and latent infection

We employed GSEA to understand the directionality of regulation for the functions (REACTOME pathways) mediated by the miRNAs of the various comparisons. The status of activation or suppression of pathways among different comparisons (LTB vs HC, DS-TB vs HC, DS-TB vs LTB, DR-TB vs HC, DR-TB vs LTB, and DR-TB vs DS-TB) was represented as a bubble plot (Figure 5). The functions under the class of autophagy, programmed cell death, immune system, signal transduction, cellular responses to stimuli, extracellular matrix organization, cell-cell communication, and vesicle-mediated transport were considered in particular for the GSEA bubble plot in order to comprehend their modulation during TB disease spectrum (Supplementary File 3). The active disease displayed the activation profile when compared with LTB and HC. Specifically, DR-TB exhibited the hyperactivation of almost all the functions compared to DS-TB. The coefficient value describes the top three functions of DR-TB vs DS-TB such as signaling by hippo, signaling by TGF-β family members, and scavenging by class A receptors. As expected, the direction of the activated functions in DR-TB and DS-TB was opposite in LTB when compared to HC.




Figure 5 | Regulation of major REACTOME pathways defined by miRNA gene set enrichment analysis. Activated functions are represented in red bubbles and suppressed functions are represented in green bubbles. The coefficient value defines the size of the bubble.



In contrast, the activated functions of latent TB vs HC were severely suppressed in active disease (DR-TB and DS-TB) compared to LTB and HC. The miRNAs from the LTB vs HC comparison were found to mediate the activation of antimicrobial peptides, scavenging of heme from plasma, complement cascade, immunoregulatory interactions between a lymphoid and a non-lymphoid cell, and signaling by GPCR. Thus, a bidirectional response was observed between active disease and latent infection with respect to the directionality of the functions mediated by miRNAs.





miRNA-mRNA-pathway interactome visualization

The significantly differentially expressed miRNAs from each comparison were connected with their top five targets and pathways and visualized further as a miRNA-mRNA-pathway interactome (Supplementary Files 4, 5). The miRNA-mRNA-pathway interactome for various comparisons is represented in Figure 6. The top mRNAs of both the upregulated and downregulated miRNAs of important group comparisons (LTB vs HC and DR-TB vs DS-TB) did not show significant enrichment of the functional pathways as expected and hence their interactome was not visualized. Similar to this, the comparison between active disease and latent infection (DS-TB vs LTB and DR-TB vs LTB) generated some functions that were statistically significant but did not share a major association with TB (Figures 6B, D). One exception was observed in the downregulated miRNAs and the top mRNAs of DS-TB vs LTB, where they showed interaction with immune system function.




Figure 6 | miRNA-mRNA-pathway interactome of top mRNAs targeted by up and downregulated miRNAs of active disease versus latent and healthy condition. (A) DS-TB vs HC, (B) DS-TB vs LTB, (C) DR-TB vs HC and (D) DR-TB vs LTB. Upregulated miRNAs and their targeted pathways are defined in the red color and downregulated miRNAs and their targeted pathways are defined in the green color. The pathways shown in black are targeted by targets of both upregulated and downregulated miRNAs.



However, the comparison between active disease versus healthy controls (DS-TB vs HC, and DR-TB vs HC) yielded significant functions that are associated with monocytes during TB (Figures 6A, C). The regulated functions of the upregulated miRNAs and their top targets for DS-TB vs HC are the EGF/EGFR signaling pathway, cytokine signaling in the immune system, and the RAC1/PAK1/p38/MMP2 pathway, and for DR-TB vs HC, no pathways were significantly enriched.

The top mRNA targets for the downregulated miRNAs were found to regulate the following functions in the active disease samples compared to healthy controls are as follows: i) DS-TB vs HC: adaptive immune system, Class I MHC mediated antigen processing and presentation, antigen processing: ubiquitination and proteasome degradation, cytokine signaling in the immune system, and PIP3 activates AKT signaling; and ii) DR-TB vs HC: TICAM1 and IRAK1 mediated IKK induction and TLR4 signaling, TLR cascades (3, 4, 5, 7, 8 and 10), MyD88 pathway, IL-17 signaling, FCERI mediated NF-kB activation, downstream TCR signaling, CLEC7A (Dectin-1) signaling, and TRAF6 mediated IRF7, NFkB, and MAP kinase upon TLR 7/8/9 activation. Hence, the miRNA-mRNA-pathway interactome provides an overview of the major pathways associated with top mRNAs targeted by the up and downregulated miRNAs.






Discussion

Towards achieving the global end of TB strategy, scientific communities are working on multiple components in parallel to understand the disease behavior that could pave the road for advancement in diagnostic and therapeutic utilities. In this regard, the last decade of scientific research has unveiled miRNAs as the intrinsic mediator of protective and pathological responses (33, 34) in human monocytes or macrophages upon MTB infection. At the molecular level, MTB induces an alteration of miRNA levels that could seize cell differentiation and tune the macrophage responses for their survival (31, 35). Although the phenotypic changes of monocytes are well documented, fewer studies are conducted regarding their differences or how their transcriptome is altered. Previously, we have studied and reported the phenotypic differences of the monocyte subsets across the TB disease spectrum and found increased frequencies of intermediate monocyte subsets in active disease (DR-TB and DS-TB) compared to latent infection (36). To further understand the disease pathology, we have explored the transcriptional response of sorted monocytes mediated through miRNAs by profiling them via NanoString technology. The outcome was the differential expression of 107 miRNAs, particularly the downregulation of miRNAs in active TB groups (both drug-resistance and drug-sensitive). The miRNA profile revealed differential expression signatures: i) decline of miR-548m in DR-TB alone, ii) decline of miR-486-3p in active TB but significant elevation only in LTB, iii) elevation of miR-132-3p in active TB, and iv) elevation of miR-150-5p in DR-TB alone.

The upregulated miRNA signature (miR-150-5p and miR-451a) of DR-TB compared to DS-TB have been identified for their regulatory effects during TB with inconsistent expression patterns. In previous reports on TB, miR-150-5p is significantly downregulated in PBMCs, PBMC-derived macrophages, leukocytes, and blood of pulmonary tuberculosis (PTB) patients compared to LTB (37, 38) and HC (39, 40). miR-150 was considered to be a cell differentiation regulator of B cells, T cells, and NK cells, and its lower expression was correlated with the reduced mature forms of above mentioned cells (38, 40–42). The inverse association of miR-150-5p (up) and the β-arrestin 2 gene (ARBB2) (down) in LTB compared to PTB was found to regulate the immune responses to MTB (37). The reduced miR-150 from PBMC-derived macrophages of PTB was predicted to be involved in Wnt signaling, insulin signaling, TGFβ signaling, and glycosaminoglycan biosynthesis (38). Further, Wang et al. describe the decrease of miR-150-5p in serum samples of DR-TB compared to PTB and HC (43). Interestingly, our monocytes exhibited a tremendous rise of miR-150-5p in DR-TB compared to all other groups. This suggests that monocytes from the DR-TB group have a different miRNA expression profile that could probably be involved in drug resistance and disease pathogenesis. In the case of miR-451a, previous studies on the PTB group exhibited mixed expression of both increased and decreased expressions compared to LTB (44–46). Our study revealed the elevation of miR-451a in active TB (DR-TB and DS-TB) compared to LTB and an increase in DR-TB vs DS-TB. Studies have postulated that miR-451, along with miR-144, mediate erythroid homeostasis (47) and their augmented levels in active TB may lead to an altered immune response by modulating the immune cell profile (46). From our current study, tyrosine metabolism was the only function identified to be enriched for the upregulated miRNA profile (miR-150-5p and miR-451a) in the DR-TB versus DS-TB comparison through ORA. However, this has not been previously reported elsewhere.

Our study had one unique miRNA (miR-486-3p) that showed bidirectional expression between active disease (downregulated in DR-TB vs LTB and DS-TB vs LTB) and latent infection (upregulated in LTB vs HC). This was contradictory, as previous TB studies reported the elevation or decrease of 5-prime miR-486 (i.e. miR-468-5p) in PTB compared to LTB or HC (45, 46, 48). The role of miR-486-5p was suggested to regulate the genes of the nuclear factor of activated T cells (NFAT5) pathway (48). This further reaffirms that monocytes have different miRNA expression profiles compared to PBMCs or T cells as the 3-prime end of miR-486 was more predominant than the 5-prime in all TB-infected groups and thus signifies their pathological behavior. 

One miRNA that was remarkably increased in active TB (DR-TB and DS-TB) compared to LTB and HC was miR-132-3p. There was evidence for the increased expression of miR-132 in the MTB-infected cells versus the uninfected cells (49) and as a biomarker (50) for PTB. miR-132/miR-212 are involved in regulating TLR-2 mediated tolerance by targeting IRAK4 (51). In TB, MTB survival is favored by upregulated miR-132 and miR-26a via targeting p300 that predominantly decreases the host-mediated IFN-γ activation and phagocytosis (49). This postulates that increased miR-132-3p expression in active TB assists in TB disease progression.

However, we have observed the downregulated miRNA signature of DR-TB (miR-548m and miR-631) compared to DS-TB for the first time. In one study, miR-631 was overexpressed in the sputum of TB patients compared to controls but its definitive role is unknown (52). Moreover, these miRNAs did not have enriched functions in the ORA of DR-TB vs DS-TB from our results. Indeed, these miRNAs showed a protective response during cancer studies where decreased miR-548m expression suppresses cell migration and invasion by reversing the epithelial-mesenchymal transition of breast cancer via targeting aryl hydrocarbon receptor (53). Similarly, intrahepatic metastasis of hepatocellular carcinoma was inhibited by miR-631 by targeting the receptor-type protein tyrosine phosphatase epsilon (PTPRE) (54). This was quite surprising as these miRNAs appear to protect from cancer but aid immune activation and loss of protective balance in DR-TB.

Through systematic reviews, it is evident that miRNA expression (upregulation and downregulation) is inconsistent and heterogenous during TB disease because of various components such as age, gender, ethnicity, the technical platform used for profiling, and intrinsic biological characteristics (55, 56). We have demonstrated the substantial downregulation of monocyte miRNAs in active TB (DR-TB and DS-TB) with negligible upregulation compared to LTB and HC and this was even contradictory with miRNA expression from macrophages as reviewed previously by us (31). Collectively, our data show that these downregulated miRNAs of active TB were found to mediate mTOR signaling, TGF-β signaling, Wnt signaling, Hedgehog signaling, chemokine signaling, apoptosis, Fc gamma receptor-mediated phagocytosis, and oxidative phosphorylation with relevance to monocytic functions during TB disease. This downregulation is thought-provoking as both the ORA and miRNA-mRNA interactome (top mRNA functions) of the downregulated miRNA signatures from active TB were considerably better associated with the TB-related pathways than the upregulated miRNAs. Moreover, in our previous study, we suggested that reduced antigen presentation and processing was a result of diminished frequencies of dendritic cells due to impaired monocyte differentiation by modulated monocyte subsets in active TB (36). This may be true since the interactome of DS-TB vs HC revealed the downregulated miRNAs and their targeted top mRNAs mediated antigen processing and presentation. Another notable observation from the interactome was that cytokine signaling function in DS-TB, compared to HC, was mediated by the top mRNA targets of both upregulated and downregulated miRNAs. Recently, we reported a serial increase of circulating cytokines and chemokines from LTB to DS-TB to DR-TB (57, 58) and this was probably mediated by monocyte miRNAs as evidenced by the interactome of the current study. On top of it, IL-17 signaling was one of the predominant functions mediated by the top mRNA targets of downregulated miRNAs in DR-TB compared to HC. This could hint that monocyte miRNAs are the possible mediators of cytokine responses, particularly IL-17, evidenced by their hyper elevation in the DR-TB group as reported earlier (57).

On the whole, active TB exhibited differential expression and promising functions compared to a latent or healthy status. But the differences observed for LTB vs HC and DR-TB vs DS-TB were still negligible. As evidenced from the literature, the healthy controls and LTB fall under one end of the spectrum, where there are no radiological, microbiological, or clinical manifestations/confirmations, host immunological response alone can be helpful in distinguishing both categories. Similarly, the differences between DR-TB and DS-TB could be appreciated only through their treatment outcome. In our study, we have obtained more than five p-value significant miRNAs between these closely related groups (LTB vs HC and DR-TB vs DS-TB), but such miRNAs were not considered further due to the stringent criteria and were filtered based on FC cut-off (data not shown). The directionality of miRNA functions and the outcomes from miRNA GSEA overpowered these observations and facilitated two phenomenal findings: i) bidirectional response between active disease (activation profile in DR-TB and DS-TB compared to LTB and HC) and latent infection (suppression profile in LTB vs HC), and ii) hyper immune activation in the DR-TB group compared to DS-TB. GSEA also described the severe suppression of antimicrobial peptides and complement cascades in active disease and activation in latent infection and so the protection against MTB was severely stalled in active TB. Beyond the miRNA expression profile, GSEA demonstrated the hyperactivation in DR-TB vs DS-TB and severe suppression in LTB vs HC and defined the clear biological differences that exist between those closely related groups. That these differences were somehow missed through their expression patterns may be due to several reasons such as i) stringent criteria (p-value <0.05 and fold-change <-1.5 or >1.5) for selecting the significant miRNAs, ii) phenotypic similarities between HC and LTB and between DS-TB and DR-TB, iii) miRNA being the intermediate component of mRNAs and proteins thus they could not capture those differences, and iv) smaller sample size.

Altogether these findings offer reasonable evidence to advocate monocyte miRNAs as the potential activators of multiple immune mechanisms in active TB and thus impair the downstream functions of monocytes and favor MTB survival and disease progression. However, the sole function of monocytes and their miRNAs for TB pathology can be strongly proposed only after performing similar transcriptomic studies for other cell types such as neutrophils and T cells. Other major limitations of our study are sample size and a cross-sectional study design which severely impede the utility of observed miRNAs in clinical settings. Further collaborative studies and validation through a real-time PCR with a larger sample size are crucial for these miRNA signatures to be utilized as biomarkers for the TB spectrum. miRNA mimic or knockdown studies in both in-vitro and in-vivo animal studies are highly essential for further understanding their therapeutic utility.

To conclude, the downregulation of monocyte miRNAs implicates their immune dysfunction in DR-TB and thus future explorative studies on monocytes could provide deeper insight for developing better diagnostic strategies and therapeutic utilities for DR-TB.
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Most of the leading causes of death, such as cardiovascular diseases, cancer, dementia, neurodegenerative diseases, and many more, are associated with sterile inflammation, either as a cause or a consequence of these conditions. The ability to control the progression of inflammation toward tissue resolution before it becomes chronic holds significant clinical potential. During sterile inflammation, the initiation of inflammation occurs through damage-associated molecular patterns (DAMPs) in the absence of pathogen-associated molecules. Macrophages, which are primarily localized in the tissue, play a pivotal role in sensing DAMPs. Furthermore, macrophages can also detect and respond to resolution-associated molecular patterns (RAMPs) and specific pro-resolving mediators (SPMs) during sterile inflammation. Macrophages, being highly adaptable cells, are particularly influenced by changes in the microenvironment. In response to the tissue environment, monocytes, pro-inflammatory macrophages, and pro-resolution macrophages can modulate their differentiation state. Ultimately, DAMP and RAMP-primed macrophages, depending on the predominant subpopulation, regulate the balance between inflammatory and resolving processes. While sterile injury and pathogen-induced reactions may have distinct effects on macrophages, most studies have focused on macrophage responses induced by pathogens. In this review, which emphasizes available human data, we illustrate how macrophages sense these mediators by examining the expression of receptors for DAMPs, RAMPs, and SPMs. We also delve into the signaling pathways induced by DAMPs, RAMPs, and SPMs, which primarily contribute to the regulation of macrophage differentiation from a pro-inflammatory to a pro-resolution phenotype. Understanding the regulatory mechanisms behind the transition between macrophage subtypes can offer insights into manipulating the transition from inflammation to resolution in sterile inflammatory diseases.
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1 Introduction

Diseases associated with inflammation are major contributors to global mortality. Conditions such as cardiovascular and neurodegenerative diseases, cancer, various lung, kidney, and liver diseases, as well as autoimmune diseases, are all connected to sterile inflammation (1, 2). The social impact of these diseases and sterile inflammation surpasses that of infectious diseases. The inflammatory response is initiated by tissue-resident cells, leading to the infiltration of various cells and substances from the bloodstream. This complex immune response triggers the production of inflammatory mediators, resulting in tissue damage. However, over time, the inflammatory process transitions towards tissue regeneration, facilitated by the release of immunosuppressive cytokines, specialized pro-resolving mediators (SPMs), and growth factors (3, 4).

For decades, it has been known that sentinel cells of the immune system are capable of detecting and responding to various danger signals, not limited to those derived from pathogens. Consequently, both pathogen-associated molecular patterns (PAMPs) and damage-associated molecules (DAMPs) can activate tissue-resident cells. While the immune response to pathogenic invaders is primarily focused on eliminating microbes, sterile inflammation aims to resolve inflammation instead of removing the pathogen (5). Due to these distinct objectives, inflammatory responses induced solely by DAMPs in sterile conditions and those associated with pathogen-induced PAMPs may differ more than anticipated. Specifically, the kinetics and ratio of inflammation-to-resolution processes can significantly vary between sterile and pathogen-induced inflammation (6).

While sterile inflammation is typically dependent on damage-associated molecular patterns (DAMPs), the primary source of DAMPs is the release of intracellular components during cell death processes. Consequently, the initial stage of sterile inflammation often involves the activation of uncontrolled necrotic cell death or the newly described regulated necrotic cell death processes (7). During cell death, resolution-associated molecules (RAMPs) are simultaneously produced alongside DAMPs, thereby enhancing anti-inflammatory processes (4, 8). These regulated necrotic cell death pathways, which vary in terms of membrane permeabilization kinetics and mechanisms, secrete distinct combinations of RAMPs and DAMPs, as we have previously outlined (1). Since the ratio of these molecules influences tissue regeneration and can also trigger various innate and adaptive immune responses, the unique profile of these released mediators elicits diverse resolution and immune-related reactions depending on each specific cell death pathway (9).

Tissue-specific factors, such as the general regenerative capacity, immune and stem cell composition of the given tissue, the effects of the neuroendocrine system, etc. all influence the steps of the inflammatory and regenerative processes. Certain stimuli that trigger sterile inflammation, such as burn (10), cancer (11), trauma (12), autoimmunity (13), toxins, ischemia reperfusion injury and crystals (2), can induce different cell compositions and responses at the site of insults. However, according to currently accepted theory, the turning point from inflammatory responses to resolution depends on the macrophage population transitioning from a pro-inflammatory to a pro-resolution phenotype in each unique tissue environment (14).

Macrophages play crucial roles as primary responders, phagocytes, and professional antigen-presenting cells in the afferent, central, and efferent phases of immune responses. There are two distinct functional extremes within macrophage subtypes: the classical proinflammatory and the alternative pro-resolution subpopulations. In addition to these extremes, macrophage subsets with high plasticity exhibit functional and phenotypic differences (15). These different macrophages can function sequentially depending on the phase of inflammation, but they can also act concurrently. The relative ratio of these subtypes determines the balance between inflammation and resolution, ultimately affecting the homeostatic or pathological outcome.

Pathological sterile inflammation can arise from abnormal modes or intensities of cell death (9, 16), the dysregulated release of damage-associated molecular patterns (DAMPs) (as discussed in our review articles (1, 9)), or failure in transitioning from inflammation to resolution (17). In this review, we aim to provide a summary of how RAMPs and DAMPs - released during sterile tissue damage - influence the differentiation of monocytes into macrophages. Additionally, we examine how these factors regulate the function of inflammatory and tolerogenic macrophage subsets.




2 DAMPs, RAMPs and SPMs: regulators of sterile inflammation

In the absence of pathogens, sterile inflammation is triggered by the release of damage-associated molecular patterns (DAMPs) associated with tissue damage (Table 1). DAMPs can originate from intracellular molecules released during necrotic processes, as well as from the extracellular matrix damage or the secretion of intracellular molecules through vesicles in response to cellular stress signals (22). Accordingly, modified matrix proteins, the extracellular appearance of cytosolic, nuclear, mitochondria-, ER-derived molecules, or vesicle-released proteins can activate the sentinel cells of innate immunity, resulting in the production of inflammatory mediators (23).


Table 1 | DAMPs, RAMPs and SPMs as coordinators of necro-resolution and necro-inflammation.



Other dying cell-derived factors, RAMPs, and SPMs, such as protectins, resolvins, lipoxins and maresins, may also influence the inflammatory processes and induce necro-resolution. Immune cells – such as macrophages – sense the presence of dead cells, and engulf them, which activates immunosuppressive and tissue regenerative functions in a time-dependent manner by inducing the production of anti-inflammatory cytokines and further SPMs. The relative ratio of DAMPs/RAMPs and pro/anti-inflammatory mediators contribute to the formation of a polarizing microenvironment (Figure 1).




Figure 1 | Summary of DAMPs, RAMPs, SPMs and their receptors. Intracellular (IC) DAMPs can be released from the cells during cell death or cellular stress and the damage of ECM also results in the generation of DAMPs (EC). DAMP-sensing receptors are responsible for the recognition of ECM, cytosolic, nuclear, mitochondria-, ER-, plasma membrane- or granule-derived DAMPs. In case of cell damage, RAMPs can also be released, therefore their receptors act simultaneously with the signals generated by DAMPs. SPMs can be produced from AA, DHA or EPA, which directs the resolution process by activating different SPM receptors. AA, arachidonic acid; AIM2, absent in melanoma 2; ALX, Lipoxin receptor; ANXA1, Annexin A1; Aβ, amyloid beta; BiPS, Binding immunoglobulin protein; CD, cluster of differentiation; CD14, cluster of differentiation 14; Chem23, Chemokine like receptor 23; CLEC4E, C-Type; Lectin Domain Family 4 Member E, CREB, Cyclic AMP-Responsive Element-Binding Protein; DAMP, danger associated molecular pattern; DHA, docosapentaenoic acid; ECM,, extracellular matrix; EPA, eicosapentaenoic acid; ERV1, human resolvin E1 receptor; FPR, Formyl peptide receptor; GPR37, G Protein-Coupled Receptor 37; HMGB1, High mobility group box 1 protein; HSP10, Heat shock protein 10; IC, intracellular; LGR6, Leucine-rich repeat-containing G protein-coupled receptor 6; LMW, Low-molecular-weight; LPS, Lipopolysaccharides; MDA5, melanoma differentiation-associated protein 5; MerTK, MER proto-oncogene, tyrosine kinase; Mincle, Macrophage Inducible C-Type Lectin; mtDNA, Mitochondrial DNA; MRC-1, Mannose-Receptor C type 1; MSR1, Macrophage scavenger receptor 1; NLRP1, NLR family pyrin domain containing 1; NLRP3, NLR family pyrin domain containing 3; PS, Phosphatidylserine; PTGERE2,, Prostaglandin E2 receptor; RAGE, Receptor for Advanced Glycation Endproducts; RAMP, resolution-associated molecular patterns; RIG-I, retinoic acid-inducible gene I; SAP130, Histone deacetylase complex subunit; SPM, Specialized pro-resolving mediators; SR-A1, Class, A1 scavenger receptors; ST2, Interleukin-1 receptor-like 1; TLR, Toll-like receptor; TREM1/2, Triggering receptor expressed on myeloid cells 1/2.



Importantly, the tipping point, when and how the inflammatory reactions turn into a resolution process, is poorly understood. Certain DAMPs, which originally trigger proinflammatory processes, can be converted into forms that trigger anti-inflammatory processes by further modifications, such as the oxidation of HMGB1 or the processing of ATP into adenosine. Certain receptors of dying cells (such as the “don’t eat me” signals CD24, CD31, and CD47) or soluble molecules that can bind to DAMPs (C1q, CD52) and stimulate the inhibitory receptors of efferocytes, thus transforming DAMP-mediated signaling into anti-inflammatory ones. Tissue damage increases the amount and proportion of dead cells. Phosphatidylserine (PS)-expressing cell corps activate MerTK-induced signaling in efferocytes, leading to SPM and anti-inflammatory cytokine production and polarization of macrophages to an M2 phenotype. The effects of additional DAMPs such as IL-33, Annexin A1 (ANXA1), and certain inflammatory mediators (PGE2) depend on the cells and/or receptors that sense them. Thus, alterations in the tissue environment can change their effect into an anti-inflammatory effect [reviewed in (1)].




3 Overview of M1 and M2 macrophage differentiation

The immune response is influenced not only by the types of RAMPs and DAMPs released but also by the cells responsible for sensing them. It is worth noting that the same RAMP or DAMP molecules can elicit different responses depending on the activation of either tolerogenic or inflammatory subpopulations of tissue-resident cells. Simultaneously, the recognition of these factors can impact the differentiation of monocytes, the polarization and the functional activity of macrophages, allowing them to finely adjust their activity and adapt to the current environment (24).

Macrophages that are in a resting state are referred to as inactive, non-polarized “M0” type macrophages. The M0 macrophages represent a diverse population characterized by their origin and tissue-specific functions. In this context, our focus is on the overall immune-related functions of macrophages, while a comprehensive summary of their specific characteristics can be found in reviews published elsewhere (3, 25, 26).

Functionally, classical macrophage-like cells (M1) exhibit pro-inflammatory, anti-microbial, and tumor-resistant properties. They are characterized by increased expression of CD80, CD86, and the production of immunostimulatory cytokines (TNFα, IL-1β, IL-6, IL-12, IL-23). M1 cells also secrete a wide range of chemokines (Figure 2 panel A), which facilitate the activation and proliferation of NK cells, CD4+ Th1 cells, and CD8+ T-lymphocytes.




Figure 2 | Main characteristics of in vitro differentiated and polarized M1 and M2 macrophages. Each phenotype could be formed in response to certain inductors: M1 upon LPS and/or IFN-γ (A); М2а in the presence of IL4/IL13; M2b in response to immune complexes; M2c could be generated after binding of IL-10 or TGF-β snd M2d with IL6 and adenosine (B); The THP1 cell line is also often used for macrophage differentiation (C). Arg1- Arginase-1, BMP, Bone morphogenetic protein; CCL2, Monocyte chemoattractant protein-1; COX-2, cyclooxygenase-2; COX-2, cyclooxygenase-2; FABP4, Fatty acid binding protein 4; Fizz1, Resistin-like molecule alpha1; GM-CSF, Granulocyte-macrophage colony-stimulating factor; HIF-1-α, Hypoxia-Inducible Factor Promotes; IFN-γ, Interferon gamma; IL-1R, Interleukin-1 receptor; iNOS, Inducible nitric oxide synthase; iNOS, Inducible nitric oxide synthase; Klf4, Krüppel-like factor 4; M-CSF, macrophage colony-stimulating factor; MRC-1, Mannose-Receptor C type 1; PMA, Phorbol myristate acetate; PPARs, peroxisome proliferator-activated receptors; PPARs, peroxisome proliferator-activated receptors; PTEN, lipid and protein phosphatase and tensin homolog; SOCS3, suppressor of cytokine signaling-3; STAT1, Signal transducer and activator of transcription 1; TGF-beta, Transforming growth factor-beta; TNF, Tumor necrosis factor; VEGF, Vascular endothelial growth factor.



On the other hand, alternative macrophage-like cells (M2 cells) play a crucial role in anti-inflammatory and resolution processes. They are predominantly identified by the presence of CD163 and CD206 markers. M2 cells possess the ability to produce both inflammatory (IL-6, TNFα, IL-12) and anti-inflammatory (IL-10, TGFβ) cytokines, contributing to the restoration of homeostasis (Figure 2 panel B). Their functions as immunoregulators and promoters of tumor growth. M2 cells exhibit high phagocytic capacity and are involved in producing extracellular matrix (ECM) components, angiogenic factors, chemotactic factors, and various cytokines. In addition to their role in pathogen defense, they also participate in the clearance of apoptotic cells, suppression of inflammatory responses, and promotion of wound healing and tissue remodeling.

Within the two endpoints, between cells M1 and M2, several macrophage subpopulations can be created in vitro or identified in different tissues under steady state or different pathological conditions. M2 macrophages were further divided into M2a, M2b, M2c, and M2d subtypes based on applied stimuli and induced transcriptional changes (27) (Figure 2).

The transition from innate M1 to M2 states indicates that macrophage differentiation and activation occur along a spectrum, where distinct epigenetic, metabolic, phenotypic, morphological, and functional characteristics are acquired by different cell populations. The collective expression of macrophage-derived factors and cell surface markers determines the functional properties of macrophages. It is important to note that individual cells can co-express “markers” associated with both M1 (e.g., CD163, TNFα) and M2 (CD209, TGFβ) states, emphasizing the complexity of polarization (28). Furthermore, there can be the simultaneous presence of functionally distinct subpopulations of macrophages, enabling precise modulation of tissue responses.

The fate of monocyte/macrophage populations may also vary in the post-inflammatory phase; some of the cells are likely to die due to the inflammatory reaction. Surviving cells can undergo phenotype conversion in situ, leading to the appearance of M2-like resident macrophages, but a few of them, trained monocytes, preserve their phenotype for a longer period, even months, “remembering” previous inflammatory stimuli that affected them (29, 30).

In this chapter, we aim to provide a general overview of the commonly used and widely accepted methods for in vitro macrophage differentiation and polarization. In recent decades, various terms have been used to classify different types of macrophages exposed to cytokines or Toll-like receptor (TLR) agonists. In human studies, peripheral-blood monocytes or THP-1, a human monocyte-derived cell line from a patient with acute monocytic leukemia, have been commonly utilized as an in vitro system for generating macrophage subpopulations. Although not entirely representative of in vivo cell populations, this model system has proven to be one of the most reproducible experimental standards (29). Initially, the impact of interferon-γ (IFNγ) and/or lipopolysaccharide (LPS) on M1 macrophages and interleukin-4 (IL-4) on M2 macrophages was described (31). Another widely employed approach to differentiate polarized macrophages involves using GM-CSF for M1 cells and M-CSF for M2 cells alone (32). The essential protocols for in vitro macrophage differentiation and polarization, along with the key characteristics of the resulting M1 and M2 cells, are summarized in Figure 2.

Distinct differences have been observed in the transcriptomes of these generated cells. Stimulation of macrophages with IFNγ or IL-4 exclusively activates either STAT1 or STAT6 (33). Other genetic modifications also lead to shifts in macrophage polarization. For instance, IRF5 and SOCS3 drive M1 differentiation, whereas the transcription factors IRF4 or KLF4 and certain PPARs induce M2 differentiation (34). Notably, metabolic changes occur during differentiation as well. Molecules associated with anabolic growth, such as AKT2 or PTEN, promote an M1-like expression pattern, whereas the mTOR inhibitor TSC1 facilitates M2 formation (35). M2 macrophages exhibit more pronounced arginine metabolism compared to M1 macrophages, and this disparity disappears when the Slc7a2 promoter responsible for arginine transport is deleted (36).

It is important to note that in vitro models are not capable of modeling the complex interactions occurring within tissues, significant emphasis should be placed on considering results derived from in vivo systems. Although the polarization of macrophages into M1-like or M2-like states can also be identified in vivo, it requires a more precise characterization. Their characterization primarily relies on detailed phenotypic and functional studies, as well as single-cell analyses.

The in vivo differentiation of macrophages is a much more complex process influenced by numerous factors. Their characteristics are influenced by the individual’s general health condition; age (37, 38), potential pathological conditions (39–41), and the stage, flare-up, or resolution of diseases (14). There are numerous available in vivo model where sterile inflammation is artificially induced, resulting in tissue damage. In the case of immune reactions triggered by PAMPs, the inflammatory agent is known. However, in models that induce sterile inflammation, the question of which DAMP released due to injury serves as the initiator of immune reactions or its potential role in regulating the immune response is often not addressed (except, e.g (42–44). among others), even though DAMPs, RAMPs, and SPMs are part of the complex tissue microenvironment.

Here we collected models represent different experimental approaches used to study sterile inflammation in various contexts, but where the potential DAMPs are not identified. Sterile inflammation could be induced by overexposure to UVB irradiation (i.e., sunburn) in the mouse plantar skin (45), polyvinylpyrrolidone (PVP) in rat model (46), as well as with phorbol 12-myristate 13-acetate (PMA) to induce acute mouse ear inflammation (47). Another possibility is the stimulation with 2,6,10,14-tetramethylpentadecane (TMPD, also known as pristane) (48). Additionally, it can be evoked with cytodex bead slurry injection subcutaneously into the back space in mouse (49), furthermore, the hepatic I/R Injury also can be induced (50). The injection of cardiotoxin into the muscle (51) can be used to trigger sterile inflammation as well as the following method can be applied: injection of mice with heparin, and the use of an atraumatic clip to interrupt the arterial and portal venous blood supply to the cephalad lobes of the liver (52). In the case of autoimmune models, the DAMPs are also neglected, however their potential presence is also determining (53).

The presence of macrophages in different conditions is still a subject of conflicting studies, but the altered functions can be attributed at least in part to the changed or divergent DAMP/RAMP/SPM sensing-receptor expression patterns.




4 Effect of DAMPs and RAMPs released from dying cells on macrophage differentiation

In addition to cytokines or PAMPs, macrophage polarization can also be induced by different types of endogenous damage-related molecules (DAMPs and RAMPs). Non-polarized macrophages express relevant receptors for DAMP-, RAMP-, and SPM-sensing which could influence their differentiation into proinflammatory or proresolution macrophage subtypes (54). The presence of these receptors on M0 cells shows that these cells are sensitive to DAMP, RAMP and SPM signals, indicating that these stimuli may direct macrophage differentiation.

The relevance of our question is supported by the fact that sterile inflammation is induced in many in vivo mouse studies (48, 55), yet the role of factors released from damaged or dying cells, such as DAMPs and RAMPs, in triggering inflammation during sterile inflammation is not widely investigated. The different phases involved in tissue damage and regeneration, which heavily rely on the innate immune system, particularly monocyte-derived macrophages. These macrophages play a dual role, first in reacting to the injury, and second by removing debris, promoting resolution of inflammation, and initiating tissue repair. At the end of the inflammation phase, the pro-inflammatory phase subsides, transitioning into a regenerative inflammation phase that leads to tissue repair. There is a dynamic nature ofmacrophage response and identifies specific molecular signatures characterizing inflammatory and repair macrophages during tissue injury and repair (14).



4.1 Effect of DAMPs released from dying cells on macrophage differentiation

It is well known that besides IFNγ, PAMP signals, such as LPS, are the most important stimulus for inducing M1 macrophage polarization. Since DAMPs mostly stimulate a set of receptors overlapping with PAMPs (56), we can assume that DAMPs predominantly induce M1 differentiation. Accordingly, HMGB1 facilitates the reprogramming of macrophages towards an M1-like phenotype dependent on TLR4-mediated pathways (57, 58). Recombinant HSP90 expressed in extracellular vesicles shifts the differentiation of M0 macrophages towards the M1 phenotype (59). The presence of uric acid leads to the differentiation of monocytes into inflammatory M1-like macrophages through NLRP3 activation (60). Extracellular RNA (eRNA) released from different tissues induced the differentiation of M0 macrophages towards the M1 phenotype (61). Extracellular accumulation of the stress response protein eCIRP inhibited the polarization of M2 macrophages, thereby shifting the balance of macrophage subtypes towards an inflammatory phenotype (62). However, DAMP signals do not exclusively favor the formation of proinflammatory macrophages. Factors acting together with DAMPs can modify DAMP-related functions, so their effect also depends on the tissue environment. For example, DNA released from activated neutrophils during netosis induces a rapid inflammatory response, but DNAses are also secreted, eventually ceasing the proinflammatory effect of extracellular DNA (63). High doses of S100B may also contribute to subsequent tissue regeneration (64). In the presence of immune complexes, even the highly inflammatory LPS or IL-1β signals are modulated, leading to the differentiation of the M2 macrophage subtype (65).




4.2 Effect of RAMPs released from dying cells on macrophage differentiation

Intracellular molecules released from dying cells that play a direct role in inducing resolution favor the differentiation of M2 macrophages over M1 cells. HSP27 secretion induces the differentiation of tolerogenic macrophages in the tumor microenvironment (8). The extracellular appearance of HSP10, HSP27, BiP and ANXA1 promotes autocrine IL-10 production driving the differentiation toward the M2 phenotype (66). SPM secretion, resolving D1/E1, lipoxin A4 and maresin1 from dying cells has been demonstrated, and efferocytes engulfing dead cells can also produce SPMs (9). The common effect of the different SPMs is the enforcement of the M2 differentiation (1). PS appearing on the surface of dead cells also increases the polarization in the M2 direction through the activation of MerTK receptors on the efferocytes (67). MerTK signaling also results in SMP production, which also enhances the differentiation of M2 cells. As MerTK and SPM expression increases in M2 cells, a complex positive feedback loop appears between MerTK, SPMs, and M2 cells in the presence of dead cell corps. An increase in the amount of dying cells or M2 cells therefore turns the inflammatory signals in the direction of resolution (1).




4.3 Effects of DAMP conversion to RAMPs on macrophage differentiation

Depending on their environment or post-translational modifications, some molecules can function as both DAMPs and RAMPs, such as HMGB1, ATP, IL-33, prostaglandin E2 (PGE2) and ANXA1. These molecules, originally identified as DAMPs, appear to play a critical role in regulating the transition between pro-inflammatory and pro-resolution phases (1). Accordingly, they could have an ambivalent effect on macrophage polarization. The HMGB1 molecule has three functionally distinct isoforms based on the redox state of the three cysteines; disulfide-HMGB1, fully reduced, and sulfonyl-HMGB1 variations. Disulfide-HMGB1 induces inflammatory cytokine secretion and in accordance with this functionality, polarizes macrophages in the M1 direction, with a slightly different transcriptomic profile than LPS/IFNγ signals (68). Fully reduced HMGB1 is known to induce chemotaxis and has a limited effect on macrophage polarization (68). Sulfonyl-HMGB1 has been described as inactive in inducing inflammation and new observations also suggest that sulfonyl-HMGB1 increases the M2/M1 macrophage ratio (69). Extracellular ATP, another classic DAMP molecule, is converted to immunosuppressive adenosine under the action of CD39 and CD73 ectonucleotidases. Adenosine promotes differentiation towards M2 while inhibiting M1 polarization (70). Sensing ATP by any macrophage subtype leads to the release of anti-inflammatory proteins such as ANXA1, suggesting that intact ATP may also have a potential role in resolving inflammation (71). Extracellular ATP activates P2X7R on M1 polarized macrophages, leading to the release of pro-inflammatory IL-1β via activation of the caspase-1/NLRP3 inflammasome (72). IL-1β is an important polarizing cytokine for M2b cells under certain circumstances (65). IL-33, which belongs to the IL-1 cytokine family, it is not secreted by the ER-Golgi pathway, therefore it is mainly released from cells that lose membrane integrity. Although it is considered an alarmin molecule (with a DAMP-like function), it strongly supports the differentiation of M2 cells, thus also contributing to resolution (73). PGE2 plays a role in early inflammatory events, but the second wave of its production typically induces an anti-inflammatory process (74). Its effect on macrophage differentiation characteristically stimulates M2 polarization, while it blocks the function of M1 macrophages (75, 76). ANXA1 and its N-terminal cleavage product Ac2-26 induce differentiation of monocytes into M2a, M2c-like cells and transformation of macrophages into M2 subtypes (77). Accordingly, extracellular ANXA1 favors tissue regeneration (78, 79), while ANXA1 KO mice were characterized by impaired tissue regeneration with a predominance of the M1 phenotype (78, 80).

Cancer-driven immune editing limits or alters macrophage responsiveness to DAMPs, an example of how DAMP-mediated macrophage polarization depends on the tissue environment. The intense growth of tumors coupled with their resistance to apoptosis induces significant necrotic cell death, thus leading to intensive DAMP release. In this environment, the M1 phenotype-promoting effect of DAMP signals is abrogated and it even supports the differentiation of M2-like cells, the mechanism of which is not always clear (81). Hypoxia-induced macrophage polarization is HMGB1-dependent, significantly increasing the number of tumor-associated macrophages with an M2-like phenotype in HMGB1-positive murine and human melanomas (82). Pancreatic ductal adenocarcinoma cells with endothelial-mesenchymal transition secrete HSP90 to induce M2 polarization of macrophages (83). eRNA promotes the polarization of M2 macrophages in patients with colorectal cancer (84). S100A4 enhances protumor macrophage polarization by the upregulation of PPAR-γ (85). IL-33 enhances M2 polarization by inducing a metabolic shift toward increased cellular oxidative phosphorylation and ultimately promotes tumor growth in a B16 melanoma model (86).

Overall, it can be concluded that despite the presence of proinflammatory DAMPs, tissue resolution can also develop in special tissue microenvironments, highlighting the environmental effect on the functioning of DAMPs.





5 Comparison of RAMP- and DAMP-sensing receptor expression on polarized M1 and M2 cells

Depending on the differentiation state of the cells, different signaling pathways can be activated, which control whether pro- or anti-inflammatory mediators are produced in excess. If an excess of proinflammatory or proresolution macrophage subpopulation develops in the tissue environment as a result of previous stimuli, this significantly affects the immune response to a given stimulus. The different response ability of individual subpopulations may result from the non-identical expression of receptors or the inherent difference in signaling pathways. In the next chapters, we will review how DAMP and RAMP receptors are expressed in M1 and M2 cells and compare the signaling pathways activated in these cell populations.



5.1 Expression of DAMP-sensing receptors on polarized M1 and M2 cells

Damage-related molecules, as a group of danger signals, are mostly recognized by the same PRRs as pathogen-related patterns. However, some receptors are specialized only for the detection of DAMPs (23). A surprisingly small number of comparative studies have examined PRR expression on M1 and M2 cells (15). Based on these studies, virtually all DAMP-sensing receptors are expressed by both M1 and M2 cells (Table 2).


Table 2 | DAMP, RAMP, SPM and “transitioning” molecule-sensing receptors on non-polarized, M1 and M2 cells.



Based on the literature, only the expression of Mincle (CLEC4E) (114), which recognizes bacterial glycolipids and SAP130 as a DAMP, and TLR2, which primarily recognizes bacterial lipids and various DAMPs, were markedly higher in M1 cells than in M2 macrophages. Thus, the different functional activity of pro- and anti-inflammatory macrophages presumably does not arise only from PRRs.

More dominant differences can be observed between the two macrophage subtypes in the expression of receptors, which can detect only danger signals, but not PAMPs, such as receptors for IL-1, heat shock proteins, VEGF, IL-33 and ATP (the last two are reviewed in the next chapter). Lower expression of IL-1RI, which has an inflammatory role, and higher expression of IL-1RII, a decoy receptor to block IL-1 signals has been published on M2 cells (27). The expression of the VEGF receptor, which detects extracellular cyclophilin A, was higher on M2 macrophages (109). Trigger receptors expressed on myeloid cells (TREM) are specialized to detect various DAMPs, such as extracellular HSP proteins, actin and cCIRP. TREM-1 is a well-known enhancer, while TREM-2 is a negative regulator of the inflammatory response (134). While TREM-1 expression is more dominant on M1 macrophages, TREM2 expression is the more typical feature of M2 macrophages based on literature data (103).

Examining the expression of the receptor, greater differences can be seen in the expression of receptors that sense DAMPs than those that sense PAMPs. However, further functional studies are needed to determine whether this divergence contributes to the functional differences between M1 and M2 macrophages.




5.2 Expression of RAMP and SPM sensing receptors on polarized M1 and M2 cells

Recognition of RAMPs and SPMs by diverse receptors (TLR4, SR-Al, CD36, PGE2R EP2/EP4, MERTK for RAMPs and ALX/FPR2, ChemR23, GPR32, GPR37, RORα, LGR6 for SPMs) are responsible for the initiation and completion of resolution process in a fine-tuned manner.

The receptors of secreted HSP proteins belonging to RAMPs, (HSP10, HSP27, BiP/HSPA5, αB-crystallin/HSPB5) are typically barely known (135). An interesting aspect of their anti-inflammatory effect is that HSPs involved in resolution can bind to the same receptors as HSPs with DAMP function, inhibiting those by competition. Hsp10 can interact with extracellular Hsp60, inhibiting inflammatory responses of this DAMP (136). Similarly, HSP27 binding may compete with LPS binding to TLR4 and oxLDL binding to SR-AI or CD36, thereby attenuating these activating signals (137). In addition, CD36 stimulation by HSP proteins resulted in PPARγ activation, indicating that high CD36 expression can convert the function of HSP proteins described as DAMPs into resolution-promoting activity (138). The expression of PS-recognizing MerTK receptors, which direct the efferocytosis of dead cells, is increased on M2 cells (67). As MerTK receptor signaling promotes the differentiation of macrophages to the M2 phenotype, this creates a positive feedback loop between efferocytosis and M2 differentiation (1, 139–141).

The receptors of individual SPMs are differentially expressed in M1 and M2 macrophages. Protectin and maresin receptors GPR37 and RORα are expressed at a higher level on M2 cells (126, 142), and the expression of the resolvin D and lipoxin-recognizing receptors FPR2 is also higher in THP-derived M2 than in M1 cells (133). In contrast, the expression of ChemR23 (resolvin E) and LGR6 (maresin) is higher on M1 cells (122, 127). The receptor for Resolvin D1, GPR32 is present on both LPS-activated M1 and IL-4-activated M2 macrophages, but its expression is reduced by TGFβ and IL-6 treatment (143).

We must underscore that SPMs even acting on M1 cells induce the differentiation of macrophages into the M2 phenotype so due to the widespread expression of SMP receptors facilitate resolution.




5.3 Receptor expression responsible for DAMP-RAMP transition on M2 cells

Over time, the signaling pathways that support inflammatory processes may weaken and those that promote dissolution and regeneration become more potent. The microenvironmental conditions promote the differentiation of M2 macrophages, while the functions of the M2 cells favor the resolution processes. This positive feedback accelerates the transition once the inflammation-resolution balance is tipped over (93). An important part of this regulation is that the receptors that convert DAMP signals into resolution signals are primarily expressed in M2 cells.

CD24 is considered a “don’t eat me” signal molecule. Siglec-10, the receptor for CD24, is expressed at a higher level in the M2 subtypes (the highest level in the M2c) (144). CD24 can be in complex with HMGB1 and induces the activation of Siglec-10, leading to anti-inflammatory signal transduction (145). By cooperating with CD24, Siglec-10 can also transform the inflammatory potential of other DAMPs, such as HSP70 or HSP90, into resolution (145). Similarly, HMGB1 loses its inflammatory potential in the presence of C1q. The C1q-HMGB1 complex activates the LAIR receptor of efferocytes, which inhibits inflammatory signals (146, 147). Like Siglec-10, LAIR1 expression is higher in M2 than in M1 macrophages (148). Thus, the engulfment of cellular debris by M2, but not by M1 cells, turns the effects of DAMPs into anti-inflammatory.

The expression of CD39 and CD73, the receptors responsible for the ATP-adenosine transition, is higher in the M2 than in the M1 phenotype based on published data (149). In contrast, some transcriptomic studies showed that the expression of CD73 was higher in M1 cells. Functionally, the hydrolysis of ATP to adenosine is more intense in M2 than in M1 cells (149). The generated adenosine inhibits the functions of M1 cells through A2A receptors and induces the polarization and activation of M2 cells through A2B receptors (70, 150). The ATP-P2X7Rs axis plays a role in inflammation in M1 cells, P2X7Rs might play an anti-inflammatory role in M2 macrophages (151). In intermediate M1/M2-polarized macrophages, extracellular ATP acts through its pyrophosphate chains, to inhibit IL-1β release (151), while P2X7R signaling does not induce NLRP3 activation in M2 macrophages (71).

The expression of the IL-33 receptor, ST2, is increased on M2 cells (128). In addition to the fact that IL-33 commonly induces M2 differentiation, IL-33 released from dying cells, or produced even by M2 cells (152), increases the expression of CD73, CD39 and MerTK, promoting other actors in tissue resolution (1).

PGE2 is known to have both a pro- and anti-inflammatory role. PGE2 binds to four different PGE2 receptors (EPs), of which EP4 mediates resolution signals. EP2 and EP4 receptors were detected on macrophages, but EP1 and EP3 receptors are barely or not expressed on these cells at all. LPS stimuli increase EP2 expression, thus modifying the EP2/EP4 ratio (130); however, increased expression of EP4 has also been demonstrated in M1 cells (131). In addition to SPMs,

Formyl peptide receptors (FPR) also recognize ANXA-1. FPR1 is mostly proinflammatory, while FPR2 has a pro-resolution effect. As mentioned, FPR2 expression is higher on M2 cells (133), moreover, IL-4 and IL-13 downregulate FPR1 expression on alternatively activated macrophages, providing a rather anti-inflammatory response to ANXA-1 on M2 cells (153). While the role of ANXA1 in promoting M2 differentiation is clear, further studies are needed to determine the ratio of FRP1/FRP2 receptors expressed on M1 and M2 cells and to demonstrate the potential differences in ANXA-mediated signaling in the two cell subtypes.

Overall, M2 macrophages, by expressing certain targeted receptors, have a high potential to convert the inflammation-inducing potential of DAMP molecules into an anti-inflammatory “RAMP-like” effect. After functional conversion, these DAMPs promote M2 differentiation, thereby accelerating the resolution process.





6 Comparison of RAMP- and DAMP-induced signaling pathways on polarized M1 and M2 cells

The pattern of DAMPs/RAMPs/SPMs released during sterile inflammation, depending on the different forms of cell death (1), results in the activation of many different receptors that can generate various stimuli. In the next chapter, we focus on the signaling initiated by DAMP/RAMP/SPM receptor ligation and the transcription factors activated.

As reviewed by Igor Malyshev et al. (154), there are two types of macrophage reprogramming signaling pathways: pathways that mainly program the M1 phenotype through the activity of Notch, TLR/NF-κB (р65/р50), PI3K/Akt2, JAK/STAT1, and HIF1α, as well as those pathways which mainly program the M2 phenotype through PI3K/Akt1, JAK/STAT3/6, TGFβ/SMAD, TLR/NF-κB (р50/р50), and HIF2α (154). Briefly, the profile of pro-inflammatory stimuli induces the polarization of M1 cells via the activation of transcription factors such as NF-κB, STAT1, STAT3, AP-1, SREBP-1, and HIF1α, while anti-inflammatory M2 macrophages are mainly controlled by transcription factors STAT6, GATA3, PPARγ, C/EBPββ, SP1, cMyc and LRX (155).



6.1 DAMP signal for M1-M2 differentiation and/or functions

DAMP-recognizing PRRs could act in an additive or synergistic manner. TLRs can activate MyD88-IKK-NF-κB, and MyD88-MAPK-AP1 pathways, in addition, TLR3 and TLR4 signaling results in the TRIF-TBK1-IRF3/7 activation. Accordingly, DAMP-sensing receptors; TLR2, TLR3, TLR4 and TLR7 enhance the activity of AP-1 (156–158). TLRs, like TLR3, TLR4 and TLR9 induce the activation of M1-associated IRF3 and IRF5 transcription factors in macrophages (156, 159). Additionally, C-type lectin receptors through activating SYK kinase stimulate the MAPKs (AP1) and NF-κB pathways (160). NOD-like receptors with the help of adapter protein apoptosis-associated speck-like protein containing CARD, also PYCARD (ASC) activate inflammasome for caspase-1 activation resulting IL-1β and IL-18 release (161) (Figure 3).




Figure 3 | DAMP-sensing receptor-induced signaling pathways. DAMPs are recognized by pathogen-recognition receptors as well as various receptors specialized for the detection of human molecules. Their detection dominantly resulted in the activation of inflammation-promoting signaling pathways and transcription factors. AP-1, Activator protein 1; ASC, Apoptosis-associated speck-like protein containing a CARD; CD, cluster of differentiation; CREB, Cyclic AMP,Responsive Element-Binding Protein; DNGR-1, dendritic cell NK lectin group receptor-1; IKK, IκB kinase; JNKs- c,Jun N-terminal kinases; MAPKs, Mitogen-activated protein kinases; MALT1, mucosa-associated-lymphoid-tissue lymphoma-translocation gene 1; MAVS, Mitochondrial antiviral-signaling protein; MDA5, melanoma differentiation-associated protein 5; Mincle, Macrophage Inducible C-Type Lectin; MKK, mitogen-activated protein kinase kinase; MYD88, Myeloid differentiation primary response 88; NF-AT, Nuclear factor of activated T-cells; NF-κB, Nuclear factor-κB; NLRP3, NLR family pyrin domain containing 3; PKC, protein kinase C; PLC, Phospholipase C; PLD, Phospholipase D; RAGE, Receptor for Advanced Glycation Endproducts; RIG-I, retinoic acid-inducible gene I; STING, Stimulator of interferon genes; SYK, Spleen tyrosine kinase; TBK1, TANK-binding kinase 1; TLR, Toll-like receptor; TRAF, TNF receptor-associated factor; TREM1/2, Triggering receptor expressed on myeloid cells ½; TRIF, TIR-domain-containing adapter-inducing interferon-β.



Receptors specialized to recognize exclusively DAMPs also activate signaling pathways in macrophages. IL-1 induces similar signaling through the IL-1R as TLRs activating MyD88/IKK complex leading to NF-κB and MAPK activation. RAGE receptor activates multiple signaling pathways, such as NF-κB p65, MAP kinases, RAC1, PI3K, SMAD and the Wnt-β pathway (162, 163). M1-expressed STAT1/5 also can be triggered by RAGE and FPR2 (164, 165). TREM receptors activate MAPK-AP1 pathways. In addition, TREM1 receptors, which are mainly expressed on M1 cells, stimulate NF-κB (166), while TREM2, which is expressed on M2 cells, activates PI3K via DAP10 mediating anti-inflammatory signaling (167). Syk-mediated signaling increased Ca2+ concentration, thus contributing to M2-M1 macrophage polarization by activating NFAT (168, 169). MINCLE activates the HIF-1α transcription factor (170).

Focusing on M2-related signaling, TLR4 and MINCLE also activate the M2-specific transcription factor C/EBPββ (170), while VEGFR- and CD147-derived signals resulted in the activation of M2-associated SP1 (171, 172). TLR activation can result in the generation of p50/p50, NF-κB homodimers without transcriptional activity, determining macrophage polarization (93).

A more precise understanding of differentiation would require a description of the fine regulation of signaling pathways in macrophages upon DAMP stimuli. PI3K/Akt pathway could also be induced by DAMPs and has been generally considered as a negative regulator of TLR and NF-κB signaling in macrophages, resulting in M2 polarization (173).. However, each isoform of PI3K and the activated AKT can explain the dual role of this pathway in macrophage polarization (35). The switching between the Akt1-Akt2 is responsible for the macrophage plasticity, Akt1 promotes M2 and Akt2 promotes M1 phenotype formation (35). This process is regulated by miR-155 (174). In acute inflammation, the “positive signals”, namely, NF-κB, ERK, miR-155 and PTEN repress the inhibitory signals of PI3K/Akt/PDK-1 pathway, while during resolution the PI3K/Akt1 pathway excess initiates the activation/increased production of C/EBPββ, SOCS1, IRAK-M, miR-146a and IL-10 associated with M2 polarization (173).

Priming of cells can deterministically modify the outcome of signaling. The increased activity of STAT1 in the IFN-γ-reprogrammed macrophages produces a more intensive response to TLR4 ligands (175). IFN-γ and the TLR4 ligands activate the synthesis of SOCS3, which blocks STAT3, thereby preventing the formation of the M2 phenotype, but IL-4 activates the synthesis of SOCS1, which blocks STAT1, thereby preventing the generation of M1 cells (176).

Overall, DAMP sensing appears to predominantly, however not exclusively, reprogram macrophages to the M1 phenotype. Both increased expression of PRRs on M1 cells and activated signaling pathways contribute to M1 differentiation.




6.2 RAMP signal for M1-M2 differentiation and/or functions

More RAMPs are likely to be released during necrotic cell death than during apoptosis, similar to what has been observed for DAMPs (reviewed in (1)). Released RAMPs act simultaneously with DAMPs to initiate the silencing of DAMP-induced signaling (177, 178) (Figure 4).




Figure 4 | RAMP and SPM-sensing receptor-induced signaling pathways. Macrophages express receptors to sense RAMPs released from dying cells. CD36, PGE2R-derived signals, as well as MerTK activation, which detects phosphatidylserine on dying cells, are essential for increasing cAMP and SPM production. Accordingly to the DAMP/RAMP ratio and the generated signals, the SPMs decrease the survival of neutrophil granulocytes as well as their chemotaxis, while the production of anti-inflammatory cytokines is increased. ALX, Lipoxin receptor; BLT1, Leukotriene B4 receptor 1; CD, cluster of differentiation; DRV1, D-resolvin receptor 1; ERK, Extracellular signal-related kinase; ERV1, human resolvin E1 receptor; FPR, Formyl peptide receptor; GPR37, G Protein-Coupled Receptor 37; IKK, IκB kinase; JNKs- c,Jun N-terminal kinases; LGR6, Leucine-rich repeat-containing G protein-coupled receptor 6; 5-LOX, Expression of 5-lipoxygenase; MAPKs, Mitogen-activated protein kinases; MerTK, MER proto-oncogene, tyrosine kinase; MKK, mitogen-activated protein kinase kinase; MYD88, Myeloid differentiation primary response 88; NF-AT, Nuclear factor of activated T-cells; NF-κB, Nuclear factor-κB; PI3K, phosphoinositide-3 kinase; PKC, protein kinase C; PLC, Phospholipase C; PLD, Phospholipase D; PLPP6, phospholipid phosphatase 6; PPARs, peroxisome proliferator-activated receptors; SPM, Specialized pro-resolving mediators; SR-A1, Class A1 scavenger receptors; TBK1, TANK-binding kinase 1; TLR, Toll-like receptor; TRIF, TIR-domain-containing adapter-inducing interferon-β.



TLR4, SR-A, CD36, PGE2R EP2/EP4, MERTK are responsible for sensing the presence of HSP10, HSP27, αβ-crystallin, BiP, AnnexinA1 RAMPs (92, 115, 118, 135, 179–181). Signal transduction induced by extracellular HSPs is poorly understood. Hsp27 stimulation activates the ERK, c-Jun, and p38 MAPK pathways, of which only p38 was required for monocyte IL-10 production (182). Similarly, BiP-induced IL-10 production was reduced by the addition of the MAPK p38 pathway inhibitor SB203580, but unaffected by the ERK-1/2 inhibitor PD98059 (183, 184). This is supported by the fact that, among the MAPKs, p38 MAPK appears to play a dominant role in IL-4-induced alternative activation of macrophages (185). CD36 stimulation by HSP proteins results in PPARγ activation, indicating that high CD36 expression can convert the function of HSP proteins described as DAMPs into resolution-promoting activity. Although CD36 is rather expressed by M2 cells, it has been mentioned to induce the activation of STAT1/5 leading to the M1 cell polarization (138).

Clearance of dying cells by efferocytosis initiates a significant phenotypic shift within macrophages towards an anti-inflammatory, IL-10 and TGFβ producing phenotype. The activation of the most important receptor of efferocytosis, the MerTK receptor, either by Gas6, protein S or PS activates the MAPK, AKT, STAT6, pathways in macrophages, which results in M2 polarization (186, 187). In addition, MerTK reduces cytoplasmic calcium levels, thereby initiating two important pro-resolving processes (1): suppressed calcium levels reduce CaMKII activity, which results in MerTK synthesis, thus amplifying the pro-resolving program (188), and (2) suppressed CaMKII silences the MK2 activity which upregulates non-phosphorylated form of 5-LOX. This promotes its translocation from the nucleus into the cytoplasm, mediating the synthesis of SPMs (189).

SPMs could be recognized by receptors: ALX/FPR2, ChemR23, GPR32, GPR37, RORα, DRV1/2, ERV1 or BLT1, and LGR6. The ligation of LXA4 to ALX/FPR2 transmembrane receptor, as the binding of DHA- or EPA-derived mediators to their receptors, acts as a “stop signal” during inflammation by inhibiting NF-κB and ERK pathways among others (190)(Figure 4).

Changes in the cAMP levels are determined during the DAMP/RAMP/SPM-regulated resolution. Most SPMs, such as Resolvin D1, Resolvin D2, and N-3 docosapentaenoic acid–derived Resolvin D5, LXA4, maresin-1, increase intracellular levels of cAMP. In contrast, Resolvin E1 reduces cAMP levels via the activation of ERV-1/ChemR23 (191). The production of cAMP induces the activation of Epac1/2 and PKA signaling stimulating the p38-MAPK pathway, which results in the CREB activation. Consequently, PKA inhibits the GSK3, PI3K/Akt and NF-κB pathways (191). Stimulated Epac1/2 promotes the activation of SOCS3 via the stimulation of RAP1, c-Jun, and C/EBPβ (192). At the same time, cAMP-stimulated Epac1/2 also inhibits the NF-κB- and GSK3β-mediated pro-inflammatory cytokine production (193). In addition, an increase in cAMP level can promote IL-4-dependent M2 marker expression through a PKA/C/EBPββ/CREB-dependent pathway in murine macrophages (194). SPMs stimulate resolution in a positive feedback loop by activating the phosphorylation of 5-lipoxygenase (5-LOX), leading to further SPM production (191). SPMs (via DRV1/2, BLT1) dominantly induce the polarization of M2 cells after the activation of C/EBPββ and SP1 transcription factors (195, 196).

Macrophage phenotype switching has been proposed as an important step in the transition of a pro-inflammatory reaction into the resolution phase. The alterations of macrophage phenotypes are regulated by lipid mediators switching from pro-inflammatory lipid mediators such as leukotrienes and prostaglandins to SPMs (197). In addition to increased 5-LOX expression upon SPM stimuli, 12-LOX (198) and 15-LOX (178) expression levels are also elevated in M2 cells, and these enzymes are upregulated by SP1 and STAT6- dependent manner (199, 200).

Importantly, the levels of SPMs are much lower than typical pro-inflammatory mediators including the monohydroxylated fatty acid derivatives, leukotrienes, or certain prostaglandins. In the majority of the studies, the concentration is low (<50 pg/ml) which is close to the detection limit of several methods or below (178), drawing attention to the importance of further investigations.

In summary, SPMs typically promote alternative macrophage polarization, but the fact, that M1 cells could be also primed by these receptors, suggests the existence of M1 (associated with inflammatory or resolution-promoting) subpopulations similar to M2, again emphasizing that the functions of the macrophage populations are not sharply separated, in contrast to the M1 M2 classification. Overall RAMP signaling completed with SPM-induced changes is generally characterized by activation of cAMP and phosphorylation of p38 resulting in the M2-related transcription and a dominant inhibition of the NF-κB pathway to block macrophage polarization to M1 cells.




6.3 Modification of signaling pathways by DAMP-RAMP transition

Extracellular HMGB1 can also activate TLR4 and RAGE receptors. While disulfide HMGB1 mostly stimulates TLR4, similar to LPS, resulting in inflammatory responses, sulfonyl HMGB1, on the other hand, leads to an anti-inflammatory response through RAGE (69).. The presence of soluble C1q or the “don’t eat me” signals remaining on the surface of necrotizing cells causes co-stimulation of Siglec-10 or LAIR receptors with HMGB1-mediated signaling (69). Both receptors contain an ITIM motif inducing the activation of SHP-1 and SHP2 phosphatases blocking both NF-κβ and IRF signaling and terminating the inflammatory effect of HMGB1 (201, 202).

ATP binding to P2X7R results in NLRP3 inflammasome activation and the elevated intracellular Ca2+ concentration leads to MAPK and calcineurin (NFAT) activation favoring M1 differentiation (203). In contrast, adenosine in macrophages through A2A and A2B receptors increases intracellular cAMP levels resulting in CREB and STAT3 stimulation and simultaneous inhibition of NF-κB (150). In addition, via phosphorylation of p38, activated SOCS3 up-regulates IL-10 production and induces VEGF production while phosphorylating STAT3 promotes the polarization into M2 phenotype (191, 204).

IL-33, as a member of the IL-1 family, binds to the ST2 (ILRL1) receptor and activates MyD88- AP1, NF-κB signaling through the intracellular Toll/IL-1 receptor (TIR) domain characteristic of the receptor family (205). Its role in resolution is primarily due to the fact that the ST2 receptor is dominantly found on the surface of mast cells, type 2 innate lymphoid cells (ILC2), Th2 and regulatory T cells, the activation of which results in the IL-4, IL-13 signal (73). However, the ST2 also stimulates the GATA3 transcription factor (158) and IL-33 inactivates GSK-3β through an ST2-independent pathway (206).

Among the PGE2 receptors, EP2 and EP4 receptor stimulation increases the intracellular cAMP level (207). EP4 is also able to induce tolerogenic signals via activating the phosphatidylinositol 3-kinase pathway and activating C/EBPββ which is an M2-associated transcription factor (130). PGE2 stimulation also enhances M2 polarization through Krupple-like factor 4 (KLF4), CREB and GATA3 factors (75, 208). As the production of PGE2 is increased as a result of the induction of cell death, it is an important negative regulator of the immune response during sterile inflammation (209).

As ANXA1 can also induce a proinflammatory signal, recombinant ANXA-1 promotes myeloid differentiation by activating the ERK1/2-NFAT2 pathway and increasing intracellular Ca2+ concentration (210). Although ANXA-1 binds to the same FRP2 receptor as LXA4, the effect of ANXA1 on directly increasing cAMP levels is still uncertain (191). Conversely, the elevated cAMP level increases ANXA-1 expression and activity, which promotes the efferocytosis of apoptotic leukocytes by macrophages (191). ANXA1 increases the expression of PPARγ by regulating the phosphorylation of STAT6 and as positive feedback, PPARγ upregulates the expression of ANXA1 (211).





7 Limitations in the field/knowing the limit

Although the significance of sterile inflammation is considerable, most inflammation studies primarily focus on pathogen responses. Due to limited research, the phases of sterile inflammation, including cell death, DAMP release, inflammation, and resolution, have not been effectively interconnected. Some articles explore cell death and DAMP release, while others examine the role of macrophages in inflammation and resolution. However, the impact of cell death and DAMPs on macrophages during sterile inflammation remains poorly investigated. Numerous in vivo models induce sterile inflammation and muscle regeneration, but they often overlook the processes of cell death. Although various cell death pathways are well characterized, their immunological outcomes and especially their effects on resolution are inadequately studied. Further research is needed to establish connections between these isolated models.

The usage of M1 and M2 nomenclature is widespread. Cells obtained through different differentiation protocols are uniformly designated as M1 or M2, often without considering subpopulations. In vivo, macrophage subtypes exhibit greater complexity than the oversimplified M1/M2 classification based on in vitro studies. Within tissues, macrophage subsets exist on a continuum and are regulated differently based on the tissue type. Our review highlights the significant differences between DAMP-induced inflammation/resolution and PAMP-induced inflammation, which has been understudied thus far. This suggests the presence of distinct macrophage subpopulations and functionality, including various transitional forms.




8 Conclusions

The regulation of the transition between inflammation and resolution remains incompletely understood. The conversion of pro-inflammatory macrophages into resolution-inducing cells is a pivotal step in this process. Signaling mediated by resolution-promoting cells triggers positive feedback loops that determine the final outcome. Therefore, identifying the regulators of this tipping point holds great therapeutic potential. While M1 and M2 cells share certain functional elements, such as the expression of pattern recognition receptors (PRRs) and associated signaling pathways, more notable differences arise in their response to damage-associated molecular patterns (DAMPs) and resolution-associated molecular patterns (RAMPs) compared to pathogen-associated molecular patterns (PAMPs). Targeting the RAMP-DAMP pathway for optimal therapeutic intervention can pave new paths in inflammation and resolution regulation. Understanding the role of DAMPs and RAMPs released from dying cells during sterile inflammation is imperative. In-depth investigation using in vitro and, more importantly, complex in vivo models specifically designed to study sterile inflammation and its interdependent phases of cell death, DAMP release, and macrophage polarization is required. Exploring critical regulatory points and molecular mechanisms in the transition, such as HMGB1 and ATP conversion to an anti-inflammatory phenotype, as well as differences in AKT1/AKT2 and TREM1/TREM2 signaling, may offer insights to control sterile inflammatory pathological conditions effectively.
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Introduction

Inhibition of STAT5 was recently reported to reduce murine atherosclerosis. However, the role of STAT5 isoforms, and more in particular STAT5A in macrophages in the context of human atherosclerosis remains unknown.





Methods and results

Here, we demonstrate reciprocal expression regulation of STAT5A and STAT5B in human atherosclerotic lesions. The former was highly upregulated in ruptured over stable plaque and correlated with macrophage presence, a finding that was corroborated by the high chromosomal accessibility of STAT5A but not B gene in plaque macrophages. Phosphorylated STAT5 correlated with macrophages confirming its activation status. As macrophage STAT5 is activated by GM-CSF, we studied the effects of its silencing in GM-CSF differentiated human macrophages. STAT5A knockdown blunted the immune response, phagocytosis, cholesterol metabolism, and augmented apoptosis terms on transcriptional levels. These changes could partially be confirmed at functional level, with significant increases in apoptosis and decreases in lipid uptake and IL-6, IL-8, and TNFa cytokine secretion after STAT5A knockdown. Finally, inhibition of general and isoform A specific STAT5 significantly reduced the secretion of TNFa, IL-8 and IL-10 in ex vivo tissue slices of advanced human atherosclerotic plaques.





Discussion

In summary, we identify STAT5A as an important determinant of macrophage functions and inflammation in the context of atherosclerosis and show its promise as therapeutic target in human atherosclerotic plaque inflammation.
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1 Introduction

Signal transducer and activator of transcription (STAT)5 is a member of the STAT family of transcription factors. STAT5 is essential for differentiation and survival of myeloid cells (1, 2) and has been shown to mediate mammalian target of rapamycin regulated development of monocytes (3). Inhibition of STAT5 activity was recently shown to attenuate atherogenesis by suppressing oxidized low-density lipoprotein (oxLDL)-induced inflammation in murine macrophages (4). The STAT5 subfamily comprises two highly homologous forms, encoded by the STAT5A and STAT5B gene isoforms; these isoforms are located in opposite direction at only 11kb distance, on chromosome 17 (5). Both members were shown to transduce signaling pathways induced by specific cytokines and growth factors, such as interleukin (IL-) 3, IL-5, and granulocyte-macrophage colony-stimulating factor (GM-CSF) (6). Although both forms share 94% of their sequences, targeted gene disruptions in mice yield distinctive phenotypes (5); indeed, several non-redundant functions have been reported (7) with critical roles in proliferation, apoptosis, and cell survival (8). In macrophages, STAT5 is activated by GM-CSF via the Janus kinase 2 (JAK2) (9). Next to M-CSF, GM-CSF is the most important mitogen for macrophage differentiation. Unlike M-CSF, it is mainly expressed in inflammatory conditions (except for lung) to induce a pro-inflammatory macrophage phenotype (10). In line with previous studies, STAT5A deficiency led to defective proliferation and transcriptional reprogramming in GM-CSF exposed murine macrophages (11). While the role in proliferation, survival and differentiation in various cell types is well documented, it is still unknown how STAT5 and in particular its isoforms affect macrophage function and their inflammatory phenotype in humans, especially in a setting of chronic inflammation such as in atherosclerosis.

In this study, we have investigated the regulation of STAT5 and its isoforms in human macrophages and atherosclerotic lesions and their relevance for macrophage transcriptional makeup, activation, and functions relevant to the pathogenesis of atherosclerosis.




2 Materials and methods



2.1 Human plaque sample collection and morphology

Atherosclerotic plaque samples obtained during carotid endarterectomy [CEA, stratified into non-intraplaque hemorrhage (non-IPH) and IPH groups, IPH being a hallmark of plaque stability and event risk (12, 13)] from 24 symptomatic patients were collected as described previously (Jin et al., 2021 (14)). Tissue collection was in line with the Dutch Code for Proper Secondary Use of Human Tissue (http://www.fmwv.nl) and the local Medical Ethical Committee (protocol number 16-4-181). The endarterectomy specimens were cut into parallel, transverse segments of 5 mm thickness. Each alternating segment was snap-frozen in liquid nitrogen and stored at -80°C, with their flanking segments fixed for 24 hours in formalin, decalcified for 4 hours before processing and embedding in paraffin for histological evaluation.

Only CEA specimens that harbored stable and unstable plaque segments as judged from macroscopic examination (smooth vs rough, thrombotic surface) were included for omics and histological analysis. Plaque tissue segments, based on the absence/presence of IPH as assessed by computer-aided quantitative measurement of extravascular erythrocyte deposits in the Hematoxylin-Eosin (H&E)-stained section, were flanking the omics section. Samples that did not meet the RNA quality criterion (RIN value > 6.0 and A260/280 ratio higher than 1.8) or failed due to technical limitations were excluded. A total of 42 samples (16 IPH− and 26 IPH+) were successfully profiled (for details see Jin et al., 2021 (14)).




2.2 Transcriptomic data analysis of Micro Array data from human plaque samples

The MaasHPS transcriptomic data were analyzed using the R Bioconductor lumi (15) package (v2.38.0). First, we performed a variance stabilizing transformation, which is incorporated in the lumi package (15). Then, the robust spline normalization (RSN) algorithm in the lumi package was applied to normalize the data. Gene differential expression analysis was performed using the Limma (16) R package (v3.42.2) with Benjamini-Hochberg correction. Multiple transcript isoforms were mapped to the same gene based on the HUGO Gene Nomenclature Committee (HGNC) symbols by selecting the highest expressed transcript.




2.3 Plaque composition analysis

For this cohort, we measured the plaque, media, cap, necrotic core, hemorrhage, and luminal thrombus area by morphometric analysis of H&E sections. Histological features were assessed by immunohistochemistry as described by in Jin et al., 2021 (14, 17).




2.4 Human blood cells isolation and culture

Buffy coats were collected from healthy volunteers from Uniklinik RWTH Aachen, Germany, according to local regulations and peripheral blood mononuclear cells (PBMCs) were isolated using ficoll-paque gradient (Sigma). Subsequently, CD14+ monocytes were positively selected using CD14 MicroBeads (Miltenyi) according to the manufacturer’s protocol. Monocytes were pooled from 6-8 donors and plated in 96 well plates (BD#353219, black optical imaging plates) at a density of 75,000 cells/well in RPMI1640 (Thermofisher) supplemented with 10% FCS and 1% PenStrep (Gibco) and cultured in a controlled environment (37°C, 5% CO2). Monocytes were differentiated to macrophages using 100 ng/ml recombinant human macrophage colony-stimulating factor (rh-MCSF, Immunotools) or 5 ng/ml recombinant human granulocyte-macrophages colony-stimulating factor (rh-GMCSF, Immunotools) for 7 days.




2.5 Macrophage transfection

Three different transfection agents have been tested (Lipofectamin 2000 by Thermo Fisher, HiPerFect by Qiagen and Viromer Blue by Lipcalyx). Viromer Blue (Lipocalyx) gave the highest transfection efficiency and the inflammatory reponse by macrophages and was used for the transfection of primary human macrophages following the manufacturer’s protocol. The final concentration of gene-specific siRNA (Eurogentec; Supplemental Table 1) was 12.5 nM. Macrophages were transfected for 24h with subsequent medium change and an additional 24h resting period, after which the knockdown efficiency and the functional profile of macrophages was determined.




2.6 Functional profiling of macrophages by the MacroScreen

Macrophage functions were assessed by the “MacroScreen” high-content analysis (HCA) platform (18) using fluorescence-based functional assays imaged with the automated fluorescent microscope BD Pathway 855 (BD Bioscience). Nine pictures were taken per well with a 10x Olympus 0.40 NA objective and analyzed using Attovision image analysis software (BD bioscience), unless stated otherwise. A digital segmentation mask was created for each individual cell (region of interest, ROI). Morphological results (area, shape, granularity, and actin stress) were further processed using the Cell Profiler software ref 18 (19). All other data were processed by DIVA software (BD Bioscience). All plates (BD#353219, black optical imaging plates) contained eight control wells with unstimulated macrophages. Normalization to these plate controls was applied when plate to plate fluorescent intensity variation was observed. All the microscale assays were benchmarked against mesoscale counterparts. In addition, technical controls were used to validate the functional assays. Three independent experiments were performed with 6-8 replicates per condition per assay, with similar outcome. Data of a single representative experiment are shown. All experiments were performed at 37°C and 5% CO2 unless stated otherwise.



2.6.1 Apoptosis

To analyze the percentage of apoptosis, cell nuclei were stained with Hoechst 33342 (Sigma) in complete medium for 10 minutes. Subsequently, macrophages were incubated with 1200 nM staurosporin (Sigma) for 1h. After washing with annexin binding buffer (10 mM HEPES, 140 mM NaCl and 5 mM CaCl2; pH of 7.4), cells were incubated with 2.5 ng/ml Annexin-V conjugated to Oregon Green 488 (Thermofisher) for 15 minutes (20). After washing with annexin binding buffer, the plate was imaged immediately. Cells incubated with culture medium only (negative control) or with staurosporine but without Annexin (positive control) served as technical controls. Cells were imaged in fresh annexin binding buffer.




2.6.2 Morphology

To analyze cell morphology (i.e. size, shape, actin stress and granularity), cells were first fixed with 2% paraformaldehyde (PFA) for 15 minutes, and subsequently stained for 30 minutes with Hoechst 33342 (Sigma) and Phalloidin 594 (Santa Cruz) at room temperature. After washing with PBS, the plate was imaged using a 40x objective. To analyze the images, we used Cell Profiler software (v3.1.9, open source (21)) to measure cell area (hypertrophy), form factor (morphology), actin stress (phalloidin-Texas Red staining intensity and pattern) and granularity.




2.6.3 Lipid uptake

To analyze lipid uptake, fully-differentiated macrophages were incubated for 2.5h with a mix of 8 µg/ml oxidized human low-Density Lipoprotein (oxLDL, prepared as described before (22)) and 2 µg/ml Topfluor (Avanti Polar Lipids) in complete RPMI medium immediately after preparation. Subsequently, cell nuclei were stained with Hoechst 33342 (Sigma) in complete medium and imaged in PBS thereafter. The negative control wells were incubated with Hoechst 33342 only.




2.6.4 Mitochondrial stress

To analyze mitochondrial stress, macrophages were incubated with 1.200 nM staurosporin (Sigma) for 2h. Afterwards, cells were stained with 250 nM Mitotracker Red (Invivogen) and Hoechst 33342 (Sigma) for 30 minutes. Stained cells were imaged using a 20x objective. Cells incubated in absence of staurosporin served as a technical control.




2.6.5 Phagocytosis (bead uptake)

To analyze phagocytosis, stimulated macrophages were incubated for 1h with 12.5 ng/ml pHrodo-labelled Zymosan beads (Thermo Fisher Scientific) per well in complete medium. Subsequently, cell nuclei were stained with Hoechst 33342 (Sigma) in complete medium and after washing with PBS, the plate was imaged. Wells (n=6-8 per plate) incubated with 25 µM cytochalasin D (Sigma) for 30 minutes prior to bead incubation, to inhibit bead uptake, served as technical control.





2.7 RNA isolation for RNA-seq

For RNA-Sequencing of silenced of STAT5A and STAT5B in macrophages, total RNA was isolated from macrophages using the Micro RNeasy kit (Qiagen) according to the <100,000 cells protocol. RNA quality and integrity were assessed using a TapeStation System (Agilent). Each group consisted of 4 replicates. The average RIN value per group was 8.3 or higher. The three samples with the highest RIN value per group were selected for sequencing.




2.8 RNA-seq library generation and sequencing

The NEBNext® Poly (A) mRNA Magnetic Isolation Module and Ultra II Directional RNA Library Prep Kit for Illumina (NEB) was used for the construction of sequencing libraries, which were then sequenced with the Illumina NextSeq 2000 System and NextSeq P3 sequencing reagent kit in a single read-mode with a read-length of 72 bp and dual unique index sequences.




2.9 RNA-seq data preprocessing

Sequenced reads were trimmed for adaptor sequence using cutadaptor (v3.5). Trimmed reads were mapped to the Ensembl reference human transcriptome GRCh38.p13 cDNA using kallisto (v0.46.2) and were subsequently quantified as read counts and transcript per million (TPM) at the gene level by R package tximport (v1.20.0) based on the Ensemble GRCh38 v104 GTF annotation file. Lowly expressed genes with an average read count below 5 were removed, resulting in 14,406 genes for downstream analyses.




2.10 Bioinformatic analyses of RNA-seq data

DESeq2 (v1.32.0) was used for gene differential expression analysis with the setting of independent filtering = TRUE and alpha = 0.05. Benjamini-Hochberg adjusted p-value was set as 0.05, together with absolute log2 fold change greater than 0 for significantly differentially expressed genes (DEGs). Using varianceStabilizingTransformation function provided in the DESeq2 package, gene expression values were transformed with the setting blind = TRUE. To explore the sample distribution, we next performed principal component analysis for all three groups, for siSTAT5A vs siCtr and for siSTST5B vs siCtr, using DESeq2 plotPCA function. This analysis was complemented with sample-wise similarity analysis, estimated by Spearman’s correlation. Gene set overrepresentation analysis (GSOA) was performed using R package clusterProfiler (v4.0.5) based on the Gene Ontology database with Benjamini-Hochberg adjusted p-value set as 0.05 for significance.




2.11 Phosphorylated STAT5 detection

The phosphorylation of STAT5 was measured by the Phospho-STAT5 (Tyr694) Homogeneous Time Resolved Fluorescence (HTRF) cellular kit (Cisbio) according to the manufacturer protocol using the Flexstation 3 Multimode plate reader (Molecular Devices).




2.12 Multiplex ELISAs

After 24h exposure of macrophages to standard lipopolysaccharide (LPS 50 ng/ml, Invivogen), supernatants were collected. V-plex custom human cytokine ELISA (Mesoscale, MSD) was performed and levels of soluble IL-10, IL-12p70, TNFα, IL-6, IL-8 and IL-1β were measured according to the manufacturer’s protocol. After 24h exposure of ex vivo cultured plaque tissue to the STAT5 inhibitor STAT5-in-1 (Calbiochem) and STAT5A-specific inhibitor POM-CHF-Stafia-1 (Supplemental Figure 1), a cell-permeable and phosphatase-stable prodrug based on the STAT5A-specific inhibitor Stafia-1 (compound 27 from the original publication (23)), plaque-conditioned supernatant was collected. V-plex custom human cytokine ELISA (Mesoscale, MSD) was performed and levels of soluble IL-10, IL-12p70, IL-6, IL-8 and IL-1β were measured according to the manufacturer’s protocol. The IL-6 levels were too high to measure. Measured cytokine concentration was adjusted for plaque slice weight.




2.13 TNFα ELISA

After 24h exposure of ex vivo cultured plaque tissue to standard lipopolysaccharide (LPS 50 ng/ml, Invivogen), plaque-conditioned supernatant was collected. The TNFα ELISA (#DY210 R&D Systems) was performed following the manufacturer’s protocol and read at 450 nm with iMark microplate absorbance reader (Bio-Rad). Measured cytokine concentration was adjusted for plaque slice weight.




2.14 Immunohistochemistry

Plaque tissue was fixed in 4% buffered formaldehyde solution for 24 hours, followed by a 4-hour decalcification step, subsequently embedded in paraffin, and cut into 4 µm thick sections. Deparaffinization and rehydration was performed using xylene and graded ethanol. Endogenous peroxidase activity was blocked with exposure to 0.3% H2O2 for 15 minutes. Heat induce antigen retrieval was done by heating in a water bath for 10 minutes at 97°C in a low pH target retrieval solution (K8005, DAKO, Agilent Technologies). Sections were incubated with monoclonal antibody rabbit anti human 6hosphor-STAT5 (Tyr694) (C71E5) (1:100, #9314S Cell Signaling) together with monoclonal mouse anti human CD68 (1:800, M0814 DAKO), overnight at 4°C. After washing in TBS, sections were incubated for 1h at room temperature in BrightVision poly HRP anti rabbit IgG (ImmunoLogic, VWR KDPVR55HRP) together with BrightVision poly Alkaline phosphatase anti mouse IgG (Immunologic, VWR KDPVM55AP). After washing in TBS, CD68 staining was developed using Vector Red substrate kit (SK-5100 Vector Laboratories) for 10 minutes and pSTAT5 with PolyDetector HRP green kit (Bio SB) for 5 minutes. Sections were counterstained with Mayer’s Haematoxylin (VWR International B.V., Amsterdam, The Netherlands), dehydrated, mounted and cover slipped. Sections were digitized and analyzed using the Nuance Multispectral Imaging system 3.0.2 (PerkinElmer, Inc.).




2.15 Plaque single-nucleus ATAC-seq data analysis

PlaqView (23) (www.plaqview.com), an online interactive web application for plaque scRNA-seq and sn-ATACSeq dataset exploration, was also used to inspect plaque cell populations for expression and chromatin accessibility of the STAT5A and STAT5B isoforms. Specifically, we interrogated the sn-ATACSeq dataset (28,316 nuclei; ~320,000 accessible sites) on the cohort of coronary artery plaques from 41 patients generated by Turner at el (24).




2.16 Ex vivo plaque culture

Atherosclerotic plaque samples obtained during carotid endarterectomy from 4-10 symptomatic patients (Supplemental Table 2) were collected in the Maastricht Pathology Tissue Collection (MPTC) in line with the Dutch Code for Proper Secondary Use of Human Tissue (http://www.fmwv.nl) and the local Medical Ethical Committee (protocol number 16-4-181). This study conforms to the Declaration of Helsinki. The endarterectomy specimens were cut into 2 mm thick sections. Subsequently, the sections were cultured in RPMI1640 (Thermofisher) supplemented with 0.1% FCS and 1% PenStrep (Gibco) and cultured in a controlled environment (37°C, 5% CO2) for 24 hours in presence of the general STAT5 inhibitor STAT5-in-1 (300 µM, Selleck Chemicals) or the STAT5A-specific inhibitor POM-CHF-Stafia-1 (50 µM, Supplemental Figure 1) (25). Control sections and inhibitor treated sections were alternating. Control sections were treated with DMSO concentration equal to the inhibitors. A multiplex ELISA was performed on the plaque-conditioned medium as described above.




2.17 Statistics

Data are expressed as mean ± SD, unless stated otherwise. All statistical analyses were performed using GraphPad Prism 8 software. Statistically significant differences were evaluated using the unpaired t-test for functional experiments unless stated otherwise. *p<0.05, **p<0.01, ***p<0.001 and ****p<0.0001.





3 Results



3.1 STAT5A and STAT5B are inversely correlated in human atherosclerosis

STAT5 inhibition was recently shown to exert anti-inflammatory effects in mouse atherosclerosis (4). In this study we specifically aimed to examine the regulation and potential role of STAT5 and its isoforms A and B in human macrophages and atherosclerosis. In line with previous literature, we found GM-CSF to induce STAT5 activation, while M-CSF did not (26). STAT5 activation by GM-CSF in M-CSF differentiated macrophages could be observed from 15 min onwards and lasted for at least 6 hours (Figure 1A). Prior GM-CSF-induced differentiation of macrophages with subsequent treatment with GM-CSF also led to STAT5 activation, even after seven days of differentiation (Figure 1A). However, M-CSF differentiated macrophages stimulated with GM-CSF exhibited a stronger activation of STAT5. Interestingly, short incubation with plaque-conditioned medium induced strong but short-lived phosphorylation of STAT5 in human macrophages (Figure 1A). Accordingly, STAT5 was found to be expressed and activated in human atherosclerotic plaque macrophages. Immunohistochemistry confirmed the presence of activated STAT5 in CD68+ plaque macrophages. Approximately 5% of all CD68+ cells were pSTAT5+ (Figure 1B).




Figure 1 | STAT5A and STAT5B in atherosclerosis. (A) Activation time course of STAT5 in human macrophages differentiated with GM-CSF or M-CSF and stimulated with GM-CSF (5 ng/ml) or plaque-conditioned medium (1:5 dilution with fresh medium) for indicated times. HTRF ratio was calculated as the ratio between Tyr694 phosphorylated STAT5 over total STAT5. Each dot represents a biological replicate. (B) IHC of CD68 (red), pSTAT5 (green) and CD68/pSTAT5 (yellow) double staining of atherosclerotic lesions with pathological intima thickening (PIT), thick fibrous cap (TkFCA) and intra-plaque hemorrhage (IPH). Representative pictures of IHC staining. (C) Pearson correlation of mRNA expression levels of STAT5A and STAT5B in human atherosclerotic plaques. (D) Log2 transformed mRNA expression levels and STAT5A:STAT5B expression ratio in intraplaque-hemorrhage-negative (IPH-) and -positive (IPH+) plaques. Statistically significance was assessed by unpaired t-test with Welch’s correction. (E) Chromosomal accessibility of STAT5A and STAT5B gene in single cells of carotid artery plaque (ATAC-Seq). Left panel indicates the annotation of clustered cell populations (EC: endothelial cells, Fibroblasts, Mf: macrophages, Mast cells; Pericytes, Plasma cells SMC: smooth muscle cells; T-cells. Color gradient indicates normalized cell counts. (F) Correlation of STAT5A and STAT5B expression to characteristics of human atherosclerotic plaque. Colors indicate strength of correlation. Square annotation represents p-value. Values are Mean ± SD. *p<0.05, **p<0.01, ***p<0,001, ****p<0,0001.



Next, we examined the expression of STAT5A and STAT5B isoforms in human atherosclerosis. Surprisingly, STAT5A and STAT5B mRNA expression in human carotid artery plaque was inversely correlated (Figure 1C). STAT5A expression was increased, whereas that of STAT5B was reduced in hemorrhaged (IPH+) compared to non-hemorrhaged (IPH-) atherosclerotic lesions (Figure 1D). Of note, the ratio of STAT5A over STAT5B expression in advanced stable plaque showed an even more pronounced shift, with potential repercussions on the formation of STAT5 homo- or heterodimer in plaque (Figure 1D). Interestingly, analysis of overall expression of both isoforms and of genes with highest co-expression with STAT5A and STAT5B in the immune cell database of the Correlation AnalyzeR (27) revealed a highly significant positive, not negative, correlation between the A and B isoform and their co-expressed genes (Supplemental Figure 2A). This suggests that the inverse correlation of the A and B isoform in plaque could reflect differences in activation status of macrophages or cellular composition. Indeed, analysis of the single nucleus ATAC-Seq dataset (24) by Plaqview revealed almost exclusive chromosomal accessibility of the STAT5A gene in plaque macrophages and of STAT5B in plaque T-cells (and pericytes) (Figure 1E). This was in line with STAT5A and STAT5B expression profiles in the single cell RNA-Seq dataset of Wirka et al., 2019 (28) (data not shown). The significant correlation of STAT5A with plaque size (mm2), lipid core size and CD68+ macrophage content confirmed this notion (Figure 1F). Interestingly, Arg-1+/CD68+ cells, representing an anti-inflammatory macrophage subset, were seen to be positively correlated with STAT5B and inversely correlated with STAT5A, suggesting an association of STAT5A with macrophage phenotype and thus with transition from advanced stable to hemorrhaged plaque.




3.2 Expression of STAT5 in macrophages

We next studied the expression regulation of both isoforms by a panel of 28 different atherosclerosis relevant pro- and anti-inflammatory stimuli in GM-CSF differentiated macrophages in the dataset of Xue et al. (29). Similar to the strong co-regulation of STAT5A and STAT5B in the immune cells at baseline, STAT5A and STAT5B expression was also co-regulated in activated macrophages (Figure 2A). In keeping with our findings in human plaque, macrophage STAT5A expression was higher than that of STAT5B in GM-CSF differentiated macrophages at baseline and after various stimulations (Figures 2B–D). No specific pattern could be observed for the expression of STAT5A or STAT5B in stimulated cells. However, when looking at the ratio between STAT5A and STAT5B expression levels, macrophages stimulated with anti-inflammatory stimuli such as IL-4 or IL-10 showed an increased expression of STAT5A compared to STAT5B. In contrast, cells stimulated with pro-inflammatory stimuli like tumor necrosis factor (TNF)α + interferon (IFN)γ or Lipopolysaccharide + IFNγ displayed an increased expression of STAT5B compared to STAT5A (Figure 2D). As immunohistochemistry analysis indicated that pSTAT5 staining was particularly prominent in subendothelial macrophages and early foam cells (Figure 1B; Supplemental Figure 2B), we investigated the expression of STAT5A and STAT5B in early foam cells. Interestingly, macrophages incubated with oxLDL for 24h showed sharply reduced expression of STAT5A and STAT5B as compared to non-foamy control macrophages (Supplemental Figure 3).




Figure 2 | STAT5A and STAT5B expression in human macrophages. (A) Pearson correlation of Log2 transformed mRNA expression levels of STAT5A and STAT5B in GM-CSF differentiated human macrophages stimulated reported stimuli for 24h from Xue et al. (29). (B, C) mRNA expression levels of STAT5A and STAT5B in GM-CSF differentiated macrophages unpolarized (baseline) or treated with indicated stimulus obtained from Xue et al. (29). (D) mRNA expression ratio of STAT5A:STAT5B in unpolarized (baseline) or treated with indicated stimulus.






3.3 Transcriptional effects of STAT5A silencing in human macrophages

Given the much higher expression of STAT5A in atherosclerotic plaque and macrophages and the almost exclusive chromosomal accessibility of STAT5A but not STAT5B gene in plaque macrophages, we mainly focused on STAT5A. Therefore, we next investigated the transcriptional effects of STAT5A silencing in macrophages differentiated by GM-CSF, as this yielded sustained STAT5 activation. Silencing was effective with a knockdown of >70% for STAT5A. We did not observe a significant compensatory upregulation of the counter-isoform (Figure 3A). PCA analysis indicated strong transcriptional changes for siSTAT5A as judged from the major shift along PC1 (Figure 3B). This could be confirmed by Spearman’s correlation heatmap (Supplemental Figure 4A). A knockdown led to 1,447 up- and 1,528 downregulated differentially expressed genes (DEGs) for STAT5A silencing (Figures 3C, D). Enrichment analysis using CHIP-X database (Harmonizome from Maáyan Laboratories) showed a significant enrichment of known STAT5 target genes among siSTAT5 up- (p-value=0.0002) as well as down-regulated (p-value=0.00002) genes (30). GO analysis of siSTAT5A revealed over-representation of pathways associated with cell death and apoptosis for upregulated genes and with myeloid cell activation and degranulation for down-regulated genes (Figure 3E). The latter was confirmed by GSEA, showing significant enrichment of TNFα and IFNγ signaling genes among the STAT5A co-expressed gene set (Supplemental Figures 4B, C). Taken together, the transcriptional changes identified an important role of STAT5A in the immune response of human macrophages and cell survival. Of note, silencing of STAT5B, resulting in a low knockdown efficiency of 50%, only revealed 204 up- and 232 downregulated genes (Supplemental Figure 5).




Figure 3 | RNA-Sequencing analysis of STAT5A-silenced human macrophages. (A) Normalized TPM counts of STAT5A in GM-CSF differentiated human macrophages. (B) PCA analysis of siCtr. and siSTAT5A samples. (C) Heatmap representing Top50 DEGs in STAT5A-silenced human macrophages. (D) Volcano plot highlighting up-and downregulated genes in human macrophages after STAT5A silencing vs. control. (E) GSOA analysis of Top10 enriched pathways of macrophages after STAT5A silencing for down- (blue) and up- (red) regulated genes. Values are Mean± SD. *p<0.05, **p<0.01, ***p<0,001, ****p<0,0001, NS, Non-significant.






3.4 STAT5A silencing impacts macrophage functions and cytokine secretion

The transcriptional changes of siSTAT5A in macrophages were next validated at functional level in vitro. While STAT5A silencing did not alter actin stress, granularity, hypertrophy and mitochondrial stress of macrophages (Supplemental Figures 6A–D), we observed changes in macrophage morphology, i.e. cells were more elongated after STAT5A silencing (Figure 4A). While upregulated genes in STAT5A silenced macrophages were enriched in apoptosis gene terms, a knockdown did reduce cell number (viability) but not the degree of apoptosis after staurosporin treatment (Figure 4B). In addition, cell numbers were also decreased for siSTAT5A without any additional stimulus in the phagocytosis assay (Supplemental Figure 6E) and after stimulation with oxLDL (Supplemental Figure 6F) confirming the role of STAT5A in cell viability. The most prominent functional effects of STAT5 knockdown involved phagocytosis and lipid uptake. Silencing STAT5A sharply reduced oxLDL accumulation capacity (Figure 4C; Supplemental Figure 6G). Interestingly, this was accompanied by increased phagocytosis ability (Figures 4D, F). These changes prompted us to investigate the expression of key receptors of these processes. Interestingly, STAT5A silencing led to significant suppression of Peroxisome proliferator-activated receptor (PPAR)γ and cluster of differentiation (CD)36 and concomitant upregulation of ATP-binding cassette transporter (ABC)G1 and scavenger receptor A1 (SRA1), potentially underlying the cholesterol metabolism and phagocytosis changes (Supplemental Figure 6H). On the other hand, and in keeping with the enrichment of immune terms in siSTAT5A downregulated genes, IL-6 and TNFα and IL-8 release was significantly reduced in siSTAT5A macrophages (Figures 4E, F). The secretion of IL-10, IL-12p70 and IL-1β did not show significant differences, albeit those values were close to the detection threshold (Supplemental Figure 6I). It is worth noting that despite the low degree of STAT5B silencing, it did reduce the secretion of the pro-inflammatory cytokines TNFα and IFNγ without affecting additional functional characteristics of macrophages (Supplemental Figure 7).




Figure 4 | Functional effects of STAT5A on human macrophages. Functional changes were assessed for (A) form factor (B) apoptosis and cell numbers after staurosporin stimulation, (C) Lipid Uptake and (D) phagocytosis in human macrophages after silencing of STAT5A including representative pictures of significant changes (scale bar of 50µm). (E) Secretion of IL-6, TNFα and IL-8 after 6h LPS stimulation (50 ng/ml) in human macrophages after silencing of STAT5A. (F) Radarplot of macrophage functions after STAT5A silencing normalized to siCtr. samples. Three independent experiments with n=6-8 (functional assays) or n=3 (cytokine secretion). Values are Mean ± SD. *p<0.05, **p<0.01, ***p<0,001, ****p<0,0001.



Importantly, these siRNA knockdown findings could be largely recapitulated with STAT5 inhibitors, STAT5-in-1, a non-selective cell-permeable inhibitor which acts by binding to its SH2 domain (31), and POM-CHF-Stafia-1, a cell-permeable and phosphatase stable prodrug of the STAT5-specific inhibitor Stafia-1 (25)). Both STAT5-in-1 and POM-CHF-Stafia-1 induced a dose-dependent decrease in lipid uptake (Figures 5A, D) and increase in phagocytosis (Figures 5B, E) while they also dose-dependently decreased TNFα secretion after LPS stimulation (Figures 5C, F). Of note, STAT5-in-1 was demonstrated to reduce pSTAT5 content of macrophages by approx. 85% (Supplemental Figure 8A), confirming the reported inhibitory activity (31).




Figure 5 | Functional effects of STAT5 inhibitors on human macrophages and human plaque tissue. (A, D) Lipid Uptake assay of human macrophages treated with the inhibitors STAT5-in-1 (A) and POM-CHF-Stafia-1 (D) 2h prior to assay. (B, E) Phagocytosis assay of human macrophages treated with the inhibitors STAT5-in-1 (B) and POM-CHF-Stafia-1 (E) 2h prior to assay. Pictures indicated significant changes (scale bar of 50µm). (C, F) TNFα secretion of human macrophages treated with the inhibitors STAT5-in-1 (C) and POM-CHF-Stafia-1 (F) 2h prior LPS stimulation for 6h. (G, H) Cytokine secretion of ex vivo plaque tissue treated with the inhibitors (G) STAT5-in-1 for IL-8 and IL-10 and (H) POM-CHF-Stafia-1 for TNFα and IL-10. Paired dots represent a single patient. Statistically significance was assessed by paired t-test. For functional analysis, 8 replicates per group were used. Values are Mean± SD. *p<0.05, **p<0.01, ***p<0,001, ****p<0,0001.






3.5 STAT5 inhibition impairs macrophage pro-inflammatory functions in human atherosclerotic plaques ex vivo

In vitro data of STAT5A knockdowns indicate a prominent role of STAT5A in key macrophage functions. As a measure of the in vivo relevance of our findings, we studied effects of STAT5 and STAT5A inhibition on human plaque tissue sections ex vivo. After processing, plaque sections were cultured for 24h with the inhibitor at the indicated concentration. As seen in vitro, STAT5 inhibition markedly suppressed IL-8 secretion. Furthermore, STAT5 inhibition significantly reduced the expression of IL-10 whereas IL-12, IL-1β and TNFα was not changed (Figure 5G; Supplemental Figure 8B). Likewise, POM-CHF-Stafia-1 quenched TNFα and IL-10 secretion in human atherosclerotic plaque (Figure 5H), while secretion of IL-1β, IL-8 and IL-12 was unchanged (Supplemental Figure 8C). Within this multiplex ELISA, IL-6 levels were too high to draw conclusions. Due to potential different pharmacokinetics between cells in vitro and tissue ex vivo as well as a different cell composition in plaques, these data did not completely confirm the previous in vitro results. However, the overall effect of reduced secretion of cytokines, in particular pro-inflammatory cytokines, could be observed ex vivo as well.





4 Discussion

Prior work on STAT5 has reported a reduction of atherosclerotic plaques in mice after STAT5 inhibition (4). However, this and other research on STAT5, not only in macrophages, did not focus on the role of the isoforms STAT5A and STAT5B (4, 32). In this study, we were able to show an inverse correlation between STAT5A and STAT5B in atherosclerotic plaques with STAT5A being strongly associated with plaque macrophages. Knockdown of STAT5A induced transcriptional changes altering the expression of genes associated with apoptosis, phagocytosis, cholesterol metabolism and the immune response. Silencing of STAT5A not only dampened the secretion of IL-6, IL-8 and TNFα, it also reduced lipid uptake, yet increased phagocytosis and apoptosis in human macrophages, mostly confirming the observed transcriptional changes. These data are to our knowledge the first to shed light on the regulatory role of STAT5A and their functional implications in human macrophages.

We demonstrated that silencing and pharmacological inhibition of STAT5 in macrophages strongly reduced the uptake of oxLDL, which is in line with previous reports in murine macrophages and atherosclerosis (4). In pulmonary alveolar macrophages, STAT5 knockout was seen to lead to alveolar proteinosis and altered lipid metabolism, accompanied by a reduced expression of PPARγ (32). We identified STAT5A, the isoform showing highest expression in macrophages in vitro and in plaque (single cell ATAC-Seq), to be involved in these effects in human macrophages, as STAT5A silencing strongly reduced lipid uptake and PPARγ expression. Conversely, macrophages’ ability to phagocytose increased upon knockdown of STAT5A. The increase in phagocytosis in macrophages after silencing STAT5A could be explained by an increase of SRA1 expression in these cells. As to the augmented lipid uptake upon STAT5A silencing, it is interesting to note that the expression several key receptors in lipid handling were changed (PPAR and CD36 down-, ABCA1 upregulated), suggesting a causal role in this effect. Considering the role of lipid uptake and phagocytosis in atherogenesis, these functional changes induced by STAT5A silencing might strongly impact the initiation and transition from stable to unstable plaques in atherosclerosis. Importantly, the knockdown of STAT5A was induced after differentiation, hence not affecting this process. STAT5A DEGs were also enriched in cell death regulation genes, which was confirmed at functional level. Whether or not this has repercussions for the survival of GM-CSF differentiated macrophages under the prevailing pro-oxidant and proinflammatory conditions in atherosclerotic plaque is still unknown and needs further investigation.

A limitation of the study is the low knockdown efficiency of the STAT5B silencing (~50%). Considering this and the fact that STAT5A is the predominant isoform in plaque macrophages, our experiments do not allow to draw firm conclusions on the existence and relevance of functional differences of STAT5A and STAT5B silencing. STAT5B seemed to dampen cytokine secretion. The lack of further functional effects of STAT5B silencing on macrophages, could well be due to the limited 50% knockdown. Further study in macrophages with more pronounced STAT5B deficiency will be need to shed light on functional overlap and differences between these two STAT5 isoforms in macrophages.

The observed functional changes for STAT5A on lipid uptake and its reported impact on cell death (33) are in line with the significant correlation of this isoform with CD68+ cell content and lipid core size of human plaque. Moreover, the negative correlation with anti-inflammatory macrophages in plaque is in agreement with the observed anti-inflammatory effects of STAT5A knockdown. Interestingly, the B-isoform displayed an inverse correlation with these plaque traits, but this probably reflects the reciprocal regulation of both isoforms in plaque. Of note, in human plaque, STAT5B seems to be mainly expressed by T-cells, hinting to an indirect role of T-cell STAT5B on these plaque traits. In contrast to its role in apoptosis and lipid uptake, STAT5A hampered the expression of pro-inflammatory cytokines such as TNFα, IL-6 and IL-8 after LPS stimulation. STAT5A has been shown to interact with NF-κB (34) to specifically induce the expression of IL-6 (35). These observations are consistent with our observed changes in pro-inflammatory cytokine secretion in macrophages.

In human atherosclerotic plaques, we could confirm the presence of activated STAT5. Moreover, we observed the colocalization of pSTAT5 with plaque macrophages. This is in line with previous work showing increased phosphorylation of STAT5 in atherosclerosis in mice (4). GM-CSF has been identified as one of the significant activators of STAT5 (36) which levels increase in atherosclerotic lesions during the transition from stable to unstable plaque (37, 38). Interestingly, plaque-conditioned medium exhibited an even stronger yet much shorter activation of STAT5 than GM-CSF alone. However, we were not able to distinguish between phosphorylated STAT5A and STAT5B. Nevertheless, our results suggest that STAT5A is the dominant isoform in macrophages (Figures 1, 2) and important for their functions (Figure 4). Note that in this study, we only looked at the expression of isoforms but not the activation status. The strong activation of STAT5 by plaque-conditioned medium, however, suggests the possibility of additional factors that could affect the expression and the activation of STAT5 in macrophages. Considering the wide variety of stimuli and factors in atherosclerotic plaques that affect the phenotype of macrophages, a more elaborate analysis of STAT5A in polarized macrophages would be of interest including evaluation of isoform-specific activators. Furthermore, due to a reduction of STAT5A expression in foam cells, in this study we did not focus on the effects of STAT5A in foam cells. Recent single cell studies revealed that in human plaque only a minor portion of plaque macrophages are bona fide foam cells (39, 40). Additionally, according to the studies conducted by Pan et al. (2020) and Alsaigh et al. (2020) on PlaqueView, it has been demonstrated that GM-CSF is primarily produced by T cells and NK cells. In human atherosclerosis, T cells are predominantly localized in the shoulder subendothelial regions, which primarily non-foamy macrophages reside (41), suggesting that GM-CSF stimulation of foamy macrophages is physiologically less likely to occur.

To further substantiate the observed functional changes in human macrophages in relation to human atherosclerosis, we treated human plaque tissue ex vivo with a general STAT5 inhibitor and a STAT5A specific inhibitor. Wang et al. reported smaller atherosclerotic plaques after STAT5 inhibition in mice (4). In our human plaque tissue slice experiments, we observed decreased the secretion of TNFα, IL-8 and IL-10 after STAT5 inhibition, suggestive of a pro-inflammatory activity of STAT5 in plaque and identifying macrophage STAT5 as a candidate for intervention in human atherosclerosis as well. Thus, STAT5 and specifically STAT5A could serve as an attractive therapeutic target for atherosclerosis.

In conclusion, STAT5A strongly affects the phenotype of human macrophages. Reduced activation resulted in a less inflammatory type of macrophages, which could clarify previous observations of reduced atherosclerosis upon STAT5 inhibition in mice.
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Supplementary Figure 1 | Structure of the prodrug POM-CHF-Stafia-1 against STAT5A.

Supplementary Figure 2 | (A) Expression correlation of STAT5A and STAT5B, and their co-expressed genes. Correlation AnalyzeR was used to assess the correlation between STAT5A and STAT5B, and their co-expressed genes in the general immune database. (B) Immunohistological images stained for CD68 (red) and pSTAT5 (green) and CD68/pSTAT5 (yellow) in IPH plaques (1 and 2), plaques with a thickened fibrous cap (3) and pathological intima thickening (4).

Supplementary Figure 3 | Gene expression of STAT5A and STAT5B in human macrophages (THP1) stimulated with (oxLDL) or without (Control) oxLDL (25mg/ml) for 24h. Changes in gene expression were measured by RT-PCR. Ubiquitin was used a house keeping gene. Values are Mean±SD.

Supplementary Figure 4 | (A) Spearman’s Correlation heatmap of RNA-Sequencing data for siCtr. and siSTAT5A. (B, C) Gene set enrichment analysis of STAT5A co-expressed genes for (B) IFNg signalling and (C) TNFA signalling.

Supplementary Figure 5 | (A) TPM of STAT5B normalized to siCtr. (B) PCA analysis of siCtr. and siSTAT5B. (C) Heatmap representing Top50 DEGs in STAT5B-silenced macrophages. (D) Volcano plot highlighting up-and downregulated genes in macrophages with STAT5B-silencing vs. control. (E) GO analysis of macrophages after STAT5B silencing for down- and up-regulated genes.

Supplementary Figure 6 | Functional changes in (A) Granularity, (B) Actin stress, (C) Mitochondrial stress, (D) Hypertrophy, (E) Number of nuclei in Phagocytosis assay, (F) Number of nuclei in lipid uptake assay, and (G) Mean fluorescent intensity of positive cells in lipid uptake in human macrophages after silencing of STAT5A and STAT5B. Three independent experiments with n=5-8. Mean±SEM. (H) Absolute mRNA levels of PPARG, ABCG1, CD36 and SRA1 in siCtr. siSTAT5A and siSTAT5B macrophages. (I) Secretion of IL-12p70, IL-1β, and IL-10 after 6h LPS stimulation (50 ng/ml) in human macrophages after silencing of STAT5A. Three independent experiments with n=3. Values are Mean±SD. *p<0.05, **p<0.01, ***p<0,001, ****p<0,0001.

Supplementary Figure 7 | Functional changes in (A) Hypertrophy, Granularity, Actin stress, Roundness, (B) Mitochondrial stress, (C) Lipid Uptake and mean fluorescent intensity of lipid uptake, (D) phagocytosis assay, (E) Apoptosis assay, Number of nuclei after staurosporin treatment, in lipid uptake assay, in phagocytosis assay in human macrophages after silencing of STAT5B. Three independent experiments with n=5-8. Mean±SEM. (F) Secretion of IL-6, TNFα, IL-8, IL-12p70, IL-1β, and IL-10 after 6h LPS stimulation (50 ng/ml) in human macrophages after silencing of STAT5B. Three independent experiments with n=3. Values are Mean±SD. *p<0.05, **p<0.01, ***p<0,001, ****p<0,0001.

Supplementary Figure 8 | (A) Phosphorylation of STAT5 after GM-CSF stimulation and treatment with STAT5 inhibitor STAT5-in-1 measured with the Phospho-STAT5 (Tyr694) Homogeneous Time Resolved Fluorescence (HTRF) cellular kit (Cisbio). (B, C) Cytokine secretion of ex vivo plaque tissue treated with the inhibitors (B) STAT5-in-1 for TNFα, IL-12 and IL-1β and (C) POM-CHF-Stafia-1 for IL-12, IL-1β and IL-8. Paired dots represent a patient. Statistically significance was assessed by paired t-test.
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