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Homogeneous and Narrow
Bandwidth of Spike Initiation in Rat
L1 Cortical Interneurons
Stefano Borda Bossana 1†, Christophe Verbist 1† and Michele Giugliano 1,2*

1Molecular, Cellular, and Network Excitability Laboratory, Department of Biomedical Sciences, Faculty of Pharmaceutical,
Biomedical and Veterinary Sciences, Institute Born-Bunge, Universiteit Antwerpen, Wilrijk, Belgium, 2Neuroscience Area,
Scuola Internazionale Superiore di Studi Avanzati (SISSA), Trieste, Italy

The cortical layer 1 (L1) contains a population of GABAergic interneurons, considered
a key component of information integration, processing, and relaying in neocortical
networks. In fact, L1 interneurons combine top–down information with feed-forward
sensory inputs in layer 2/3 and 5 pyramidal cells (PCs), while filtering their incoming
signals. Despite the importance of L1 for network emerging phenomena, little is known
on the dynamics of the spike initiation and the encoding properties of its neurons. Using
acute brain tissue slices from the rat neocortex, combined with the analysis of an existing
database of model neurons, we investigated the dynamical transfer properties of these
cells by sampling an entire population of known “electrical classes” and comparing
experiments and model predictions. We found the bandwidth of spike initiation to be
significantly narrower than in L2/3 and 5 PCs, with values below 100 cycle/s, but without
significant heterogeneity in the cell response properties across distinct electrical types.
The upper limit of the neuronal bandwidth was significantly correlated to the mean firing
rate, as anticipated from theoretical studies but not reported for PCs. At high spectral
frequencies, the magnitude of the neuronal response attenuated as a power-law, with
an exponent significantly smaller than what was reported for pyramidal neurons and
reminiscent of the dynamics of a “leaky” integrate-and-fire model of spike initiation.
Finally, most of our in vitro results matched quantitatively the numerical simulations of
the models as a further contribution to independently validate the models against novel
experimental data.

Keywords: noise, spike-triggered average, interneuron, layer 1 cortex, dynamical transfer function

INTRODUCTION

Layer 1 (L1) is the most superficial neocortical layer and holds a key role in the hierarchy
of information processing within neocortical networks. It contains a resident population of
interneurons, which are solely GABAergic in the mature neocortex (Hestrin and Armstrong,
1996; Gentet, 2012). They receive afferents from a variety of brain areas, including primary
and higher-order thalamic relays, cortico-cortical projections, as well as neuromodulatory
afferents from subcortical structures. Thanks to this convergence, it was suggested that
L1 interneurons might integrate top–down information with feedforward sensory inputs,
filter out the noise in the incoming signals, and convert them into local inhibition (Larkum,
2013; Schuman et al., 2019). From L1, information is then transferred to pyramidal cells (PCs)
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of layer 2/3 (L2/3) and of layer 5 (L5) via two distinct
microcircuits, which can either promote or inhibit the generation
of dendritic spikes (Jiang et al., 2013). Hence, L1 interneurons
may play a pivotal role in modulating, in a state-dependent
manner, the coincidence detection mechanism that ensures the
amplification and the further processing of attentional signals by
PCs (Larkum and Zhu, 2002; Zhu and Zhu, 2004; D’Souza and
Burkhalter, 2017).

However, as opposed to L2/3 and L5 PCs, the excitable
properties of interneurons have not yet been examined
systematically in terms of dynamical firing regimes (but see
Linaro et al., 2019; Merino et al., 2019). Within neocortical
networks of L2/3 and L5, we already know that information
encoding and transfer feature wide-bandwidth dynamics. These
performances are ensured by the rapid-onset dynamics of
action potentials (APs), which allow neuronal populations
to collectively phase-lock their instantaneous firing rate to
the fast-varying Fourier components of the input signals
(200–1,000 cycle/s; Goriounova et al., 2018; Linaro et al., 2018).
In analogy to electrical filters, the upper limit to such broad
neuronal bandwidth is referred to as cut off frequency (Brunel
et al., 2001; Fourcaud-Trocmé et al., 2003), which has been
experimentally measured in L2/3 and L5 pyramidal neurons
upon identification of the dynamical transfer function of those
cells (Kondgen et al., 2008; Boucsein et al., 2009; Ilin et al., 2013;
Goriounova et al., 2018; Linaro et al., 2018).

For L1, we know that several subpopulations of
L1 interneurons can be distinguished on the basis of their firing
in response to constant amplitude currents (Muralidhar et al.,
2013), displaying quite heterogeneous electrical phenotypes.
Nonetheless, it is still not clear how these different electrical
signatures contribute to the distinct properties in the network
dynamics of information processing within L1.

In this work, by means of whole-cell patch-clamp recordings
in rodent acute brain tissue slices, we examined L1 interneurons
in vitro and identified their electrical phenotype as well as
their dynamical transfer function. We quantified how L1 cells’
firing output is influenced by a temporal modulation of their
input, namely, described in the Fourier domain, the cells’ filter
properties of incoming input signals. Allowing a comparison
with previous studies in principal cells, we specifically adopted a
simple and established experimental protocol (Higgs and Spain,
2009; Ilin et al., 2013). This is equivalent (Tchumatchenko and
Wolf, 2011) to our previous probing strategy of the dynamical
excitable properties of cortical neurons (Kondgen et al., 2008;
Linaro et al., 2018). Importantly, we showed earlier that cut off
frequency and bandwidth are features that are independent
on the parameters of the injected currents and the firing
regimes (Linaro et al., 2018).

Given the impact that L1 interneurons have on the output
of PCs, characterizing their dynamical response properties
is highly relevant and timely to clarify how information
integration, processing, and transfer take place to select
behaviorally relevant signals. Finally, a set of previously
released multicompartmental mathematical models of
L1 interneurons (Markram et al., 2015) was studied under
the same stimulation protocols in vitro, aiming at further

validating them and at supporting the interpretation of the
experimental data.

MATERIALS AND METHODS

Brain Tissue Slice Preparation
Experiments were performed as described previously (Arsiero
et al., 2007; Kondgen et al., 2008) and in accordance with
international and institutional guidelines on animal welfare. All
procedures were approved by the Ethical Committee of the
University of Antwerp (permission no. 2011_87) and licensed by
the Belgian Animal, Plant, and Food Directorate-General of the
Federal Department of Public Health, Safety of the Food Chain,
and the Environment (license no. LA1100469).

Fourteen- to twenty-one days old Wistar rats of either
sex were anesthetized using isoflurane and decapitated. The
brains were rapidly extracted and immersed in bubbled
ice-cold artificial cerebrospinal fluid (ACSF) containing (in mM)
125 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2,
1 MgCl2, and 25 glucose saturated with 95% O2 and 5%
CO2, with pH of 7.3 and osmolarity of ∼315 mOsm. Then,
300-µm-thick parasagittal slices were cut from the primary
somatosensory cortex using a vibratome (VT1000 S, Leica
Microsystems GmbH, Germany) and incubated in ACSF at 36◦C
for 30 min.

After recovery, the slices were stored in ACSF at room
temperature in a holding chamber until the recordings were
started. Once placed in the recording chamber, constituting the
stage of an upright microscope, the L1 cells were visualized
with infrared differential interference contrast microscopy
under ×40 magnification. All experiments were performed
in submerged conditions at a temperature of 32◦C under
continuous perfusion with oxygenated ACSF.

Electrophysiology
Layer 1 cells were selected on the basis of their distance from
the pia mater and from the border with L2/3, which was
identified as an increase in the density of cell somata, located
approximately 100 µm away from the pia mater. Within this
region, the whole-cell patch-clamp configuration was established
from the cell soma and the neuronal response properties were
probed in the current-clamp mode. Filamented borosilicate
glass pipettes were prepared using a micropipette horizontal
puller (P-97, Sutter Instruments, Novato, CA, USA) and had
a resistance of 4–7 MΩ when filled with an intracellular
solution containing (in mM) 115 K-gluconate, 20 KCl, 10 4-
(2-hydroxyethyl)-1-piperazineethanesulfonic acid, 4 adenosine
triphosphate-Mg, 0.3 Na2-guanosine triphosphate, and 10 Na2-
phosphocreatine, with the pH adjusted to 7.3 with KOH and
osmolarity of ∼290 mOsm. Recordings and intracellular current
stimulation were performed using an Axon Multiclamp 700B
Amplifier (Molecular Devices, San Jose,CA, USA) controlled
by a personal computer running a real-time Linux operating
system (Linaro et al., 2014). For more information on how
to install our real-time software, see Linaro et al. (2015). The
recorded voltage waveforms were sampled at a frequency of
30 kHz and digitized at 16 bit. In order to compensate for

Frontiers in Cellular Neuroscience | www.frontiersin.org 2 June 2020 | Volume 14 | Article 1186

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles


Borda Bossana et al. Transfer Function of L1 Interneurons

the glass pipette electrical resistance and capacitance, a digital
non-parametric model was repeatedly identified throughout
the recording sessions by a computer-aided technique, known
as active electrode compensation (Brette et al., 2008). This
allowed us to digitally separate the electrode and the membrane
contributions to the recorded traces, requiring neither the
bridge balance nor the capacitance neutralization circuits of
the amplifier. The adoption of such a technique became a
routine procedure in our laboratory for both conventional and
real-time experiments (Couto et al., 2015; Linaro et al., 2018,
2019). However, while for the dynamic clamp online accurate
‘‘active’’ electrode compensation is necessary to avoid recording
instabilities (Brette et al., 2008; Linaro et al., 2019), for the
current-clamp—in the context of the present work—it is not
strictly required. In fact, on one hand, we focused here on
probing the dynamical transfer function of neurons in the
current-clamp mode by spike-triggered averaging (see below) so
that accurate active electrode compensation was not imperative.
Indeed despite using a single electrode for both stimulation and
recordings, only the times of AP occurrence must be detected
for further analysis (see below). Such detection occurs, by
definition, with a very high signal-to-noise ratio and it usually
does not represent a problem, even with imperfect electrode
compensation. On the other hand, estimating the features of
AP waveforms definitely benefits of a more accurate (non-
parametric) compensation procedure than the (parametric) one
allowed by the electronic amplifier controls. Finally, postponing
the compensation of all acquired traces to an offline automated
procedure ultimately offered us an efficient management of time
during each experiment, while only requiring to periodically run
a ‘‘calibration’’ protocol (Linaro et al., 2015).

Electrical Phenotype Identification
The recorded voltage traces were processed and analyzed offline
in MATLAB (The MathWorks, Natick, MA, USA). Data from
N = 65 L1 interneurons were included in this study, which were
selected on the basis of a healthy cell resting membrane potential
(≤65 mV) and AP peak amplitude (>50 mV). These criteria were
considered to be indicative of a good patch stability and proper
electrical access to the cell. The membrane input resistance,
capacitance, and time constant were estimated by standard
procedures (Kondgen et al., 2008). Briefly, hyperpolarizing
current steps of decreasing amplitudes [i.e., (−200; 0) pA lasting
1 s each] were repeatedly applied and the voltage response was
recorded. The membrane input resistance was then identified
as the slope of the best-fit straight line to the steady-state data
points in the voltage vs. current plane. The membrane time
constant was instead extracted as the slowest time constant of the
best-fit bi-exponential function, describing the recovery of the
membrane potential from 10–ms -long hyperpolarizing pulses of
amplitude−150 pA. The cell capacitance was finally estimated as
the ratio between the time constant and the input resistance of
the membrane.

Each recorded neuron was classified in one of the
five identified subtypes on the basis of their response to
depolarizing current pulses (Muralidhar et al., 2013). Briefly,
a frequency–current curve was first computed upon injecting

current steps of increasing depolarizing amplitudes [i.e., in the
range (0; 300) pA, lasting 1 s]. The voltage responses containing
a train of APs, corresponding to a mean firing rate of 20 spike/s,
were compared to each other as the sequence of successive inter-
spike intervals (ISIs) was plotted (Figure 1A). Sorting each cell
into one of the five classes (i.e., cAC, continuous accommodating;
cNAC, continuous non-accommodating; bNAC, bursting non-
accommodating; cSTUT, continuous stuttering; and cIR,
continuous irregular firing) was performed manually, following
closely (Muralidhar et al., 2013) and according to the following
criteria: cAC, if the slope of the best-fit straight line over the ISI
sequence was larger than 1 ms; cNAC, if the best-fit line was
mostly horizontal (i.e., slope smaller than 1 ms); bNAC, if the
initial 1 to 2 ISIs were shorter than 20 ms and followed by a train
of APs showing no accommodation; cSTUT, if at least one ISI
was equal or larger than 100 ms; and cIR, if the ISI sequence
was irregular, with individual values shorter than 100 ms. The
above criteria led to classifying 11 cells as cAC, 13 as cNAC, 10 as
bNAC, 17 as cSTUT, and 14 as cIR (Figure 1A).

Spike-Triggered Average and Dynamical
Transfer Function
Wide-band input current waveforms i(t) were injected into the
cell soma in order to probe their first-order dynamical transfer
properties, following closely (Ilin et al., 2013; see also Higgs and
Spain, 2009). Under these conditions, neuronal firing is irregular
and subthreshold membrane potential fluctuations resemble the
activity recorded in vivo (Destexhe et al., 2003). The injected
current was defined as the sum of a DC and of a fluctuating
component (Figure 1B):

i(t) = i0 + ση(t) (1)

with η(t) being an independent realization of an
Ornstein–Uhlenbeck stochastic process (Cox and Miller,
1965) with zero mean, unitary variance, and correlation time
τ = 5 ms. η(t) was generated offline, iterating an algebraic
expression (Gillespie, 1996).

By such a definition, σ represents the standard deviation of
the noisy fluctuation in i(t), while i0 is its expected value. In
each experiment, σ was adjusted to obtain membrane potential
fluctuations with 4 mV standard deviation and≈15 mV peak-to-
peak changes. The value of i0 was instead chosen to maintain the
mean firing rate of the neurons in the range of 3–6 spike/s. Each
stimulation trial lasted 60 s and was preceded by brief current
steps, monitoring over time the stability of the recording, i.e., in
terms of resting potential, input resistance, and mean firing rate
as in Kondgen et al. (2008). The stimulation was repeated several
times, with distinct realizations of η(t), until at least 3,500 APs
in total were collected, while allowing sufficient inter-stimulus
recovery intervals of up to 60–100 s, depending on the cell. This
resulted in 18–20 repetitions, corresponding to approximately
40–45 min of recording in total.

We recorded the train of APs fired by the cell in response
to the injected stimulus i(t), evaluating offline the spike-
triggered average sta(t) of such a stimulus waveform. This
analysis allows an estimate of the dynamical transfer function
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FIGURE 1 | Dynamical transfer function identification in L1 cortical interneurons. Distinct subtypes of L1 interneurons can be distinguished (A) from their electrical
response pattern by the sequence of interspike intervals in a 20 spike/s train. These are continuous accommodating, c. non-accommodating, bursting
non-accommodating, c. stuttering, and c. irregular. Regardless of their identity, the neurons were stimulated by a fluctuating current i(t; B) while recording their
voltage response V (t). The spike-triggered average [i.e., sta(t)] of the stimulus and its autocorrelation function [i.e., iac(τ)] were computed (C) and fast
Fourier-transformed (D) to estimate the neuron dynamical transfer function (E). As in electronic filters, the magnitude of this function expresses the intensity of the
output firing rate of the cell across temporal modulations or Fourier components of an input signal, thus revealing the bandwidth of spike initiation dynamics. The
cut off was characterized—above significance (see “Materials and Methods” section)—as the frequency corresponding to a 70% decrease of the response
magnitude of the value taken at 1 cycle/s. The high-frequency profile was finally described as a f−α power-law.

(Kondgen et al., 2008) in biological neurons as well as model
neurons and was performed following closely Ilin et al. (2013).
Briefly, sta(t) was evaluated as the ensemble average of the data
points of i(t) that shortly preceded and followed the peak of each
AP fired, i.e., over the times t1, t2, t3, . . ., tN of AP occurrences
(Figures 1B,C):

sta(t) =<
∑N

k = 1
i(tk − t) > t ∈ [−T;T] (2)

where T = 500 ms is the chosen time interval preceding and
following each AP. This expression can be equivalently rewritten
as an ensemble average of the convolution between i(t) and a
train of Dirac’s delta functions s(t); (i.e., one for each AP):

sta(t) = <

∫
+∞

−∞

s(τ )i(τ − t)dτ >

s(t) =
∑N

k = 1
δ(t − tk ) (3)

Invoking linearity and swapping integral and average
operators, we may derive another expression (Dayan and Abbott,

2005) linking sta(t) to the instantaneous firing rate r(t) associated
to the AP train s(t):

sta(t) =
∫
+∞

−∞

r(τ ) < i(τ − t) > dτ (4)

In the Fourier domain, this convolution integral simplifies
the product of the firing rate transform R(f ) and the average
(complex conjugate) of the input transform I*(f ) :

STA(f ) = R(f ) < I ∗ (f ) > (5)

Finally, as R(f ) is also the product of the first-order dynamical
transfer function H(f ) (Marmarelis and Naka, 1972) times the
average input< I (f )> (Brunel et al., 2001),

R(f ) = H(f ) < I(f ) > (6)

the transfer function H(f ) (Figure 1E) can be computed as the
ratio between the sta(t) (fast) Fourier transform and the power
spectral density of i(t) (Figures 1C,D):

H(f ) = STA(f )/<I(f )I ∗ (f ) > (7)
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where the power spectral density of i(t) is the (fast) Fourier
transform of its autocorrelation function iac(τ) =< i(t)i(t−τ)>.

The profile of the transfer function was considered above the
5% confidence threshold (Figure 1E) generated by a bootstrap
method on surrogate data (Press, 2007). Briefly, these were
obtained upon generating 500 times a random shuffling of the
original interspike intervals and repeating each time the sta(t)
analysis in the Fourier domain. The confidence threshold was
then computed at each frequency as the sum of the mean
(surrogate) transfer function (i.e., over the 500 surrogate trials)
and its (surrogate) standard deviation.

The cut off frequency was then defined as the frequency at
which the magnitude of the transfer function ||H(f )|| (above the
confidence threshold) decreases down to 70% of the value it takes
at 1 Hz (Figure 1E).

For very large Fourier frequencies f, the magnitude of the
transfer functions decayed as a negative power-law, i.e., f−α

(Fourcaud-Trocmé et al., 2003; Kondgen et al., 2008; Linaro et al.,
2018). In order to best describe the input–output transformation
of the neurons in this high spectral domain, the part of the
transfer curves going from the cut off frequency down to 20%
of the cut off value was fitted by a power-law y = bx−α where α

describes the slope of the decay in log–log coordinates.

Rapidness of the Action Potential at Its
Onset
The average waveform of the AP was examined for each cell by
averaging the APs fired during the steady-state response regime
of the recorded voltage responses. The threshold for AP initiation
(in mV) was conventionally calculated as the potential where the
change in voltage over time is 20 mV/ms (Naundorf et al., 2006).
When plotted in the plane dVm/dt vs. Vm, each AP described a
closed trajectory. The AP speed at onset (expressed in ms−1) was
then measured in this plane as the slope of the tangent line to
the AP trajectory at the voltage coordinate corresponding to the
AP threshold.

The dynamic IV curvemethod was also employed to quantify
the AP waveforms, relating the upstroke phase of an AP to the
best-fit equation of a non-linear (i.e., exponential) relationship
between dVm/dt andVm (Brette et al., 2008; Badel et al., 2008a,b).
From the resulting fit, the spike–slope factor ∆T was extracted to
further quantify the rapidness of the AP.

Computer Simulations
The simulation of 69 distinct L1 interneuron models was
performed in NEURON (Hines and Carnevale, 2001; Carnevale
and Hines, 2006) using the publicly available Blue Brain Project
(BBP) database (Markram et al., 2015). Eachmodel was originally
built from experimental data collected from L1 neurons classified
into the same electrical response phenotypes employed in this
work (see also Ascoli et al., 2008).

As close as possible, we mimicked in silico the very same
stimulation protocols and analysis employed in vitro. For the
spike-triggered average estimate, we chose the parameters of the
injected current i(t) by means of an iterative procedure based
on the bisection method (Press, 2007). Given the increased
reproducible character of simulated neuronal responses

compared to experiments, by selecting i0 we could set the firing
rate of the models with higher precision. We then chose three
regimes (3, 5, and 7 spikes/s) to cover the entire range obtained
in our experiments (3–6 spike/s) with increased confidence. We
repeated 60 s-long stimulations in silico until a minimum of
5,000 APs were collected, and we followed closely the analysis
methods described in the previous sections (Figure 2).

Statistical Analysis
All numerical data are presented as mean ± standard deviation.
A statistical analysis of all correlations between parameters was
performed using the Pearson correlation test (Press, 2007), thus
reporting the values of the correlation coefficient ρ and its
p-value. The one-way analysis of variance by Kruskal–Wallis
was employed [i.e., the MATLAB kruskalwallis() command] to
reject the hypothesis, at 1% significance, that the observables
extracted from distinct electrical phenotypes originate from
the same probability density distribution. Finally, qualitative
comparison between the distribution densities of cut off
frequencies, among different electrical phenotypes (Figure 3),
were performed, normalizing the peak amplitudes of smoothed
histograms by the kernel smoothing method [i.e., the MATLAB
histfit() command].

RESULTS

We describe the firing response properties of L1 cortical
interneurons based on a set of whole-cell patch-clamp recordings
in N = 65 cells from slices of the rat somatosensory
cortex. We studied systematically both passive and active
membrane properties, revealing that cells had an input
resistance of 184.40 ± 51.15 M� a membrane capacitance
of 201.51 ± 62.95 nF, and a membrane time constant of
35.77 ± 10.23 ms (see ‘‘Materials and Methods’’ section). When
active response properties were studied, we identified distinct
electrical phenotypes and sorted the cells into five separate classes
(Muralidhar et al., 2013). Such a classification was based on
the analysis of the time course of the ISIs sequence, during ≈
20 spike/s trains of APs in response to a current step lasting 1 s
(Figure 1A).

Encoding Properties of L1 Interneurons
We studied the encoding properties of L1 interneurons
by measuring their dynamical transfer function in the
Fourier domain (Figures 1B–E). Following closely Ilin
et al. (2013), we injected randomly fluctuating current
stimuli into the soma of the cells, mimicking the irregular
and intense synaptic activity present in vivo in an intact
cortex. A DC offset was also superimposed to the injected
current, with its amplitude adapted so that the output
mean firing rate was in the range 3–6 spike/s. Under
these conditions (see ‘‘Materials and Methods’’ section),
cells fired irregularly (Figure 1B) with a coefficient of
variation of 0.53 ± 0.09 for their distribution of ISIs. This
stimulation protocol enabled us to measure the spike-
triggered average waveform of the injected current sta(t)
and compare it to its autocorrelation function iac(t) in the
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FIGURE 2 | The cells’ cutt off frequency distribution. More than 60% of the 65 interneurons recorded in this work had their cut off frequencies markedly below
100 cycle/s (A). The same trend was quantitatively confirmed in silico by repeating the same protocol as that of Figures 1B–E in 69 L1 neuron models (B) as
released by the Blue Brain Project (BBP). Numerical simulations and experimental data were compared over three distinct ranges of experimental firing rates, where
models were set to fire at precisely 3, 5, and 7 spike/s (B; from left to right). The histogram overlay displays the rather good model predictions of the horizontal span
of cut off frequencies over the three distinct firing rates.

Fourier domain (Figures 1C,D). In fact, the ratio of the two
quantities in the transformed domain immediately leads to an
estimate of the dynamical transfer function (Figure 1E; see
‘‘Materials and Methods’’ section) arising from the cell’s spike
initiation mechanisms.

The magnitude and the phase of the transfer function,
especially for large spectral frequencies, allow one to predict the
collective dynamics of a neuronal population in response to rapid
external inputs (Fourcaud-Trocmé et al., 2003; Kondgen et al.,
2008) as well as to interpret oscillatory regimes (Wang, 2010).
Here, we quantified the bandwidth of the neuronal transfer
function, expressing the numerical value of the conventional
high-frequency cut off limit (see ‘‘Materials and Methods’’
section). The distribution of the cut off frequencies demonstrates
that, in general, L1 interneurons can encode fast-varying input
signals up to 200 cycles/s (Figure 2A). However, differently from
L2/3 and L5 PCs (Testa-Silva et al., 2014; Linaro et al., 2018), the
majority (i.e.,≈65%) of L1 neurons unexpectedly display a cut off
below 100 cycles/s.

These observations were confirmed in silico by applying
the experimental protocol of Figures 1B–E on a large public
database of 69 detailed multicompartmental models of rat

cortical L1 interneurons (see ‘‘Materials and Methods’’ section).
At a reference mean firing rate of 5 spikes/s, around 78%
of the models display a cut off frequency below 100 cycles/s.
Figure 2B compares experimental and simulated data when
the computer models were set to fire on average at (from
left to right) 3, 5, and 7 spikes/s. Under these conditions, the
coefficients of variation of their respective ISI distributions were
0.74 ± 0.12, 0.65 ± 0.12, and 0.58 ± 0.12, respectively, for 3,
5, and 7 spikes/s mean firing rates. Real cells were thus found
to be in good agreement with the range of cut off frequencies
displayed by the models when their firing rate was sorted in
close intervals.

Electrical Classes and Encoding Properties
When the cells’ electrical classes were explicitly taken into
consideration, we found no preference in the cut off frequency
distributions (Figures 3A,B). Indeed the probability distribution
densities for each group of continuous accommodating (cAC),
c. non-accommodating (cNAC), bursting non-accommodating
(bNAC), c. stuttering (cSTUT), and c. irregular (cIR) showed
a substantial overlap (Figure 3A) and no significant differences
were found (Figure 3B).
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FIGURE 3 | The cells’ electrical phenotype and cut off frequency distributions. When the five distinct electrical classes of L1 interneurons were compared to each
other, their (smoothed) probability density distributions of the cut off frequencies, normalized by their peak values, showed no major differences (A). Quantitatively, the
Kruskal–Wallis statistical test failed to reject, at 1% significance level, the null hypothesis that the cut off frequencies come from the same distribution (B). A similar
trend was largely reproduced in silico for the BBP models (C).

The same analysis was repeated in silico, where the diversity of
electrical (as well as morphological) phenotype is made explicit
a priori by a distinct set of electrotonic and excitable properties
(Markram et al., 2015). The model’s electrical identity played
a role in shaping, to some extent, the probability distribution
densities of the cSTUT and the cNAC classes in particular.

Dependency of Cut Off on the Mean Firing
Rate
Previous theoretical investigations on the dynamical properties
of spike initiation reported that, in integrate-and-fire neuron
models, the cut off frequency is sensitive to the mean firing
rate. Thus, the higher the rate, the wider the bandwidth (Brunel
et al., 2001; Fourcaud-Trocmé et al., 2003). This was examined
experimentally in L5 PCs but failed to be confirmed as the
mean firing rate altered the dynamical transfer function at low,
not high, spectral frequencies (Linaro et al., 2018). Despite the
small range of our experimental firing rates, we asked whether
L1 interneurons behave differently than PCs. We thus studied
the correlation between cut off frequency and the mean firing
rate and found it to be very significantly correlated (ρ = 0.48 and
p < 0.001), as also exemplified in Figure 4A. This implies that

the boundary in the Fourier domain, where fast input signal
components get filtered out, increases considerably even with a
moderate increase in the neuronal firing rate.

When the analysis was repeated in silico, a similar
phenomenon was replicated for the entire population of
multicompartmental neuron models. There we found a similar
correlation with a much stronger significance (ρ = 0.58 and
p < 10−20; Figure 4B). This effect is very apparent in the
simulated experiment reported in Figure 4B as most electrical
types progressively shift their cut off frequency upwards
for increasing firing rates. Such a susceptibility was further
quantified by linear fitting the simulated data points at different
firing rates for each firing type. The slope of this fit was
34.57 cycles/spike for cAC, 11.96 for cNAC, 41.16 for bNAC,
11.43 for cSTUT, and 32.78 for cIR. This indicates that cSTUT
and cNAC models were the least sensitive to their firing rate,
while cAC, bNAC, and cIR were the most sensitive.

Action Potential Rapidity at Onset
The broad bandwidth of the AP initation dynamics has been
related, in both theoretical (Fourcaud-Trocmé et al., 2003) and
experimental works (Testa-Silva et al., 2014; Linaro et al., 2018),
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FIGURE 4 | Mean firing rate modulation of the cut off frequencies. As
suggested by earlier theoretical studies, a significant correlation was
observed between the mean firing rate of a cell and the cut off frequency of
its dynamical transfer function (A). The very same result was reproduced in
silico for the BBP models (B).

to the rapidity of APs at their onset. Thus, neurons with
fast AP onset dynamic keep track of the most rapid spectral
components in the input signals, as demonstrated for L2/3 and
L5 PCs (see also Goriounova et al., 2018). However, when
we examined the correlation between AP rapidity and cut off
frequency in L1 inteneurons, we failed to confirm the
previous reports. In fact, correlations were not significant
(ρ = 0.13 and p = 0.32).

As we repeated the analysis in silico for all L1 model neurons
available, we also observed a lack of significant correlations as in
the experiments (ρ = 0.15 and p = 0.22, ρ = 0.08 and p = 0.32,
and ρ = 0.16 and p = 0.20 at firing rates of 3, 5, and 7 spikes/s,
respectively). Moreover, no clear separation of AP rapidity at
onset was found across the electrical classes of the model cells.
Even when the impact of some morphological features was
considered (as in Eyal et al., 2014; Goriounova et al., 2018), we
found no significant correlations between the AP onset rapidity
and the total dendritic length of the model cells over a broad
range of total dendritic lengths 500–5,400 µm (ρ = 0.11 and

p = 0.38, ρ = 0.10 and p = 0.40, and ρ = 0.11 and p = 0.35 at firing
rates of 3, 5, and 7 spikes/s, respectively). However, unexpectedly,
we found slightly significantly negative correlations between the
total dendritic length and the cut off frequency (ρ = −0.3 and
p = 0.011, ρ = −0.31 and p = 0.011, and ρ = 0.10 at a firing rate
of 3, 5, and 7 spikes/s, respectively).

As the last result was neither anticipated in simulation
studies (Eyal et al., 2014) nor matched with others experimental
reports, we further characterized in vitro and in silico the
AP initiation employing the dynamic IV curve (Badel et al.,
2008a,b). This allowed us to extract an additional quantitative
parameter for AP initiation, known as the slope factor ∆T (see
‘‘Materials and Methods’’ section). Across all our experiments,
∆T took values smaller than 2.5 mV (1.51 ± 0.73 mV), a range
that was confirmed and replicated in silico, consistently with
the larger spike sharpness of interneurons compared to PCs
(Badel et al., 2008a).

While ∆T and the AP onset rapidity showed correlations in
silico (ρ = 0.26 and p = 0.03 at 5 spike/s), their values in vitro had
no significant correlation (ρ =−0.11 and p = 0.37). Importantly,
as the values of ∆T and the cut off frequency were compared
across cells, a significant correlation was finally observed in our
experimental data (ρ = −0.31 and p = 0.012), but not in silico
(ρ =−0.06 and p = 0.06 at 5 spike/s).

Transfer at High Spectral Frequencies
For high spectral frequencies f (i.e., above the cut off ),
the dynamical transfer function is known to decay as f−α

(Kondgen et al., 2008), where the numerical value of the
exponent has been linked to the precise dynamics of AP
initiation at threshold (Fourcaud-Trocmé et al., 2003). In
comparison with standard simplified models of excitability,
such as the integrate-and-fire units (Tuckwell, 1988), previous
results in pyramidal neurons [i.e., α ∈ (1;1.5)] consistently
pointed towards an exponential or polynomial dependency
of the AP initiation on the membrane potential (Kondgen
et al., 2008; Linaro et al., 2018). Unexpectedly, as we
analyzed the transfer properties of L1 neuron at high spectral
frequencies, we found values of α in the range from 0 to
1.4, with the largest majority (i.e., 94%) smaller than 1
(0.57 ± 0.26; Figure 5A). The distribution of α across different
electrical cell types displayed largely overlapping features
(Figure 5A) with no significant differences, thus hinting at
similar transfer behaviors.

These observations were confirmed in silico, where
L1 interneuron models were characterized by α in the range
0.2–1.5, with the majority below 1 (0.51 ± 0.14, 0.44 ± 0.24, and
0.74 ± 0.43 at firing rates of 3, 5, and 7 spike/s, respectively),
matching the values obtained in the experiments (Figure 5B).

DISCUSSION

In this work, we have examined the dynamical signal transfer
properties of L1 cortical interneurons. These cells are likely
to play a major role in cortical computation as they receive
several afferents from a variety of brain regions while establishing
synapses downstream in several cortical columns. Their function
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FIGURE 5 | The distribution of the power-law exponent at high spectral frequencies. Almost all the cells recorded in this work had a power-law exponent lower than
1 for high spectral frequencies (A). Concerning the cell subtypes, the same as for Figure 3B, the Kruskal–Wallis statistical test failed to reject at, 1% significance
level, the null hypothesis that the cut off frequencies come from the same distribution (B). The same trend was quantitatively confirmed in silico for the BBP models
(C). Numerical simulations and experimental data were compared over three distinct ranges of experimental firing rates, where the models were set to fire at
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of gating and filtering the output spike trains of PCs in other
layers appears clear, although its careful spectral characterization
remained so far unexplored. When an established protocol
(Figure 1) was used to quantify the encoding properties of
L1 interneurons, a markedly lower bandwidth (Figure 2) and a
gentler attenuation at high spectral frequencies were observed
(Figure 5), compared to L2/3 and L5 PCs. Thus, while the rapidly
varying frequency component of their inputs can be tracked,
i.e., up to 200–300 cycle/s, the large majority of L1 interneurons
possesses much lower cut off values, below 100 cycle/s. This
might indicate that L1 outputs may be well suited to filter
incoming information and relay it to PCs, especially in the center
of their own bandwidth (Ilin et al., 2013; Goriounova et al., 2018;
Linaro et al., 2018), particularly where the phase delay introduced
by the PCs transfer function is minimal (Linaro et al., 2018).

The markedly lower cut off frequencies and smaller
power-law attenuation coefficient α in L1 interneurons might
therefore indicate their specialization at keeping track of
slower top–down input modulations (Jiang et al., 2013;
Larkum and Phillips, 2016) compared to bottom–up inputs

reaching directly PCs in L2/3 and L5, while attenuating
less rapidly the components at higher spectral frequencies.
Despite the limited size of our data set, we successfully
sampled all the known electrical subtypes of L1 cells and
found no significant differences in their spectral responses
(Figure 3). This finding is backed up by an extensive database
of accurate multicompartmental models (Markram et al.,
2015) that contains a priori an extensive diversity in cell
response properties.

Our choice of the in vitro protocol and the limited
cell viability during long experimental conditions did not
allow us a systematic exploration of the modulatory effect
of the cell’s mean firing rate on the neuronal bandwidth.
Nonetheless, we could establish that a significant correlation
exists between the cut off frequency and the cell’s firing
rate (Figure 4), as anticipated by the theory (Brunel et al.,
2001; Fourcaud-Trocmé et al., 2003) but not previously
reported for PCs (Linaro et al., 2018). This suggests that
an increase in the mean firing rate of L1 interneurons can
expand their filtering capabilities, perhaps relaying to the
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dendritic compartment of PCs distinct spectral information
during different cortical firing regimes. The simulations also
suggest that some neuronal types should be more susceptible
for the firing rate modulation, such as cAC, bNAC, and
cIR types.

As opposed to previous reports in PCs, when we characterized
the AP waveform and its relevance for the tracking of fast-input
spectral components, we did not observe any correlation with
the values of the cut off frequency, both in vitro and in
silico. Therefore, we suggest that the emerging mechanisms
for spike initiation of L1 interneurons might have some
quantitative differences when compared to those of excitatory
neurons (Ilin et al., 2013; Linaro et al., 2018). In contrast
with other studies (Goriounova et al., 2018), we found a
negative correlation between the total dendritic length and
the cut off frequency in silico. This might be a consequence
of the smaller dendritic length in L1 models than L5 PCs
(i.e., 500–5,400 vs. 8,000 µm and up to 15,000–20,000 µm),
although the values of AP onset speed were in a similar range
as for L5 PCs, both in experiments and in simulations. No
correlation was found between the AP onset speed and the
total dendritic length in the models. However, as the AP slope
factor ∆T was measured, we found similar values as those
obtained for other neocortical types. In silico, an (expected)
negative correlation was found between ∆T and the AP onset
rapidity (Badel et al., 2008a,b), but not in vitro. A correlation
between ∆T and the cut off frequency clearly was detected
in vitro, but not in silico. We speculate that such a mismatch
between theory and experiments might be a consequence of
the reduced repertoire of active membrane mechanism models
(i.e., sodium and potassium currents kinetics), which are shared
by all BBP cortical model neurons (Markram et al., 2015).
While using the same biophysical models for describing all
cell types is a convenient strategy for constraining automated
parameters (Druckmann et al., 2007), we wonder whether
L1 interneurons might be even better described with ‘‘custom’’
kinetic parameters for sodium and potassium currents. In
addition, we think that the excitability of L1 interneurons has
been investigated partially and in less detail when compared to
L5 PCs. The latter have been widely studied as a ‘‘reference’’
cortical neuron by many investigators over the last decades.
Lastly, BBP L1 models have been identified automatically
while extracting only a limited set of features from the
experimental data (e.g., time-to-first AP, width of the AP, AP
frequency, etc.) (Druckmann et al., 2008), and we wonder
whether the use of additional protocols, such as the probing
of the dynamical transfer function, might have increased the
faithfulness of theory–experiments matching. Taken together,
all these results call for further investigation of the AP
initiation mechanisms in L1 interneurons, both experimentally
and numerically.

Finally, as we characterized the transfer properties at high
spectral frequencies, we observed a power-law decay, although
with unexpectedly low absolute values of the exponent α,
both in vitro and in silico. According to Fourcaud-Trocmé
et al. (2003), different reduced models of excitability are
associated to distinct characteristic values of α. In particular,

while the exponential integrate-and-fire unit seems to be
more appropriate to describe PCs, the leaky integrate-and-fire
excitability (i.e., α = 0.5) seems closer to explain the data, both
in vitro (i.e., α = 0.57 on average) and in silico (i.e., in the
range α = 0.44–0.74). This suggests that L1 interneurons indeed
might have distinct spike initiation dynamics when compared
to PCs.

In conclusion, we believe that our results contribute
with timely and relevant observations to the series of
efforts, worldwide, to describe and classify the excitable
properties of neocortical neurons. The spectral characterization
of the bandwidth of spike initiation thus revealed to
be more informative than the standard methods to
quantify neuronal excitability, and the present study
extends such characterization to the population of
L1 interneurons.
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Parvalbumin-expressing (PV+) interneurons are a subset of GABAergic inhibitory
interneurons that mediate feed-forward inhibition (FFI) within the cortico-thalamocortical
(CTC) network of the brain. The CTC network is a reciprocal loop with connections
between cortex and thalamus. FFI PV+ interneurons control the firing of principal
excitatory neurons within the CTC network and prevent runaway excitation. Studies
have shown that generalized spike-wave discharges (SWDs), the hallmark of absence
seizures on electroencephalogram (EEG), originate within the CTC network. In the
stargazer mouse model of absence epilepsy, reduced FFI is believed to contribute to
absence seizure genesis as there is a specific loss of excitatory α-amino-3-hydroxy-
5-methyl-4-isoxazolepropionic acid receptors (AMPARs) at synaptic inputs to PV+
interneurons within the CTC network. However, the degree to which this deficit is
directly related to seizure generation has not yet been established. Using chemogenetics
and in vivo EEG recording, we recently demonstrated that functional silencing of PV+
interneurons in either the somatosensory cortex (SScortex) or the reticular thalamic
nucleus (RTN) is sufficient to generate absence-SWDs. Here, we used the same
approach to assess whether activating PV+ FFI interneurons within the CTC network
during absence seizures would prevent or reduce seizures. To target these interneurons,
mice expressing Cre recombinase in PV+ interneurons (PV-Cre) were bred with mice
expressing excitatory Gq-DREADD (hM3Dq-flox) receptors. An intraperitoneal dose of
pro-epileptic chemical pentylenetetrazol (PTZ) was used to induce absence seizure.
The impact of activation of FFI PV+ interneurons during seizures was tested by focal
injection of the “designer drug” clozapine N-oxide (CNO) into either the SScortex or the
RTN thalamus. Seizures were assessed in PVCre/Gq-DREADD animals using EEG/video
recordings. Overall, DREADD-mediated activation of PV+ interneurons provided anti-
epileptic effects against PTZ-induced seizures. CNO activation of FFI either prevented
PTZ-induced absence seizures or suppressed their severity. Furthermore, PTZ-induced

Frontiers in Cellular Neuroscience | www.frontiersin.org 1 May 2021 | Volume 15 | Article 68890517

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://doi.org/10.3389/fncel.2021.688905
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fncel.2021.688905
http://crossmark.crossref.org/dialog/?doi=10.3389/fncel.2021.688905&domain=pdf&date_stamp=2021-05-28
https://www.frontiersin.org/articles/10.3389/fncel.2021.688905/full
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-688905 May 24, 2021 Time: 15:52 # 2

Panthi and Leitch Activating Inhibitory Interneurons During Seizures

tonic-clonic seizures were also reduced in severity by activation of FFI PV+ interneurons.
In contrast, administration of CNO to non-DREADD wild-type control animals did not
afford any protection against PTZ-induced seizures. These data demonstrate that FFI
PV+ interneurons within CTC microcircuits could be a potential therapeutic target for
anti-absence seizure treatment in some patients.

Keywords: cortico-thalamocortical, parvalbumin, GABAergic interneurons, feed-forward inhibition, DREADDs,
absence seizures, pentylenetetrazol

INTRODUCTION

Childhood absence epilepsy (CAE) is the most common form
of pediatric epilepsy, which is characterized by synchronous
3–4 Hz generalized spike-wave discharges (SWDs) associated
with impaired awareness. Absence seizures are known to
arise from altered dynamics within the cortico-thalamocortical
(CTC) network (McCormick and Contreras, 2001; Crunelli and
Leresche, 2002; Maheshwari and Noebels, 2014; Lüttjohann
and van Luijtelaar, 2015; Crunelli et al., 2020) but the
precise cellular and molecular mechanisms are not fully
understood and appear to be multifactorial. Within the CTC
network, feed-forward inhibition (FFI) is essential to prevent
runaway excitation and is mediated by fast-spiking parvalbumin-
expressing (PV+) inhibitory interneurons. Studies conducted
using the well-established stargazer mouse model of absence
epilepsy have shown defects in α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid receptor (AMPAR) expression at
excitatory synapses in feed-forward inhibitory PV+ interneurons
in the somatosensory cortex (SScortex) (Maheshwari et al., 2013;
Adotevi and Leitch, 2016, 2017, 2019) and reticular thalamic
nuclei (RTN) (Menuz and Nicoll, 2008; Barad et al., 2012)
of the CTC network. The loss of synaptic AMPARs is the
result of a genetic mutation in stargazin, a transmembrane
AMPAR regulatory protein (TARP) (Noebels et al., 1990; Letts
et al., 1998) that traffics AMPARs to the synapse. However,
the extent to which this defect weakens FFI within the
CTC network and whether this directly contributes toward
the generation and maintenance of absence seizures had not
been previously established. We recently reported that acute
selective silencing of PV+ interneurons in the CTC network
(either in the SScortex or the RTN thalamus) impairs FFI
and generates absence-like SWDs in normal non-epileptic mice
(Panthi and Leitch, 2019). In the current study, the goal
was to determine the impact of selectively activating PV+
inhibitory interneurons within the CTC network during absence
seizures, to determine if this was sufficient to prevent or reduce
seizure activity.

To investigate the consequences of activating feed-forward
inhibitory PV+ interneurons in vivo, we used Designer Receptors
Exclusively Activated by Designer Drugs (DREADD) based
technology (Armbruster et al., 2007). DREADDs are mutationally
modified muscarinic acetylcholine (ACh) receptors, which can be
specifically expressed in a targeted cell population and exclusively
activated by the designer drug clozapine N-oxide (CNO), but
not by their endogenous ligand ACh (Armbruster et al., 2007;

Rogan and Roth, 2011). In this study, we used excitatory Gq-
DREADDs inserted into PV+ interneurons to selectively activate
FFI (Alexander et al., 2009). Cre-dependent excitatory Gq-
DREADD mice (i.e., hM3Dq-flox mice) were crossed with PV-
Cre mice to express Gq-DREADDs in PV+ interneurons (Zhu
et al., 2016). Selective activation of FFI within the CTC network
was achieved by focal injection of CNO into cortical or thalamic
regions of interest (Panthi and Leitch, 2019).

To induce absence seizure in PVCre/Gq-DREADD mice we
used pentylenetetrazol (PTZ). This chemical is routinely used in
epileptic studies to induce both absence and generalized tonic-
clonic seizures (Snead, 1992; Velíšková et al., 2017) and has been
used in the screening of antiepileptic drugs since 1970s (see
reviews by Krall et al., 1978 and Löscher, 2011). PTZ impairs
GABA mediated inhibition by antagonizing GABAA receptors
(Huang et al., 2001). The severity of PTZ induced seizures is
dose dependent. Low dose PTZ administration (i.e., ∼20 mg/kg)
is an established experimental method to pharmacologically
induce generalized absence seizures involving thalamocortical
mechanisms whereas high doses (>40 mg/kg) induce spike trains
with tonic-clonic seizures (Snead, 1992; Snead et al., 2000; Cortez
et al., 2016).

To date, there have been relatively few studies investigating
the impact of activating PV+ interneurons during PTZ-induced
seizures. Clemente-Perez et al. (2017) used PTZ treatment
combined with optogenetic activation of PV+ interneurons to
selectively modulate PV+ neurons in the RTN thalamus during
free behavior. They found that unilateral optical stimulation of
RTN PV+ interneurons during PTZ-induced seizures disrupts
bilateral generalized seizures in PV-Cre mice injected with
channelrhodopsin-2 (ChR2). Another recent DREADD-based
study indicated that global activation of PV+ interneurons
increases the latency and decreases the susceptibility of PTZ-
induced tonic-clonic and myoclonic seizures (Johnson et al.,
2018). Other studies have used different chemicals to study the
impact of activating PV+ interneurons during pharmacologically
induced seizures. For example, Assaf and Schiller (2016)
demonstrated that optogenetic activation of cortical PV+
interneurons causes the termination of 4-aminopyridine (4-
AP) induced spontaneous electrographic seizures. Activating
hippocampal PV+ interneurons, on the other hand, attenuates
temporal lobe seizures induced by kainic acid (KA) (Krook-
Magnuson et al., 2013; Wang et al., 2018). Additionally,
parvalbumin knockout (PV−/−) mice have higher susceptibility
to chemically induced seizures and these animals experience
more severe seizures compared to wild-type (PV+/+) controls

Frontiers in Cellular Neuroscience | www.frontiersin.org 2 May 2021 | Volume 15 | Article 68890518

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-688905 May 24, 2021 Time: 15:52 # 3

Panthi and Leitch Activating Inhibitory Interneurons During Seizures

(Schwaller et al., 2004). However, there have been no published
studies to date reporting the impact of activating PV+
interneurons within the CTC network during absence seizures
using DREADD technology.

Hence, the aim of the current study was to test the impact
of activating feed-forward inhibitory PV+ interneurons
within the CTC network of PVCre/Gq-DREADD mice
during PTZ-induced absence seizures, using simultaneous
video/electroencephalogram (EEG) recording. We hypothesized
that activating PV+ interneurons within the SScortex or
the RTN thalamus would prevent or reduce PTZ-induced
absence seizures.

MATERIALS AND METHODS

Animals and Breeding Paradigm
Experiments were performed on adult male and female double-
transgenic mice expressing excitatory Gq-DREADD receptors
in PV+ interneurons. Cre-recombinase conditional excitatory
Gq-DREADD (i.e., hM3Dq-flox mice) and PV-Cre knockin
mice were obtained from Jackson Laboratories, United States.
Both transgenic mice were created on the background of
C57BL/6 strain (Zhu et al., 2016). Detailed descriptions of
hM3Dq-flox and PV-Cre knockin mouse lines can be found
in Jackson laboratories datasheets stock no. 0262201 and
stock no. 0080692, respectively. Homozygous female PV-Cre
mice were crossed with heterozygous hM3Dq-floxed males to
generate litters with PVCre/Gq-DREADD and non-DREADD
expressing wild-type (WT) control littermates, as illustrated in
Supplementary Figure 1A. The hM3Dq-floxed mice have a
loxP-flanked STOP cassette designed to prevent transcription
of the downstream HA-hM3Dq-pta-mCitrine coding region
(Supplementary Figure 1A). Mating these strains (PV-Cre and
hM3Dq-floxed) removes the loxP-flanked STOP cassette only
in the cell type specified by the Cre-recombinase system (Zhu
et al., 2016). This allows the strong expression of hemagglutinin
(HA)-tag only in PV+ interneurons. In this study, only female
PV-Cre mice were crossed with male hM3Dq-flox mice to avoid
unwanted germline recombination. Mice were bred and housed
at the University of Otago Animal Facility at a controlled room
temperature (22–24◦C) with ad libitum access to food and water.

Genotyping
Genotyping was performed to verify the mouse genotype. Ear
notches were collected from offspring of PV-Cre × hM3Dq-flox
mice. They were mixed in DNA lysis buffer and proteinase K
(Roche, Basel) and digested overnight at 55◦C. The following
day samples were centrifuged and DNA was obtained to process
for PCR. Genotyping was performed separately to confirm Cre
knockin and hM3Dq-flox using the following Cre, hM3Dq
mutant and wild-type primers (Integrated DNA technologies,
United States): CCT GGA AAA TGC TTC TGT CCG Cre-
forward; CAG GGT GTT ATA AGC AAT CCC reverse for Cre

1https://www.jax.org/strain/026220
2https://www.jax.org/strain/008069

allele; CGC CAC CAT GTA CCC ATA C hM3Dq-flox forward;
GTG GTA CCG TCT GGA GAG GA reverse for hM3Dq-
flox allele; AAG GGA GCT GCA GTG GAG TA wild-type
forward; CCG AAA ATC TGT GGG AAG TC reverse for wild-
type allele. PCR product was allowed to run in agarose gel at
70–80 V for around 2 h. The gel was then placed in a UV
light source to view and photograph bands. Supplementary
Figure 1B is a representative image of gel electrophoresis blot
for the PV-Cre knockin and hM3Dq-flox for three separate
mice. Bands at 300 and 350 bp confirmed the PV-Cre knockin
whereas bands at 204 and 300 bp indicated heterozygous hM3Dq-
flox, and a band around 300 bp confirmed wild-type mice
(Supplementary Figure 1B).

Immunofluorescence Confocal
Microscopy
Adult mice from PV-Cre × hM3Dq-flox colony were deeply
anesthetized with an intraperitoneal (i.p.) injection of 60 mg/kg
of sodium pentobarbital. Transcardial perfusion was performed
with 5% heparin in 0.1 M phosphate buffered saline (PBS)
followed by 4% paraformaldehyde (PFA) in 0.1 M Sorensen’s
phosphate buffer. Brains were extracted and post-fixed in 4%
PFA overnight at 4◦C. After post-fixation, brains were washed
three times in 0.1 M PBS. This was followed by cryoprotection
of the brains in increasing concentration of sucrose in PBS i.e.,
10% for 30 min, 20% for 30 min, and 30% at 4◦C until fully
infiltrated with sucrose. The cerebellum was dissected from the
rest of the brain, which was then sectioned into 30 µm coronal
sections. The cerebellum was also sectioned into 30 µm sagittal
sections. Sectioning was performed on a freezing cryostat (Leica
CM1950, Wetzlar, Germany). Sections were collected into 12-well
plates containing PBS.

For immunolabelling, sections were first submerged in
blocking buffer [4% Normal Goat Serum (NGS), 0.1% Bovine
Serum Albumin (BSA), 0.1% Triton X-100 in PBS] for 2 h at
room temperature. All sections were then incubated in a mixture
of primary antibodies for 48 h at 4◦C. Primary and secondary
antibodies used for immunofluorescence confocal microscopy in
this study are listed in Table 1. Primary antibody solution was
prepared in PBS with 0.1% BSA and 0.3% Triton X-100. After
incubation in primary antibodies, tissue sections were washed in
PBS for 45 min (15 min × 3 times). Sections were then labeled

TABLE 1 | Primary and secondary antibodies used in this study for
immunofluorescence confocal microscopy.

Product Antibody/Type Source/Catalog
No.

Dilution

Parvalbumin Primary/Mouse
monoclonal

Swant/235 1:2000

HA-tag Primary/Rabbit
polyclonal

Cell
Signaling/3724S

1:500

Goat anti-rabbit Secondary/Alexa Fluor
488

Life
Technologies/11008

1:1000

Goat anti-mouse Secondary/Alexa Fluor
568

Life
Technologies/11031

1:1000
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with secondary antibodies for 12 h at 4◦C. After labeling the
tissues with secondary antibodies, they were washed in PBS for
30 min (10 min × 3 times). Sections were then mounted on
polysine-coated glass slides and cover-slipped with mounting
medium (1,4 diazabicyclo (2.2.2) octane DABCO-glycerol). Slides
were left to air-dry in the dark at room temperature.

Image Acquisition and Analysis
Images were acquired using Nikon A1+ inverted confocal laser
scanning microscope. Channel configurations were set for HA-
tag (magenta channel, 488 nm laser excitation) and PV (cyan
channel, 568 nm laser excitation). During confocal imaging,
the detector offset for each channel was kept at zero; the
detector gain and laser power were optimized accordingly. Scan
speed and image pixel size were also set accordingly. Images
were taken of the region of interest (ROI) in the SScortex,
RTN thalamus and cerebellum. All immunolabelled cells in the
SScortex and cerebellum sections were counted at 10× confocal
images whereas those in RTN thalamus were counted using
40× confocal images. Cell counting and analysis were performed
using ImageJ (Fiji) software (version 1.51, NIH, United States).

Surgical Implantation of Prefabricated
Head Mounts and Microcannulas for
EEG Recordings
Twelve-week old PVCre/Gq-DREADD mice were single-
housed and were handled once daily for 2 days before
performing surgical manipulation. Surgery was performed
after subcutaneous injection of 5 mg/kg of Carprofen (for
pain control) and 2 mg/kg of Marcaine (for local anesthesia).
Animals were fully anesthetized with a continuous flow of
isoflurane during surgical procedures. Animals were provided
with supplementary heat during surgery by placing them on a
heat pad. The head of the animal was fixed with a stereotaxic
frame (David Kopf Instruments, Tujunga, CA, United States).
After shaving the scalp to expose the skin, a sagittal incision
was made. Two pairs of holes were carefully drilled in the skull,
each pair located 1.5 mm on either side of the longitudinal
fissure. The first pair was located 3.5 mm anterior to bregma
and the second pair 1 mm anterior to bregma. Four stainless
steel screws with lead wires attached (Pinnacle Technologies,
Austin, TX, United States) were inserted through these burr
holes. The screw wires were then soldered to their respective
channels on a prefabricated head mount (Pinnacle Technologies,
Austin, TX, United States). Dental acrylic cement (Vertex Dental,
Netherlands) was used to secure soldered regions.

In this study, a guide cannula (26 gauge) was implanted
for focal CNO injections, based on the stereotaxic coordinates
either for the SScortex (AP: −1.22 to −2.06 mm, ML: 2.8 mm)
or the RTN thalamus (AP: −1.34 to −1.94 mm, ML: 2.1–
2.3 mm) (Mouse Brain Atlas, Paxinos and Franklin, 3rd
Edition). A dummy cannula was inserted inside the guide
cannula to prevent blood or any other fluid clogging it. During
CNO injections, the dummy cannula was replaced with an
internal cannula (33 gauge). CNO was delivered via a Hamilton
microinjection syringe attached to polythene tubing (Microtube

Extrusions, Australia) and internal cannula. Guide (C315GS-
2/SPC), dummy (C315IDCS-2/SPC), and internal (C315IS-
2/SPC) cannulae were obtained from Plastics One Inc., Roanoke,
VA, United States. Cannulae were made of stainless steel with
short pedestals.

EEG Recording
After the full recovery of animals from surgical manipulation (at
least 7 days after surgery), EEG recordings were made from the
subdural space over the cerebral cortex using the Pinnacle mouse
system (Pinnacle Technologies, Austin, TX, United States) with
simultaneous video recording. The head-mount was attached to
a pre-amplifier to amplify and filter the EEG waveforms. EEG
signals were filtered at 0.5 Hz high pass and 50 Hz low pass.
Before each recording, animals were acclimatized in the testing
environment and equipment for 1 h.

Before performing the main experiments, a pilot study was
conducted to determine the dose of PTZ necessary to induce
absence seizures. Briefly, a cohort of animals (n = 6) was injected
intraperitoneally with three different doses of PTZ (10, 20, and
30 mg/kg). Based on simultaneous video/EEG data, a dose of
20 mg/kg was selected as the lowest dose that produced absence
seizures in all pilot animals tested.

For experimental tests, PVCre/Gq-DREADD (n = 14) and
non-DREADD WT control (n = 10) animals were allocated
to two different treatment groups: either SScortex cannula-
implanted group (DREADD animals n = 7; WT controls
n = 5) or RTN thalamus implanted group (DREADD animals
n = 7; WT controls n = 5). Experiments were performed on
two consecutive days. On day 1, seizures were induced in
all animals (PVCre/Gq-DREADD mice and non-DREADD WT
control mice) by injection (i.p.) of 20 mg/kg PTZ. After 24 h,
on day 2, the same cohort of animals was treated with the
same dose of PTZ (i.p.) and 5 mg/kg CNO (into either the
SScortex or the RTN thalamus). The timing and dose of CNO
was based on our previous work (Panthi and Leitch, 2019) where
5 mg/kg CNO was lowest effective dose that activated inhibitory
Gi-DREADD receptors and generated absence-like seizures in
PVCre/Gi-DREADD animals.

Preparation and Delivery of CNO and
PTZ
Clozapine N-oxide and PTZ were freshly prepared before every
scheduled experiment. 1.5 mg of CNO (Advanced Molecular
Technologies, Australia) was dissolved in 75 µl of dimethyl
sulfoxide (DMSO). The volume was then adjusted to 3 ml by
addition of 0.9% sterile saline to prepare CNO of 0.5 mg/ml
concentration. PTZ doses of 3, 2, and 1 mg/ml concentration
were prepared in 0.9% sterile saline for 30, 20, and 10 mg/kg
dosage groups, respectively. PTZ was injected intraperitoneally
based on the calculated dose for the body weight of the animal.
On day 2, CNO (5 mg/kg) was injected focally (either into
SScortex or RTN thalamus). After 10 min of baseline EEG
recording, 0.3 µl of CNO was infused into the regional areas
at a rate of 0.1 µl/min via Hamilton microinjection syringe.
On conclusion of the experiments, mice were anesthetized and
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methylene blue dye was injected at the same volume and rate
as CNO into the focal region of the brain under investigation
to verify the CNO diffusion and localization of cannula tip and
histology was performed (Supplementary Figure 2).

Analysis of EEG Traces
Sirenia R© software was used for acquisition of video/EEG traces
(Panthi and Leitch, 2019). Traces were manually analyzed by an
investigator blind to the experimental conditions using Seizure
Pro R© software. Bursts of oscillations were counted as absence-like
SWDs if they had a spike-wave structure (spike, positive transient,
and slow wave pattern), frequency of 3–8 Hz, an amplitude at
least two times higher than baseline and lasted >1 s. Video was
analyzed for concomitant behavioral arrest or motionless staring.
EEG waveforms due to muscle activity, walking or scratching and
grooming were considered as artifacts after confirmation of the
behavior via simultaneous video analysis. Tonic-clonic seizures
were characterized by high amplitude polyspikes lasting >1 s.
Behavioral expressions for tonic-clonic seizures ranged from
clonic jerking with or without loss of balance to wild jumping in
some cases (Lüttjohann et al., 2009; Van Erum et al., 2019). Other
types of epileptic events (such as brief generalized myoclonic
jerks) different from above mentioned criteria for SWDs and
tonic-clonic seizures were categorized as other types of seizures.

Data Analysis
Statistical analyses of significant differences in the onset of
seizures between PVCre/Gq-DREADD and non-DREADD WT
control animals were calculated using Mantel-Cox log-rank test.
Comparison within the same treatment group was performed
using Wilcoxon matched-pairs signed-rank test. Comparison
between treatment groups was performed using Mann Whitney
unpaired rank test. Data were presented as mean ± standard
error of the mean (SEM). All statistical analysis was performed
in GraphPad Prism 8.0 with statistical significance set at p < 0.05
(asterisks for p value: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, and
∗∗∗∗p < 0.0001).

RESULTS

Excitatory Gq-DREADD Receptors Are
Expressed in Feed-Forward Inhibitory
PV+ Interneurons
To confirm the expression of excitatory Gq-DREADD receptors
in PV+ interneurons of PVCre/Gq-DREADD mice, we
first performed double-labeled immunohistochemistry with
antibodies against HA-tag and PV (Figure 1). HA-tag (identified
by pseudo color magenta Figure 1, panel 1) was only expressed
in the brain sections from PVCre/Gq-DREADD mice but
not non-DREADD WT control animals. PV+ interneurons
(identified by pseudo color cyan Figure 1, panel 2) were highly
expressed in SScortical layers II-VI, in the RTN thalamus and in
the cerebellar cortex of all genotypes (Figure 1). Co-localization
of HA-tag and PV (Figure 1. white arrows) was above 90% in
the SScortex (Figures 1A,B), the RTN thalamus (Figures 1C,D)

and the cerebellar cortex (Figures 1E,F). In the cerebellum,
HA-tag was highly expressed in PV+ Purkinje soma (Figure 1E
white arrows). The percentage of co-localization of HA-tag
in PV+ inhibitory Purkinje cell soma was also above 90%
(Figure 1F). The pattern of staining and levels of co-localization
between HA-tag and PV in all three brain regions of PVCre/Gq-
DREADD animals were very similar to the results obtained in
PVCre/Gi-DREADD animals in our previous published report
(Panthi and Leitch, 2019).

20 mg/kg IP PTZ Is Required to Induce
Absence-SWDs
To establish the dose of PTZ required to induce absence seizures,
an EEG pilot study was first conducted on a cohort of animals
(n = 6) that had not been surgically implanted with cannulae for
focal delivery of CNO (Figure 2A). According to the literature,
absence-SWDs can be induced in different mice and rat models
using i.p. injections of PTZ at doses between 10 and 40 mg/kg
(Marescaux et al., 1984; Snead et al., 2000; Girard et al., 2019;
Van Erum et al., 2019). In this study, simultaneous video/EEG
data showed that 10 mg/kg of PTZ did not induce seizures in
any of the mice tested (Figure 2B), whereas doses of ≥30 mg/kg
PTZ induced severe tonic-clonic seizures (Figure 2D). In
contrast, a dose of 20 mg/kg consistently produced absence-
SWDs (Figure 2C asterisks); although these were mixed with
some tonic-clonic seizures (Figure 2C). As 20 mg/kg PTZ was
the lowest dose that produced primarily absence seizures, it was
selected as the dose injected into mice surgically implanted with
either a cortical or thalamic cannula for subsequent experiments
to test the impact of focally activating FFI within the CTC
network during PTZ-induced absence seizures.

Activating Feed-Forward Inhibitory PV+

Interneurons via Focal CNO Injection
Suppressed PTZ-Induced Absence
Seizures
The protocol and timeline for testing the impact of activating
PV+ interneurons during PTZ-induced absence seizures is
shown in Figures 3, 4. Experimental animals (implanted with
either a cortical or thalamic cannula and scalp EEG electrodes)
were injected with 20 mg/kg (i.p.) on day 1 to establish baseline
seizure EEG profile; then the same cohort of animals were
injected on day 2 with both PTZ (20 mg/kg) and CNO (5 mg/kg)
focally delivered to ROI to activate FFI microcircuits within the
CTC network during seizures.

PTZ Injection on Day 1 Induced Absence-Like
Seizures and Other Types of Generalized Seizures in
Both DREADD and Non-DREADD Mice
Pentylenetetrazol (20 mg/kg) i.p. injection on day 1 induced
epileptic seizures in all surgically implanted test animals.
However, not all animals exhibited absence seizures. Tonic-clonic
and other types of seizure were also seen in EEG (Figures 5, 6).
In the SScortex group, 20 mg/kg PTZ induced absence seizures
in 5 out of 7 PVCre/Gq-DREADD and 3 out of 5 non-DREADD
WT controls (Table 2). Six of the 7 DREADD mice and all 5
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FIGURE 1 | (A,C,E) Confocal images showing the expression of HA-tag in PV+ interneurons in the SScortex, the RTN thalamus and the cerebellum of
PVCre/Gq-DREADD animals, respectively. White arrows in merged images represent co-localized cells. Yellow arrows indicate PV positive neurons, which are
immunonegative for HA. (B,D,F) Percentage of co-localization of HA-tag and PV in neurons in the SScortex, the RTN thalamus, and the cerebellum, respectively.
Immunolabelled cells in the SScortex and the cerebellum were counted at 10× magnified confocal images whereas in the RTN thalamus cells were counted using
40× images (Het = PVCre/Gq-DREADD offspring from homozygous PV-Cre female and heterozygous hM3Dq-flox male; WT = Non-DREADD wild type control
animals).

non-DREADD WT controls experienced tonic-clonic seizures. In
the RTN thalamus cohort, absence seizures were observed in all
DREADD mice (n = 7) and in 3 out of the 5 non-DREADD WT
controls (Table 2). Tonic-clonic seizures occurred in only 3 out
of 7 DREADD animals whereas all non-DREADD WT animals
of this treatment group experienced tonic-clonic seizures.

Analysis of EEG data after PTZ administration on day 1,
showed that the first incident of an epileptic seizure (of any type)
was very consistent (Figure 3B). In the SScortex group mean
onset of seizures was 3.65 ± 0.63 min in PVCre/Gq-DREADD

mice (n = 7) and 3.59 ± 0.62 min in the non-DREADD WT
control animals (n = 5). Similarly, in the RTN thalamus group
seizures were induced 3.82 ± 0.74 min and 3.87 ± 1.03 min
after PTZ injection in PVCre/Gq-DREADD (n = 7) and non-
DREADD WT control animals (n = 5), respectively. The time at
which seizures terminated was also similar between the treatment
groups (Figure 3C). The last seizure burst in SScortex group
was 20.50 ± 7.87 min and 14.41 ± 6.03 min after PTZ injection
in the PVCre/Gq-DREADD (n = 7) and non-DREADD WT
control animals (n = 5), respectively. Similarly, in the RTN
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FIGURE 2 | (A) Schematic protocol for EEG recordings before and after IP PTZ injection in the pilot study. Representative EEG traces from animals after (B)
10 mg/kg (C) 20 mg/kg (D) 30 mg/kg of PTZ injection. Asterisks (∗) and hash signs (#) represent absence-like seizures and tonic-clonic seizures, respectively. Each
trace represents 5 min of EEG recording. All representative EEG traces were obtained from different animals.

thalamus group, last seizure burst was seen 13.07± 2.83 min and
14.27 ± 5.00 min after PTZ injection in DREADD (n = 7) and
non-DREADD WT control animals (n = 5), respectively. So, in
summary, there were no significant differences in the latency to
the onset of first seizure or time of seizure termination between
treatment groups and genotypes (Figures 3B,C) following a
single injection of 20 mg/kg i.p. PTZ on day 1.

The relative time spent in PTZ-induced seizures during the
1 h EEG recording period on day 1 represented ≤2% of the total
EEG test period (Figures 4A,B). The mean duration spent by

DREADD SScortex group (n = 7) having absence-like seizures
and tonic-clonic seizures was 17.85 ± 9.32 and 26.04 ± 11.15 s,
respectively. Thus DREADD mice in the SScortex treatment
group spent 36.13% of the overall seizure period having absence-
like seizures and 52.70% experiencing tonic-clonic seizures
(Figure 4C). Likewise, non-DREADD WT control animals spent
48.10% of total seizure period in absence seizures and 42.71%
having tonic-clonic seizures (Figure 4C). The RTN thalamus
group, DREADD animals (n = 7) displayed absence seizures
for 31.11 ± 13.64 s and tonic-clonic seizures for 7.65 ± 2.96 s,
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FIGURE 3 | (A) Schematic of protocol for EEG recordings before and after PTZ injection on day 1 in experimental animals. Comparison of (B) onset of seizure and
(C) last incident of seizure during 1 h of EEG recording in PVCre/Gq-DREADD (DREADD) (n = 7) and non-DREADD (n = 5) WT control animals of the SScortex group
and the RTN thalamus group after PTZ treatment on day 1. All values in graphs represent mean ± SEM. Comparison between treatment groups was performed
using Mann Whitney unpaired rank test.

representing 51.05 and 12.56%, respectively of the overall seizure
period (Figure 4C). Non-DREADD WT animals in the thalamic
group spent 30.92% of total seizure period displaying absence
seizures and 49.23% having tonic-clonic seizures (Figure 4C).
Overall, there were no significant differences in type and duration
of seizures displayed by DREADD and non-DREADD cohorts on
day 1 after PTZ administration (Figure 4C).

CNO Injection Into the SScortex or Thalamus on Day
2 Changed the Time Spent in Seizures by DREADD
Mice but Not Non-DREADD Controls
Next we injected the same cohort of mice on day 2 with both
PTZ and CNO to test the impact of activating feed-forward
inhibitory PV+ interneurons during PTZ-induced seizures.
Having established from day 1 baseline data that the seizure
onset in PVCre/Gq-DREADD and non-DREADD WT animals
was approximately 5 min post-PTZ (20 mg/kg i.p.) injection, we
first delivered CNO (5 mg/kg) focally into either the SScortex
or the RTN thalamus 10 min prior PTZ (Figure 4C). The
timing and dose of CNO were chosen based on data from our
previous published report (Panthi and Leitch, 2019), which had

established that 5 mg/kg CNO was the lowest effective dose
that activated Gi-DREADD receptors and consistently generated
absence-like seizures in PVCre/Gi-DREADD mice∼15 min post-
CNO injection. Simultaneous video/EEG recordings were made
according to the protocol outlined in schematic Figure 4C.
The percentage of time spent in each of the different seizure
types during 1 h of EEG recording on day 2 following CNO
and PTZ administration, compared to day 1 data (PTZ only
administration), is shown in Figures 4B,D.

On day 2, CNO activation of feedforward PV+ inhibitory
interneurons in DREADD mice (both cortical and thalamic
treatment groups), substantially changed the relative time spent
having seizures. On day 1, PTZ-injected DREADD animals of the
SScortex group (n = 7) spent 17.85 ± 9.32 and 26.04 ± 11.15 s
in absence and tonic-clonic seizures, respectively. On day 2
after CNO and PTZ co-administration, animals spent less time
in absence seizures (1.88 ± 1.87 s) and tonic-clonic seizures
(2.88 ± 2.0 s) compared to day 1 (Figure 4D). Similarly,
DREADD animals of the RTN thalamus group (n = 7) also spent
less time in absence seizures on day 2 compared to that of day
1 (Figures 4B,D). During 1 h of EEG recording, these animals
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FIGURE 4 | Schematic of protocol for EEG recordings before and after (A) PTZ injection on day 1 and (C) PTZ and CNO injection on day 2. Comparison of the
percentage of different types of seizures in PVCre/Gq-DREADD (DREADD) (n = 7) and non-DREADD WT control (n = 5) animals of the SScortex and the RTN
thalamus group after (B) PTZ injection on day 1 and (D) PTZ and CNO injection on day 2.

FIGURE 5 | Representative EEG traces from a PVCre/Gq-DREADD animal after i.p. PTZ injection on day 1 and focal (SScortex) CNO and i.p. PTZ injection on day 2.
Asterisks (∗), hash signs (#), and dot signs (•) represent absence-like, tonic-clonic and other types of seizures, respectively. Each trace represents 10 min of EEG
recording.

spent 31.11 ± 13.64 s in absence seizures on day 1 after PTZ
administration. On day 2 after co-administration of CNO and
PTZ, they spent only 5.49± 3.4 s in absence seizures (Figure 4D).
Tonic-clonic seizures in this treatment group was also changed
(day 1: 7.65 ± 2.96 s, day 2: 5.37 ± 3.53 s). Overall, DREADD
animals spent significantly less time having either absence or
tonic clonic seizures on day 2 compared to day 1 after activation
of FFI. In the SScortex group, the duration spent in other types

of seizures remained almost unchanged on both days, whereas in
RTN thalamus group, the percentage time spent in other types of
seizures was also substantially decreased on day 2 (Figures 4B,D).

In non-DREADD WT controls, CNO activation of
feedforward PV+ inhibitory interneurons on day 2 did not
reduce the overall time spent having mixed seizures; rather the
percentage time spent having seizures was increased compared
to day 1 (Figures 4C,D). However, the profile of individual
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FIGURE 6 | Representative EEG traces from a PVCre/Gq-DREADD animal after i.p. PTZ injection on day 1 and focal (RTN thalamus) CNO and i.p. PTZ injection on
day 2. Asterisks (∗), hash signs (#), and dot signs (•) represent absence-like, tonic-clonic and other types of seizures, respectively. Each trace represents 10 min of
EEG recording.

TABLE 2 | Number of animals exhibiting different seizure types on day 1 after
PTZ administration.

Treatment group/Genotype (n) No. of animals experiencing seizure
types on day 1

Absence seizure Tonic-clonic
seizure

SScortex/DREADD (n = 7) 5 6

SScortex/non-DREADD (n = 5) 3 5

RTN thalamus/DREADD (n = 7) 7 3

RTN thalamus/non-DREADD (n = 5) 3 5

seizure types varied. In the thalamus group, the percentage time
animals spent in absence and tonic clonic seizures was increased
compared to day 1; whereas, in the SScortex group tonic clonic
seizures were increased compared to absence seizures. While
it is unclear why the seizure profile changed with respect to
this group, nevertheless, the overall impact of CNO and PTZ
co-administration on day 2 had no antiepileptic effects in
non-DREADD WT control mice (Figures 4B,D).

Activating PV+ interneurons with CNO either prevented or
delayed the onset of PTZ-induced seizures in all DREADD
mice tested but had no impact on non-DREADD controls
Activating PV+ interneurons in the SScortex with CNO on
day 2 prevented seizures in 2 out of 7 DREADD animals in
this group i.e., 29% did not experience any type of seizure
during 1 h of EEG recording (Figure 7A, solid red line).
Likewise, in the RTN thalamus group, CNO activation of PV+
interneurons suppressed seizures in 3 out of 7 (42%) DREADD
mice (Figure 7B solid red line). In the remaining PVCre/Gq-
DREADD animals of both groups, the latency to first seizure
was delayed. In the SScortex group, mean latency to first seizure
was 4.32 ± 0.55 min (n = 5) on day 1 (Figure 7A, dashed
red line), which increased to 8.43 ± 31 min (n = 5) on day 2
(Figure 7A, solid red line). Likewise, in the RTN thalamus group
on day 1, mean onset of seizure was 3.24 ± 0.34 min (n = 4;

Figure 7B, dashed red line), which increased to 10.08± 3.19 min
(n = 4) on day 2 (Figure 7B, solid red line). In contrast, activation
of PV+ interneurons did not delay the latency to first seizure
in non-DREADD WT control animals [SScortex group, day 1:
3.59 ± 0.62 min (n = 5), day 2: 4.03 ± 1.56 min (n = 5); RTN
thalamus, day 1; 3.87 ± 1.03 min (n = 5), day 2: 3.51 ± 1.09 min
(n = 5); Figures 7A,B black lines]. A log-rank test was performed
to statistically compare the latency to the first seizure between
treatment groups (Figures 7A,B). This test indicated that the
latency to first seizure (of any type) was significantly delayed
in PVCre/Gq-DREADD animals of both SScortex and RTN
thalamus groups on day 2 compared to that of day 1 but not in
the non-DREADD WT controls (Figures 7A,B).

Latency to first absence and tonic-clonic is delayed in
DREADD mice
We further analyzed the EEG data to determine the latency to
onset of each type of seizure. Latency to first absence or tonic-
clonic seizure in PTZ injected PVCre/Gq-DREADD animals pre-
treated with CNO (in either of the brain regions of CTC network)
on day 2 was delayed compared to that of day 1 (Figures 8–10).

Absence seizures. First, we compared the latency to first absence
seizure on day 2 in those mice that had EEG evidence of absence
seizures on day 1 (Figure 8A); and then in all tested animals
(Figure 8B). In the SScortex group on day 1, PTZ induced
absence seizures in 5 PVCre/Gq-DREADD animals. All 5 animals
(100%) were completely absence seizure free when CNO and PTZ
were co-administered on day 2 (Figure 8A, solid red line). Of
the remaining 2 mice in this cohort that didn’t have absence
seizures on day 1, one had absence seizures on day 2 but
delayed (i.e., 20.15 min post-PTZ and CNO co-administration
compared to mean latency to first absence seizures on day 1 i.e.,
13.52 ± 6.04 min) and the other had no absence seizures either
on day 1 or day 2 (Figure 8B). In DREADD animals of RTN
thalamus group, 4 out of 7 (57%) animals did not experience
absence seizure on day 2 (Figure 8A solid red line); whereas all
seven had displayed SWDs on EEG on day 1 (Figure 8A dashed
red line). In the remaining three animals, mean latency to first
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FIGURE 7 | Comparison of the latency to first seizure (any of the two seizure type) in PVCre/Gq-DREADD and non-DREADD WT controls of the (A) SScortex group
and the (B) RTN thalamus group between day 1 (PTZ only treated) and day 2 (CNO and PTZ treated). Comparisons between the treatment groups were made using
log-rank test. (A) *p = 0.0477; (B) **p = 0.0019.

FIGURE 8 | (A) Comparison of the latency to first absence seizure in animals which experienced absence seizures on day 1. (B) Comparison of the latency to first
absence seizure in all tested PVCre/Gq-DREADD and non-DREADD WT controls of the SScortex group and the RTN thalamus group between day 1 (PTZ only
treated) and day 2 (CNO and PTZ treated). Comparisons between the treatment groups were made using log-rank test. (A) **p = 0.0024, ***p = 0.0002; (B) *p =
0.0268, ***p = 0.0001.
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FIGURE 9 | (A) Comparison of the latency to first tonic-clonic seizure in animals, which experienced tonic-clonic seizures on day 1. (B) Comparison of the latency to
first tonic-clonic seizure in all tested PVCre/Gq-DREADD and non-DREADD WT controls of the SScortex group and the RTN thalamus group between day 1 (PTZ
only treated) and day 2 (CNO and PTZ treated). Comparisons between the treatment groups were made using log-rank test. **p = 0.0067.

absence burst on day 2 was also delayed compared to that of day 1
i.e., day 1: 3.71± 0.73 min; day 2: 13.55± 4.54 min. Overall, there
was a significant reduction in absence seizures and also latency
to first absence seizure in DREADD animals treated with CNO
to activate FFI in both the SScortex and thalamus (Figures 8A,B
asterisks). In contrast no significant difference in absence seizures
was evident in non-DREADD controls treated with CNO.

Tonic-clonic seizures. The latency to first tonic-clonic seizure in
animals, which experienced this type of seizure on day 1, is shown
in Figure 9A and the latency to first tonic-clonic seizure in all
tested animals is shown in Figure 9B. PTZ treatment induced
tonic-clonic seizures in 6 DREADD animals of the SScortex
group on day 1; activation of feed-forward inhibitory PV+
interneurons on day 2 prevented tonic-clonic seizures in 4 (67%)
of these mice (Figure 9A, solid red line). The remaining animals
showed a delayed onset of tonic clonic-seizures compared to that
of day 1 i.e., day 1: 3.69 ± 1.19 min; day 2: 9.56 ± 5.64 min
(Figure 9A). In contrast CNO activation of FFI in the SScortex of
non-DREADD controls had no impact on tonic-clonic seizures
with all mice in this cohort experiencing tonic-clonic seizures
within∼10 min on both days mice (Figures 9A,B; black line). In
the RTN thalamus group, PTZ treatment produced tonic-clonic

seizures in 3 out of 7 DREADD animals on day 1. Upon co-
administration of CNO and PTZ, on day 2, 67% animals did not
experience any tonic-clonic seizures (Figure 9A). In the non-
DREADD controls treated with CNO (n = 5), only one animal
was free of tonic-clonic seizures on day 2.

Activating PV+ interneurons reduced total number of
discharges and mean length of epileptic bursts
Analysis of the EEG data showed that total number of discharges
(absence and tonic-clonic bursts) in PVCre/Gq-DREADD mice of
both SScortex group and the RTN thalamus group was reduced
on day 2 compared to that of day 1 (Figure 10). PVCre/Gq-
DREADD animals of SScortex group (n = 7) treated with PTZ
exhibited 4.57 ± 2.24 absence discharges, which was reduced
to 0.85 ± 0.85 discharges on day 2 (Figure 10A). Similarly,
these animals experienced 2.71 ± 1.28 tonic-clonic discharges
on day 1, which were reduced to 0.42 ± 0.205 tonic-clonic
discharges on day 2 (Figure 10A). Similar effects were seen
in RTN thalamus group. PVCre/Gq-DREADD animals of this
group (n = 7) treated with PTZ displayed 7.42 ± 2.58 absence-
like discharges on day 1, which was reduced to 2.42 ± 1.41
discharges on day 2 (Figure 10B). Those animals also displayed
0.57± 0.20 tonic-clonic discharges on day 1, which were reduced
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FIGURE 10 | Comparison of mean number of epileptic bursts (discharges/h)
and mean length of bursts between PVCre/Gq-DREADD (DREADD) (n = 7) and
non-DREADD WT (n = 5) animals of (A) the SScortex and (B) the RTN
thalamus group after PTZ treatment on day 1 and CNO and PTZ treatment on
day 2. All values represent mean ± SEM. Comparisons were performed using
Wilcoxon matched-pairs signed-rank test.

to 0.28 ± 0.18 tonic-clonic discharges on day 2 (Figure 10B). In
contrast, no reduction in total number of discharges was evident
in non-DREADD WT control animals (Figures 10A,B).

Analysis of the EEG data also showed that, there was
a reduction in mean duration of each epileptic bursts in
PVCre/Gq-DREADD animals on day 2 compared to that of day

1 (Figures 10A,B). In the SScortex group, the mean length
of absence and tonic-clonic seizures was 3.21 ± 1.15 and
11.18 ± 3.40 s, respectively, which decreased to 0.66 ± 0.43 and
3.60 ± 2.71 s on day 2 (Figure 10A). Similar reductions were
also seen in the PVCre/Gq-DREADD animals of RTN thalamus
group. PVCre/Gq-DREADD animals of the RTN thalamus group
on day 1 displayed absence and tonic-clonic seizures spanning
3.42 ± 0.86 and 7.65 ± 2.96 s, which was reduced to 0.90 ± 0.43
and 5.37 ± 3.53 s on day 2 (Figure 10B). Overall, PVCre/Gq-
DREADD animals of both treatment groups experienced a
reduction in the number of epileptic discharges and mean length
of such discharges on day 2, whereas non-DREADD WT control
animals of both treatment groups did not show reductions in
either number or duration of epileptic bursts (Figures 10A,B).

DISCUSSION

In this study, we used DREADD technology to investigate
the impact of activating FFI within the CTC network during
chemically (PTZ) induced seizures. We show that excitation of
feed-forward inhibitory PV+ interneurons within the SScortex
and RTN (via CNO activation of Gq-DREADD receptors) during
PTZ-induced seizures has antiepileptic effects. Analysis of the
individual seizure types revealed that activation of FFI was
effective against PTZ-induced absence seizures and also other
forms of generalized seizures evoked by PTZ i.p. administration.
Such activation either prevented or delayed the latency to first
seizure, decreased total number of discharges and their mean
duration, and reduced the overall time spent in seizures. In
contrast, focal injection of CNO into either the SScortex or RTN
thalamus of non-DREADD WT control animals, had no effect
on PTZ-induced seizures. These data demonstrate a potential for
using PV+ interneurons as a therapeutic target to control absence
seizures in some cases of human absence epilepsy.

Excitatory Gq-DREADD Receptors Are
Highly Expressed in Feed-Forward
Inhibitory PV+ Interneurons in
PVCre/Gq-DREADD Mice
Confocal immunofluorescence microscopy confirmed the
expression of excitatory (Gq) DREADD receptors in PV+
interneurons in PVCre/Gq-DREADD animals. DREADD HA-tag
was highly expressed in all cells known to contain PV. The
levels of co-localization were greater than 90% in PV+ cells
in the SScortex, RTN thalamus and the Purkinje cells of the
cerebellum in PVCre/Gq-DREADD mice. In contrast, none of the
non-DREADD WT control animals showed any HA-tag label in
PV+ cells. The labeling of PV+ cells in this study was consistent
with that of other published studies (del Río and DeFelipe, 1994;
Tamamaki et al., 2003; Dávid et al., 2007; Fishell, 2007; Xu et al.,
2010). The efficacy and specificity of this double transgenic
approach for expressing DREADD receptors in feed-forward
inhibitory PV+ interneurons was higher than that reported for
viral-mediated DREADD expression in PV-Cre animals. Studies
have shown that the infection efficiency and specificity of labeling
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vary between 70 and 95% in viral-mediated delivery of DREADD
constructs into brain regions (Zou et al., 2016; Xia et al., 2017;
Hijazi et al., 2019; Bicks et al., 2020). In our current study, the
percentage of co-labeling of HA-tagged Gq-DREADD receptors
and PV was always above 90% in all brain regions analyzed.
This is similar to the results in our previous published report
(Panthi and Leitch, 2019) for inhibitory Gi-DREADD receptor
expression in PV+ cells.

Activation of Feed-Forward Inhibitory
PV+ Interneurons in the CTC Network
Suppressed PTZ-Induced Absence
Seizures
Pentylenetetrazol is one of the chemicals that is widely used to
induce generalized absence seizures in animals. Other chemicals
such as γ-hydroxybutyrate (GHB), bicuculline, picrotoxin,
penicillin are also routinely used to induce absence seizures
(Snead, 1992; Cortez et al., 2016; Kostopoulos, 2017), but PTZ
has been preferentially used for testing new drugs against absence
seizures for more than 70 years (see reviews by Krall et al., 1978;
Löscher, 2011). Moreover, use of low dose of PTZ is an established
method to induce generalized seizures within the thalamocortical
circuit (Snead, 1992; Snead et al., 2000; Cortez et al., 2016).

In the pilot study, a single 20 mg/kg (i.p.) dose of PTZ was
needed to induce absence seizures in PVCre/Gq-DREADD and
non-DREADD mice. However, a dose of 20 mg/kg also induced
tonic-clonic seizures. Higher doses of PTZ (30 mg/kg and above)
induced severe tonic-clonic seizures. Other studies have also
reported that the severity and behavioral features of PTZ-induced
seizures vary with the concentration/dose of PTZ, also genotype
and age of mouse (Van Erum et al., 2020). Similar dose/response
variability have also been reported in rats (Klioueva et al., 2001;
Lüttjohann et al., 2009). In our study seizures were categorized
on the basis of their EEG waveform profile and behavioral
features during simultaneous EEG/video recordings; notably
SWD and behavioral arrest were classified as absence seizures.
Administration of 20 mg/kg PTZ has been reported to induce
SWDs with behavioral arrest in Tau58/4 transgenic mice (Van
Erum et al., 2019). Likewise, i.p. administration of 25 mg/kg
PTZ into leptin-deficient mice and their wild-type counterparts
induced absence seizures, myoclonic seizures, generalized clonic
and clonic–tonic seizures but the proportion of absence seizures
were higher (Erbayat-Altay et al., 2008). Importantly, in our
current study, the proportion of absence and tonic-clonic seizures
after PTZ treatment (i.p., 20 mg/kg, on day 1) in PVCre/Gq-
DREADD and non-DREADD WT control animals was not
significantly different. Thus, it can be concluded that injection of
low dose PTZ (20 mg/kg) in our study was optimum for inducing
absence seizures (albeit mixed with some other seizure types) in
both PVCre/Gq-DREADD and non-DREADD mice to test the
impact of FFI on absence seizure generation and severity.

The latency to first seizure after PTZ treatment (on day 1) was
within 5 min in PVCre/Gq-DREADD and non-DREADD mice,
which is consistent with other published studies in mice (Keskil
et al., 2001; Medina et al., 2001; Ilhan et al., 2006; Erbayat-Altay
et al., 2008; Nassiri-Asl et al., 2009; Koutroumanidou et al., 2013;

Faghihi and Mohammadi, 2017; de Freitas et al., 2018). These
studies have shown that irrespective of dose of PTZ (20–
80 mg/kg, i.p.), the latency of seizure onset is within 5 min.
However, some other studies have reported that increasing
the concentration of PTZ from 40 to 70 mg/kg, substantially
decreases the time of onset of first observed seizure from∼5 min
to ∼1 min (Medina et al., 2001; Schwaller et al., 2004). Likewise,
Girard et al. (2019) found that latency to seizure was decreased
in mice injected with 60 mg/kg compared to animals injected
with PTZ doses of 30–50 mg/kg. Van Erum et al. (2020) recently
reported genotype and age-related differences in susceptibility
and onset of PTZ-induced seizures in mice. However, in the
current study, regardless of genotype, first and last incident of
seizure after 20 mg/kg PTZ administration on day 1, was very
consistent in all animals of both treatment groups (PVCre/Gq-
DREADD and non-DREADD mice surgically implanted with
either cortical or thalamic cannulae).

On day 2, PTZ (20 mg/kg, i.p.) was tested after pre-treatment
with CNO (5 mg/kg, into either the SScortex or the RTN
thalamus). The timing of CNO treatment was based on the
evidence from previous published reports where activating PV+
interneurons during pre-ictal stage provided anti-epileptic effects
but activating them during the interictal phase induced epileptic
events (Yekhlef et al., 2015; Assaf and Schiller, 2016). The exact
timing and dose of CNO is previously explained in section “CNO
Injection Into the SScortex or Thalamus on Day 2 Changed
the Time Spent in Seizures by DREADD Mice but Not Non-
DREADD Controls.” In this study, focal activation of PV+
interneurons in either cortical or thalamic microcircuits on day
2 either prevented or significantly delayed the latency to first
absence seizure (and another seizure type) compared to day
1 seizure onset in PTZ treated PVCre/Gq-DREADD animals.
Furthermore, there was a reduction in the number of SWDs and
mean duration of each burst of discharges and the total time spent
having seizures, on day 2. However, co-administration of CNO
and PTZ in non-DREADD WT control animals of both treatment
groups (SScortex and RTN thalamus) on day 2 did not decrease
total time spent in seizures compared to day 1. Other parameters
such as total discharges and mean length of bursts in non-
DREADD WT control animals also did not remarkably change
upon co-administration of CNO and PTZ on day 2, compared to
day 1. Thus is can be concluded that unilateral activation of FFI,
within the CTC network (by CNO activation of Gq-DREADD
receptors in PV+ interneurons) during PTZ-induced seizures
suppresses or reduces the severity of absence seizures and other
types of generalized seizure. These findings are in agreement
with those from a study by Clemente-Perez et al. (2017) who
found that optogenetic activation of PV+ interneurons, but not
somatostatin expressing inhibitory neurons, in the RTN thalamus
suppressed PTZ-induced (35–60 mg/kg) spike-and-wave seizures
seen in EEG and spiking seizure episodes observed in thalamic
local field potential (LFP) recordings.

Activation of PV+ interneurons in other brain regions has
also been shown to afford protection against different types of
chemically induced seizures. DREADD-mediated activation of
hippocampal PV+ interneurons suppressed 4-AP induced in vivo
convulsive behavior and also in vitro epileptiform discharges
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in PV-Cre mice (Cǎlin et al., 2018), Similarly, activation of
hippocampal PV+ interneurons provided antiepileptic effects
against KA-induced temporal lobe seizures in mice (Krook-
Magnuson et al., 2013; Wang et al., 2018). In another study,
Ledri et al. (2014) found that simultaneous optogenetic activation
of several subpopulation of interneurons in the hippocampus
[PV, SOM, Cholecystokinin (CCK), Neuropeptide Y (NPY)-
expressing] was more effective in inhibiting 4-AP induced
epileptiform activity in brain slices compared to activation of
individual classes of interneurons. However, it should be noted
that, in some studies, activation of PV+ interneurons did not
stop or shorten chemically induced seizures as expected. For
example, activation of PV+ interneurons increased epileptic
discharges induced by 4-AP (Yekhlef et al., 2015). In another
study by Khoshkhoo et al. (2017) it was found that silencing
PV+ interneurons in the primary motor cortex was effective in
reducing the duration of optogenetically induced electrographic
seizures (Khoshkhoo et al., 2017). Nevertheless, global activation
of PV+ interneurons (using DREADD technology) has been
shown to reduce the severity of PTZ (50 mg/kg) induced tonic-
clonic and myoclonic seizures in transgenic PV-Cre × LSL-
hM3Dq mice (Johnson et al., 2018). Furthermore, the protective
role played by inhibitory feedforward PV+ interneurons in
preventing runaway excitation and seizures is confirmed by
studies in PV knockout (PV−/−) mice. These PV−/− mice had
more severe PTZ-induced seizures compared to their wild-type
(PV+/+) genotype controls (Schwaller et al., 2004). Collectively,
these findings indicate that PV+ interneurons might serve as a
therapeutic target to control seizures.

Functional recordings from PV+ interneurons of stargazer
animals would be highly beneficial to determine the degree to
which the impaired AMPA receptor might have been involved in
the alteration of activity of PV+ interneurons, as previous studies
conducted in epileptic stargazers showed abnormal expression
of AMPA receptors particularly at input synapses of CTC PV+
neurons (Barad et al., 2012; Maheshwari et al., 2013; Adotevi and
Leitch, 2016, 2017, 2019). However, there is a technical limitation.
The distance between the stargazin locus to parvalbumin locus in
chromosome 15 is very close (separated by only 0.01 cM) and if
stargazers are bred with parvalbumin promoter-driven animals,
double crossover is very unlikely and identification of these
cells during physiological study would be technically challenging
(Maheshwari et al., 2013). Use of viral vector mediated delivery
of the DREADD receptors into the CTC regions in other genetic
rodent models of absence epilepsy (e.g., GAERS or WAG/Rij
rats) is however possible and potentially could be helpful to
interrogate the role of PV+ interneurons on absence seizures
in future studies.

PV+ Interneurons–A Potential Target for
Anti-Epileptic Therapy?
In our previous published report (Panthi and Leitch, 2019), we
demonstrated that selective silencing of feed-forward inhibitory
PV+ interneurons in the CTC network via regional injection
of CNO into either the SScortex or the RTN thalamus of
PVCre/Gi-DREADD mice, generated absence-like SWDs. In the

current study, we further demonstrate that selectively activating
these interneurons, during PTZ-induced seizures, prevents or
suppresses the severity of absence seizures. Furthermore, PTZ-
induced tonic-clonic seizures are also reduced in severity by
activation of feed-forward inhibitory PV+ interneurons within
the CTC network. PV+ interneurons account for ∼40% of the
GABAergic population (Xu et al., 2010). Most PV+ neurons
in the cortex are basket and chandelier cells; they are found
throughout cortical layers 2–6. PV+ interneurons, typically have
fast-spiking, low input resistance, and high-amplitude rapid
after-hyperpolarization characteristics (Kawaguchi et al., 1987;
Kawaguchi and Kubota, 1997), which enables them to fire a rapid
train of action potentials unlike any other neuron in the cortex.
They are therefore likely to have a profound impact on the spiking
output of their targets (for review see Ferguson and Gao, 2018).

In the SScortex, PV+ interneurons synapse on to
soma/proximal dendrites/axon initial segment of excitatory
pyramidal cells (Inan and Anderson, 2014; Tremblay et al.,
2016). PV+ interneurons are densely connected to pyramidal
cells across cortical layers and areas influencing their excitability
(Packer and Yuste, 2011; Hu et al., 2014). A single PV interneuron
contacts nearly every local pyramidal neuron (Ferguson and
Gao, 2018). Packer and Yuste (2011) estimated that a typical
PV+ interneuron in the cortex makes contact with hundreds
to thousands of post-synaptic targets (both pyramidal cells
and other PV+ interneurons) and each excitatory pyramidal
cell is contacted by ∼50–200 inhibitory PV+ interneurons.
Thus activating them may generate widespread post-synaptic
inhibitory currents in pyramidal neurons, thereby preventing
cortical hyper-excitation and attenuating PTZ-induced
absence seizures.

On the other hand, PV+ interneurons in the RTN project
onto excitatory thalamocortical relay neurons of VP thalamus
and provide powerful feedforward inhibition (Fogerson and
Huguenard, 2016); thus activating them may have prevented
the firing of excitatory relay neurons of VP thalamus,
thereby disrupting generalized absence-SWDs induced by
systemic PTZ injection.

It is important to note that a number of different molecular
mechanisms are capable of switching CTC network from normal
oscillations to pathological absence-SWD oscillations. There is a
long-standing debate over the site of initiation of absence-SWDs
within the CTC network. However, the current general consensus
is that rhythmic epileptic discharges are initiated in the cortex
(for reviews see Meeren et al., 2005; Crunelli et al., 2020). Meeren
et al. (2002) were the first researchers to clearly demonstrate the
initiation of absence seizures in the perioral region of primary
SScortex of (WAG/Rij) rats. They showed that the SScortex
always leads all other cortical and thalamic sites during the
first ∼500 ms of absence seizures; but after cortical initiation,
the activity of either thalamic or cortical neurons may precede
the other during subsequent paroxysmal cycles. Later studies
on GAERS rats confirmed the primary SScortex (Studer et al.,
2018) and specifically layer 5/6 excitatory pyramidal neurons
(Polack et al., 2007), as the originators of the initial paroxysmal
activity. It is now accepted that a cortical initiation network (CIN)
contributes to the pre-ictal changes of absence seizure.
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Notwithstanding, once initiated both the cortex and thalamus
are intimately involved in the generation and maintenance of
SWDs. McCafferty et al. (2018) have demonstrated that both
cortex and thalamus consistently receive a robust burst of
action potentials from the other region (in correlation with
EEG spikes) at each and every SWD cycle. The critical role
played by the thalamus is also indicated by the fact that SWD
and absence seizures can be induced experimental by activation
of different thalamic regions in non-epileptic animals (Avoli,
2012; Lüttjohann and van Luijtelaar, 2015; Sorokin et al., 2017).
Numerous experimental studies have demonstrated that changes
in neuronal excitability limited to a restricted cortical or thalamic
region can lead to generalized SWD-like activity throughout the
CTC network (Tan et al., 2007; Rossignol et al., 2013; Crunelli
et al., 2020). In this context it is interesting to note that in
our previous study (Panthi and Leitch, 2019), acute unilateral
silencing of PV+ interneurons in either cortical or thalamic
regions was sufficient to illicit SWDs; likewise the current
study shows that activation of these same PV+ interneurons
(either cortical or thalamic) during chemically induced seizures,
profoundly decreases SWDs expression and the generation and
severity of absence seizure.

CONCLUSION

Collectively, our data indicate that DREADD-mediated
activation of feed-forward inhibitory PV+ interneurons, in either
somatosensory cortical or thalamic microcircuits of the CTC
network, yields antiepileptic effects against chemically induced
absence seizures. Thus, these interneurons might serve as targets
for anti-seizure therapy for some forms of absence epilepsy. The
findings from this study could be highly significant in developing
new targeted approaches for the treatment of childhood absence
epilepsy in patients from different genetic backgrounds.
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The perirhinal cortex (PRC) is a polymodal associative region of the temporal lobe
that works as a gateway between cortical areas and hippocampus. In recent years,
an increasing interest arose in the role played by the PRC in learning and memory
processes, such as object recognition memory, in contrast with certain forms of
hippocampus-dependent spatial and episodic memory. The integrative properties of the
PRC should provide all necessary resources to select and enhance the information to
be propagated to and from the hippocampus. Among these properties, we explore in
this paper the ability of the PRC neurons to amplify the output voltage to current input
at selected frequencies, known as membrane resonance. Within cerebral circuits the
resonance of a neuron operates as a filter toward inputs signals at certain frequencies
to coordinate network activity in the brain by affecting the rate of neuronal firing and the
precision of spike timing. Furthermore, the ability of the PRC neurons to resonate could
have a fundamental role in generating subthreshold oscillations and in the selection of
cortical inputs directed to the hippocampus. Here, performing whole-cell patch-clamp
recordings from perirhinal pyramidal neurons and GABAergic interneurons of GAD67-
GFP+ mice, we found, for the first time, that the majority of PRC neurons are resonant
at their resting potential, with a resonance frequency of 0.5–1.5 Hz at 23◦C and of
1.5–2.8 Hz at 36◦C. In the presence of ZD7288 (blocker of HCN channels) resonance
was abolished in both pyramidal neurons and interneurons, suggesting that Ih current
is critically involved in resonance generation. Otherwise, application of TTx (voltage-
dependent Na+ channel blocker) attenuates the resonance in pyramidal neurons but
not in interneurons, suggesting that only in pyramidal neurons the persistent sodium
current has an amplifying effect. These experimental results have also been confirmed
by a computational model. From a functional point of view, the resonance in the PRC
would affect the reverberating activity between neocortex and hippocampus, especially
during slow wave sleep, and could be involved in the redistribution and strengthening of
memory representation in cortical regions.

Keywords: membrane resonance, pyramidal neuron, GABAergic interneuron, perirhinal cortex, patch-clamp

Frontiers in Cellular Neuroscience | www.frontiersin.org 1 July 2021 | Volume 15 | Article 70340735

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://doi.org/10.3389/fncel.2021.703407
http://creativecommons.org/licenses/by/4.0/
mailto:francesca.talpo01@universitadipavia.it
mailto:gerardo.biella@unipv.it
https://doi.org/10.3389/fncel.2021.703407
http://crossmark.crossref.org/dialog/?doi=10.3389/fncel.2021.703407&domain=pdf&date_stamp=2021-07-22
https://www.frontiersin.org/articles/10.3389/fncel.2021.703407/full
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-703407 July 20, 2021 Time: 12:4 # 2

Binini et al. Membrane Resonance in Perirhinal Cortex

INTRODUCTION

The perirhinal cortex (PRC) is a polymodal associative ventral
region of the temporal lobe located laterally to the rhinal
sulcus. It is connected with many sensory and polymodal areas,
reward-related cortices, and other structures of the medial
temporal lobe (MTL) such as the entorhinal and postrhinal (or
parahippocampal in primates) cortices, the amygdala (Pinto et al.,
2006; Biella et al., 2010), and the hippocampus (Witter et al., 2000;
Kealy and Commins, 2011; Suzuki and Naya, 2014). In recent
years, there has been an increasing interest in the role played by
the perirhinal cortex in cognitive functions such as declarative
learning and memory, as well as interest in its susceptibility
during the initial stages of specific neurodegenerative diseases
like Alzheimer’s. More specifically, PRC is involved in recognition
memory, visual perception, and associative processes. Our
current understanding of the role of PRC has been primarily
based on lesion experiments, but the underlying functional
mechanisms determining how it executes these tasks remain to be
uncovered. Based on cytoarchitectonic properties and anatomical
connections, PRC should play a crucial role in processing
information directed from and to the hippocampal formation.
The key role of the perirhinal region, that is not simply a passive
relay station, is underscored. Indeed, PRC has a robust inhibitory
system (de Curtis and Paré, 2004) that acts as an active gate to
selectively allow information to propagate from other cortical
regions to the hippocampus and vice versa. In the PRC, in fact,
excitatory neocortical inputs undergo a powerful inhibitory block
maintained by local GABAergic interneurons (Martina et al.,
2001; Biella et al., 2002; Garden et al., 2002; Willems et al., 2018).
Moreover, PRC importantly retains integrative properties that are
essential for different memory and perceptual tasks (Biella et al.,
2001; Murray and Richmond, 2001; Davachi, 2006; Staresina and
Davachi, 2008; Suzuki and Naya, 2014).

According to this state of the art, we suggest that the inhibitory
barrier in the PRC could allow a selection of relevant inputs
directed to and from the hippocampus. To this purpose, namely
the ability to select and enhance specific inputs, different cellular
and network strategies could be applied, like for example to
enhance synaptic plasticity (Perugini et al., 2012) as well as to
generate oscillatory patterns in neuronal networks. Furthermore,
it has been shown that subpopulations of neurons in many
cerebral areas, such as neocortex (Hutcheon et al., 1996, Sun
et al., 2014), entorhinal cortex (Lampl and Yarom, 1997;
Hutcheon and Yarom, 2000; Haas and White, 2002; Erchova
et al., 2004; Engel et al., 2008), and hippocampus (Leung and
Yu, 1998; Pike et al., 2000; Hu et al., 2002; Erchova et al.,
2004; Narayanan and Johnston, 2007), are able to amplify
the output voltage to current input at selected frequencies.
This property is called membrane resonance. Within cerebral
circuits the resonance of different types of neurons operates
as a filter toward inputs signals at certain frequencies, to
coordinate network activity in the brain by affecting the rate
of neuronal firing (Hutcheon and Yarom, 2000), to influence
the precision of spike timing (Desmaisons et al., 1999; Haas
and White, 2002; Schaefer et al., 2006), and to cause spike
clustering (Chen and Shepherd, 1997; Desmaisons et al., 1999;

Pedroarena et al., 1999; Wu et al., 2001; Izhikevich et al., 2003).
Resonant behavior emerges as a result of an interplay between
membrane passive and active properties due to the frequency-
dependent increase of membrane impedance produced by
voltage-dependent ion channels (Hutcheon and Yarom, 2000).
Several voltage-dependent ion currents are critical for the
genesis of the resonance such as M-type potassium current,
T-type calcium current, h-type hyperpolarized-activated cationic
current, whereas other ones such as the persistent sodium current
or the potassium inward rectifier current can act as amplifying
currents that facilitate membrane resonance. The ability of
perirhinal neurons to resonate could have a fundamental role
in generating subthreshold oscillations and in the selection of
cortical inputs directed to the hippocampus. At present, there
is no report about a possible resonant behavior of neurons
located in the PRC.

Shay et al. (2012) demonstrated that, among the different
areas of the parahippocampal region, the neurons of the medial
entorhinal cortex (EC) show a maximum resonant frequency
ranging from 4 to 8 Hz (theta wave) suggesting that these
properties could contribute to the generation of the firing
dynamics of grid cells in the medial EC that are related to
the processing of spatial information. Neurons recorded from
the lateral EC that is strongly connected to the PRC (Burke
et al., 2018) showed a lower resonant frequency, between 1 and
2 Hz, very similar to that observed in neocortical neurons (0.7–
2.5 Hz) (Hutcheon et al., 1996). Furthermore, resonant behavior
has been observed in different subregions of the hippocampus.
Hippocampal pyramidal neurons showed a resonant frequency
ranging among 2–8 Hz (Pike et al., 2000; Hu et al., 2002) whereas
two subpopulations of GABAergic interneurons showed either
a lower (1–3 Hz, the horizontal interneuron) or higher (10–
50 Hz, fast-spiking interneurons) resonant frequency bandwidth.
Likely, the resonance properties of neurons and their synaptic
interactions within the different areas of the hippocampal
region underlie state-dependent network oscillations that may
serve as a temporal modality to associate linked and distant
neural networks. In this way, by binding different neural
networks, resonance could act as a potential cellular mechanism
to temporally coordinate information directed to and from
the hippocampus.

A systematic study of the resonance properties in the
perirhinal neurons has not been performed yet. In this study,
we report for the first time that a sizeable subpopulation of both
pyramidal cells and GABAergic interneurons of the PRC are able
to resonate in a selected range of frequencies (1–2.5 Hz).

MATERIALS AND METHODS

Animals and Brain Slice Preparation
Juvenile (P17–P27) heterozygous GAD67-GFP knock-in mice
(Tamamaki et al., 2003) were used for all experiments.
Experimental handling of the animals was performed in
accordance with EU directive 86/609/EEC, approved by the
National Ministry of Health, and designed to minimize the
number of the animals and their suffering.
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Animals were anesthetized by inhalation of isoflurane and
decapitated. The whole brain was removed and submerged in
cold (∼4◦C) carboxygenated (95% O2, 5% CO2) cutting solution
(Sucrose 70 mM, NaCl 80 mM, KCl 2.5 mM, NaHCO3 26 mM,
Glucose 15 mM, MgCl2 7 mM, CaCl2 1 mM, NaH2PO4 1.25 mM;
pH 7.3). Coronal 350 µm-thick slices containing the rhinal
sulcus were prepared using a vibratome (DTK-1000, Dosaka
EM). Following cutting, the slices were allowed to equilibrate for
at least 1 h in a recovery chamber filled with carboxygenated
artificial cerebrospinal fluid (aCSF) medium (NaCl 125 mM, KCl
2.5 mM, NaHCO3 26 mM, Glucose 15 mM, MgCl2 1.3 mM,
CaCl2 2.3 mM, NaH2PO4 1.25 mM; pH 7.3).

Electrophysiological Recordings
Recordings were performed at room temperature (∼23◦C) on
submerged slices perfused at 1.4 ml/min with aCSF, unless
otherwise stated. The recording chamber was mounted on
an E600FN microscope connected to a near-infrared CCD
camera. Data were derived from perirhinal pyramidal neurons
and GAD67-GFP-expressing GABAergic interneurons using the
whole-cell patch-clamp technique in voltage- and current-clamp
modes. Pipettes were produced from borosilicate glass capillary
tubes (Hilgenberg GmbH) using a horizontal puller (P-97, Sutter
instruments) and filled with the following intracellular solution:
K-gluconate 130 mM, NaCl 4 mM, MgCl2 2 mM, EGTA
1 mM, creatine phosphate 5 mM, Na2ATP 2 mM, Na3GTP
0.3 mM, Hepes 10 mM (pH 7.3 with KOH). Series resistance
was minimized and monitored throughout the experiment (Rs
initial = 9.2 ± 0.3; Rs final = 11.7 ± 0.5 for pyramidal neurons,
N = 128 and Rs initial = 11.7 ± 0.5; Rs final = 13.8 ± 0.5
for GABAergic interneurons, N = 70), however, it was not
compensated by using the bridge balance circuit. Recordings were
made with a MultiClamp 700B amplifier (Molecular Devices) and
digitized with a Digidata 1322 computer interface (Molecular
Devices). Data were acquired using the software Clampex 9.2
(Molecular Devices), sampled at 20 kHz, filtered at 10 kHz, and
analyzed with the software Clampfit 10.2 (Molecular Devices)
and Origin 6.0 (Microcal).

Morphology of Recorded Neurons
To confirm the identity of the recorded cells by their morphology,
biocytin (3 mg/ml, Sigma) was added to the intracellular solution
and it diffused into the cell through the patch micropipette during
electrophysiological recording. Following recordings slices were
fixed in 4% paraformaldehyde for 30 min, washed with PBS
(Dulbecco’s phosphate buffer saline, Sigma), then incubated
overnight with 10 µg/ml DAPI (4′,6-diamidino-2-phenylindole),
and 5 µg/ml Alexa Fluor 568-conjugated streptavidin (Molecular
Probes). Next day slices were mounted on microscope slides
using DAKO Mounting Medium. Images were acquired by
confocal microscopy [microscope Leica TCS SP2 equipped with
three laser lines: (i) Ar/UV laser with emissions at 351 and
364 nm; (ii) Ar/Vis laser with emissions at 458 and 488 nm
and (iii) HeNe laser with emissions at 543 and 633 nm] using
a dedicated acquisition software (LCS software). Cells were
reconstructed by using Imaris software (Bitplane).

Characterization of the Passive
and the Firing Properties of the
Neurons
For each recorded cell we calculated the membrane capacitance
(Cm), the input resistance (Rin), and the resting membrane
potential (Vr). Cm was estimated by integrating the capacitive
current evoked by a −10 mV pulse, whereas Rin was calculated
from the same protocol at the end of a 20 ms pulse, when
the current trace reached the steady state. Vr was detected in
current-clamp mode with 0pA current injection. To characterize
the features of the action potentials (APs), we injected positive
supra-threshold current steps. The AP threshold (APTh) is the
value of the membrane potential at which a rapid upstroke of
the AP starts (corresponding to the value of potential at which
the action potential temporal derivative crosses 20 V/s). The AP
amplitude (APA) was measured as the voltage difference between
the top of the spike and the APTh. The AP duration (APD) was
calculated as the spike width measured at half-maximal spike
amplitude. The firing pattern of each cell was categorized through
a twofold quantitative analysis. Specifically, we evaluated i) the
inter-spike-intervals (ISIs) and ii) the coefficients of variation for
a sequence of ISIs (CV2) (Holt et al., 1996; Shinomoto et al., 2009;
Komendantov et al., 2019; Graf et al., 2020). ISIs were computed
as the temporal separation of two contiguous spikes repeated for
each pair of APs of the neuronal discharge. CV2 was calculated as
in Holt et al. (1996) by the following Equation (1) applied for all
the ISIs of the discharge:

CV2 =
2 ∗ |ISIi+1 − ISIi|

ISIi+1 + ISIi
(1)

Characterization of Subthreshold
Resonance
To characterize the resonant behavior of the cells, the impedance
amplitude profile (ZAP) method was used (Hutcheon et al.,
1996; Hutcheon and Yarom, 2000). A sinusoidal current
with constant amplitude (60 pA peak-to-peak) and linearly
increasing frequency from 0 to 15 Hz (ZAP current of 50 s)
was applied. The protocol was repeated 3–5 times for each
cell and the voltage responses were recorded and averaged.
Resonance occurs as a peak in the voltage response at a
specific frequency (Fres). In some experiments the reproducibility
of the voltage response has been demonstrated by applying
modified ZAP current protocols (i.e., ZAP current with a
40 pA or a 20-pA peak-to-peak amplitude, inverted ZAP
current with a 15–0 Hz declining frequency, negative ZAP
current with the first peak of the stimulus oriented negatively).
The impedance profile [Z(f)] was calculated by dividing the
Fast Fourier Transform (FFT) of the membrane potential
response (V) by the FFT of the ZAP current (I), as indicated
in Equation (2).

Z(f ) =
FFT[V(t)]
FFT[I(t)]

(2)

Z(f) is a complex quantity (Z(f) = Z Real+ iZImaginary)
that can be plotted as a vector whose magnitude (| Z(f)|)
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and phase (ϕz(f)) are given by the expressions (3) and (4),
respectively.

|Z(f )| =
√
(Z,Real)2 + (Z, Imaginary)2 (3)

φz(f ) = tan−1
(

Z, Imaginary
Z,Real

)
(4)

The plot of the impedance phase as a function of frequency
indicates the phase shift of the voltage wave relative to the current
wave. Throughout this manuscript the term impedance refers to
the magnitude of the impedance vector, unless otherwise stated.
In the relationship between impedance and frequency, the ratio
of the impedance at the resonance peak (Zres) to the impedance
at 0.1 Hz (Z0) is called Q-value and this parameter is used to
highlight the absence (Q < 1.05) or the presence (Q ≥ 1.05) of
resonance and its relative strength. The complex representation
of the impedance integrates the information of both magnitude
and phase. The impedance magnitude corresponds to the length
of the vectors connecting the origin of the axes to each point of
the graph, while the phase is the angle between each vector and
the real axis (see Figure 2D). For resonant cells, the complex
representation is characterized by points in both positive and
negative regions of the imaginary axes whereas non-resonant
neurons display a series of points limited to the negative
imaginary region.

Chemicals and Drugs
All drugs were added to the aCFS medium and bath perfused at
the following final concentrations: 10 µM 4-Ethylphenylamino-
1,2-dimethyl-6-methylaminopyrimidin chloride (ZD7288,
Abcam; HCN channel blocker), 1 µM tetrodotoxin (TTx,
Alomone Labs; voltage-dependent Na+ channel blocker), 10
µM 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-
7-sulfonamide (NBQX, Tocris; AMPA receptors antagonist),
30 µM (RS)-3-(2-Carboxypiperazin-4-yl)-propyl-1-phosphonic
acid [(RS)-CPP, Tocris; NMDA receptors antagonist] and
10 µM bicuculline methiodide (Sigma-Aldrich; GABAA
receptors antagonist).

Computational Model
A conductance-based single compartment model reproducing
subthreshold resonance was developed using MATLAB. It
includes a passive leak current (Ileak), a hyperpolarization-
activated cation current (Ih), and a persistent (non-inactivating)
Na+ current (INaP). In the model, these currents were described
using the following equations:

Ileak = gleak × (V− Eleak) (5)

Ih = gh × f× (V− Eh) (6)

INap = gNap × w× (V− ENap) (7)

with gleak, gh, and gNaP being the maximal conductances
of the corresponding currents and Eleak, Eh, and ENaP their
reversal potentials.

Moreover, the dynamics of the state variables xi = f were
described by the following equation:

dxn

dt
=

xn∞(V)− xn

τxn
(8)

where xn∞ were the steady-state values of xn and τxn were the
corresponding time constants.

A summary of the reversal potentials and the equations
that define the steady-state variables and time constants for
the different currents is shown in Table 1. Voltage dependence
of state variables and time constants for Ih and for INaP
were taken from Spain et al. (1987) and Hodgkin and Huxley
(1952), respectively.

The τ value for Ih was divided by the temperature-correcting
factor (Magee, 1998):

4.5(T−38)/10

where T is the temperature in degree (Celsius).
The model reproduces the stimulus current used in the

experiments (IZap). A holding current (Icmd) was also added to
the model to maintain a holding potential of−70 mV.

The output of the model is the variation of voltage vs. time,
which is represented by the following equation:

dV
dt
=

IZap − Ileak − Ih − IZap + ICmd

C
(9)

in which C is the membrane capacitance, fixed at 1 µF/cm2.

Statistics
Collected data are presented as all-point plots together with
summary statistics [means ± standard error of the mean
(SEM.)] to show them in detail and avoid misinterpretations
(Marder and Taylor, 2011; Rathour and Narayanan, 2019).
Statistical significance was determined, depending on data,
by paired or unpaired two-tailed Student’s t-test, One-Way
ANOVA test followed by Bonferroni post-hoc, or Kruskal-
Wallis test with Dunn’s multiple comparisons test. To assess
pairwise relationship in the parameters under investigation we
analyzed the scatterplot matrices of them and computed the
correspondent Pearson’s correlation coefficients and significance
values, as in Mishra and Narayanan (2020).

TABLE 1 | Parameters and equations used for calculation of ionic currents in the
computational model.

Current g (ms/cm2) Vrev1 Vrev2 State variables τ (ms)

Ileak 0.03 −89 −89 − −

Ih 0.009 −25 −25 f∞ =
1

1+ e(V+70)/7
38

INaP 0.23 70.6 74.2 w∞ =
1

1+ e−(V+70)/5
5

Summary of conductance values (g), reversal potentials, equations ruling steady-
state variables, and time constants (τ) for ionic currents implemented in the model.
Voltage dependence of state variables and time constants were taken from Spain
et al. (1987) for Ih and from Hodgkin and Huxley (1952) for INaP.
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RESULTS

Properties and Firing Patterns of
Pyramidal Neurons and GABAergic
Interneurons of the Mouse PRC
Targeted whole-cell patch-clamp recordings were performed on
both deep and superficial layer pyramidal cells and GABAergic
interneurons from coronal PRC (areas 35 and 36) brain slices
obtained from young GAD67-GFP knock-in mice. In this animal
model GABAergic interneurons can be easily identified because
they are constitutively labeled with GFP (Tamamaki et al., 2003).
In a subset of cells, confirmation of anatomical identity was
obtained by biocytin labeling and imaging (Figures 1A,F). From
a functional point of view, we found significant differences
in passive membrane properties between pyramidal cells and
GABAergic interneurons, as expected (Karayannis et al., 2007).
Specifically, membrane capacitance (Cm) was significantly
higher in pyramidal neurons than in GABAergic interneurons
(p < 0.001), while membrane input resistance (Rin) was
significantly higher in GABAergic interneurons as compared
with pyramidal neurons (p < 0.01) (Table 2). Instead, we found
no differences in resting membrane potential (Vr) (Table 2).
Then, we analyzed the firing patterns of the PRC pyramidal
neurons and GABAergic interneurons by calculating (i) the
distribution of the inter-spike-intervals (ISI) (Figure 1L) and (ii)
the coefficient of variation of the discharge (CV2), that measures
the intrinsic variability of a spike train (Figure 1M; Holt et al.,
1996; Shinomoto et al., 2009; Komendantov et al., 2019; Graf
et al., 2020).

In this way, we identified 5 different types of discharge
(Figures 1B–E,G–K).

(1) Late-spiking regular neurons (RS): At just-suprathreshold,
these neurons show a slow ramp depolarization before
the onset of their spike trains, with a consequent delay
of the first spike. At more sustained depolarizations, they
are characterized by a persistent tonic or slightly adapting
firing. In line with this, their ISI distribution is linear
and almost parallel to the X-axis (red dots in Figure 1L).
Also, their ISI-CV2 relationship shows a cloud of dots very
concentrated and close to each other at a low CV2 (about
0.1) (red dots in Figure 1M).

(2) Stuttering fast-spiking neurons (FS): At just-
suprathreshold, these neurons fire trains of high-frequency
spikes (30–50 Hz) separated by variable periods of silence.
At more sustained depolarizations, they are characterized
by a persistent high-frequency (50–100 Hz) tonic firing.
Likewise in RS neurons, their ISI distribution is linear
and almost parallel to the X-axis and their ISI-CV2
relationship shows a cloud of dots very concentrated and
close to each other at a low CV2 (about 0.1). However,
the FS dots (orange) can be distinguished from the RS
dots (red) because they are shifted to lower ISI values
(Figures 1L,M).

(3) Adapting neurons (ADP): Adapting neurons typically
begin their spike trains at a short latency following onset

of a depolarizing current step and accommodate strongly.
Due to adaptation, their ISI distribution is linear, but with
a higher angular coefficient than RS and FS neurons (blue
dots in Figure 1L). Also, their ISI-CV2 relationship shows
a quite dispersed cloud of dots (blue dots in Figure 1M)
with a higher mean CV2 (about 0.4).

(4) Bursting neurons (BST): Bursting neurons are
characterized by spikes that occur in a stereotyped
pattern consisting into a cluster of 2–3 action potentials
riding on a slow depolarizing wave and followed by
a strong slow afterhyperpolarization. After the burst,
their firing generally becomes regular. Therefore, their
ISI distribution is not linear but starts with shorter ISIs
(green dots in Figure 1L) and their ISI-CV2 relationship
consists in a rather compact cloud of dots (corresponding
to the regular firing) accompanied by two or three more
dispersed dots (corresponding to the burst) (green dots in
Figure 1M).

(5) Irregular neurons (IR): Irregular neurons show a random
and unpredictable firing pattern. Their ISI distribution is
dispersed and not linear (black dots in Figure 1L) and also
their ISI-CV2 relationship consists in a dispersed cloud of
dots (black dots in Figure 1M). They have a mean CV2
similar to that of adapting neurons (about 0.4), but their
non-linear ISI distribution uniquely characterizes them.

This classification is similar to what is currently described in
literature (Faulkner and Brown, 1999; Beggs et al., 2000; McGann
et al., 2001). Accordingly, we found that 41.5% of pyramidal
neurons were RS, 20.5% ADP, 26% BST, and 12% IR. The same
classification indicates that 60% of GABAergic interneurons were
FS, 18.5% RS, 3% ADP, 10% BST, and 8.5% IR (Figure 1N).

Resonant and Non-resonant Behavior in
Glutamatergic Pyramidal Neurons and
GABAergic Interneurons of the PRC
A regular 50sec-long ZAP current input with linearly increasing
frequency from 0 to 15 Hz was applied to test for resonant
behavior of pyramidal neurons (Figures 2A,E) and GABAergic
interneurons (Figures 2A′,E′) at a membrane potential of −70
mV. Resonance appears as a peak in the voltage response at a
specific frequency (Fres) (Figures 2A,A′), that is absent in non-
resonant cells (Figures 2E,E′). As a consequence, resonant cells
show a peak in the impedance-to-frequency relationship at Fres
(corresponding to the dashed vertical line in Figures 2B,B′),
whereas a clear peak is not detectable in non-resonant
cells (Figures 2F,F′). Accordingly, the phase shift-to-frequency
relationship and the complex representation of the impedance
differentiates between resonant (Figures 2C,D,C′,D′) and non-
resonant (Figures 2G,H,G′,H′) neurons, through clustering
of positive values in resonant neurons. The percentage of
the resonant pyramidal neurons and GABAergic interneurons
measured in the superficial and deep layers of areas 35 (A35)
and 36 (A36) of the PRC is shown in Table 3. Overall, the
majority of perirhinal pyramidal neurons (77%) and GABAergic
interneurons (54%) were resonant and were equally distributed
throughout the PRC, without a clear prevalence in a specific
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FIGURE 1 | Morphology and firing patterns of pyramidal neurons and GABAergic interneurons of the PRC. (A) Imaris reconstruction of a biocytin-labeled pyramidal
neuron of the PRC. (B–E) Firing traces recorded from representative adapting (ADP) (B), late- and regular-spiking (RS) (C), irregular (IR) (D), and bursting (BST; burst
magnification in the inset) (E) PRC pyramidal neurons. (F) Imaris reconstruction of a biocytin-labeled perirhinal GABAergic interneuron. (G–K) Firing traces recorded
from representative stuttering fast-spiking (FS) (G), adapting (ADP) (H), late- and regular-spiking (RS) (I), irregular (IR) (J), and bursting (BST; burst magnification in the
inset) (K) PRC GABAergic interneurons. (L,M) Inter-spike-interval (ISI) to event plot (L) and inter-spike-interval (ISI) to coefficient of variation (CV2) plot (M) showing
the behavior of five representative cells, one for each type of firing patter identified in the PRC. (N) Percentage of each type of discharge in PRC pyramidal cells
(N = 128) and GABAergic interneurons (N = 70), respectively.

area or layer (Table 3), suggesting that resonance could be very
important for the oscillatory synchronization and integration of
the neuronal activity in this region. Also, the resonance strength

(Q−70) and the frequency of resonance (Fres) were similar in
pyramidal neurons of A35 vs. A36 and of superficial vs. deep
layers (Figures 3A–D). Comparable results were obtained also
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TABLE 2 | Comparison of the principal passive electrophysiological properties of
pyramidal neurons and GABAergic interneurons of the PRC.

Number of
cells (N)

Cm (pF) Rin (M�) Vr (mV)

Pyramidal neurons 128 92.5 ± 2.4 181 ± 5 −67.8 ± 0.5

Interneurons 70 34.4 ± 1.2 *** 210 ± 10 ** −67.9 ± 0.7

Values of membrane capacitance, membrane input resistance, and membrane
resting potential for each cell type are reported as mean ± SEM and were
statistically compared (pyramidal neurons vs. GABAergic interneurons) by unpaired
Student’s t-test. **p < 0.01; ***p < 0.001.

in GABAergic interneurons (Figures 3A–D). However, we found
that the Q−70 was significantly different between pyramidal
neurons and GABAergic interneurons regardless of their location
(Figures 3A,C).

In a subset of cells, experiments were repeated using “inverted”
(N = 13) and “negative” (N = 12) ZAP protocols without any
changes in the reported resonant properties of the cells (data
not shown). This demonstrates that the resonant peak depends
on the frequency of stimulation and not on the timing or
orientation of the ZAP input. The ZAP input was also applied
before and following perfusion of the synaptic blockers NBQX
(10µM), (RS)-CPP (30 µM), and bicuculline methiodide (10
µM), without any changes in resonant properties demonstrating
that membrane resonance is an intrinsic property of the neurons
and is not driven by synaptic input (N = 5; not shown).

Correlations in Firing Properties, Passive
Properties, and Resonant/Non-resonant
Behavior of the PRC Neurons
As already stated, PRC pyramidal neurons and GABAergic
interneurons showed different firing patterns in response to the
injection of suprathreshold current steps. Therefore, we tried to
identify possible correlations between the firing pattern and the
resonant/non-resonant behavior of these cells. To this purpose,
we computed the percentage of specific firing patterns for non-
resonant and resonant pyramidal (Figures 4A,B) and GABAergic
neurons (Figures 4A′,B′). Furthermore, we computed the
percentage of resonant vs. non-resonant cells classified for a
specific firing pattern of pyramidal (Figure 4C) and GABAergic
neurons (Figure 4C′). In pyramidal neurons, we found a
prevalence of resonant neurons regardless of the firing pattern
(Figure 4C). In addition, the percentage of the different types
of firing pattern was quite similar in non-resonant (Figure 4A)
and resonant (Figure 4B) cells. In contrast, in GABAergic
interneurons we found (i) a large prevalence of resonant cells in
RS, BST, and ADP neurons, (ii) an equal percentage of resonant
vs. non-resonant cells in IR neurons, and iii) a prevalence
of non-resonant cells in FS neurons (Figure 4C′). Resonant
interneurons showed all the types of firing patterns, although
in different percentages (Figure 4B′). On the contrary, a high
percentage (84.5%) of non-resonant GABAergic interneurons
were FS (Figure 4A′).

To clarify the interdependencies between passive properties,
firing properties, and resonance in the neurons of the

different PRC areas and layers, we plotted pairwise scatterplots
of Cm (membrane capacitance), Rin (input resistance), Vr
(membrane resting potential), APTh (spike Threshold), APA
(spike Amplitude), APD (spike Duration), First ISI, Mean ISI,
Mean CV2, Q−70 recorded from pyramidal and GABAergic
neurons of A35 and A36 (Figure 5) and of superficial and deep
layers (Figure 6) of the PRC. Then we computed Pearson’s
correlation coefficients for each of them. By examining separately
pyramidal neurons or GABAergic interneurons, we found that
the correlation matrices were quite similar among the different
areas (Figure 5) and layers (Figure 6). As expected, we found
significant correlations in pairwise comparisons of passive
properties (for example inverse correlation between Cm and
Rin) and of firing properties (for example inverse correlation
between APTh and APA; direct correlation between Mean
ISI and Mean CV2).

Focusing on Q−70, in pyramidal neurons we found that
this parameter was significantly correlated only with Rin
(inverse correlation) (Figures 5A–C, 6A,B). Furthermore, by
directly comparing Rin in resonant vs. non-resonant pyramidal
neurons, we found a significantly lower Rin in resonant cells
(Table 4). We also found a significantly more depolarized Vr
in resonant pyramidal neurons (Table 4). Overall, we assume
these results to be due to the presence of a putative cationic
current expressed only in resonant cells and active at their
Vr (−70 mV).

In GABAergic interneurons we found significant correlations
between Q−70 and many other passive (direct correlations
with Cm, Vr, and Rin) and firing (direct correlations with
Mean ISI and APD) parameters (Figures 5A′–C′, 6A′,B′).
This suggested an effective correlation between the firing
patterns and the resonant/non-resonant behavior of the
GABAergic interneurons, as already indicated by the percentage
distributions in Figure 4. In fact, non-resonant GABAergic
interneurons were mainly FS cells characterized, compared
to the other subclasses of interneurons, by higher firing
rate (lower Mean ISI), lower APD, lower Cm, and lower Rin
(Ma et al., 2006). Interestingly, the direct comparison of
Rin in resonant vs. non-resonant GABAergic interneurons
reinforced this hypothesis since we found a significantly
lower Rin in non-resonant cells (Table 4). As in pyramidal
neurons, we also found a significantly more depolarized
Vr in resonant GABAergic neurons (Table 4), likely due to
both the higher Rin and the expression of a resonant-specific
cationic current.

Resonance Properties at Different
Membrane Potentials
In resonant neurons, the voltage-dependence of Q and Fres was
tested by applying the ZAP protocol at different membrane
potentials, ranging from −55 to −90 mV. In pyramidal neurons
(solid line), resonance (Q-values> 1.05) began at potential more
negative than−55 mV and was preserved at more hyperpolarized
potentials (Figure 7A). Resonance strength was maximal at −70
mV, as emphasized by the relative increase in the Q-value at this
potential (Q= 1.24± 0.02, Figure 7A).
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FIGURE 2 | Resonant vs. non-resonant behavior of pyramidal neurons (A–H) and GABAergic interneurons (A′–H′) of the PRC. (A) Representative voltage response
of a resonant pyramidal neuron (lower trace) to a ZAP input of linearly increasing frequency from 0 to 15 Hz (upper trace) at membrane potential of –70 mV.
(B) Impedance magnitude vs. frequency relationship of the same cell as in (A). Dashed line in correspondence to the peak in the relationship indicates the Fres of the
cell. (C) Impedance phase vs. frequency relationship of the same cell as in (A). The resonant behavior of the cell determines a positive phase shift at the low
frequencies, reflecting anticipation of the voltage wave relative to the current wave. Hence, Fres corresponds to the value of frequency at which phase shift is 0 rad
(dashed lines). (D) Complex representation of impedance of the same neuron shown in (A–C). Impedance vectors are represented as points in the complex plane:
the length of the vectors connecting the origin of the axes to each point of the graph corresponds to the impedance magnitude and the angle between each vector
and the real axis corresponds to the impedance phase. Note that for resonant cells the complex representation is characterized by points in both positive and
negative regions of the imaginary axis. (E–H) Same as (A–D), for a representative non-resonant pyramidal neuron. The non-resonant behavior of the cell is evidenced
by the absence of the peak in the impedance-to-frequency relationship (F), the negative phase shift at all investigated frequencies (G), and the points limited to the
negative imaginary region of the impedance locus diagram (H). (A′–H′) Same as (A–H) for a representative resonant (A′–D′) and a representative non-resonant
(E′–H′) GABAergic interneuron.
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TABLE 3 | Distribution of the resonant pyramidal neurons and GABAergic interneurons in the superficial and deep layers of the areas 35 (A35) and 36 (A36) of the PRC.

A35 A36 Total Total

Superficial layers Deep layers Superficial layers Deep layers A35 A36 Superficial layers Deep layers

Pyramidal neurons 10/15 (67%) 44/55 (80%) 9/17 (53%) 36/41 (88%) 54/70 (77%) 45/58 (78%) 19/32 (59%) 80/96 (83%)

Interneurons 6/12 (50%) 20/40 (50%) 4/5 (80%) 8/13 (62%) 26/52 (50%) 12/19 (63%) 10/17 (59%) 28/53 (53%)

Number of resonant cells vs. total number of recorded cells and corresponding percentages. Resonant neurons are numerous and equally distributed throughout the
PRC, without a clear prevalence in a specific area or layer.

FIGURE 3 | Resonance in the different areas and layers of the PRC. (A,B) All-points half-violin plots flanked by summary box plots for Q (A) and Fres (B) at –70 mV
for resonant pyramidal neurons and GABAergic interneurons of Area35 vs. Area 36. (C,D) Same as (A–D), for superficial vs. deep layers. Data were compared by
One-Way ANOVA followed by Bonferroni post hoc. *p < 0.05.

In contrast, GABAergic interneurons (dashed line) start to
show resonance at potentials more negative than−60 mV and did
not show a clear increase in the Q-value at any specific potential
(Figure 7A). It is noteworthy that Q-values were significantly
greater in pyramidal neurons than in GABAergic interneurons
at both −60 mV (p < 0.01) and −70 mV (p < 0.001),
perhaps suggesting that pyramidal neurons express an amplifying
conductance that increases the Q-values which might be not
present in interneurons.

Fres was similar in the two cell types and nearly constant
(1–1.5 Hz) in a wide range of membrane potentials (Figure 7B).

Effects of the Block of HCN Channels on
Resonant Behavior of the Perirhinal
Neurons
As stated above, we found a more depolarized membrane
resting potential in resonant compared to non-resonant neurons,
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FIGURE 4 | Relationships between firing patterns and resonant or non-resonant behavior of the PRC neurons. (A,B) Percentage of specific firing patterns for
resonant (A) and non-resonant (B) PRC pyramidal neurons. (C) Percentage of resonant vs. non-resonant cells classified for a specific firing pattern of pyramidal
neurons. (A′–C′) Same as (A–C) for GABAergic interneurons.

suggesting the presence of a putative cationic conductance
expressed only in resonant cells and active at Vr (−70 mV).
Moreover, resonance behavior was preserved at hyperpolarized
potentials, but disappeared at depolarized potentials. Based on
this evidence and on literature (Hutcheon et al., 1996; Hu
et al., 2002; Nolan et al., 2007; Biel et al., 2009; Ehrlich et al.,
2012; Boehlen et al., 2013; Vera et al., 2014), we hypothesized
the involvement of an Ih current in the resonance of PRC
neurons. Ih is indeed a cationic subthreshold current showing
biophysical properties that could cause low-frequency resonance
at hyperpolarized potentials.

Consistently with the hypothesis that Ih is implicated in PRC
resonance, we found a prominent “sag” in the voltage response
to hyperpolarizing current steps, likely due to Ih activation,
in all resonant perirhinal neurons (Figures 8A,A′), but not
in non-resonant neurons. The “sag” was completely abolished
by the administration of ZD7288 (10 µM), a specific blocker
of HCN (hyperpolarization-activated cyclic nucleotide–gated)
channels whose activation generate the Ih current in neurons
(Figures 8A,A′).

Following blockage of Ih by ZD7288, the expression of
resonant behavior was completely blocked (Figures 8B–E,B′–E′).

The effect of the inhibition of Ih on the ZAP response is shown in
the example traces reported in Figures 8B,B′. Following ZD7288
application the peak in the impedance-to-frequency relationship
was abolished (Figures 8C,C′) and the Q-value decreased below
the resonance threshold (Figures 8D,D′) for both resonant
pyramidal cells and GABAergic interneurons, confirming a key
role of Ih in generating resonance in PRC.

Role of Persistent Sodium Current in
Amplifying the Resonant Behavior of
Perirhinal Pyramidal Neurons
Given that the Q-value was significantly higher in resonant
pyramidal neurons when compared to resonant interneurons
at −60 and −70 mV (Figure 7A), we hypothesized that
these neurons selectively express an amplifying current that
is widely described in several classes of resonant cells (Traub
and Miles, 1991; Gutfreund et al., 1995; Hutcheon et al., 1996;
Hutcheon and Yarom, 2000; Hu et al., 2002; Vera et al.,
2014; Matsumoto-Makidono et al., 2016). Since the persistent
sodium current (INaP) is a typical amplifying current that has
been already reported to enhance the resonant behavior at
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FIGURE 5 | Correlations between passive properties, firing properties, and resonance in the neurons of the different PRC areas. (A–C) Pairwise scatterplot matrices
of Cm (membrane capacitance), Vr (membrane resting potential), Rin (input resistance), APTh (spike Threshold), APA (spike Amplitude), APD (spike Duration), Q-70,
First ISI, Mean ISI, Mean CV2 of pyramidal neurons recorded from A35 (A), A36 (B), and both A35+A36 (C). These scatterplot matrices are overlaid on the
corresponding color-coded correlation matrices and the insets in each panel represent the significance value associated with each scatterplot, computed as
Pearson’s correlation coefficients. (A′–C′) Same as (A–C) for GABAergic interneurons. *p ≤ 0.05.

membrane potentials near Vr (Hutcheon et al., 1996; Vera
et al., 2014), we tested the involvement of INaP on the
amplification of the membrane resonance in PRC pyramidal
neurons. To this purpose, we applied TTx (1µM) during
the administration of the ZAP protocol. We found that TTx
attenuates the resonance strength measured at −70 mV in
pyramidal neurons (Figures 9A,B) but not in GABAergic
interneurons (Figures 9A′,B′). Accordingly, the Q-value was
significantly reduced from 1.3 to 1.2 in pyramidal cells (p< 0.01)
(Figure 9C), whereas it remained unchanged in GABAergic
interneurons (Figure 9C′). As expected, TTx did not alter the
values of Fres in both cell type (Figures 9D,D′).

These data confirm that the persistent sodium current has
an amplifying effect on the resonant behavior specifically in the
pyramidal neurons of the PRC. TTx blocks also the transient

Na+ current but we excluded the involvement of this current in
resonance amplification because of its fast kinetics and its more
depolarized activation threshold.

Effect of Temperature on the Resonance
Properties of Perirhinal Neurons
It has been shown that the resonance properties of the
neurons can be affected by temperature (Hu et al., 2002;
Yan et al., 2012; Vera et al., 2014). To verify whether the
resonance properties of perirhinal neurons are also influenced
by temperature, we performed a set of experiments at 36◦C.
Figures 10A,A′ show representative impedance profiles derived
at 36◦C from a resonant pyramidal neuron and a resonant
GABAergic interneuron, respectively. Data were obtained by
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FIGURE 6 | Correlations between passive properties, firing properties, and resonance in the neurons of the different PRC layers. (A,B) Pairwise scatterplot matrices
of Cm (membrane capacitance), Vr (membrane resting potential), Rin (input resistance), APTh (spike Threshold), APA (spike Amplitude), APD (spike Duration), Q-70,
First ISI, Mean ISI, Mean CV2 of pyramidal neurons recorded from the deep (A) and the superficial (B) layers. These scatterplot matrices are overlaid on the
corresponding color-coded correlation matrices and the insets in each panel represent the significance value associated with each scatterplot, computed as
Pearson’s correlation coefficients. (A′,B′) Same as (A,B) for GABAergic interneurons. *p ≤ 0.05.

applying the standard 0–15 Hz ZAP protocol at −70 mV. The
analysis revealed that the Q-value does not change by increasing
the temperature from 23 to 36◦ C, either in pyramidal neurons
or GABAergic interneurons (Figures 10B,B′). On the contrary,
resonant frequency significantly increased from 1.17 ± 0.04 to
2.53 ± 0.49 Hz in pyramidal neurons (p < 0.05) and from

1.13 ± 0.04 to 2.00 ± 0.22 Hz in GABAergic interneurons
(p< 0.05) (Figures 10C,C′).

Computational Model
The resonant behavior of the perirhinal pyramidal neurons and
GABAergic interneurons was reproduced by a computational
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TABLE 4 | Comparison of the principal passive electrophysiological properties of resonant vs. non-resonant neurons of the PRC.

Number of cells (N) Cm (pF) Rin (M�) Vr (mV)

Resonant Non-resonant Resonant Non-resonant Resonant Non-resonant Resonant Non-resonant

Pyramidal neurons 99 29 94.5 ± 2.5 85.8 ± 6.3 175 ± 5 * 202 ± 15 −67.1 ± 0.5 ** −70.3 ± 1.0

Interneurons 38 32 35.7 ± 1.9 32.9 ± 1.3 237 ± 15 ** 177 ± 9 −65.9 ± 0.8 *** −70.3 ± 0.9

Values of membrane capacitance, membrane input resistance, and membrane resting potential for resonant vs. non-resonant neurons are reported as mean ± SEM and
were statistically compared by unpaired Student’s t-test. *p < 0.05; **p < 0.01; ***p < 0.001.

FIGURE 7 | Resonance properties of PRC pyramidal neurons and GABAergic interneurons at different membrane potentials. (A) Average Q values at different
membrane potentials for pyramidal neurons (solid line) and GABAergic interneurons (dashed line). Q-value is defined as the ratio of impedance magnitude at Fres and
0.1 Hz and is used to highlight the strength of the resonance. Dotted line at Q = 1.05 discriminates between absence (Q-value < 1.05) and presence
(Q-value ≥ 1.05) of resonance. On average, pyramidal neurons show a significantly higher Q-value at –60 and –70 mV (N = 35 and N = 99, respectively) compared
to GABAergic interneurons recorded at the same membrane potentials (N = 15 and N = 37, respectively) (**p < 0.01; ***p < 0.001; unpaired Student’s t-test).
Moreover, among pyramidal neurons the mean Q-value was greater at –70 mV (N = 99) compared to the most of other tested potential [–55 mV (p < 0.01, N = 5),
–60 mV (p < 0.001, N = 35), –80 mV (p < 0.001, N = 40); Kruskal-Wallis followed by Dunn’s multiple comparisons test]. Among interneurons the mean Q-value was
lower at –60 mV (N = 15) compared to –70 mV (p < 0.001, N = 37) and –80 mV (p < 0.01, N = 12) (Kruskal-Wallis followed by Dunn’s multiple comparisons test).
(B) Average Fres at different membrane potentials for pyramidal neurons (solid line) and GABAergic interneurons (dashed line). The mean values of Fres are similar
between pyramidal neurons [–60 mV (N = 21), –70 mV (N = 99), –80 mV (N = 38) and –90 mV (N = 8)] and GABAergic interneurons [–70 mV (N = 37), –80 mV
(N = 12), –90 mV (N = 9)] at all tested potentials (unpaired Student’s t-test).

model in MATLAB (see section “Materials and Methods” for
details) by applying the same sinusoidal ZAP input current used
in the electrophysiological experiments (Origin 6.0).

At first, the model was tested with a ZAP protocol at−70 mV
in its basal conditions where only the leakage current (Ileak)
was expressed (Figure 11A). The corresponding impedance
profile (Figure 11B) strongly resembled the pattern of a non-
resonant neuron acting as a low-pass filter. By adding the
persistent sodium current (INaP), the voltage response and
the corresponding impedance profile still showed a lack of a
resonant behavior (Figures 11C,D) indicating that INaP alone is
not sufficient to generate resonance. A resonant response was
obtained by simulating the expression of the h-current (Ih),
as indicated by the appearance of a peak in the impedance
profile (Q = 1.1) (Figures 11E,F). The Fres calculated from
the impedance profile obtained in the model overlapped that
measured during patch-clamp recording experiments. In a model
simulating the presence of Ileak, Ih, and INaP an amplification of
the resonance was observed (Figures 11G,H), as demonstrated
by an increase of the Q-value (Q = 1.2) compared to the
previous condition.

To examine whether the effect of the temperature on the
resonant frequency was also reproducible in the model, the

value of the simulated temperature (T) was increased up to
36◦C (Figures 11A′–H′). As expected, Fres shifted toward
higher values in the model simulating the presence of both
Ileak and Ih (Figures 7E′,F′) and in the model simulating
the contribution of all three currents Ileak + Ih+ INaP
(Figures 7G′,H′).

In summary, by implementing a computational model with
parameters obtained with patch-clamp experiments we were able
to reproduce the resonant behavior observed in both pyramidal
neurons and GABAergic interneurons of the PRC.

DISCUSSION AND CONCLUSION

This paper describes for the first time the membrane resonance
properties of pyramidal cells and GABAergic interneurons
throughout the different layers of the mouse perirhinal cortex.
These findings represent a missing piece of a comprehensive
puzzle designed to define the functional contribution of
the parahippocampal cortical regions in the processing of
information directed to and propagated from the hippocampus.
In particular, by applying a 0–15 Hz ZAP protocol, we
demonstrated that a substantial subpopulation (over 75% of
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FIGURE 8 | Effects of the block of HCN channels on resonant behavior of pyramidal neurons (A–D) and GABAergic interneurons (A′–D′) of the PRC.
(A) Representative voltage traces evoked by applying hyperpolarizing current steps to a resonant pyramidal neuron. A prominent “sag” appears in the voltage
responses (upper traces in black) and is abolished after administration of the HCN blocker ZD7288 10 µM (lower traces in red). (B) Voltage responses of a
representative resonant pyramidal neuron to the standard 0–15 Hz ZAP protocol at –70 mV before (upper trace in black) and after (lower trace in red) the perfusion of
ZD7288 10 µM. (C) Impedance-to-frequency relationship of the same cell as in (B), before (black line) and after (red line) ZD7288 perfusion. (D,E) Scatter plots
comparing the Q-values (C) and Fres values (D) derived from resonant pyramidal neurons (N = 21) before (Control) and after (ZD7288) blocking the HCN channels
(gray dots and lines). Mean ± SEM. Q-values are reported on the same plot in black. In ZD7288 condition, the resonant behavior is completely abolished. (A′–D′)
Same as (A–D) for GABAergic interneurons (N = 8): also in GABAergic interneurons ZD7288 administration completely abolishes “sag” (A′) and resonant behavior
(B′–D′). Data in (D,E,D′,E′) were compared by paired Student’s t-test. ***p < 0.001.

pyramidal cells and over 50% of GABAergic interneurons) of the
PRC neurons showed membrane resonance in a frequency (Fres)
ranging from 1 to 2.5 Hz. By using “inverted” and “negative” ZAP
protocols, as well as by repeating the experiments before and
following perfusion of synaptic blockers NBQX, (RS)-CPP, and
bicuculline methiodide, we demonstrated that resonant behavior
and peak are intrinsic properties of the PRC cells, not influenced
by the time and the orientation of the ZAP input and not
driven by synaptic input. It is worth noticing that bicuculline
methiodide blocks also SK-channels (Johnson and Seutin, 1997).
This is a potential caveat that needs to be considered, since
SK-current could possibly be implicated in the generation of
resonance (Xue et al., 2012). However, we did not observe
changes in resonant properties following the perfusion of the
synaptic blockers (including bicuculline methiodide). Then, we
believe that SK-current is not implicated in the generation of
the resonant response in the PRC cells and the results of the
subset of experiments involving the administration of synaptic
blockers are reliable.

We did not observed differences in the distribution of the
pyramidal and GABAergic resonant neurons throughout the
different areas (A35 and A36) and layers (deep and superficial) of
the PRC. Furthermore, the resonance strength and the frequency
of resonance seemed to be independent from the localization of
the cells. The Pearson’s correlation matrices of Cm (membrane
capacitance), Rin (input resistance), Vr (membrane resting

potential), APTh (spike Threshold), APA (spike Amplitude), APD
(spike Duration), First ISI, Mean ISI, Mean CV2, and Q−70 were
also similar when computed in different PRC areas and layers.

On the other hand, by analyzing possible correlations between
the firing pattern and the resonant/non-resonant behavior of the
PRC cells, we found interesting differences between pyramidal
neurons and GABAergic interneurons. In pyramidal neurons
the percentage of the different types of firing pattern (RS,
ADP, BST, IR) was quite similar in non-resonant and resonant
cells, with a majority of resonant cells regardless of the firing
pattern. In pyramidal neurons, the Q−70 was inversely correlated
with Rin. Rin was also significantly lower in cells that showed
a resonant behavior and expressed the Ih at Vr. No others
significant correlations emerged. In contrast, in GABAergic
interneurons Q−70 significantly correlated with many other
passive (direct correlations with Cm, Vr, and Rin) and firing
(direct correlations with Mean ISI and APD) parameters. The
high prevalence of FS cells—characterized by higher firing rate
(lower Mean ISI), lower APD, lower Cm, and lower Rin (Ma et al.,
2006)—in non-resonant GABAergic interneurons could support
these correlations. A significantly lower Rin in non-resonant
compared to resonant interneurons reinforced this hypothesis.
Overall, these data suggested an effective correlation between
the firing pattern and the resonant/non-resonant behavior
in the GABAergic interneurons, but not in the pyramidal
neurons of the PRC.
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FIGURE 9 | Effects of the block of TTx-sensitive sodium channels on resonant behavior of pyramidal neurons (A–D) and GABAergic interneurons (A′–D′) of the
PRC. (A) Voltage responses of a representative resonant pyramidal neuron to the standard 0–15 Hz ZAP protocol at –70 mV before (upper trace in black) and after
(lower trace in red) the perfusion of TTx 1 µM. (B) Impedance-to-frequency relationship of the same cell as in (B), before (black line) and after (red line) TTx perfusion.
(C,D) Scatter plots comparing the Q-values (C) and Fres values (D) derived from resonant pyramidal neurons (N = 17) before (Control) and after (TTx) blocking the
TTx-sensitive Sodium channels (gray dots and lines). Mean ± SEM. Q-values are reported on the same plot in black. In TTx condition, the Q-value is significantly
reduced and then the resonance strength is attenuated (C). The Fres is unaltered by TTx administration (D). (A′–D′) Same as (A–D) for GABAergic interneurons
(N = 7). In GABAergic interneurons TTx perfusion has no effect either on the Q-value (C′) or on the Fres (D′). Data in (C,D,C′,D′) were compared by paired Student’s
t-test. **p < 0.01.

Concerning voltage-dependence of resonance, the analysis of
Fres at different membrane potential ranging from −90 to −55
mV showed very similar values. However, the characterization of
the resonance strength at different holding membrane potentials,
between −90 and −55 mV, indicated that the resonant neurons
manifest a voltage-dependent resonance. In pyramidal neurons
the Q-value exhibited a peak at around −70 mV, whereas in
interneurons the maximum Q-value was measured between −80
and−70 mV. These observations indicated a prominent response
at potential value at or just below resting membrane potential.
The abolishment of resonance in PRC neurons following Ih
current block with ZD7288 suggests that the expression of the
HCN channels is mandatory for the definition of the resonant
mechanism in PRC in both groups of neurons tested, confirming
the important role played by HCN in the subthreshold resonance,
as already demonstrated for other neocortical (Hutcheon et al.,
1996) and limbic areas (Shay et al., 2012). The expression of this
conductance only in resonant cells could also justify the more
depolarized membrane resting potential of resonant compared
to non-resonant neurons. Interestingly, the application of TTx
caused a decrease in the resonant peak, but did not abolish the
resonant behavior, suggesting that in pyramidal neurons of the

PRC a persistent sodium current is able to amplify the resonance
produced by other conductances, as demonstrated in other
brain areas. Indeed, at membrane potentials ranging between
−70 and −60 mV the persistent sodium current produced in
pyramidal neurons a significant amplification of the resonant
peak that became steeper and sharpened, whereas the Fres
was not affected by the application of TTx. By contrast, in
interneurons the amplification of the resonance mediated by
persistent sodium current was not observed, probably due to
a lack or to a low density of INaP channels in these cells, as
shown in CA1 (Hedrich et al., 2014) and in neocortex (Aracri
et al., 2006). Alternatively, it could be hypothesized, in the case
of interneurons, a concurrent activation of persistent sodium
current together with a current, such as the potassium inward
rectifier, that attenuates resonance. The experimental data were
replicated by using a MatLab model, containing Ileak, Ih and INaP
channels. Currents’ kinetics and gating properties were derived
by literature (Hodgkin and Huxley, 1952; Spain et al., 1987),
due to the lack of data describing these properties in the PRC
pyramidal and GABAergic neurons. To overcome the limitations
of the model and for a future upgrade, these parameters could
be derived directly from PRC neurons. However, since these
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FIGURE 10 | Effect of temperature on the resonance properties of pyramidal neurons (A–C) and GABAergic interneurons (A′–C′) of the PRC.
(A) Impedance-to-frequency relationship obtained from a representative resonant pyramidal neuron at a temperature of 36◦C by applying the standard 0–15 Hz ZAP
protocol at –70 mV. (B,C) All-points half-violin plots flanked by summary box plots comparing the Q-values (B) and Fres values (C) derived from resonant pyramidal
neurons at room temperature (23◦C) and at physiological temperature (36◦C). The increase of temperature in the 7 pyramidal neurons tested at 36◦C has no
influence on the Q-value (B), while determines a significant increase of Fres (C). (A′–C′) Same as (A–C) for resonant GABAergic interneurons (N = 5). Note that also
in this cell type, the temperature increase does not alter the Q-value (B′), while determines a significant increase of the Fres (C′). Data in (B,C,B′C′) were compared
by unpaired Student’s t-test. *p < 0.05.

electrophysiological parameters are quite conserved (Zhou and
Lipsius, 1992; Kiss, 2008; Kase and Imoto, 2012), we believe that
reliable results could be obtained also by using general equations.
Indeed, our computational model faithfully reproduced the
experimental behavior, confirming the indispensable role of
Ih in the genesis of resonance and the involvement of the
persistent sodium current in the amplification of the resonance
peak. Furthermore, it is important to consider that temperature
strongly influences the Fres and this happens also in PRC, as
predicted by our computational model and confirmed by our
experimental data. We found that the rise of temperature from
23 to 36◦C significantly increased the Fres of both pyramidal
neurons and interneurons, aligning these data to the well-
known resonance frequency already observed in the brain areas
functionally linked to the PRC.

The functional behavior of the individual neurons affects and
defines the processing of information within neural circuits.
Membrane resonance at a given frequency has already been
described in many other cells across different brain areas and
is strictly dependent on intrinsic membrane properties, synaptic

inputs, and modulatory effects. The interaction between the
passive properties of the cell and active conductances mediated by
ion channels define not only membrane resonance but also action
potential timing, synaptic integration, and membrane potential
oscillations. Altogether these properties enable neurons to react
preferentially to synaptic inputs at specific frequencies and also
influence the dynamics of the neural networks of which they
are part. The inhibition produced by interneurons on pyramidal
neurons and other interneurons is critical for the synchronization
of neural activity (Mann and Paulsen, 2007). In the PRC the
resonance of interneurons at 1–3 Hz suggests that synaptic
inputs at these frequencies will likely entrain the entire neuronal
network of the PRC to oscillate at the range of 1–3 Hz, typical of
the delta rhythm during non REM sleep.

Coherent network oscillations distributed in different brain
regions are critical to achieve learning and memory and in
general to process neural information. Low frequency oscillations
are usually engaged to connect different cerebral regions to
transfer or retrieve distributed information. On the other hand,
coherent high frequency oscillations are more restricted to

Frontiers in Cellular Neuroscience | www.frontiersin.org 16 July 2021 | Volume 15 | Article 70340750

https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles


fncel-15-703407 July 20, 2021 Time: 12:4 # 17

Binini et al. Membrane Resonance in Perirhinal Cortex

FIGURE 11 | Computational MATLAB model reflecting experimental data and simulating resonance. (A) Voltage response to the 0–15 Hz ZAP input at –70 mV and
23◦C simulated by a model including only the leakage current (Ileak). (B) Impedance-to-frequency relationship obtained from simulation in (A). The behavior strongly
resembles that of an experimentally recorded non-resonant neuron. (C,D) Same as (A,B), but with the insertion of the persistent sodium current (INaP) in the model.
The voltage response (C) and the corresponding impedance-to-frequency relationship (D) still resemble that of a non-resonant neuron. (E,F) Same as (A,B), but with
the insertion of a HCN channels-mediated current (Ih) in the model. The voltage response (E) and the corresponding impedance-to-frequency relationship (F) show
that in these conditions the model is able to simulate resonant behavior. (G,H) Same as (A,B) but with the insertion of both Ih and INaP in the model. The voltage
response (G) and the corresponding impedance-to-frequency relationship (H) show that this model not only resonates, thanks to Ih, but it also displays a resonance
amplified by INaP. (A′–H′) Same as (A–H), but after setting the value of temperature at 36◦C instead of 23◦C in the model. Note that in the resonant model at the
higher temperature (E′–H′) the Q-value remains constant while the Fres increases, as experimentally found. Model parameters are shown in Table 1.

localized neuronal networks and seem to be involved in encoding
of sensory information, in promoting synaptic plasticity (Fries,
2005), and in the definition of the sequence of information
transfer (Sejnowski and Paulsen, 2006; Fries et al., 2007).

Semantic memories are stored in different cortical areas
and a still unanswered question is how these distributed
memories are recalled and linked together to obtain an
object representation. In the PRC, the representation of the
objects learned throughout experience-dependent episodes are
associated with their memorized features. The retrieving of
these associations is based on the information exchange among
the PRC and distributed cortical areas. The PRC, hence,
via its afferent and efferent connections acts as a hub of
semantic memory.

Slow frequency oscillations (0.5–4 Hz) that are widely
described in different areas linked to PRC such as the neocortex,
amygdala, and lateral EC (Collins et al., 2001) could subserve
the pivotal role, played by the PRC, for binding the information

stored sparsely in different cortical areas to obtain a coherent
neural representation to be sent to the hippocampus. Similarly,
but in opposite direction, short-term memory developed in
hippocampus should be forwarded and stored in distributed
neocortical regions throughout a consolidation process that
likely use the same PRC hub and oscillatory mechanisms.
The reverberating activity between neocortex and hippocampus,
especially during slow wave sleep, indeed represents the
mechanism by which the brain promotes the redistribution
and strengthening of memory representation in cortical regions
(Klinzing et al., 2019). Another aspect which worth to be
considered is related with dendritic resonance. Detailed studies
have characterized the spatial properties of the resonance along
the dendrite-to-soma extension in hippocampal (Narayanan and
Johnston, 2007; Hu et al., 2009) and prefrontal (Kalmbach et al.,
2013) pyramidal neurons. In particular, recordings performed
on CA1 pyramidal neurons showed that membrane resonance
frequency could differ threefold between soma and apical
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dendrites. These results suggest that CA1 pyramidal cells could
act as stimulus-tuned filters for spatially separated synaptic
inputs. The cognitive processes of the PRC strongly rely on the
presence of separated synaptic inputs from piriform, entorhinal
and neocortical cortices, and amygdala to the PRC and its
ability to integrate them. Then, future experiments should also
be addressed to investigate the resonance properties along the
soma-to-dendrite extension in pyramidal neurons of the PRC.
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Changes in the physiology, neurochemistry and structure of neurons, particularly of
their dendritic spines, are thought to be crucial players in age-related cognitive decline.
One of the most studied brain structures affected by aging is the hippocampus,
known to be involved in different essential cognitive processes. While the aging-
associated quantitative changes in dendritic spines of hippocampal pyramidal cells
have already been studied, the relationship between aging and the structural dynamics
of hippocampal interneurons remains relatively unknown. Spines are not a frequent
feature in cortical inhibitory neurons, but these postsynaptic structures are abundant in a
subpopulation of somatostatin expressing interneurons, particularly in oriens-lacunosum
moleculare (O-LM) cells in the hippocampal CA1. Previous studies from our laboratory
have shown that the spines of these interneurons are highly plastic and influenced by
NMDA receptor manipulation. Thus, in the present study, we have investigated the
impact of aging on this interneuronal subpopulation. The analyses were performed
in 3−, 9−, and 16-month-old GIN mice, a strain in which somatostatin positive
interneurons express GFP. We studied the changes in the density of dendritic spines,
en passant boutons, and the expression of NMDA receptors (GluN1 and GluN2B)
using confocal microscopy and image analysis. We observed a significant decrease
in dendritic spine density in 9-month-old animals when compared with 3-month-old
animals. We also observed a decrease in the expression of the GluN2B subunit in O-LM
cells, but not of that of GluN1, during aging. These results will constitute the basis for
more advanced studies of the structure and connectivity of interneurons during aging
and their contribution to cognitive decline.

Keywords: hippocampus, interneuron, somatostatin, aging, spine, NMDA – receptor

INTRODUCTION

Aging is a natural process related to the gradual loss of physiological, behavioral, and social
functions. Therefore, it has an essential impact on the nervous system, and it is considered
a risk factor for many neurodegenerative and psychiatric illnesses (Hou et al., 2019). Thus,
understanding the neurobiology underlying age-related impairment is essential given the growing
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elderly population. The structural and functional brain changes
observed during aging in the central nervous system are the
consequence of cellular and molecular alterations, which are in
turn regulated by genetic, epigenetic, lifestyle, and environmental
factors (Khan et al., 2017). Interestingly, the brain is not
homogeneously affected by aging; specific regions are specially
altered. Such is the case of the hippocampus, which is our
region of interest in the present study, and appears to be among
the most affected.

During aging, the hippocampus shows a decrease in volume,
which correlates with a decline in learning and memory (Driscoll
et al., 2006). Aging is also associated to the presence of
neuroinflammation in this region, along with an up-regulation
of pro-inflammatory genes, resulting in oxidative stress (Gavilán
et al., 2007; Barrientos et al., 2015). Most studies have found
no evidence for the death of pyramidal neurons during aging,
both in humans and mice (West et al., 1994). In the case of
inhibitory neurons there is still controversy, while some studies
have found loss of interneuronal markers in the hippocampus
of aged animals (Potier et al., 2006; Stanley et al., 2012),
others did not find it (Miettinen et al., 1993). At the cellular
level, there are structural alterations in hippocampal pyramidal
neurons, such as a reduction in dendritic branching (Markham
et al., 2005), and reductions in the density of dendritic spines
and synapses (Dickstein et al., 2013). However, little is known
about the impact of aging on hippocampal inhibitory circuits.
Some studies have described decreased GAD65, GAD67 and
specifically, somatostatin mRNA levels in the hippocampus
during aging (Vela et al., 2003; Gavilán et al., 2007), but nothing
is known on the effects of aging on the structure of hippocampal
inhibitory neurons.

The study of interneurons in general, and particularly in
the hippocampus, represents a challenge due to the existence
of several subpopulations, presenting diverse morphological,
neurochemical, physiological, and synaptic characteristics
(Booker and Vida, 2018). In the hippocampus, interneurons
represent 10–15% of the total neuronal cell population (Pelkey
et al., 2017). Particularly, the oriens-lacunosum moleculare
(O-LM) cells, which are the subpopulation studied in the
present work, represent the 4.5% of the total number of CA1
interneurons (Bezaire and Soltesz, 2013). They are characterized
by the expression of the neuropeptide somatostatin (SST)
(Freund and Buzsáki, 1996; Oliva et al., 2000), and are widely
distributed in the different regions of the hippocampus,
including CA1 (Köhler and Chan-Palay, 1982; Freund and
Buzsáki, 1996). O-LM cells have their soma and main dendritic
arbor in the stratum oriens, where they receive inputs from
pyramidal neurons of the stratum pyramidale (Lacaille and
Schwartzkroin, 1988; Blasco-Ibáñez and Freund, 1995; Katona
et al., 1999). The anatomy of these cells is described in detail
in Freund and Buzsáki (1996). Most of these synaptic contacts
are established on dendritic spines, a peculiar characteristic
of SST-expressing interneurons (Freund and Buzsáki, 1996;
Guirado et al., 2014). The O-LM cells reciprocally synapse onto
pyramidal and non-pyramidal neurons in the stratum lacunosum
moleculare, through a dense axonal projection field decorated
with abundant en passant boutons (EPB) (Sik et al., 1995;

Müller and Remy, 2014). This anatomical arrangement of the
O-LM cells allows them to function in a prototypical feedback
inhibitory circuit (Leão et al., 2012), in which they mediate theta
oscillations (Katona et al., 2016).

Because of their roles as postsynaptic and presynaptic
elements, dendritic spines and synaptic boutons respectively
are proper proxies for neuronal input and output; therefore,
increases in their density have been correlated to increases in
neuronal activity (Engert and Bonhoeffer, 1999; Becker et al.,
2008). Our laboratory has previously demonstrated the structural
remodeling of the dendritic arbor and dendritic spines of O-LM
cells by chronic stress (Gilabert-Juan et al., 2017) and by the
depletion of the polysialylated form of the neural cell adhesion
molecule (PSA-NCAM), a plasticity-related molecule (Guirado
et al., 2014). We also showed that the manipulation of NMDA
receptors affected both the density of dendritic spines and EPB
(Pérez-Rando et al., 2017a,b).

Apart from these molecular and structural changes, functional
impairments are also observed during aging, such as alterations in
long-term potentiation (LTP) and depression (LTD) (Lister and
Barnes, 2009). Some of the most extensively studied molecules
involved in these physiological mechanisms, which underlie
basic cognitive processes, are the N-methyl-d-aspartate receptors
(NMDARs). These are ionotropic glutamate receptors, which
are highly expressed in the neocortex and the hippocampus,
both in pyramidal and inhibitory neurons, including the O-LM
cells (Alvarez et al., 2007; Oren et al., 2009; Pérez-Rando et al.,
2017b). The NMDARs are assembled as tetramers composed
of 4 subunits: two obligatory GluN1 subunits, along with 2
GluN2 or GluN3 subunits. There are 6 subtypes of non-obligatory
subunits: 4 GluN2 (GluN2A–GluN2D) and 2 GluN3 (GluN3A
and GluN3B) (Hansen et al., 2017). Alterations in NMDAR
complex expression and physiology have been described during
aging, especially in the hippocampus (Clayton et al., 2002;
Boric et al., 2008; Foster et al., 2017). The GluN2B subunit is
more affected by aging than the other GluN2 subunits, showing
more significant decreases in mRNA and protein expression in
aged animals (Magnusson et al., 2002). The effects of aging on
hippocampal GluN1 expression have rendered conflicting results,
with significant declines described in some studies, but not in
others (Magnusson et al., 2005; Das and Magnusson, 2011).
However, the majority of these studies have been performed using
western blot or RT-PCR, which does not allow the discrimination
of the expression in different hippocampal regions, layers or
neuronal populations. SST-expressing interneurons are a very
interesting subject to study during aging in this regard, because
we know that they express NMDA receptors (Pérez-Rando et al.,
2017b) in young adult animals and we have also evidence that
these receptors regulate structure and connectivity of the SST-
expressing interneurons (Pérez-Rando et al., 2017a,b).

Sex is a very important factor to take into account when
studying the nervous system and its pathologies; the study
of the female brain in preclinical research is of paramount
importance, but studies using both sexes have started to appear
published only recently (Shansky and Murphy, 2021). Specifically
in the hippocampus, there are sex differences in the dendritic
spine density of pyramidal neurons (Shors et al., 2001). These
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differences are not restricted to excitatory neurons; a recent study
from our laboratory has shown changes in the density of dendritic
spines and EPB in the O-LM cells during the estrous cycle (Pérez-
Rando et al., 2021). The expression of hippocampal NMDARs
also appears to be affected by sex and levels of estrogens: Male
rats express higher levels of NMDARs in the hippocampus than
females, but only when females are in the estrus phase (Brandt
et al., 2020). All these studies have been performed in adult-
young animals. However, to our knowledge there are still no
studies exploring the differential effects of sex on interneuronal
morphology or NMDARs expression during aging.

The present study aimed to understand the impact of age
on the structure of O-LM cells in the CA1 hippocampal region
of male and female mice. We have also studied the expression
of different subunits of NMDARs (GluN1 and GluN2B) in this
interneuronal subpopulation.

MATERIALS AND METHODS

Animals
Thirty transgenic mice [GIN (GFP-expressing Inhibitory
Neurons), Tg(GadGFP)45704Swn] (Jackson Laboratories, Bar
Harbor, Maine, United States) were used in this study. They
constitutively express the green fluorescent protein (GFP) in
a subpopulation of SST-expressing interneurons (Oliva et al.,
2000). Mice were bred and maintained in our animal facility
and were divided into 3 age groups (3 months, 9 months and
16 months-old). All groups contained 5 males and 5 females.
Animals were maintained under controlled conditions of
temperature (25◦C), humidity (50%), with food and water
ad libitum and on a standard light/dark cycle (12 h cycle).

All animal experimentation was conducted in accordance with
the Directive 2010/63/EU of the European Parliament and of the
Council of 22 September 2010 on the protection of animals used
for scientific purposes and was approved by the Committee on
Bioethics of the Universitat de València. Every effort was made to
minimize the number of animals used and their suffering.

Histological Procedures
When they reached 3, 9, or 16 months-old, mice were deeply
anesthetized with pentobarbital and perfused transcardially, first
for 1 min with saline (NaCl 0.9%) and then for 30 min
with 4% paraformaldehyde in sodium phosphate buffer 0.1
M, pH 7.4 (PB). The left hemisphere was cut in 100 µm-
thick coronal sections with a vibratome (Leica VT 1000E,
Leica, Nussloch, Germany) to analyze dendritic spine and EPB
density on GFP expressing interneurons. The right hemisphere
was cut in 50 µm-thick coronal sections for the study of the
expression of NMDARs.

Analysis of the Density of Dendritic
Spines and Axonal En Passant Boutons
One subseries of sections from each animal was processed “free-
floating” for GFP immunohistochemistry. Sections were first
washed three times with phosphate buffered saline (PBS) for

10 min per washing. After that, sections were incubated for 1 min
in an antigen unmasking solution (0.01 M citrate buffer, pH 6)
at 100◦C. Then, sections were washed as described above. To
block non-specific unions, sections were treated for 1 h with
10% normal donkey serum (NDS) (Jackson ImmunoResearch
Laboratories West Grove, PA, United States) in PBS with 0.2%
Triton-X100 (Sigma–Aldrich, St. Louis, MO, United States).
Sections were washed 3 times in PBS and were incubated for 48 h
at 4◦C with primary antibody (chicken anti-GFP IgY, Abcam,
1:2000) diluted in PBS 0.2% Triton-X100. After washing, sections
were incubated for 2 h at room temperature with a fluorescent
secondary antibody (donkey anti-chicken CF488A, Biotum,
1:800) diluted in PBS 0.2% Triton-X100. Sections were then
rinsed with PB 0.1 M, mounted on slides and coverslipped using
Dako fluorescent mounting medium (Agilent, United States).

For the study of GFP+ interneurons, we used a laser scanning
confocal microscope (Leica, SPE, Leica Microsystems, Wetzlar,
Germany), obtaining 3D stacks of confocal images with 0.38 µm
Z-step size. In order to be analyzed, we selected dendrites from
GFP interneurons with their soma stratum oriens and axons in
stratum lacunosum-moleculare of the CA1 region.

For the spine density analysis, a 63× objective with a 3.5×
digital zoom was used. Dendrites had to fulfill the following
features: (1) they should measure at least 150 or 200 µm from
the soma; and (2) no other dendrites should be found crossing
their trajectory. Furthermore, dendritic spines were defined as
clear protrusions emerging from the dendritic shaft. According to
these features, we randomly selected six isolated GFP-expressing
interneurons per animal, in which the spines were quantified in
3 successive segments of 50 µm up to a total length of 150 µm,
using ImageJ (FIJI) (Schindelin et al., 2012). Overall spine density
values or densities per segment were expressed as the number of
spines/150 µm or spines/50 µm, respectively.

For the EPB density analysis we used a 63× objective with
a 2.5× digital zoom. EPB were considered when they fulfilled
the following features: (1) they should be at least two times
brighter than the axonal backbone; (2) they should be two times
wider than the axonal backbone; and (3) they should not have
any crossings from other axons nearby. Then, after selecting
six random axonal segments per animal that measured at least
10 µm, we used ImageJ (FIJI) (Schindelin et al., 2012) to quantify
the number of EPB. The EPB density values were expressed as the
number of EPB/µm.

Analysis of GluN1 and GluN2B
Expression
The immunohistochemical protocol employed was similar to
that described above for GFP immunohistochemistry. For every
subunit of NMDAR (GluN1 and GluN2B) we used different
subseries of sections. In order to study the GluN1 expression,
sections were incubated with rabbit anti-GluN1 (Alomone, 1:400)
or GluN2B rabbit anti-GluN2B (Alomone, 1:4000) together with
chicken anti-GFP IgY (Abcam, 1:500) primary antibodies for 48 h
at 4◦C. After washing, sections were incubated for 2 h at room
temperature with donkey anti-rabbit (Biotium, A555, 1:800)
and donkey anti-chicken, (Biotium, CF488A, 1:800) secondary
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antibodies. Sections were then rinsed with PB 0.1 M, mounted
on slides and coverslipped using Dako fluorescent mounting
medium (Agilent, United States).

We used a laser scanning confocal microscope (Leica, SPE,
Leica Microsystems, Wetzlar, Germany), obtaining 3D stacks
of confocal images with a 63× objective, 3.5× digital zoom
and 0.38 µm Z-step size for the study of GluN1 and GluN2B
expression on the somata of GFP expressing interneurons.
Ten isolated GFP-expressing somata per animal were selected
randomly in the CA1 stratum oriens. Controls were performed
omitting the anti-GluN1 or anti-GluN2B antibody, as well
as incubating with these antibodies previously pre-absorbed
overnight with an excess of its immunogenic peptide (GluN1
blocking peptide, Alomone, Jerusalem, Israel) or (GluN2B
blocking peptide, Alomone, Jerusalem, Israel), respectively. No
immunolabeling was observed in these controls.

Images were processed using Fiji software (Schindelin et al.,
2012) as follows: the background was subtracted with a rolling
value of 50, converted to 8-bit deep images and binarized using a
determined threshold value. This value depended on the marker,
but was kept the same for all images with the same marker.
Finally, the software counted the number of puncta per cell and
the percentage of area covered with these puncta. For the image
analysis of GluN1, we outlined manually the profile of the cell
somata and used a series of custom-made macros in Fiji, as
previously described (Guirado et al., 2018). The original outline
was expanded 0.5 µm from the cell body surface, obtaining two
regions of interest (ROIs), the cell somata (the original outline)
and the cell periphery (including the plasma membrane) (the area
between both outlines). Then, ROIs were converted to 8-bit deep
images and binarized using a determined size particle (larger than
0.04 µm) and threshold value. Finally, the software calculated
the density of puncta and the percentage of area covered with
them, both in cell somata and in the periphery. For GluN2B, we
followed the same procedure, but in the 16 months-old animals,
since puncta were frequently clustered into larger structures, the
macro was adjusted and the threshold parameters were modified,
in order to determine the percentage of area covered with these
clusters of the receptor.

Statistics
The statistical analysis was based on the indications of Diester
et al. (2019). We first analyzed pooled data from both sexes
without considering the sex factor, and then data were segregated
by sex and analyzed separately. The sex factor was not analyzed
since the differences between sexes were not an objective of our
study. After checking the normality and homoscedasticity of the
data, one way ANOVA or Welch ANOVA tests were used to
analyze the density of EPB and the density and percentage of area
covered with GluN1 and GluN2B in GFP + somata during the
aging process. A significant one-way ANOVA or Welch ANOVA
was followed with the correspondent Tukey or Dunnett post hoc
tests, respectively. Mean ± SEM was used in all cases. For the
analysis of dendritic spine density, different generalized linear
mixed models (GLMM) of the Poisson family were performed.
To evaluate which variables were significant in the model, we
determined the Bayesian Information Criteria (BIC). Using the

non-interaction models obtained by the BIC, we determined
the effect of age and segment in the density of dendritic spines
performing a Wald test. A significant Wald test was followed
by Tukey’s post hoc test. In every case α was set to 0.05. All the
analyses were performed using the R studio 1.3.1093 software.
Graphs were generated with Graphpad Prism 8.4.3 software.

RESULTS

Dendritic Spine Density Analysis
To determine the effect of aging on the density of dendritic
spines of O-LM cells (Figures 1A,B) in the whole (0–150 µm)
dendritic segments, pooled males and females were analyzed
without considering the segment factor (proximal, medial and
distal). Since non-interaction models were chosen (see “Statistics”
section), the effect of age in each segment (age × segment)
could not be analyzed and compared; nevertheless, the results
are shown in graphs Figures 1C2–E2. When analyzing all
animals together, we observed a significant decrease in the
density of dendritic spines between 3− and 9-month-old animals
(∗∗p = 0.006), but no significant differences were observed
between 3− and 16-month-old animals (p = 0.22) or between
9− and 16-month-old animals (p = 0.32) (Figure 1C1). When
females were analyzed separately, we found a significant decrease
in the density of dendritic spines between 3− and 9-month-old
animals (∗∗p = 0.003), but no differences were observed between
3− and 16-month-old animals (p = 0.14) or between 9− and
16-month-old animals (p = 0.37) (Figure 1D1). When males
were analyzed separately no significant effect of age was found
(p = 0.44; Figure 1E1). The statistics of the correspondent test are
included in the Table 1.

En Passant Bouton Density Analysis
No significant differences in the density of EPB from O-LM cells
were observed between the different age groups (Figures 2A,B),
neither when considering females and males together (p = 0.22;
Figure 2C) nor when females (p = 0.56; Figure 2D) and males
(p = 0.17; Figure 2E) were analyzed separately. The statistics of
the correspondent test are included in the Table 1.

Analysis of GluN1 Immunoreactive
Structures in Oriens-Lacunosum
Moleculare Cells
We analyzed the density of GluN1 immunoreactive puncta and
the area covered by these structures in the somata and the
periphery (see methods) of O-LM cells (Figures 3A,B). The
morphology and size of puncta expressing this subunit was
similar in 3−, 9− and 16-month-old mice (Figures 4A–F). The
analysis of the density of GluN1 immunoreactive puncta in
the somata of O-LM cells did not show significant differences
due to aging when both sexes were pooled together (p = 0.51;
Figure 4G1), in females (p = 0.26; Figure 4H1) or in males
(p = 0.78; Figure 4I1). Similar negative results were found
when we analyzed the percentage of area of the somata covered
with GluN1 + puncta: pooled females and males (p = 0.79;
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FIGURE 1 | Changes in the dendritic spine density of the stratum oriens O-LM cells during aging. (A) Segments of dendrites bearing spines (arrowheads) from
3-month-old (A1), 9-month-old (A2), and 16-month-old (A3) male mice. (B) Segments of dendrites bearing spines (arrowheads) from 3-month-old (B1),
9-month-old (B2), and 16-month-old (B3) female mice. (C–E) Graphs showing the density of the dendritic spines in pooled females and males, and animals
segregated by sex in the total length of the dendrite analyzed (150 µm) (C1–E1) and in the proximal, medial and distal segment relative to the soma (C2–E2) (all
graphs represent mean ± SEM., **p-value < 0.01). Scale bar: 5 µm.
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TABLE 1 | Summary of the results of the dendritic spine density and en passant boutons.

Dendritic spines (150 ţm) En passant boutons

Test DF F P-value Post
hoc

3–9
months

9–16
months

3–16
months

Test DF F P-value Post
hoc

3–9
months

9–16
months

3–16
months

Pooled females
and males

Wald 2 4.77 0.008** Tukey 0.006** 0.32 0.22 One way ANOVA 2 1.62 0.22 N/A N/A N/A N/A

Females Wald 2 5.34 0.005** Tukey 0.003** 0.37 0.14 One way ANOVA 2 0.62 0.56 N/A N/A N/A N/A

Males Wald 2 0.82 0.44 N/A N/A N/A N/A One way ANOVA 2 2.06 0.17 N/A N/A N/A N/A

**p < 0.01.
When the test was not significant, post hoc comparisons were not applicable (N/A).

FIGURE 2 | Analysis of the effects of aging on the density of en passant boutons (EPB) in axons of O-LM cells in the stratum lacunosum-moleculare. (A) Axonal
segments showing EPB (arrowheads) from 3-month-old (A1), 9-month-old (A2), and 16-month-old (A3) male mice. (B) Axonal segments showing EPB
(arrowheads) from 3-month-old (B1), 9-month-old (B2), and 16-month-old (B3) female mice. (C–E) Graphs showing the density of EPB in animals segregated by
sex (C), pooled females (D) and males (E) (all graphs represent mean ± SEM). Scale bar: 5 µm.

Figure 4G2), females (p = 0.32; Figure 4H2) and males (p = 0.58;
Figure 4I2). In the cell periphery the density of GluN1 + puncta
also did not show changes during aging: pooled females and
males (p = 0.30; Figure 4G3), females (p = 0.15; Figure 4H3)

and males (p = 0.86; Figure 4I3). Similarly, we did not
detect significant differences in the percentage of area covered
with GluN1 + puncta in the periphery of the cells: pooled
males and females (p = 0.32; Figure 4G4), females (p = 0.24;
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FIGURE 3 | Distribution of GluN1 immunoreactivity in young and aged GIN mice hippocampus. (A1,B1) Panoramic confocal planes showing the distribution of
O-LM cells (green) and GluN1 immunoreactivity (red) in the hippocampus of 3-month-old (A1) and 16-month-old (B1) mice. Different regions and strata are indicated
with dotted lines. (A2,B2) High magnification view from the different CA1 strata in 3-month-old (A2) and 16-month-old (B2) mice. (A3,B3) Enlarged view of the
squared regions in panels (A2,B2), showing double immunofluorescence for GFP/GluN1, in strata oriens, and pyramidale. Note the homogenous distribution of
GluN1 immunoreactive puncta in pyramidal neurons in both 3-month-old (A3) and 16-month-old (B3) mice. Scale bar: 150 µm for panels (A1,B1), 67 µm for panels
(A2,B2), and 21 µm for panels (A3,B3).

Figure 4H4) and males (p = 0.91; Figure 4I4). The statistics of
the correspondent test are included in the Table 2.

Analysis of GluN2B Immunoreactive
Structures in Oriens-Lacunosum
Moleculare Cells
We analyzed the density of GluN2B immunoreactive puncta
and the area covered by these structures in the somata and the
periphery of O-LM cells (Figures 5A,B). The morphology and
size of the puncta expressing this subunit was similar to that
described for GluN1 + puncta in 3− and 9-month-old mice,
but in 16-month-old mice we frequently observed the presence
of larger structures composed of clustered GluN2B + puncta
(Figures 6A–F). The analysis of the density of GluN2B
immunoreactive puncta in the soma showed a significant
decrease between 3− and 16-month-old animals when both
sexes were pooled together (∗∗∗∗p < 0.0001; Figure 6G1) and
in females (∗∗p = 0.004; Figure 6H1). Additionally, we also
observed a significant decrease between 9− and 16-month-old
animals in pooled females and males (∗p = 0.040; Figure 6G1),
and in females (∗p = 0.031; Figure 6H1). However, no significant
differences were found between 3− and 9-month-old mice
in both sexes together (p = 0.84; Figure 6G1) or in females
(p = 0.57; Figure 6H1). Males did not show significant differences
(p = 0.09; Figure 6I1). By contrast, the percentage of area covered
by GluN2B + puncta in the somata of O-LM cells showed
a significant increase when females and males were pooled
together and in females and males separately when comparing
3− and 16− (∗∗∗∗p < 0.0001) and 9− and 16-month-old mice
(∗∗∗∗p < 0.0001) (Figures 6G2–I2). However, no significant

differences were found between 3− and 9-month-old individuals
in pooled female and male (p = 0.55; Figure 6G2), female
(p = 0.84; Figure 6H2) and male (p = 0.97; Figure 6I2) mice.
In the cell periphery, the density of GluN2B + puncta showed
a significant decrease in females and males pooled together
(∗p = 0.038; Figure 6G3) and in males (∗p = 0.015; Figure 6I3)
between 3− and 16-month-old mice. No significant differences
were found in pooled females and males an in males between
3− and 9− (p = 0.88, Figure 6G3; p = 0.24, Figure 6I3) or
9− and 16-month-old mice (p = 0.10, Figure 6G3; p = 0.21,
Figure 6I3). We did not detect significant differences in females
(p = 0.41; 6H3). Similarly, non-significant differences were
observed in the percentage of area in the periphery covered with
GluN2B+ immunoreactivity: females and males pooled together
(p = 0.40; Figure 6G4), females (p = 0.26; Figure 6H4), and males
(p = 0.45; Figure 6I4). The statistics of the correspondent test are
included in the Table 2.

DISCUSSION

In the present study, we demonstrate age-dependent alterations
in the structure of SST-expressing interneurons in the CA1
stratum oriens. There was a significant decrease in the density
of the dendritic spines between 3− and 9-month-old females.
However, we did not observe such changes in males. We also
studied the density of the en passant boutons (EPB) of these
interneurons in the stratum lacunosum moleculare, where no
changes were found related to aging. We have focused our study
in the stratum oriens of the CA1 region. It should be noted that
although there is a small proportion of the GFP + cells in this
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FIGURE 4 | Analysis of the density and percentage of area covered with GluN1 immunoreactive puncta in the somata and the periphery of O-LM cells during aging.
(A–F) Double GFP/GluN1 immunohistochemistry in 3-month-old (A), 9-month-old (B) and 16-month-old (C) female mice, and in 3-month-old (D), 9-month-old (E)
and 16-month-old (F) male mice. (G–I) Graphs showing the density and percentage of area covered with GluN1 immunoreactive puncta in the somata (G1,G2–I2)
and in its periphery (G3,G4–I4) in animals segregated by sex (G1–4), pooled females (H1–4) and males (I1–4) (all graphs represent mean ± SEM). Scale bar: 5 µm.
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TABLE 2 | Summary of the results of the expression of NMDAR.

Density Test DF F P-value Post hoc 3–9 months 9–16 months 3–16 months

Pooled females and males

NMDAR GluN1 cytoplasm One way ANOVA 2 0.70 0.51 N/A N/A N/A N/A

NMDAR GluN1 membrane One way ANOVA 2 1.28 0.30 N/A N/A N/A N/A

NMDAR GluN2B cytoplasm Welch ANOVA 2 22.59 <0.0001**** Dunnet 0.84 0.040* <0.0001****

NMDAR GluN2B membrane One way ANOVA 2 3.93 0.033* Tukey 0.88 0.10 0.038*

Percentage of area covered

NMDAR GluN1 cytoplasm One way ANOVA 2 0.24 0.79 N/A N/A N/A N/A

NMDAR GluN1 membrane One way ANOVA 2 1.21 0.32 N/A N/A N/A N/A

NMDAR GluN2B cytoplasm Welch ANOVA 2 867.00 <0.0001**** Dunnet 0.55 <0.0001**** <0.0001****

NMDAR GluN2B membrane One way ANOVA 2 0.96 0.40 N/A N/A N/A N/A

Females

NMDAR GluN1 cytoplasm One way ANOVA 2 1.53 0.26 N/A N/A N/A N/A

NMDAR GluN1 membrane One way ANOVA 2 2.34 0.15 N/A N/A N/A N/A

NMDAR GluN2B cytoplasm One way ANOVA 2 9.72 0.004** Tukey 0.57 0.031* 0.003**

NMDAR GluN2B membrane One way ANOVA 2 0.97 0.41 N/A N/A N/A N/A

Percentage of area covered

NMDAR GluN1 cytoplasm One way ANOVA 2 1.27 0.32 N/A N/A N/A N/A

NMDAR GluN1 membrane One way ANOVA 2 1.69 0.24 N/A N/A N/A N/A

NMDAR GluN2B cytoplasm One way ANOVA 2 570.90 <0.0001**** Tukey 0.84 <0.0001**** <0.0001****

NMDAR GluN2B membrane Welch ANOVA 2 0.46 0.26 N/A N/A N/A N/A

Males

NMDAR GluN1 cytoplasm One way ANOVA 2 0.26 0.78 N/A N/A N/A N/A

NMDAR GluN1 membrane One way ANOVA 2 0.15 0.86 N/A N/A N/A N/A

NMDAR GluN2B cytoplasm One way ANOVA 2 3.11 0.09 N/A N/A N/A N/A

NMDAR GluN2B membrane One way ANOVA 2 5.86 0.018* Tukey 0.24 0.21 0.015*

Percentage of area covered

NMDAR GluN1 cytoplasm One way ANOVA 2 0.57 0.58 N/A N/A N/A N/A

NMDAR GluN1 membrane One way ANOVA 2 0.09 0.91 N/A N/A N/A N/A

NMDAR GluN2B cytoplasm One way ANOVA 2 1,268.00 <0.0001**** Tukey 0.97 <0.0001**** <0.0001****

NMDAR GluN2B membrane One way ANOVA 2 0.87 0.45 N/A N/A N/A N/A

p < 0.05*; p < 0.01**; p < 0.0001****.
When the test was not significant, post hoc comparisons were not applicable (N/A).

stratum that project to the striatum, most of them are O-LM cells,
which project to stratum lacunosummoleculare (Oliva et al., 2000;
Pérez-Rando et al., 2017b). The O-LM cells are an interneuronal
subpopulation characterized by the presence of abundant spines
in their dendritic tree (Freund and Buzsáki, 1996) and numerous
EPB in their axonal projection field in the stratum lacunosum
moleculare (Müller and Remy, 2014). The spines and EPB of
O-LM cells have been studied during aging previously, using
in vivo two-photon imaging in GIN mice, but only from 4 to
11 months of age. The density of EPB in the stratum lacunosum
moleculare remained constant, similar to what we have observed
in fixed tissue. However, in contrast with our results, the spine
density of O-LM interneurons increased by 12% from 4 to
11 months (Schmid et al., 2016). However, the big differences in
methodology between the 2 experiments have to be taken into
account. Ablation of neocortex covering the hippocampus, type
of imaging and the age of the animals compared. It is important
to note that both sexes were analyzed together in this experiment,
without control over the estrous cycle, which can influence
spine density in O-LM interneurons (Pérez-Rando et al., 2021).

Moreover, this study examined dendritic spines in behaving
animals and, consequently, spine density can be influenced by
this behavior, possibly through the activation NMDA receptors.
To our knowledge the present study is the first to analyze the
structure of SST-expressing neurons in intact animals and to
include aged animals from both sexes. Age-related structural
changes have been also studied in other subpopulations of
interneurons, particularly analyzing their dendritic arborization.
In the visual cortex, the dendritic arbors of interneurons (in
general) were simplified in aged mice (Eavri et al., 2018).
However, in other specific interneuronal types, such as the
vasoactive intestinal peptide/calretinin-expressing cells in the
CA1 region of the hippocampus, no differences were found in
dendritic length or number of intersections between young and
old mice (Francavilla et al., 2020). However, it has to be noted
that we have observed changes in the dendritic spine density
only in 9-month females and when grouping both sexes. These
results suggest that the structural changes are not the result
of aging but rather of the influence of female sex hormones.
The estrous cycle of female mice usually starts between the
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FIGURE 5 | Distribution of GluN2B immunoreactivity in young and aged GIN mice hippocampus. Panoramic confocal plane showing the distribution of O-LM cells
(green) and GluN2B immunoreactivity (red) in the hippocampus of 3-month-old (A1) and 16-month-old (B1) mice. Different regions and strata are indicated with
dotted lines. (A2,B2) High magnification view from the different CA1 strata in 3-month-old (A2) and 16-month-old (B2) mice. (A3,B3) Enlarged view of the squared
regions in panels (A2,B2), showing double immunofluorescence for GFP/GluN2B, in strata oriens, and pyramidale. Note the presence of GluN2B + clusters in
pyramidal neurons in 16-month-old (B3), but not in 3-month-old (A3) mice. Scale bar: 150 µm for panels (A1,B1), 67 µm for panels (A2,B2), and 21 µm for panels
(A3,B3).

6th – 8th week (White, 2007), but can be conditioned for many
factors (Drickamer, 1974, 1984; Kruczek and Gruca, 1990), and
prolongs itself to 14 months-old, when the animals are no longer
reproductive (Flurkey et al., 2007). Furthermore, the variations
we find in females, but not in males, when studying O-LM
dendritic spine density are in accordance with previous findings
from our laboratory studying these interneurons in intact and
ovariectomized female GIN mice. We demonstrated that this
parameter changes depending on the estrous phase in which the
mouse is in, and the alterations seen in ovariectomized mice
were also restored by 17β-Estradiol administration (Pérez-Rando
et al., 2021). These structural changes had only been previously
studied in pyramidal neurons (Woolley and McEwen, 1994;
Luine and Frankfurt, 2013).

Interestingly, some of the effects of estrogens on hippocampal
structure/connectivity appear to be mediated by NMDAR (El-
Bakri et al., 2004). However, a more recent study revealed
no differences in the mRNA levels of GluN1 and GluN2B
in the dorsal hippocampus when comparing control and
ovariectomized mice (McCarthny et al., 2018). Particularly, the
study of NMDARs and hormonal levels during senescence
demonstrated that NMDAR subunit mRNA levels in the
hippocampus were much more prominently affected by the
chronological age than by the reproductive status of the
animals (Adams et al., 2001). In the present work we did not
control the estrous cycle of the females, which could probably
affect some parameters and constitute one of the limitations
of the study.

Although we have not studied the density of SST-positive
neurons, different studies have previously demonstrated a loss
during aging in the hippocampus of rats, particularly in the

stratum oriens (Potier et al., 2006; Stanley et al., 2012), although
some reports did not find decreases in this cell type (Miettinen
et al., 1993). Studies in mice are scarcer: one study described
detrimental effects of aging on the number of these cells in the
dentate gyrus (Koh et al., 2014), while another, using GIN mice,
found an age-dependent decrease of O-LM interneurons from
5 to 9 months, but not from 9 to 12 months (Schmid et al.,
2016). It is possible that these reductions of cell density may
have an impact on the influence of SST-expressing interneurons
during aging, in addition to the structural alterations that
we have observed.

Interestingly, different studies have shown that aging is
associated with a decrease in the excitability of hippocampal
pyramidal neurons and with alterations in synaptic plasticity
(LTP and LTD), which may underlie the deficits in hippocampal-
dependent learning tasks (Oh and Disterhoft, 2020). These
changes may be compensatory for a decrease in inhibition,
because in the CA1 aging is associated with decreased GABAergic
transmission (Billard et al., 1995; Potier et al., 2006), decreased
number of GAD-67 + interneurons (Shetty and Turner, 1998;
Stanley and Shetty, 2004), and decreased expression of GAD-67
mRNA in the CA1 (Vela et al., 2003). Specifically, the selective
loss of O-LM cells in an age-dependent manner has been related
to a decrease in the amplitude of evoked inhibitory postsynaptic
currents (IPSCs) and a decrease in the frequency of spontaneous
IPSCs in CA1 pyramidal neurons (Potier et al., 2006).

Previous studies in our laboratory have demonstrated that
the structure of hippocampal SST-expressing interneurons in the
stratum oriens of CA1 is regulated by NMDAR. Interestingly,
we found that these glutamatergic receptors were expressed in
the somata and dendritic spines of SST-expressing interneurons
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FIGURE 6 | Analysis of the density and percentage of area covered with GluN2B immunoreactive puncta in the somata and in the periphery of O-LM cells during
aging. (A–F) Double GFP/GluN2B immunohistochemistry in 3-month-old (A), 9-month-old (B), 16-month-old (C) female mice and in 3-month-old (D), 9-month-old
(E), 16-month-old (F) male mice. In panels (C2,F2), a detailed view of the GluN2B clustering in aged mice can be observed. (G–I) Graphs showing the density and
percentage of area covered with GluN2B immunoreactive puncta in the somata (G1,G2–I2) and in its periphery (G3,G4–I4) in animals segregated by sex (G1–4),
pooled females (H1–4) and males (I1–4) (all graphs represent mean ± SEM., *p-value <0.05, **p-value <0.01, ****p-value <0.0001). Scale bar: 5 µm.
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(Pérez-Rando et al., 2017a). In our previous studies using
organotypic cultures, we observed that the relative density
of spines and their appearance rate increased 24 h after the
NMDA infusion (Pérez-Rando et al., 2017a). By contrast, the
application of an NMDAR antagonist produced opposite results
(Pérez-Rando et al., 2017b).

Mounting evidence suggests that an age-associated
hypofunction of the NMDAR can contribute to the impairment
in spatial learning and memory, particularly affecting the
Schaffer collateral pathway (Foster and Norris, 1997; Kumar
and Foster, 2013). A decrease in the expression of NMDARs
has been observed in the hippocampus during normal aging
(Magnusson et al., 2006; Billard and Rouaud, 2007; Zhao
et al., 2009), particularly in the CA1 region (Magnusson and
Cotman, 1993; Wenk and Barnes, 2000). However, the response
to aging was different depending on the NMDAR subunit
studied (Avila et al., 2017). There are no significant changes in
GluN1 protein expression in the whole hippocampus of aged
mice (Zhao et al., 2009) and particularly in the expression of
GluN1 mRNA in the CA1 pyramidal layer (Magnusson et al.,
2005). In the present report we have studied the density of
GluN1 + puncta in the O-LM cells, but we did not observe
changes during aging, which is in accordance with the previous
data. However, decreases in the expression of GluN1 protein
(Eckles-Smith et al., 2000; Mesches et al., 2004; Liu et al., 2008)
and mRNA (Adams et al., 2001) in the whole hippocampus have
been reported in aged rats. By contrast with GluN1, there is a
widespread agreement that the GluN2B subunit is especially
affected by aging. There is a decrease of its protein (Clayton
and Browning, 2001; Mesches et al., 2004; Zhao et al., 2009) and
mRNA expression (Adams et al., 2001; Clayton and Browning,
2001) in the whole hippocampus, and particularly in the CA1
pyramidal layer (Magnusson, 2001), both in rats and mice. It
has to be noted, however, that these studies analyzed the whole
hippocampus and not specific cell types as our experiment.
Notwithstanding, in concordance with these previous studies,
we observed a decrease of the GluN2B + puncta in the O-LM
cells in our oldest group, which is significant in females and
when analyzing both sexes together. However, the area covered
by GluN2B + puncta in O-LM cells is considerably larger
in the oldest animals, suggesting the presence of clusters of
these receptors. In fact, it has been suggested that an increased
association of GluN2B receptors with scaffolding proteins
in aged animals may contribute to the age-related memory
impairment (Zamzow et al., 2013). Additionally, there is data
supporting that the age-associated hypofunction of NMDAR
may be due to decrease in the activity-dependent changes in the
surface distribution of NMDAR (Clayton et al., 2002) increased
association with membrane scaffolding proteins (Zamzow et al.,
2013) and to decreased trafficking of GluN2B to the synapse
(Kumar et al., 2019). The clustering of GluN2B subunits may be
the physical manifestation of poor trafficking of NMDAR, which
possibly begins in middle-age.

It is interesting to note that the genetic deletion of GluN2B
in interneurons prevents the formation of glutamatergic synapses
on hippocampal interneurons (Kelsch et al., 2014). Consequently,
it is possible that the age-related decrease in GluN2B expression

in O-LM cells also interferes with the maintenance of their
glutamatergic input, affecting thus the density of dendritic spines
on these cells. Our results show that alterations in NMDAR do
not only affect pyramidal neurons, but also SST-expressing cells
and, consequently, the inhibition that these interneurons exert on
excitatory cells. In fact, SST has a potent effect on LTP in CA1
(Rostampour et al., 2002; Fan and Fu, 2014).

An important limitation of our study is the age of the
oldest animals (16 months). These mice are not considered
aged in most studies, although cognitive impairment starts to
appear around this age in rodents (Kumar and Foster, 2013).
However, in our hands, most animals of this transgenic strain
died shortly after this age and many of them presented tumors
and considerable hair loss. Unfortunately, we were not able to
perform learning tests in these animals and there are no reports
analyzing cognitive tasks in aged animals of this strain or from
this genetic background (FVB).

Altogether, our results help to shed light on how aging and sex
modulate the structural plasticity and the NMDARs expression
of hippocampal interneurons, particularly of O-LM cells. The
study of these receptors is important since changes on their
expression can lead to neuronal potentiation or depression,
and alterations in their physiology may underlie behavioral and
cognitive dysfunctions.
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Long-term changes of
parvalbumin- and
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interneurons of the primary
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Chronic stress is a major risk factor for developing mental illnesses and

cognitive deficiencies although stress-susceptibility varies individually. In

a recent study, we established the connection between chronic social

defeat stress (CSDS) and impaired motor learning abilities accompanied by

chronically disturbed structural neuroplasticity in the primary motor cortex

(M1) of mice. In this study, we further investigated the long-term effects of

CSDS exposure on M1, focusing on the interneuronal cell population. We

used repeated CSDS to elicit effects across behavioral, endocrinological, and

metabolic parameters in mice. Susceptible and resilient phenotypes were

discriminated by symptom load and motor learning abilities were assessed on

the rotarod. Structural changes in interneuronal circuits of M1 were studied

by immunohistochemistry using parvalbumin (PV+) and somatostatin (SST+)

markers. Stress-susceptible mice had a blunted stress hormone response and

impaired motor learning skills. These mice presented reduced numbers of

both interneuron populations in M1 with layer-dependent distribution, while

alterations in cell size and immunoreactivity were found in both susceptible

and resilient individuals. These results, together with our previous data,

suggest that stress-induced cell loss and degeneration of the GABAergic

interneuronal network of M1 could underlay impaired motor learning, due

to their role in controlling the excitatory output and spine dynamics of

principal neurons required for this task. Our study further highlights the

importance of long-term outcomes of chronically stressed individuals which

are translationally important due to the long timecourses of stress-induced

neuropsychiatric disorders.

KEYWORDS

chronic stress, parvalbumin, motor learning, depression, somatostatin, interneuron,
motor cortex
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Introduction

Stress represents a major risk factor for developing
mental illnesses and cognitive deficiencies in humans (1–
3). Aiding neurobiological research, chronic social stress
has a strong impact on affective-like behavioral responses,
inducing a robust depression-like phenotype marked by
anhedonia, anxiety, and social-avoidance in mice (4–6). In
recent years, stress research has focused on the impact of
chronic social stress in the neural circuits of limbic and
prefrontal areas of the brain, due to their implications in
behavior, emotions, cognition and memory. However, less
attention has been given to the motor cortex and its structure
and function in the context of chronic stress. The primary
motor cortex (M1) is considered to be a major region for
initiating and controlling voluntary movements (7, 8) and
has an imperative role in contributing to motor learning
(9, 10), which can be severely affected by chronic social
stress. In a recent study, we have established the connection
between chronic social defeat stress (CSDS) and impaired
motor learning abilities accompanied by chronically disturbed
structural neuroplasticity in the primary motor cortex of
mice. Strikingly, long lasting cellular alterations on the level
of glial cells of the motor cortex and the surrounding
cerebrospinal fluid were still observed 5 weeks after cessation
of the stressor (6). These findings, which were dependent
on the individual stress vulnerability of the mice, open the
question of whether other cellular components like interneurons
of the motor cortex can get affected under chronic social
stress exposure.

The motor cortex contains a vast collection of cellular
components, organized by layers, including many different
types of interneurons (11). The interneuronal network
consists mostly of GABAergic inhibitory connections and
is necessary to control output activity of principal neurons,
cells that have been investigated in our previous work (6).
Previous studies of limbic brain regions suggest that the
interneural network is one of the most affected structures
by chronic stress (12–15). GABAergic dysfunction and
disturbed inhibitory/excitatory balance have been found in
neuropsychiatric disorders and preclinical models, mostly
investigated in the prefrontal brain regions [reviewed
in (16, 17)]. The calcium-binding protein parvalbumin
(PV), and the neuropeptide somatostatin (SST) define
the most predominant interneuron subtypes within the
motor cortex, which together comprise approximately 70%
of the total GABAergic cortical interneuron population
(18, 19) that control intra- and intercortical output.
PV+ interneurons, contact the soma and proximal dendrites
or the initial axon segment of glutamatergic pyramidal
cells (19). SST+ interneurons arborize into the dendritic
tuft in layer I and modulate spine dynamics (18–20).
These interactions are important for intact neuroplasticity

in M1 which we recently showed to be severely affected
by CSDS (6).

In this study, repeated CSDS was used to induce effects
depending on individual stress vulnerability across behavioral,
endocrinological, and metabolic endpoints in C57BL/6J mice.
Motor learning skills were assessed on the accelerating rotarod
and the motor cortex studied histologically for structural
changes in interneuronal circuits of M1, paying special
attention to the GABAergic inhibitory network by using PV
and SST markers.

Materials and methods

Animals

Twenty-four adult male mice (C57BL/6J, age
11 ± 0.75 weeks) were single housed throughout the entire
experiment except for the stress period. Mice were fed
ad libitum, maintained under a 12-h light-dark cycle and
constant room temperature (22◦C). Mice were weighed daily
during the stress phase, the behavioral experiments and before
tissue collection. All experiments were performed following
the guidelines of the German Animal Protection Law and
Directive 2010/63/EU of the European Commission and have
been approved by the government of North Rhine Westphalia
(Local Committee for Animal Health, LANUV NRW). Animal
experiments have been reported in compliance with the
ARRIVE guidelines.

Chronic social defeat stress

Mice were randomly assigned to either stress or control
treatment with a ratio of 1.4:1 for group size. This ratio is
necessary to generate sufficient numbers of the less frequently
occurring resilient mice (4, 6) and avoid underpowering the
analysis, in compliance with the 3R of animal research. CSDS
was applied as described by Golden et al., (4). For 10 consecutive
days, the experimental mouse was introduced to the home cage
of an unknown, bigger and aggressive CD1 mouse (aggressor)
for 5 min, where it encountered several physical attacks and
threats. Afterward, both the stressed mouse and CD1 remained
in the same cage for 24 h, separated by a perforated acrylic
glass divider allowing continuous sensory cues. Control mice
were handled daily and housed pairwise in an equally divided
cage. Pairings and cages were not changed throughout the
CSDS period. One mouse of the CSDS group died after 7 days
without any apparent reason (such as wounding during attacks
or sickness behavior) and was excluded from the analysis. In
the CSDS group, the daily 5 min of physical exposure to the
aggressor were recorded on video for post-hoc analysis of attacks.
In 8 cases single sessions (randomly occurring during the
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10 days and in different mice) were not recorded due to technical
failure. Each attack of the CD1 toward the experimental mouse
was counted and rated with a severity score from 1 (short
physical contact without bite) to 3 (biting and full body contact
including pinning to the ground) in score intervals of 0.5
(allowing for more nuanced scoring in cases where an attack
consists of a behavioral mix).

Behavioral tests

Nestlet shredding test
Nest shredding analysis was performed as described by

Deacon (21). Briefly, old nesting material was removed from the
home cage. A new nestlet was placed into the animal’s cage. After
3 h, the nest-building performance of the mouse was assessed
on a rating scale of 1 to 5 (1 = nestlet untouched, 5 full nest and
all material used).

Sucrose preference test
Mice were habituated to the smaller bottles during the CSDS

phase. After the last CSDS session, all mice were single housed
and received two bottles, one filled with water and one with 1%
sucrose solution. Position of the bottles was switched after 24 h.
Consumption of water and sucrose solution was measured by
weighing the bottles at 0, after 24, and 48 h. Sucrose preference
was calculated as the relative consumption of sucrose solution
and averaged between the first and second day of the test.

Social avoidance test
Approximately 24 h after the last CSDS session

each experimental mouse was placed in an open arena
(40 cm × 40 cm) together with an empty wire cage and was
left to explore for 2.5 min, which were recorded on video.
The mouse was removed from the arena and the empty wire
cage replaced by one filled with an unknown CD1 mouse.
Exploration of the experimental mouse was again recorded
for 2.5 min. Both trials were then analyzed using Anymaze
software (Stoelting) and the number of entries of the mouse
head interacting with the wire cage within a 4 cm zone (with
and without presence of a social partner) was calculated.

Accelerating rotarod test

Mice were first habituated by placing them onto the rod
at slow speed (4 rpm) until a calm and steady movement was
observed for a minimum of 180 s. The motor learning was tested
by accelerating the rotation speed from 4 to 20 rpm (increment
of 1 rpm/s for 16 s, then remaining at 20 rpm for 74 s) for
each trial. Time until the animal fell (or cut-off time of 90 s)
was recorded for 15 consecutive trials and mice were allowed
to rest for 60 s in-between trials. Learning curves were fitted by

a sigmoid curve derived from the Hill equation and maximum
time on the rod calculated.

Fecal corticosterone ELISA

All mice were moved to a fresh home cage (single-housed)
after finishing the last session of CSDS or control handling. After
24 h, fecal pellets were collected from the bedding and stored
at −20◦C until further processing. Corticosterone (CORT)
levels in feces were determined by an ELISA kit according
to the manufacturer’s instructions (Arbor Assays, K014- H5).
All samples and standards (78.128–10,000 pg/ml) were tested
in duplicates. Two samples from the control group had to be
excluded due to a technical error.

Brain tissue collection

Mice were deeply anesthetized (Ketamine 240 mg/kg
and Xylazine 32 mg/kg body weight) until complete loss
of reflexes before transcardiac perfusion with 50 ml cold
phosphate-buffered saline (PBS, pH 7.4) followed by 50 ml
paraformaldehyde (4% in PBS, pH 7.4). The brain was removed
and transferred to ice-cold paraformaldehyde (4% in PBS, pH
7.4) overnight before dehydration in sucrose (30% in PBS, pH
7.4), freezing in isopentane on dry ice and storage at−80◦C until
further processing.

Immunohistochemistry

Coronal sections of 40 µm thickness were cut through the
motor cortex on a cryostat (Leica) and stored in antifreeze
solution at −20◦C until further processing. Sections were
washed in PBS (pH 7.4) 3 × 10 min before blocking for
30 min in 0.1% Tween20 (Sigma) solution with 3% normal
goat serum (Gibco). Incubation for 24 h at 4◦C with primary
antibodies (anti-PV 1:250, abcam ab11427; anti-SST 1:300,
BMA T-4103) in blocking solution containing additional
5% bovine serum albumin (Sigma) followed. After another
washing step (3 × 10 min), sections were incubated with
a corresponding secondary antibody (Alexa Fluor R© 568,
Invitrogen A-11011) at 1:500 in 0.5% Tween20 solution
for 1 h at room temperature. Specificity of both primary
antibodies for their targets had already been determined
elsewhere (22). As a negative secondary antibody control,
randomly selected sections from different mice of the cohort
were stained simultaneously using the same protocol except
for the primary antibody. After washing for 3 × 20 min
in PBS pH 7.4 including a nuclear counterstaining with
DAPI (4′,6-diamidino-2-phenylindole 1:500, abcam) sections
were mounted on slides and protected by Fluoro-Gel
mounting medium (EMS).
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Image acquisition

Sections containing the primary motor cortex at Bregma
AP 1.7 to 0.7 mm according to Franklin and Paxinos
(23) were imaged with a fluorescence microscope (BZ-X800,
Keyence) equipped with a 10× objective, a DAPI and Texas
Red filter cube for the DAPI and Alexa Fluor R© 568 signal,
respectively. Using the BZ-X800 Viewer software package,
images through the entire section were acquired as stitched
z-stacks with a step size of 1 µm at a xy-resolution of
1.5 µm/px. Acquisition settings were kept constant for all
samples within each staining. Images were saved at the
best focus plane as determined by the BZ-X800 Viewer
software package.

Cell quantification, size, and intensity
measurements

For all image processing and analysis, Fiji (24) was used.
The area of the primary motor cortex (M1) was manually
outlined according to Paxinos and Franklin (23). The layers
of M1 were delimited with the aid of the Scalable Brain Atlas
(25) in the DAPI channel. Images were individually thresholded
based on their background in the red channel (containing the
interneuronal staining) and the watershed algorithm applied
to separate potential overlapping cells. Subsequently, cells
located within M1 and its layers were counted using the
Particle Analyzer plugin. A minimum particle size of 40 µm2

was established and set to avoid the counting of artifacts.
Size and integrated density [representing the cumulatively
available PV or SST content in the cells; expressed in arbitrary
units (A.U.)] were measured for each counted particle. We
corrected density measurements for background fluorescence
for all particles in each section individually (integrated density–
background× particle area).

Statistical analysis

All behavioral tests, motor learning, microscopy, and
image analysis were conducted by experimenters blinded for
the treatment. The target number of mice used for the
experiment was determined based on numbers in previously
published studies and our experience with the model. Statistical
analyses were performed in Graphpad Prism Version 8.0.1.
The statistical test and group sizes are indicated in the results
text. Data are presented as mean ± SEM in Figures 1, 2, as
median, 25th and 75th percentiles, and minimum/maximum
in Figure 3. Validity of the statistical approach was ensured
by testing all data distributions for normality (D’Agostini-
Pearson test). Depending on the outcome parametric or non-
parametric tests were used for group comparisons. For repeated

measures ANOVA, Greenhouse-Geisser correction was applied.
Significance was assumed at alpha = 0.05, with two-sided
testing. Tukey’s or Dunn’s post-hoc tests were applied in
case of multiple comparisons after ANOVA or Kruskal-Wallis
test, respectively.

Results

Chronic social defeat stress changes
affective and motor learning behavior

All mice were subjected to 10 days of CSDS, or control
handling and stress-induced behavior was assessed within
2 days post stress (experimental timeline in Figure 1A).
The average stress score based on this behavioral assessment
[sucrose preference test (SPT), nestlet shredding test (NST),
social avoidance test (SAT), Supplementary Figure 1] showed
a significant increase of stressed behavior in the group of mice
exposed to CSDS (t21 = 2.501, P = 0.021, Student’s t-test,
Ctrl n = 10, CSDS = 13 mice; Figure 1B). Each animal was
classified as susceptible or resilient based on its deviation of
the score from the control group. There was no difference in
attack quantity and severity encountered by the resilient and
susceptible subgroup during CSDS (Supplementary Figure 2).
Cumulative CORT levels in the feces from the 24 h period after
the last stress session corroborated the behavioral classification
and revealed a significant increase of CORT release in resilient
mice compared to controls while susceptible mice did not show
this elevation post stress [F(2,18) = 4.309, P = 0.030, one-way
ANOVA with Tukey’s post-hoc test, Ctrl n = 8, Res n = 6,
Sus n = 7 mice; Figure 1C]. The two stress phenotypes had
markedly different weight developments throughout the first
5 days of CSDS: resilient mice gained weight compared to
control and susceptible mice [time F(4,80) = 4.713, P = 0.002;
stress F(2,20) = 3.896, P = 0.037; interaction F(8,80) = 2.404,
P = 0.022, RM ANOVA with Tukey’s post-hoc test, Ctrl n = 10,
Res n = 6, Sus n = 7 mice; Figure 1D]. Persistence of the stress-
induced phenotypes was confirmed at day 28 by a significantly
reduced nest building score in susceptible mice vs. control and
resilient mice (H2 = 11.29, P = 0.004, Kruskal-Wallis test with
Dunn’s post-hoc test, Ctrl n = 10, Res n = 6, Sus n = 7 mice,
Figure 1E) as already seen directly post CSDS (Supplementary
Figure 1). For assessment of motor learning abilities, all mice
were trained on the accelerating rotarod for 15 consecutive
trials on day three post CSDS. While stress susceptible mice did
not master to stay on the rod, resilient mice showed a similar
learning curve as controls [maximum time: F(2,20) = 27.72,
P < 0.0001, one-way ANOVA with Tukey’s post-hoc test, Ctrl
n = 10, Res n = 6, Sus n = 7 mice; Figure 1F]. This result
confirmed a stress-induced change in motor skill learning in
these mice, dependent on individual stress vulnerability.
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FIGURE 1

Chronic social defeat stress (CSDS) induces severe and lasting behavioral and physiological changes. (A) Experimental timeline. (B) Stress score
derived from three behavioral tests [sucrose preference test (SPT), nestlet shredding test (NST), social avoidance test (SAT); Supplementary
Figure 1] classified mice as stress susceptible or resilient. (C) Cumulative fecal corticosterone (CORT) levels from 24 h post CSDS normalized to
the control group. (D) Weight development of the three behavioral groups during the first 5 days of CSDS. (E) Chronic stress-induced changes
in the nest building test on day 28, 18 days post CSDS. (F) Motor learning assessed by the accelerating rotarod task 3 days post CSDS. ∗P < 0.05,
∗∗P < 0.01, ∗∗∗∗P < 0.0001. Results are shown as mean ± SEM.

Chronic social defeat stress alters cell
density in interneuronal networks in
the primary motor cortex

Five weeks after CSDS, brains were collected for analysis of
long-term interneuronal changes in the primary motor cortex.
The density of PV positive (PV+) cells was reduced in the
primary motor cortex in susceptible mice compared to controls
[F(2,20) = 16.14, P < 0.0001, one-way ANOVA with Tukey’s
post-hoc test, Ctrl n = 10, Res n = 6, Sus n = 7 mice], but
not in resilient mice (Figures 2A,D). The stress score was
not predictive of the PV+ cell density in the controls but
predicted it in the CSDS group [Ctrl: R2 = 0.054, F(1,8) = 0.458,
P = 0.518, CSDS: R2 = 0.416, F(1,11) = 7.822, P = 0.017, simple
linear regression, Figure 2B]. Layer-wise analysis of the cortex
revealed, that the group effect was driven by changes in PV+ cell
density of layer V, which showed a significant difference between
susceptible mice and both the control and resilient group [stress
F(2,80) = 6.953, P = 0.002, layer F(3,80) = 212.6, P < 0.0001,
interaction F(6,80) = 2.217, P = 0.05, two-way ANOVA with
Tukey’s post-hoc test, Ctrl n = 10, Res n = 6, Sus n = 7
mice; Figures 2C,D].

The analysis of the SST positive (SST+) cells revealed
a significantly reduced density in the primary motor cortex
of susceptible mice compared to both control and resilient

mice [F(2,20) = 6.664, P = 0.006, one-way ANOVA with
Tukey’s post-hoc test, Ctrl n = 10, Res n = 6, Sus n = 7
mice; Figures 2E,H]. The individual stress score was able to
predict the density of SST+ cells in stressed but not in control
mice [Ctrl: R2 = 0.167, F(1,8) = 1.608, P = 0.240, CSDS:
R2 = 0.417, F(1,11) = 7.851, P = 0.017, simple linear regression;
Figure 2F]. Group differences were confirmed specifically for
cortical layers II/III and V [stress F(2,80) = 14.60, P < 0.0001,
layer F(3,80) = 31.69, P < 0.0001, interaction F(6,80) = 1.222,
P = 0.304, two-way ANOVA with Tukey’s post-hoc test, Ctrl
n = 10, Res n = 6, Sus n = 7 mice; Figures 2G,H].

Chronic social defeat stress alters
morphological properties of motor
cortical interneurons

We next sought to dissect qualitative changes in the
networks of PV+ and SST+ cells of the primary motor cortex.
PV+ cell size was reduced in susceptible mice compared to
resilient individuals (H2 = 9.488, P = 0.009, Kruskal-Wallis
test with Dunn’s post-hoc test, Ctrl n = 1963 cells/10 mice, Res
n = 1093 cells/6 mice, Sus n = 1109 cells/7 mice; Figure 3A).
This effect was driven by layers II/III and V (layer II/III
H2 = 6.151, P = 0.046, layer V H2 = 9.369, P = 0.009, layer
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FIGURE 2

Interneuron populations are reduced in the primary motor cortex long-term after CSDS depending on stress vulnerability. (A) Parvalbumin
(PV+) cell density in the analyzed M1 area compared between the behavioral groups. (B) Predictive relationship of the stress score and PV+ cell
density in M1 analyzed for the stressed and unstressed group (gray area: stress score spectrum of controls and resilient mice, blue area: stress
score spectrum of susceptible mice). (C) Layer-wise assessment of the stress effect on PV+ cell density in M1. (D) Examples of the PV+ cells
(red = PV+ immunostaining, yellow = outlines of PV+ cells identified via semi-automated image analysis) in M1 and affected layers.
(E) Somatostatin (SST+) cell density in the analyzed M1 area compared between the behavioral groups. (F) Predictive relationship of the stress
score and SST+ cell density in M1 analyzed for the stressed and unstressed group (gray area: stress score spectrum of controls and resilient
mice, blue area: stress score spectrum of susceptible mice). (G) Layer-wise assessment of the stress effect on SST+ cell density in M1.
(H) Examples of the SST+ cells (red = SST+ immunostaining, yellow = outlines of SST+ cells identified via semi-automated image analysis yellow
outlines) in M1 and affected layers. ∗P < 0.05, ∗∗P < 0.01, ∗∗∗∗P < 0.0001. Results are shown as mean ± SEM. Left: scale bar = 500 µm, right:
scale bar = 100 µm.

VI H2 = 0.438, P = 0.804, Kruskal-Wallis tests with Dunn’s
post-hoc test, Figures 3B,C), while layer VI was not affected
(Supplementary Figure 3A). For the SST+ cell population, no
significant effect of CSDS in M1 overall (H2 = 1.717, P = 0.424,
Kruskal-Wallis test, Ctrl n = 877 cells/10 mice, Res n = 502

cells/6 mice, Sus n = 331 cells/7 mice; Figure 3D) or its layers
(Supplementary Figures 3B–D) was detected.

The integrated density of PV+ cells was significantly altered
in layers II/III and VI but not in layer V of M1: in layer II/III,
the susceptible group had significantly lower values compared
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FIGURE 3

Interneuron populations are morphologically changed in the primary motor cortex (M1) long-term after CSDS depending on stress vulnerability.
(A) Cell size changes of parvalbumin positive (PV+) cells in M1 and (B,C) its layers II/III and V (unchanged layer VI in Supplementary Figure 3).
(D) Examples of PV+ cells from layer V in the different behavioral groups (scale bar = 100 µm). (E) Cell size of somatostatin positive (SST+) cells
in M1. (F–H) Integrated density expressed as alterations of PV+ cells in the different M1 layers. (I) Intensity alterations of SST+ cells in layer VI
(unchanged layers II/III and V in Supplementary Figure 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗∗P < 0.0001. Results are shown as median, 25th and 75th
percentiles, and minimum/maximum.

to controls while in layer VI values in the resilient group were
reduced compared to both controls and susceptible mice (layer
II/III H2 = 7.844, P = 0.020, layer V H2 = 4.904, P = 0.086, layer
VI H2 = 24.89, P < 0.0001, Kruskal-Wallis tests with Dunn’s
post-hoc test when applicable Figures 3F–H). For SST+ cells,
significant changes of integrated staining density were restricted
to layer VI with a decrease in susceptible compared to resilient
mice (H2 = 7.496, P = 0.024, Kruskal-Wallis tests with Dunn’s
post-hoc test; Figure 3I), which exhibited a slight density
increase. No significant alterations were detected in layers II/III
and V (Supplementary Figures 3E,F).

Discussion

This study found evidence of long-term affection of the
GABAergic interneural network of the primary motor cortex by
CSDS, dependent on individual stress vulnerability.

Stress vulnerability determined by
individual burden is linked to motor
learning

We used three different behavioral tests as established
previously (6) to determine individual stress burden and
to classify stressed animals as susceptible or resilient. We

successfully developed this approach further and transformed
the outcomes into a stress score, which supports a more nuanced
characterization of the animals even within stress phenotypes.
As demonstrated previously, a lack of correlation between
the different behavioral tests occurred (6, 26), which is an
important aspect to consider since the majority of studies use
the SAT as the main criterion to determine stress vulnerability
(5, 27). Behavior can be influenced differently by chronic stress,
leading to a heterogeneous range of responses, with variable
strength and permanency (27–29). In our study, nest building
behavior was found to be strongly altered by chronic stress
still 2.5 weeks after CSDS, marking a persistence of stress
induced symptoms in susceptible mice as demonstrated in our
previous work (6). Our multimodal behavioral classification
using the stress score was further validated by differences in
weight development and diurnal CORT release between the two
stress phenotypes. Previous studies state that a typical response
to stress in rodents is decreased food intake, adiposity, and
body weight, due to the appearance of anhedonic behaviors
and loss of interest in palatable foods (30, 31). We did not
find signs of anhedonia in the SPT, or significant weight loss
in susceptible mice compared to controls. On the contrary, the
resilient group exhibited a prompt increase of body weight,
setting them apart from the susceptible mice. Studies using
CSDS usually report weight loss in susceptible mice while
resilient mice have been demonstrated to either lose or gain
(26, 32). As a limitation, food intake was not measured during
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FIGURE 4

Summary of the quantitative and qualitative changes in interneuronal networks of M1 and its layers dependent on individual stress vulnerability.
(A) Schematic network of parvalbumin positive (PV+) and somatostatin positive (SST+) interneuron populations investigated in this study and the
principal neurons (PN) of layer V of the primary motor cortex (black outline on coronal section) previously found to be affected by CSDS (6).
(B) Comparisons between the stress phenotypes (Res, Sus) and controls (Ctrl), and between the stress phenotypes to dissect the implication of
stress vulnerability for motor cortical interneurons also in relation to motor learning abilities on the rotarod.

our experiment. Glucocorticoids modulate feeding behavior but
also liquid retention and can thereby promote weight gain (31,
33). Stress activates the HPA axis in order to secure homeostasis
and adaptation both centrally and peripherally (5, 30, 34, 35).
In our study, elevation of CORT levels was also observed solely
in stress-resilient mice, which is in line with our previous data
(6). Together, stress-induced HPA axis activation in resilient
mice likely promotes better adaptation to chronic stress (5,
6, 30, 34). Again, we could demonstrate that motor learning
on the rotarod remained intact in the resilient group whereas
susceptible mice failed as shown before (6). This confirmation of
the vulnerability-dependent motor learning pattern is important
as the resilient phenotype was previously also accompanied
by faster recovery of stress-induced spine loss of principal
neurons, stability of learning-induced spine formation, and
lacked the microglial and astrocytic activation in the motor
cortex of susceptible mice 5 weeks post-stress (6). Although
no study including ours investigated gross motor learning in
such a late post-stress phase, Mizoguchi and colleagues found
impaired learning on the rotarod in rats 10 days after chronic
stress (36).

Interneuronal networks in M1 respond
chronically to stress depending on
individual vulnerability

GABAergic interneurons control (dys) regulated excitatory
output and spine density of principal neurons, which in turn
can influence glial activation (11). Thus, after confirmation of
the behavioral and motor functional phenotypes we proceeded
to analyze the two dominant populations of GABAergic
interneurons, PV+ and SST+ cells, 5 weeks post-stress.
We observed an overall quantitative reduction of PV+ and
SST+ interneuronal networks, which was limited to stress-

susceptible individuals. Several studies have investigated the

effects of chronic stressors in limbic or prefrontal cortical
areas of the brain, showing a decrease of GABAergic
interneurons in stress-susceptible mice, especially for PV+ and
SST+ interneurons (14, 15). As mentioned, the motor cortex
has rarely been investigated for such stress-induced effects
before. One study in rats used M1 as a control region and did
not find a change in the density of GABAergic interneurons
when analyzing the entire cortex area (15). These results,
contradictory to ours, could be explained by several factors,
limiting comparability: use of a different (non-social) stress
model, different classification of stress vulnerability, and use
of a different animal species according to other studies (37,
38). Moreover, we show in our data that subtle changes
in interneuronal networks could potentially be revealed best
by layer-wise analysis. This also takes into consideration
the layer-dependent distribution and function of GABAergic
interneurons. In our previous work, astrogliosis was restricted
to layer I and II/III and not found in layer V of M1 of susceptible
mice (6). This is in line with the now reported reduction of
PV+ cells in layer V, which in turn could lead to disinhibition
and glutamatergic excess in superficial layers which can lead
to astrogliosis and neuronal damage (39). Consistently, we had
previously found upregulation of glutamatergic proteins in the
proteome analysis of the cerebrospinal fluid in the same chronic
phase 5 weeks post-stress (6).

SST + interneurons can control excitatory output and
spine density of pyramidal cells by reaching out into the
upper layers of the cortex and playing a pivotal role in the
formation and stabilization of dendritic spines upon motor
learning (20, 40). The long-term marked alteration of layer
V and II/III SST+ cell density we report now fits well to the
protracted recovery of spine density in susceptible mice and the
impaired spine dynamics we also saw recently (6). Conclusively,
another study reported a reversal of drug-induced motor
cortical spine loss and impaired motor learning by activation
of SST+ interneurons (41). Generally, lack of SST+ signaling
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underlies a depressed and anxious phenotype in mice and
humans (12, 42). Although these affective behaviors are not
directly linked to the motor cortex, stress burden early after
CSDS was predictive of later SST+ and PV+ cell density in M1
in our study, adding new insights from an underestimated brain
region regarding the stress/behavior relationship.

Changes in cell function but also decreased detectability
of interneurons might be linked to alterations in morphology.
Hence, we investigated soma size and staining intensity of
the PV and SST markers, which can correlate with protein
expression (43). PV+ cell size was altered between resilient
and susceptible mice through slight up- and downregulation,
respectively. Although the size reduction was not significant
compared to controls, it cannot be completely ruled out
that part of the decrease in cell density in susceptible
mice is caused by a reduced detectability of cells slightly
smaller than our determined threshold. Since the lower size
threshold was carefully established using spatial correlation
with nuclear DAPI staining we do not consider this as a
relevant confounder. Reduced soma size could be linked
to a shift in certain PV+ subpopulations (19) caused by a
selective loss in susceptible mice. This could be assessed in
future studies by application of co-staining techniques, high-
resolution imaging of cell morphology, and electrophysiological
characterization, as over 20 different subtypes of GABAergic
interneurons in the cortex have been distinguished to date,
which differ on the markers they express but also on
firing patterns, morphology, and regional distribution (18,
19, 44).

Quantity of the PV and SST staining expressed in the
integrated density was differentially altered depending on
stress phenotype, cortical layer, and the marker itself. These
effects were dissociated from changes in cell density or size
and point to a chronic qualitative change of interneurons
predominantly in layer VI. Of note, this was detected
specifically in layer VI from resilient animals, a layer which
had not been affected by changes in density or cell size
and highlights subtle network changes induced by stress in
presumably “healthy” subjects with unchanged cell numbers.
Although the layer-wise connections between principal and
interneuronal networks (exemplary depiction in Figure 4A)
are still not completely understood (11, 40), layer VI exerts
excitatory output into layer V (40) and thus its disinhibition
can facilitate stress-induced hyperexcitability in the superficial
layers of M1 in susceptible mice. Viewing quantitative
and qualitative changes together (Figure 4B) a dissociation
between reduced cell density and integrated density is notable.
Hence, the reduction of detected PV+ and SST+ cells in
layers II/III and V is unlikely to be caused by a general
downshift of immunoreactivity. Furthermore, this is the only
technique allowing for high spatial resolution and thus layer-
wise analysis, which would be masked by methods using
whole tissue samples.

Together with our previous data of synaptic loss, glial
activation, and CSF alterations (6), the disturbance of the
GABAergic interneuron network reflects another indicator of
stress-induced hyperexcitability in the motor cortex, which
could underly impaired motor learning. Glutamatergic excess,
as mentioned above, generally promotes neurotoxicity which
could be underlying cell loss and degeneration in the
interneuronal networks of M1. Reduction of PV and SST
has been linked to proinflammatory and neurodegenerative
states (43, 45). We previously found signs of both states
in M1 and the cerebrospinal fluid of mice more than
5 weeks post CSDS (6). This indicates persistent stress-
induced negative effects on neuronal and non-neuronal cell
populations of M1 that are likely propelling each other. Our
study further highlights the importance of understanding
long-term neurobiological outcomes of chronically stressed
individuals considering the chronic timecourse of stress related
neuropsychiatric disorders.
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Cortical control of chandelier
cells in neural codes

Kanghoon Jung†, Youngjin Choi† and Hyung-Bae Kwon*

Department of Neuroscience, Johns Hopkins University School of Medicine, Baltimore, MD,

United States

Various cortical functions arise from the dynamic interplay of excitation and

inhibition. GABAergic interneurons that mediate synaptic inhibition display

significant diversity in cell morphology, electrophysiology, plasticity rule, and

connectivity. These heterogeneous features are thought to underlie their

functional diversity. Emerging attention on specific properties of the various

interneuron types has emphasized the crucial role of cell-type specific

inhibition in cortical neural processing. However, knowledge is still limited

on how each interneuron type forms distinct neural circuits and regulates

network activity in health and disease. To dissect interneuron heterogeneity at

single cell-type precision, we focus on the chandelier cell (ChC), one of the

most distinctive GABAergic interneuron types that exclusively innervate the

axon initial segments (AIS) of excitatory pyramidal neurons. Here we review

the current understanding of the structural and functional properties of ChCs

and their implications in behavioral functions, network activity, and psychiatric

disorders. These findings provide insights into the distinctive roles of various

single-type interneurons in cortical neural coding and the pathophysiology of

cortical dysfunction.

KEYWORDS

chandelier cells, axo-axonic cell, interneurons, cortical network, axon initial

segment (AIS) inhibitory synapse, excitatory inhibitory balance, synaptic plasticity,

schizhophrenia

Introduction

Various cortical processes depend on the dynamic interactions between excitation

provided by glutamatergic pyramidal neurons (PyNs) and inhibition provided by

interneurons (Hensch and Fagiolini, 2005). Interneurons releasing γ-aminobutyric acid

(GABA) represent 10–20% of all cortical neurons in the brain (Rudy et al., 2011) and act

as inhibitory nodes of neural circuits. The vast molecular diversity that exists among

interneurons (Taniguchi, 2014) accounts for the variety of distinct cortical functions

in the brain that collectively give rise to perception, cognition, and behavior. The

chandelier cell (ChC) is a GABAergic interneuron cell type that has captured the interest

of neuroscientists since its first discovery in the 1970s (Szentágothai and Arbib, 1974;

Jones, 1975). The ChCs are also known as axo-axonic cells (Somogyi, 1977) due to

their exclusive innervation of the axon initial segments of PyNs, a region for action

potential generation.
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Many discoveries have been made about the ChC’s

properties, functions, and implications in dysfunctional neural

states, which indicate its vital role in proper cortical functioning.

Distinct pathological states of ChCs are associated with

neuropsychiatric disorders, such as schizophrenia (Rocco

et al., 2017), epilepsy (DeFelipe, 1999), and autism spectrum

disorder (Lunden et al., 2019). Although previous studies

reported some controversies, such as whether the GABAergic

neurotransmission of ChCs is inhibitory or excitatory (Szabadics

et al., 2006; Woodruff et al., 2011) and whether its pathology

in schizophrenia is contributory or compensatory (Rocco

et al., 2017), recent advancements in genetic, optogenetic,

and recording techniques have been applied to clarify these

issues, illuminating the in vivo functions of ChCs in behaving

animals and setting the stage for understanding its role in

complex cognition.

The ChC is well-situated to mediate the balance between

excitation and inhibition, given its innervation of the AIS

that grants it effective, strategic inhibitory control over the

excitatory activity of PyNs (Veres et al., 2014). The regulation

of excitatory/inhibitory (E/I) balance by ChCs may have

essential functions of preventing neuronal hyperexcitability and

instantiating executive cognitive functions, as highlighted by

respective pathophysiological states observed in epilepsy and

schizophrenia. On one hand, dysfunctional ChCs are found in

epileptic visual areas (Ribak, 1985), where seizures are generated

due to unchecked propagation of excitatory activity. On the

other hand, dysfunctional ChCs are found in the schizophrenic

prefrontal cortex (Rocco et al., 2017), which is often associated

with positive cognitive symptoms. Theoretical modeling has

shown that the precise balance between inhibition and excitation

in a neural network facilitates greater precision and efficiency

in neural coding (Zhou and Yu, 2018). The failure of ChCs

to mediate this function may underlie the disorganization of

thought seen in schizophrenia.

In this review, we summarize the structural features of

ChC morphology and connectivity, and neuroplasticity of

axo-axonic synapses. We discuss functional features of ChC

such as electrophysiological properties, synaptic effects, and

neuromodulation of ChCs. We present recent discoveries about

the ChC’s in vivo functions in brain rhythms, behavioral

states, and neural coding. Finally, we outline the potential

pathophysiological mechanisms of ChCs in disrupted E/I

balance and the corresponding implications in schizophrenia.

Diversity of GABAergic interneuron
types

GABAergic interneurons comprise 10–20% of all cortical

neurons in the brain (Rudy et al., 2011) and have a fundamental

role in operating neural circuitry by maintaining proper levels

of excitability, synchronizing the firing of neuronal ensembles,

controlling precise spike timing, and integrating synaptic

inputs (Isaacson and Scanziani, 2011). These multifaceted

functions can originate from interneuron heterogeneity

in their morphology, connectivity, electrophysiology, and

chemistry. We will review three major groups of GABAergic

interneurons and the heterogeneity existing within each

group, which spotlights ChCs as a single cell type within

the taxonomy.

First, parvalbumin-expressing interneurons (PV-INs)

account for ∼40% of GABAergic interneurons (Tamamaki

et al., 2003; Fogarty et al., 2007; Figure 1A). PV-INs consist

mostly of basket cells (PV-BCs) that exert perisomatic inhibition

targeting the soma and proximal dendrites of PyNs (Martin

et al., 1983; Kawaguchi and Kubota, 1997; Figure 1B). PV-BCs

share common excitatory inputs with their target PyNs that

they innervate, demonstrating feedforward inhibition (Willems

et al., 2018; Figure 1C; top). In addition, PV-INs neurons can be

reciprocally connected with PyNs to provide feedback inhibition

(Grosser et al., 2021; Figure 1C; middle). In addition to PV-

BCs, cholecystokinin-expressing BCs (CCK-BCs) constitute

a smaller proportion of GABAergic interneurons. Both types

of BCs innervate perisomatic domains with similar GABA-A

receptor subunit composition contents (Kerti-Szigeti and

Nusser, 2016) and mediate similar potencies of perisomatic

inhibition to control PyN firing (Andrási et al., 2017). However,

these two BC cell types receive excitatory inputs from PyNs with

distinct properties (Andrási et al., 2017), and CCK-BCs display

slower firing rates (∼30Hz) than PV-BCs (∼110Hz) (Szabó

et al., 2010; Barsy et al., 2017). ChCs have been traditionally

considered to be PV-INs, despite evidence of little to no

expression of PV (Taniguchi et al., 2013). ChCs are distinct from

BCs in their exclusive connectivity to the axon initial segment

(AIS) of PyNs (Somogyi, 1977; DeFelipe et al., 1985; Figure 1B).

Electrophysiologically, PV-INs are fast-spiking, exhibiting

high-frequency action potentials and little adaptation (Xu and

Callaway, 2009). Yet, multipolar bursting (MPB) neurons,

PV-INs found in the upper L2, do not display the characteristic

fast-spiking firing pattern of other PV-INs (Blatow et al., 2003).

Second, somatostatin-expressing INs (SST-INs) comprise

∼30% of GABAergic interneurons (Lee et al., 2010; Figure 1A).

SST-INs consist mostly of Martinotti cells (MCs) that exert

dendritic inhibition targeting the distal apical dendrites of post-

synaptic neurons (Karube et al., 2004; Figure 1B). Neocortical

MCs project axons that horizontally bifurcate in L1 (Wang

et al., 2004). MCs can be subdivided into two types, based on

their expression of the calcium-binding protein calretinin (CR).

CR+ and CR- MCs have been shown to exhibit differences

in their dendritic morphology as well as input connectivity

(Xu et al., 2006; Kapfer et al., 2007). The electrophysiology of

these neurons is characterized as regular-spiking with adaptation

or burst-spiking (Kawaguchi and Kubota, 1997). X94 cells are

another type of SST-INs, distinct from MCs in their anatomy

and electrophysiology. They are found in L4,5 and innervate
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FIGURE 1

Heterogeneity of GABAergic interneurons and connectivity of ChCs. (A) Dendrogram and Venn diagram of neocortical GABAergic interneurons.

Parvalbumin-expressing interneurons (PV-INs) account for ∼40% of all GABAergic interneurons. PV-INs further divide into basket cells,

chandelier cells, and multipolar bursting cells (MPBs). Somatostatin-expressing interneurons (SST-INs) account for ∼30% of all GABAergic

interneurons. The majority of SST-INs are Martinotti cells, which are morphological and electrophysiologically heterogeneous and can be

(Continued)
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FIGURE 1 (Continued)

further classified as calretinin-positive (CR+) or calretinin-negative (CR–). 5HT3aR-expressing interneurons account for ∼30% of all GABAergic

interneurons and are further divided into vasoactive intestinal peptide (VIP)-positive or VIP-negative. VIP-positive neurons display heterogeneity

in their morphology and firing patterns. The majority of VIP-negative neurons express reelin. Adapted from Rudy et al. (2011). (B) Schematic of

subcellular innervations of various GABAergic interneuron types on pyramidal neurons (PyNs). PV-expressing basket cell (PV-BC) innervates the

dendrite and soma of PyNs. ChC exclusively innervates the axon initial segment of PyNs. SST-INs target the dendrites of PyNs. VIP-positive

neurons commonly innervate SST-INs to disinhibit PyNs. Adapted from Taniguchi (2014). (C) Common circuit motifs utilized by GABAergic

interneurons. In feedforward inhibition, an external source makes excitatory synapses onto both local PyNs and the GABAergic interneurons. FFI

is used by ChCs and other GABAergic interneurons. Feedback inhibition occurs when GABAergic interneurons exert inhibition on local PyNs that

initially provided excitation (recurrent) or other neighboring neurons that did not participate in the recruitment of the GABAergic interneuron

(lateral). In disinhibition, the principal target of an interneuron is another interneuron, suppressing its inhibitory activity onto PyNs. VIP neurons

inhibit SST-INs to disinhibit PyNs. Adapted from Tremblay et al. (2016). (D) Dendritic, somatic, and axonal morphology of neocortical ChCs.

Dendrites radially arborize within a diameter of 100–150µm, consisting of two main trunks: upper (branching to L1) and lower (branching to L4).

The main axon descends 50–100µm before profusely branching within a diameter of 100–200µm, occupying L2–L4. The axon terminal

segments consist of vertically oriented multiple boutons, which are each 1–2µm in size and exclusively innervate the axon initial segment (AIS)

of PyNs. The soma is oval in shape, found mostly in upper L2/3. Adapted from Wang et al. (2016). (E) Output connectivity features of ChCs.

One-to-many connectivity to PyNs (top), in which a single ChC innervates many PyNs (35–50% of all PyNs that reside within the ChC’s axonal

field). Complex axon terminals (middle), in which multiple ChC cartridges converge onto the same region of PyN AIS to form a

cylindrical-shaped axon terminal. Many-to-one connectivity to PyNs (bottom), in which multiple ChCs innervate the same PyN AIS. (F)

Schematic of laminar distribution of inputs to cortical L2/3 ChCs. Circular and arrow tips indicate inhibitory and excitatory inputs, respectively.

ChCs may be innervated by single-bouquet cells (SBC) from L1; Martinotti cells (MC), neurogliaform cells (NGC), other ChCs via gap junctions,

basket cells (BC), and pyramidal neurons (PN) from L2/3; PN from L4; NGC and PN from L5; Unknown interneuron type from L6. Adapted from

Wang et al. (2021).

L4, and they display lower input resistance along with shorter

duration spikes and a stuttering firing pattern (Ma et al.,

2006). In addition to the MCs and X94 cells, there are likely

more subtypes of SST-INs, given observations of varying firing

patterns, molecular markers, and connectivity (Xu et al., 2006;

Gonchar et al., 2008).

Third, ionotropic serotonin-receptor-expressing INs

(5HT3aR-INs) constitute ∼30% of INs (Lee et al., 2010;

Figure 1A). 5HT3aR-INs are divided into vasoactive intestinal

peptide (VIP)-expressing INs (40% of 5HT3aR-INs) and non-

VIP-expressing INs (∼60% of 5HT3aR-INs) (Lee et al., 2010).

Both are diverse among themselves. The majority of VIP+

INs preferentially innervate SST-INs and in turn disinhibit

PyNs through the inhibition of SST-INs (Acsády et al., 1996;

Pfeffer et al., 2013; Figure 1C; bottom). VIP+ INs are further

classified by their morphology (bitufted, bipolar, or multipolar)

(Miyoshi et al., 2010) and coexpression of calretinin (CR) (Cauli

et al., 2000), which overlaps with molecular profiles of SST-IN

subtypes mentioned above. VIP- INs are further classified

by their expression of reelin (e.g., neurogliaform cells, ∼80%

of VIP- neurons), which is also coexpressed in some SST-IN

subtypes (Lee et al., 2010).

Here we have outlined the substantial heterogeneity and

overlap that exist among the three major interneuron groups:

PV, SST, and 5HT3aR. Such heterogeneity poses a challenge

in defining single cell types, which is a prerequisite to

dissecting distinct synaptic properties and functions in a cell-

type-specific manner. To overcome the challenge, there has

been an increasing effort to identify and classify homogeneous

interneuron types. As an example of this ongoing endeavor,

we spotlight the development of the various methods used

to identify the ChC. In early studies of ChCs (DeFelipe

et al., 1985), Golgi staining was used to visualize the fine

anatomical details of the cell, which revealed its chandelier-

like axonal arborization geometry ChC morphology, which

allowed researchers to distinguish it from other interneuron

types. Later immunohistochemical techniques revealed the

immunoreactivity of ChCs to various proteins, such as GAT-

1, PV, calbindin, corticotropin-releasing factor, and ankyrin-

G (Howard et al., 2005). Their immunoreactivity to PV was

observed in various brain regions, including the visual cortex

(Lewis and Lund, 1990), sensory-motor cortex (DeFelipe et al.,

1985), prefrontal cortex (Taniguchi et al., 2013), entorhinal

cortex (Schmidt et al., 1993), and hippocampus (Sik et al., 1993).

These widespread observations led researchers to regard ChCs

as a subset of PV-expressing interneurons (Rudy et al., 2011).

However, a later study showed that only∼50 and∼15% of ChCs

in the somatosensory cortex and the medial prefrontal cortex

(mPFC), respectively, were immunoreactive for PV (Taniguchi

et al., 2013), demonstrating a significant heterogeneity of PV-

expression among ChCs. In addition, other molecular markers

of ChCs such as CRF (Lewis and Lund, 1990) and calbindin

(Rio and DeFelipe, 1997) have demonstrated considerable

heterogeneity among ChCs, together posing challenges in

determining a homogeneous set of molecular features of the cell.

In recent years, advancements in genetics and

transcriptomics have enabled a more rigorous investigation of

the molecular profile of single cell types and granted genetic

access to ChCs, giving way to significant discoveries about their

function in synaptic inhibition and cortical processing. Using

single-cell RNA sequencing (scRNA-seq) and cluster analysis,

the transcriptional profile of ChCs was systematically sequenced

and transcriptional differences from other GABAergic

interneurons were revealed. For example, cortical ChCs showed

their high expression levels of several genes, including cell

adhesion molecule UNC5b, γ-subunit of GABA-A receptors,
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calcium-binding protein Rasgrp1, and cGMP-dependent PKG

Prkg (Paul et al., 2017). In addition, hippocampal ChCs were

identified by their high expression levels of unique marker genes

Ntf3 and Sntb1 (Yao et al., 2021). Furthermore, a multimodal

cell census and atlas of the mammalian primary motor cortex

have shown that ChCs indeed constitute a highly distinct

neuronal cell type based on their transcription profiles (BICCN,

2021). Lastly, the PV-Vipr2 cell type identified by scRNA-seq

data analysis was shown to correspond to the phenotypic ChC

cell type, and the genetic marker Vipr2 was used to develop

the transgenic mouse line Vipr2-IRES2-cre, allowing direct

genetic access to ChCs (Tasic et al., 2018). The recent progress

has strengthened the long-standing understanding of the ChC

as a distinct single cell type with genetic profile in detail and

increased accessibility to ChCs to study its functions in vivo in

transgenic ChC specific mice. The study of ChCs thus marks a

progress in detangling the complexity of GABAergic INs and

serves as a platform to investigate the specific role of single IN

types in brain function.

Morphology and connectivity

ChCs are identified by their unique chandelier-like axonal

structures which are preserved across various species such as

cats, rodents, and monkeys (Somogyi et al., 1982). ChCs are

found in various neocortical regions including the dorsolateral

prefrontal cortex (DLPFC) (Schoonover et al., 2020), motor

cortex (Somogyi et al., 1982), visual cortex (Somogyi et al.,

1982), and somatosensory cortex (Zhu et al., 2004). In the

neocortex, ChCs are most abundant in cortical layer 2/3 (L2/3)

(Somogyi, 1977) where ChCs account for 2% of all GABAergic

interneurons (Jiang et al., 2015). ChCs are also found in

subcortical regions, such as the hippocampus—CA3 (Gulyás

et al., 1993), CA1 (Somogyi et al., 1983), and dentate gyrus

(Soriano and Frotscher, 1989)—and the basolateral amygdala

(BLA) (McDonald, 1982).

Morphology

The soma of ChCs is small and fusiform-shaped, with

roughly a width of 8–10µm and length of 16–20µm (Somogyi

et al., 1982; Figure 1D). ChC dendrites branch radially from

the soma within a cylinder of 100–150µm diameter (Somogyi

et al., 1982). Two main dendritic trunks originate from the

upper and lower regions of the soma, giving the ChC a

bitufted morphology. In the neocortex, the upper main trunk

ascends to L1 (Xu and Callaway, 2009) and the lower descends

to L4 (Somogyi, 1977). On the dendritic shaft, a moderate

number of drumstick-shaped spines can be found (Somogyi,

1977). The main ChC axon originates from the lower main

dendritic trunk (Somogyi et al., 1982) or from the soma

base (Lewis and Lund, 1990) and descends 50–100µm before

arborizing profusely and expansively, with an axonal field

that covers L2/3/4 within a cylinder of 100–200µm width

(Somogyi et al., 1982). The main axons are myelinated (Somogyi

et al., 1982). The axonal arbor of ChC axons consists of as

many as 400 rows of horizontal collaterals (DeFelipe et al.,

1985) that terminate in vertically oriented axon terminals also

called “cartridges” (Szentágothai, 1975; Somogyi, 1977), which

contain multiple synaptic boutons, ranging from 2∼12 in the

mouse neocortex (Inan et al., 2013) and ∼8.4 in the mouse

basolateral amygdala (Veres et al., 2014). The length of cartridges

ranges between 10 and 50µm, and the average synaptic

bouton is 1–2µm in size (Somogyi, 1977). These distinctive

features of the ChC’s axon, which resembles a chandelier,

provide the basis for its name. Despite these morphological

features that are largely uniform among ChCs across various

brain areas and species, it is noteworthy that a recent

study using high-resolution, large-volume light microscopy

revealed that there are morphologically distinct subtypes based

on variations in its dendritic and axonal morphology and

laminar arrangement among ChCs (Wang et al., 2019). The

laminar position and local geometry of dendrites and axons

could determine the recruitment of different ChCs by input

streams and the innervation of different PyN populations by

ChCs, respectively (Wang et al., 2019). Therefore, the fine

granularity of the ChC morphology and laminar distribution

may indicate a potential functional heterogeneity among the

ChC cell type.

Output connectivity

The most distinctive feature of ChCs is their exclusive

innervation of PyNs at the axon initial segment (AIS) (Somogyi,

1977; DeFelipe et al., 1985), where action potential is generated

(Stuart and Sakmann, 1994; Ogawa and Rasband, 2008).

ChC cartridges vertically align themselves along the AIS of

PyNs, formingmultiple synaptic connections through numerous

axonal boutons per AIS. The distribution of ChCs synapses

is not uniform along the AIS, as they have been shown to

preferentially contact a particular portion of AIS with a cross-

sectional diameter of 0.5–1µm (Vereczki et al., 2016) and

distance of 20–40µm from the PyN soma (Veres et al., 2014),

which has been shown to exhibit the lowest threshold for

action potential generation (Veres et al., 2014). ChC cartridges

display a characteristic tendency to climb upwards along the

length of the PyN AIS, with proximal boutons targeting the

distal ends of the AIS (Fairén and Valverde, 1980; Peters et al.,

1982; Howard et al., 2005). In these ways, ChCs cartridges

strategically organize their synapses along the PyN AIS to

maximize their inhibitory control. The strength of inhibition

by ChCs onto PyNs has been shown to be correlated to the

number of boutons contacting the AIS, with greater numbers
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giving rise to more effective inhibition of PyN activity (Veres

et al., 2014). Specifically, 10–12 ChC synapses onto the AIS

are sufficient to reduce the firing probability of PyNs by

95% and thereby veto the generation of action potentials

(Veres et al., 2014).

A single ChC densely innervates hundreds of PyNs

(Figure 1E; top), specifically 35–50% of all PyNs that reside

within its axonal field (Inan et al., 2013). This number ranges

between 50 and 200 PyNs in the neocortex (Somogyi et al.,

1982), 600–650 PyNs in the basolateral amygdala (Vereczki et al.,

2016), and up to 1,200 PyNs in the hippocampus (Li et al.,

1992). In some brain regions, multiple cartridges of a single

ChC converge onto the same PyN AIS to create a complex

cylindrical axon terminal (Fairén and Valverde, 1980; Inda

et al., 2009; Figure 1E; middle). Furthermore, multiple ChCs

can innervate a single PyN AIS, ranging from ∼4 ChCs in the

mouse somatosensory cortex (Inan et al., 2013), ∼13 In the

mouse visual cortex (Schneider-Mizell et al., 2021), and 6–7 in

the mouse basolateral amygdala (Vereczki et al., 2016; Figure 1E;

bottom). The convergent connections of ChCs to PyNs arise

during post-natal development when the AIS is innervated by

an excessive number of AIS-preferring axons of multiple ChCs,

which show target preference by post-natal day 14 (P14), as

well by non-AIS-preferring axons which are eliminated by P28

(Gour et al., 2021). These meticulous connectivity patterns allow

ChCs to precisely and powerfully control the activities of PyN

populations (Veres et al., 2014).

Input connectivity

ChCs receive excitatory and inhibitory inputs from a variety

of cortical layers through synapses located primarily on the

dendritic spines, less commonly on the soma, and none on

the AIS (Somogyi et al., 1982). Specifically on their dendrites,

ChCs receive a similar density yet fewer number of excitatory

glutamatergic inputs by PyNs when compared to BCs, due to the

less elaborate branching of the ChC’s dendritic trees (Papp et al.,

2013). As a result, ChCs display a rate of spontaneous excitatory

post-synaptic current that is lower than that of BCs (Papp et al.,

2013).

Various brain regions have been studied to determine

the distribution of local inputs to L2/3 ChCs (Figure 1F).

In the primary visual cortex (V1) of adult mice, octuple

whole-cell recordings revealed that ChCs receive monosynaptic

inhibitory input from single-bouquet cells (SBCs) in L1, BCs

in L1, and MCs in L1 and L5 (Jiang et al., 2015). In the

prelimbic cortex of adult mice, the laminar distribution of

monosynaptic excitatory input to ChCs by PyNs was studied

via optogenetic stimulation of PyNs in various layers. L2/3

ChCs receive the greatest excitatory input from more distant

layers, namely L3 and L5, and significantly less input from L1

(Lu et al., 2017). Global connectivity to prelimbic ChCs was

examined using trans-synaptic rabies tracing. At a network level,

prelimbic ChCs receive monosynaptic excitatory input from the

contralateral prelimbic cortex and mediodorsal, anteromedial,

and ventromedial thalamic nuclei, and cholinergic input from

the diagonal band of the basal forebrain (Lu et al., 2017).

Furthermore, prelimbic ChCs were shown to receive the

strongest inhibitory input from L1 (Lu et al., 2017). In the

primary somatosensory cortex (S1) of adult mice, laser scanning

photostimulation was used to determine the distribution of

input strengths from various layers. S1 ChCs receive the

strongest excitatory input from local L2/3 and L5 PyNs;

no significant excitatory input from L4 PyNs; the strongest

inhibitory input from L1 followed by L2/3; no significant

inhibitory input from L4 and L5A; and weak inhibitory input

from L5B and L6 (Xu and Callaway, 2009).

Input to ChCs is not limited to chemical synapses.

Neighboring L2/3 ChCs have been shown to be electrically

coupled through gap junctions which may facilitate their

concerted activity (Woodruff et al., 2011; Figure 1F). Less

commonly, ChCs are connected by gap junctions with adjacent

BCs (Woodruff et al., 2011). In addition, in the mPFC, the

firing of ChCs induced glutamatergic excitation that activated a

nearby ChCs and back to itself, indicating that nearby ChCsmay

di-synaptically activate one another via an intermediate PyN

(Taniguchi et al., 2013). The electrical coupling and di-synaptic

excitation among local ChCs may have a role in promoting the

synchronized inhibition of PyN populations, a property that

has been observed in other GABAergic interneurons (Beierlein

et al., 2000). Additionally, electrical coupling among ChCs

via gap junctions may instead have a more complex role of

desynchronizing the firing of ChC populations, a function

that was recently shown to be possible when GABAergic

interneurons coupled only via gap junctions evoke large, slow,

inhibitory gap junction potentials with high viability in electrical

connection strengths (Szoboszlay et al., 2016).

Neuroplasticity of chandelier cell

Like other neurons, ChCs undergo neuroplasticity and

display substantial variability in their inhibitory synapses,

depending on the developmental stage and characteristics of

the post-synaptic PyN activity. Here we review molecular

mechanisms related to axonal development and synaptogenesis

and plasticity during the development and activity-dependent

variability of ChCs.

Axo-axonic synaptic plasticity during
development

The development of the ChC axon includes several key

stages: Filopodia extends from axonal shafts to recognize cues
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and direct the axon to its final destination. After the axon

arborizes, synaptic boutons develop to form the characteristic

cartridges of ChCs. Finally, ChC axons selectively establish

synaptic contact with the PyN AIS. Recent studies have

illuminated the various cellular and molecular components

responsible for these developmental processes.

The initiation of filopodia in ChCs and resulting axonal

arborization is regulated by long-range cholinergic projections

from the basal forebrain (BF) (Steinecke et al., 2022). When

nicotinic acetylcholine receptors (nAChRs) were blocked in

ChCs of the mPFC using an antagonist selective for the

α4-subunit-containing isoform of the receptor, a significant

decrease in filopodia growth was observed. The spiking

properties of the same ChCs were not affected, indicating

that the effect of acetylcholine (ACh) signaling on axons is

direct and local (Steinecke et al., 2022). Moreover, the initiation

of filopodia growth was observed preferentially at axonal

varicosities. Therefore, cholinergic modulation is critical for

filopodia formation at axonal varicosities of ChCs (Steinecke

et al., 2022). Furthermore, using electroporation and calcium

imaging, it was shown that T-type voltage-gated calcium

channels (VDCCs) maintain the basal calcium level range in

axonal varicosities. Calcium levels were reduced in varicosities

when nAChRs were blocked and increased when nicotine was

rapidly administered, and an increase in calcium level was

followed by filopodia initiation. As a result, the α4-nAChR–T-

type VDCC signaling axis regulates filopodia initiation in ChCs

(Steinecke et al., 2022). The in vivo function of the nAChR–T-

type VDCC signaling pathway in ChC axonal arborization was

tested using a loss-of-function experiment. When ChCs with

mutant α4-nAChRs ormutant T-type VDCCs were transplanted

in developing mice, a significant decrease in axonal branching

was observed at P13 compared to the wild type, confirming

that the nAChR–T-type VDCC signaling axis regulates the

arborization of ChC axons.

The morphogenesis of ChC synaptic boutons has been

shown to be mediated by three molecules: ErbB4, DOCK7,

and FGF13. First, the depletion of a receptor tyrosine kinase

ErbB4, which is expressed by PV-positive interneurons, led

to a decrease in ChC bouton density without affecting the

overall morphology of the ChC (Fazzari et al., 2010). Second, a

guanine nucleotide exchange factor DOCK7 was shown to act

as a cytoplasmic activator of ErbB4 and promote ChC bouton

development by augmenting ErbB4 activation independently

of its GEF activity. Indeed, defective ErbB4/DOCK7 signaling

was correlated with a decrease in both size and density of

ChC boutons (Tai et al., 2014). Therefore, the development

of ChC boutons is understood to be controlled by DOCK7’s

modulation of ErbB4 activity. A recent study using RNA

sequencing and whole transcriptome analyses of GABAergic

interneurons during early synaptogenesis found that a non-

secretory growth factor FGF13 has a critical role in regulating

ChC bouton development. When FGF13 was knocked out

during P2 and P14, when axonal development was mostly

complete, there was a significant decrease in the density of pre-

synaptic ChC boutons (Favuzzi et al., 2019). The molecules

ErbB4, DOCK7, and FGF13 are involved in the development of

ChC boutons.

Given the highly precise subcellular targeting of ChC axons

on the AIS of PyNs in the adult brain, it is important to

understand how such synaptic target preference is established

during post-natal development. During development, ChCs

form both AIS and off-target varicosities that undergo distinct

developmental regulation and develop an excess of off-target

axonal varicosities in addition to AIS-targeting varicosities

(Steinecke et al., 2017). Unlike off-target varicosities, AIS-target

varicosities that predominantly contain pre-synaptic markers

VGAT specifically formed synapses at AIS and persisted in

young adulthood (P28) whereas off-target varicosities that lack

pre-synaptic markers did not form synapses and its number

decreased in young adulthood. A recent study also reported

that coordinated axo-axonic innervation of particular AIS via

en passant synapses was observed already at P14 before ChC

cartridges are established (Gour et al., 2021). These suggest

that subcellular synapse specificity of ChCs is predetermined

and such predetermined target choice possibly corresponds

to the gradual removal of off-target synapses over post-natal

development. It is possible that molecular cues localized at AIS

provide target recognition and synapse formation by ChCs.

In vivoRNA screening revealed that the selective innervation

of the PyN AIS by ChC is regulated by a pan-axonally expressed

L1 family member cell adhesion molecule L1CAM. When

L1CAM was depleted in the embryonic neocortex, the number

of PyN AISs innervated by ChCs decreased significantly at

P28 (Tai et al., 2019). Furthermore, the number of vesicular

GABA transports (VGAT) and gephyrin puncta, which are,

respectively, pre- and post-synaptic markers for GABAergic

synapses (Micheva et al., 2010), was also decreased at the AIS

but not somatic or dendritic regions of the PyN (Tai et al.,

2019). In addition to being critical for establishing ChC/PyNAIS

innervation, L1CAMwas shown also to play an important role in

maintaining these synapses during adulthood. When most axo-

axonic synapses are established in adulthood, the silencing of

L1CAM in PyNs led to a significant decrease in the number of

ChC/PyN synapses and gephyrin puncta per PyN AIS (Tai et al.,

2019). L1CAM alone does not sufficiently explain the subcellular

specificity of the ChC/PyN AIS innervation, since L1CAM is

distributed pan-axonally along the PyN. A cytoskeletal complex

of ankyrinG (AnkG) and βIV spectrin at the PyN AIS has been

suggested as a model to anchor and cluster L1CAM molecules

to promote high-affinity cell adhesion to nearby ChC cartridges

(Tai et al., 2019). Supporting this model, disruption of the

L1CAM-AnkG-βIV-spectrin complex was shown to reduce the

density of L1CAM distribution at the AIS and importantly

impair the innervation of AIS by ChC cartridges (Tai et al.,

2019). It would be of great interest to identify such molecular
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FIGURE 2

Plasticity and variability of axo-axonic synapses. (A) Synchronous developmental time course of changes in PyN spine density (filled diamonds)

and ChC cartridge density (blank circle) in the L3 monkey prefrontal cortex. Both PyN dendritic spine density and ChC cartridge density rapidly

increase during 2–3 post-natal months (rapid proliferation), reach their highest levels at 1.5 years of age, progressively decline until 4.5 years of

age (synaptic pruning), then remain stable in early adulthood. Adapted from Anderson et al. (1995). (B) Variability in the ChC axon terminals on

AISs of L2/3 PyNs of the monkey sensory-motor cortex. Arrows indicate synaptic contacts only on the AIS. T indicates the total number of

synapses on the AIS (GAD-positive). Adapted from DeFelipe et al. (1985). (C) Features of target PyNs correlated with axo-axonic synaptic

strength. The cortical depth of PyN soma location (left), the degree of perisomatic inhibition (middle), and the size of PyN soma (i.e. soma area

and AIS radius, right) are positively correlated with the strength of ChC inputs to the AIS. Adapted from Schneider-Mizell et al. (2021).

cues that determine the connectomic target preference of ChC

axons for future study.

The post-natal development of ChC axons involves an

initial stage of the rapid proliferation of new synapses followed

by a later stage of removal and refinement of these synapses

(Pan-Vazquez et al., 2020; Gour et al., 2021; Figure 2A). In

various brain regions of kittens, ChC axons branched more

profusely and axon terminals displayedmore complex structures

when compared to those of adult cats (Somogyi et al., 1982).

Specifically in the kitten visual cortex, the rapid proliferation of

ChC axons and axo-axonic synaptogenesis was shown to occur

up to the age of 7–8 weeks, after which the axon terminations

and synaptic boutons became simplified, more prominent, and

organized (Somogyi et al., 1982). In vivo imaging of ChCs

during post-natal development showed that ChC axons rapidly

arborized and formed axo-axonic synapses between P12 and

P18 (Pan-Vazquez et al., 2020). In that study, they further

showed that the plasticity of axo-axonic synapses is reversible

and follow homeostatic plasticity rules based on developmental

switches in GABAergic polarity of axo-axonic synapses from

depolarizing during P12–P18 and to hyperpolarizing in older

mice (P40–46). A recent study using three-dimensional electron

microscopy revealed that ChC axons exhibit axo-axonic target

preference for innervation of the AISs of layer 2/3 PyNs (∼60%

of ChC axon terminals made contact with the AIS of PyNs)

by P14 and develop their full target preference with almost

∼90% contact with the AIS of PyNs by P28 (Gour et al., 2021).

These studies suggest that ChCs undergo significant plasticity

during post-natal development, guided by various molecular

and neurophysiological factors (Anderson et al., 1995; Fazzari

et al., 2010; Favuzzi et al., 2019), to establish powerful inhibition

on the excitatory activity of PyNs.

Interestingly, the time-course of changes in the synaptic

density of inhibitory ChC synapses on the PyN AIS parallels

that of excitatory synapses by other neurons on PyN dendritic

spines (Figure 2A). In the monkey L3 PFC, the dendritic spines

of PyNs where excitatory input is received displayed a pattern of

rapid proliferation and subsequent simplification during post-

natal development. PyN spine density increased rapidly during

the first 2–3 post-natal months, remained high until 1.5 years of

age, and progressively declined until 4.5 years of age, at which

point the spine density stabilized into adulthood (Anderson

et al., 1995). The same time-course of development was observed

with the synaptic boutons of ChCs in the L3 prefrontal cortex
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that contact the AIS of PyNs. Using immunohistochemistry of

PV which is found in axon terminals of ChCs, ChC boutons

were first observed on 22 post-natal days, and their density

substantially increased during the first 3 post-natal months.

Much like the spine density of PyNs, ChC bouton density

remained at its peak (of 750/mm2) through 1.5 years of age, then

declined over the next year (Anderson et al., 1995). This close

temporal parallel between the post-natal developmental pattern

of PyN dendritic spines and ChC synaptic boutons is not trivial,

given that the time-course of synaptogenesis greatly varies by

cell type (DeFelipe et al., 1985; Schneider-Mizell et al., 2021).

As such, this suggests that the plasticity of ChC axon terminals

may be dependent on the level of excitatory activity of PyNs,

which may function to maintain a precise balance between the

inhibition exerted by ChC axo-axonic synapses and excitation

by dendritic spine synapses of PyNs.

Variability in axo-axonic synaptic
strengths

The plasticity of ChC axon terminals and axo-axonic

synapses is further demonstrated by the observation that there

exists substantial variability in the magnitude of ChC input to

PyN AISs (DeFelipe et al., 1985; Schneider-Mizell et al., 2021;

Figure 2B). This variability reflects the ability of ChCs to regulate

their inhibitory strength based on the characteristics of its target

cell, and may have a role in shaping the functional properties

of PyNs. Variability in ChC input seems to be dependent on

three aspects of the innervated PyNs: laminar depth of the soma,

other sources of perisomatic inhibition, and size of soma andAIS

(Figure 2C).

Firstly, the laminar depth of the PyN’s location is associated

with ChC input strength (Figure 2C; left). Deeper PyNs receive

weaker ChC inhibition. This correlation has been demonstrated

in the monkey sensory-motor cortex (DeFelipe et al., 1985)

and the mouse visual cortex (Schneider-Mizell et al., 2021).

First, ChC axon terminals in the monkey sensory-motor cortex

area 4 were stained with immunohistochemistry for the enzyme

GAD which is found in GABAergic axon terminals. Doing so

revealed that the AIS of PyNs in cortical layers 2 and 3 were

innervated by a greater number of GAD-positive ChC axon

terminals when compared to those of L5 (DeFelipe et al., 1985).

In a later study of the mouse visual cortex, it was observed

that even within cortical layers 2/3, greater cortical depth was

associated with less number of ChC axo-axonic synapses onto

a single PyN AIS hence a weaker inhibition (Schneider-Mizell

et al., 2021). Second, the overall level of perisomatic inhibition,

excluding ChC axo-axonic synapses, on PyNwas correlated with

a greater number of ChC synapses (Schneider-Mizell et al., 2021;

Figure 2C; middle). Perisomatic inhibition included inhibitory

synapses on the soma and non-ChC AIS synapses. Thirdly, the

larger size of PyN, specifically the soma area and the radius of

AIS, was associated with greater ChC input (Schneider-Mizell

et al., 2021; Figure 2C; right).

That ChC axon terminals undergo significant plasticity

during post-natal development and display variability in their

synaptic connections to PyN AISs in adult animals supports that

there is substantial variance in the strengths of the axo-axonal

synapses that connect ChCs to PyNs. This variance in synaptic

strength may be functionally relevant to the maintenance and

regulation of the activity of PyN populations. Indeed, given

the likely role of ChCs in maintaining the E/I balance of PyN

populations, ChC axon terminals may demonstrate plasticity

in response to varying levels of PyN population activity.

Increased PyN excitatory activity may trigger the strengthening

of axo-axonal synapses hence increasing levels of inhibition,

to restore E/I balance and ultimately preserve the precision

of the population output of PyNs. The failure to perform

this function may be the underlying basis of neuropsychiatric

disorders like schizophrenia, namely thought disorder, in which

ChC dysfunction has been implicated.

Chandelier cell functions

Electrophysiological properties of ChCs

ChCs are commonly classified as fast-spiking interneurons

by their electrophysiological firing (Veres et al., 2014).

Upper L2/3 ChCs of the prefrontal cortex exhibit high-

frequency non-adapting firing pattern and a low levels of

excitability (Kawaguchi, 1995; Zaitsev et al., 2009) withmoderate

accommodation (Veres et al., 2014). Paired cell recordings

between ChCs and pyramidal neurons in monkey DLPFC

revealed that cortical ChCs have a high release probability

(González-Burgos et al., 2005). Repetitive stimulation of ChCs

produced frequency-dependent depression and the failure rate

of ChCs was almost zero. These features indicate that inhibitory

inputs from ChCs to PyNs serve as a low-pass filter providing

efficient inhibition at the beginning part of the burst. Although

ChCs are generally considered fast-spiking, it is noteworthy

that electrophysiological properties of ChCs vary between brain

regions and different species.

ChCs in different brain regions exhibit electrophysiological

heterogeneity with regard to specific membrane properties.

For instance, in the neocortex (Povysheva et al., 2013) and

hippocampus (Buhl et al., 1994), where the majority of ChC

electrophysiological recordings have been done, membranes of

ChCs display different input resistance, with neocortical ChCs

having a significantly higher input resistance (∼167 M�) than

hippocampal ChCs (∼73.9 M�). Apart from this difference,

neocortical and hippocampal ChCs share similar time constants

of∼8 and∼7.7ms, similar resting membrane potentials of −65

and −65.1mV, and similar amplitude of action potentials of
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∼60 and ∼64.1mV, respectively. The greater input resistance of

neocortical ChCs indicates either a larger axonal diameter or less

number of open membrane channels compared to hippocampal

ChCs. These electrophysiological differences, in addition to

specific morphological differences such as the more elaborate

axonal branching in the hippocampus (Li et al., 1992), may

reflect a functional difference in the ways that ChCs of different

brain regions uniquely contribute to the neural coding and

circuitry of their respective areas.

Although fast-spiking interneurons characterized by their

short, fast bursts of action potentials without adaptation do

not constitute a homogeneous group, the majority of fast-

spiking interneurons express the high-affinity calcium binding

protein, parvalbumin (PV) and consist of two morphologically

distinct cell types by the horizontal spread of the axonal

arborization: basket-cells (BCs) and ChCs (Kawaguchi and

Kubota, 1997; Zaitsev et al., 2005). Despite salient differences in

morphology between ChCs and BCs, basic electrophysiological

properties such as rapid time course, the small amplitude at

resting membrane potential, and GABA-A receptor-mediated

inhibition do not differ significantly between ChCs and

BCs (Gonzalez-Burgos et al., 2005; Povysheva et al., 2013).

For example, the functional properties of single IPSPs were

qualitatively and quantitatively similar between ChCs and

BCs in the monkey prefrontal cortex (Gonzalez-Burgos et al.,

2005). However, in the prefrontal cortex, some differences

between ChCs and BCs (firing frequency, fast and medium

afterhyperpolarization, and depolarizing sag) exist across species

and a difference in the first spike latency is species-specific

(Woodruff et al., 2009; Povysheva et al., 2013). For example,

the firing frequency of ChCs is substantially higher than of

BCs in monkeys, rats, and ferrets (Krimer and Goldman-Rakic,

2001; Povysheva et al., 2013). In mouse hippocampus CA3, BCs

and ChCs showed different properties (Papp et al., 2013): BCs

had a lower threshold for action potential (AP) generation and

lower input resistance, narrower AP and afterhyperpolarization

than ChCs. BCs fire more frequently than ChCs. Thus, the

differences in firing properties between ChCs and PV-BC could

result from their morphological differences (Papp et al., 2013)

and brain regions and in turn differently contribute to post-

synaptic activity during rhythmic network oscillations in a cell-

type and brain-region specific manner (Klausberger et al., 2003;

Dugladze et al., 2012; Massi et al., 2012).

Excitation and inhibition by ChCs

The axon terminals of ChCs express glutamic acid

decarboxylase (GAD) which is responsible for the synthesis of

GABA (DeFelipe et al., 1985), and GABA transporter (GAT)-1

which mediates GABA clearance from the synaptic cleft (Inda

et al., 2007), indicating the GABAergic nature of ChCs. GABA

release from ChCs activates GABA-A receptors at the post-

synaptic site in PyNs (Nusser et al., 1996; Gonzalez-Burgos

and Lewis, 2008) which results in the opening of chloride ion

channels. Since the opening of chlorine channels typically results

in the influx of chloride anions across the membrane which

hyperpolarizes the post-synaptic membrane (Kaila, 1994), the

effect of ChC GABAergic signaling was generally considered

as inhibition.

However, several in vitro studies have reported that the

release of GABA from cortical ChCs evokes excitatory post-

synaptic responses (Szabadics et al., 2006; Molnár et al.,

2008; Woodruff et al., 2009). Notably, Szabadics et al. (2006)

found that PyN AISs were absent of the potassium-chloride

cotransporter 2 (KCC2), which regulates the intracellular

chloride concentration at the post-synaptic surface by extruding

the anion (Payne et al., 1996). The absence of KCC2 at

the AIS was proposed as a potential explanation for this

phenomenon. The absence of KCC2 at the AIS would reduce

the extrusion of intracellular chloride, leading to a reversal of

the transmembrane chloride gradient and a depolarized GABA-

A reversal potential (Woodruff et al., 2010). The depolarized

GABA-A reversal potential would allow GABA-A receptors to

mediate depolarizing events upon activation. It is noteworthy

that the causal relationship between the lack of KCC2 on the

PyN AIS and the depolarizing effect of ChCs has not been

directly shown. To add a layer of complexity to GABAergic

signaling at the AIS, an in vitro study suggested the role

of intracellular bicarbonate (HCO−

3 ) levels in ensuring the

inhibitory effect of the GABAergic input to the AIS of PyN

(Jones et al., 2014). The level of intracellular bicarbonate

(HCO−

3 ) regulates action potential generation in both soma and

AIS via Kv7/KCNQ channel modulation: local HCO−

3 efflux

through GABA-A receptors at the AIS of PyN facilitates local

KCNQ channel activity, which in turn greatly reduces action

potential probability despite a local depolarizing Cl− gradient.

In the neocortex, an ex vivo study showed that ChCs have

depolarizing effects on PyNs under resting membrane potential

yet hyperpolarizing effects under fluctuating membrane

potential dynamics, suggesting the possibility of a state-

dependent, dual function of ChCs (Woodruff et al., 2011).

However, in the BLA, ChCs were shown to hyperpolarize

PyNs even under resting membrane potential (Veres et al.,

2014), similar to other in vitro studies in the hippocampus

that demonstrated their inhibitory function (Buhl et al., 1994;

Glickfeld et al., 2009). Therefore, future studies are needed to

determine whether the state-dependent depolarizing effects of

ChCs occur in a region-specific manner.

Studies suggesting the excitatory function of ChCs have been

conducted in in vitro conditions. In in vivo studies, evidence for

the inhibitory function of ChCs has been prevalent. For example,

L2 ChCs in the prelimbic cortex of free-behaving mice have

been shown to inhibit the firing of PyNs (Lu et al., 2017). In

this study, ChCs of Nkx2.1-CreER mice were virally expressed
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with channelrhodopsin-2 (ChR2), and the response of target

PyNs was observed using single-unit optrode recording. The

optogenetic activation of prelimbic L2 ChCs monosynaptically

inhibited the firing of a large number of PyNs. Similar results

were reported in the CA1 hippocampus of Unc5b-CreER mice

using in vivo extracellular recording and calcium imaging

methods (Dudok et al., 2021). First, CA1 ChCs were virally

expressed with ChR2, and silicone probes were used to record

the activity of CA1 units in head-fixed mice during spontaneous

running and resting. Optogenetic activation of ChCs resulted

in rapid reductions in PyN firing rate, suggesting the inhibitory

effect of ChCs. Second, ChCs were expressed with the excitatory

opsin ChRmine or inhibitory opsin eNpHR and the entire CA1

neuronal population with GCaMP6f for two-photon calcium

imaging. Activation of ChCs through ChRmine reduced the

number of transients in PyNs, while inhibition through eNpHR

significantly increased transient rates. Therefore, these results

collectively suggest that the in vivo function of ChCs in adult

animals is inhibitory.

Despite the increasing number of in vivo studies that have

provided an understanding of the function of ChCs in live

animals, the question of whether ChC synapses are depolarizing

or hyperpolarizing is still not fully understood regarding

different post-natal developmental periods and brain states.

Developmental considerations may explain the observations of

depolarizing effects of GABAergic release by ChCs reported

in previous in vitro studies (Szabadics et al., 2006; Molnár

et al., 2008; Woodruff et al., 2009). GABA is generally thought

to be excitatory only during early development until around

P7, when the efflux of chloride ions due to an intracellular

regulation causes the membrane potential to rise above the

threshold (Owens and Kriegstein, 2002; Wang et al., 2016). A

recent study showed that GABAergic signaling at the AIS of

mouse prefrontal PyNs switches polarity from depolarizing to

hyperpolarizing over a protracted periadolescent period based

on developmentally changed functions of KCC2 and NKCC1

(sodium potassium chloride cotransporter 1) (Rinetti-Vargas

et al., 2017), suggesting changing role of ChCs over post-

natal development.

Neuromodulation of ChCs

Cortical brain states can be effectively regulated by

neuromodulators such as noradrenaline (NA), acetylcholine

(ACh), dopamine, and serotonin. Such neuromodulatory

control, which can modulate the activity of cortical GABAergic

neurons, plays a critical role in mediating plasticity for circuit

wiring and information processing (Yaeger et al., 2019; Steinecke

et al., 2022). In the neocortex, NA and ACh are released

from afferent axonal fibers predominantly originating from the

locus coeruleus and the nucleus basalis of the basal forebrain,

respectively. In the rat frontal cortex, NA or α-adrenergic

agonist, 6-fluoronorepinephrine, directly affects the activities of

most GABAergic cell types by inducing depolarization but not

action potential firing in fast-spiking cells including multipolar

cells and ChCs (Kawaguchi and Shindou, 1998). Regarding

the effect of ACh in the neocortex, activation of muscarinic

receptors (mAChRs) generally increases PyN firing via direct

depolarization and/or enhances the intrinsic excitability of

PyNs (Obermayer et al., 2017). Muscarinic 1 receptors are

widely expressed on somatodendritic domains of L2/3 and

5 PyNs and INs, where they increase membrane excitability

(Ballinger et al., 2016). In contrast, Muscarinic 2 receptors

are typically expressed in the pre-synaptic domain where they

inhibit ACh release on local inhibitory GABAergic terminals to

decrease GABA release (Disney et al., 2006). In the mouse PFC,

carbachol, an ACh receptor agonist, potentiated the excitatory

synaptic currents onto PV-BCs in L3–6, but not onto PV-

BCs and ChCs in the superficial layer (Tikhonova et al.,

2018). ACh can regulate the function of perisomatic inhibitory

cells by modulating their GABA release (Lawrence, 2008).

GABA release in PV-BCs, CCK-BCs, and ChCs is depressed by

cholinergic receptor activation (Fukudome et al., 2004; Szabó

et al., 2010). Cholinergic receptor activation by carbachol does

not significantly depolarize fast-spiking cells (Kawaguchi and

Shindou, 1998). Carbachol significantly reduced the amplitude

of uIPSCs in PV-BCs and ChCs, and the reduction was

restored by M2-type muscarinic receptor-preferring antagonist

(Szabó et al., 2010). Furthermore, carbachol changed the short-

term dynamics of GABA release: it accelerated the decay of

uIPSCs in ChC-PyN pairs but not in fast-spiking BC-PyN

pairs. In addition, carbachol significantly suppressed or even

eliminated the short-term depression of uIPSCs in fast-spiking

BC-PyN and ChC-PyN pairs in a frequency-dependent manner

(Szabó et al., 2010). These suggest that ACh can differentially

control the impact of perisomatic GABA release from different

sources. It appears that the effects of neuromodulators including

dopamine and serotonin on ChCs remain elusive. Although

electron microscopy revealed that cortical PV-INs receive direct

synaptic inputs from dopaminergic axons (Sesack et al., 1998),

it is unclear whether dopaminergic axons exhibit distinct

projections to PV-BCs and ChCs. An in vitro study reported

that a ChC in the rat sensorimotor cortex did not respond to

serotonin (5-HT) (Foehring et al., 2002). To determine specific

functions of cortical ChCs in neural circuits and brain function,

systematic future studies on development, brain states, and

neuromodulation are needed.

Behavioral function of ChCs

The electrophysiology and connectivity of ChCs have been

characterized by many in vitro studies, which allowed an

understanding of its function of powerfully inhibiting the action

potential of PyNs and regulating the population output of PyN
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ensembles (Buhl et al., 1994; Veres et al., 2014). With recent

advancements in genetic labeling techniques, studies have begun

demonstrating the in vivo activity of ChCs in various brain areas

and its functional relevance in the behavior of live animals.

Role of ChCs in brain oscillations

Brain rhythm indicates highly coordinated neuronal activity

underlying cognitive processes. For example, sharp wave-ripple

complexes (SWRs), which have been postulated to arise from

a synchronous burst of PyN population, are required for

memory consolidation (Csicsvari et al., 2000). Diverse features

of interneurons allow synaptic inhibition of PyNs at various

subcellular compartments and temporal regulation of PyN

activities with unique patterns. These interactions between

interneurons and networks of PyNs determine brain rhythm

oscillations (Klausberger and Somogyi, 2008). Particularly,

gamma oscillations (30–80Hz) are critical for important

cognitive functions such as attentional selection (Vinck et al.,

2013), working memory operations (Carr et al., 2012),

perception (Melloni et al., 2007), conceptual categorization

(Engel et al., 2001), and hippocampal functions such as learning

and memory (Colgin and Moser, 2010). Disrupted gamma

oscillation is associated with cognitive deficits in schizophrenia

such as the disorganization of thought (Lewis et al., 2005;

Cho et al., 2006). Fast spiking PV-expressing GABAergic

interneurons such as PV-BCs and ChCs have been associated

with gamma oscillations since they provide strong, phasic,

and synchronous inhibition to networks of PyNs via their

innervation of perisomatic compartments (Bartos et al., 2007;

Gonzalez-Burgos and Lewis, 2008; Sohal et al., 2009).

Perisomatic inhibition at gamma frequency plays an

important role in determining the spiking timing of PyNs

within the theta cycle (Bartos et al., 2007; Gonzalez-Burgos

and Lewis, 2008; Sohal et al., 2009). Indeed, both PV-BCs

and ChCs have a high discharge probability in the descending

phase of the theta when the discharge probability of PyNs is

lowest and gamma power is highest (Buzsáki, 2002). However,

distinct firing patterns between PV-BCs and ChCs have been

reported. In the rat hippocampus CA3, PV-BCs fire at high

frequency and are phase-locked to sharp wave ripple oscillation

while ChCs preferentially and rhythmically fire around the

peak of the theta cycles and increase firing probability at the

beginning of the sharp wave episode and become saline at the

maximum amplitude and after the sharp wave (Klausberger

et al., 2003). Recent studies reported heterogeneous dynamics of

ChCs during the sharp wave ripples (Varga et al., 2014; Geiller

et al., 2020). In the rat prelimbic cortex, in vivo extracellular

recording revealed that during DOWN- to UP-state transitions

of slow oscillations, when spindle oscillations occur, PV-BCs

and PyNs increased their firing rate earlier than ChCs, showing

differential coupling to gamma and spindle oscillations between

PV-BCs and ChCs (Massi et al., 2012). These suggest different

contributions of ChCs and PV-BCs to the temporal organization

of PyN network activity.

Temporal coupling of ChCs to theta and spindle oscillations

rather than gamma oscillation has been suggested as their

contribution to the dynamic selection and control of neuronal

ensembles (Massi et al., 2012; Dudok et al., 2021). While PV-

BCs are widely accepted to mediate the generation of gamma

oscillations (Massi et al., 2012), the role of ChCs in generating

gamma oscillations is unclear (Bartos et al., 2007; Tukker et al.,

2007). Indeed, the microcircuitry of PyNs and PV-BCs can

generate gamma frequency oscillations without the involvement

of ChCs, evidenced by an in vitro study suggesting that PV-

BCs but not ChCs play a central role in the generation of

cholinergically induced oscillations in hippocampal slices, one of

the most studied in vitro models of gamma oscillations (Gulyas

et al., 2010). Moreover, ChC activity is more strongly coupled

to the theta cycle than the gamma cycle (Klausberger et al.,

2003; Klausberger and Somogyi, 2008). One possible explanation

for distinct contributions between PV-BCs and ChCs to brain

oscillations was that the differential synaptic localization of

GABA-A receptor subunits such as α1 and α2 subunits on

the somata and AIS domains of post-synaptic PyNs (Nusser

et al., 1996) may underlie cell-type specific association with

high- or low-frequency oscillations, depending on the IPSC

duration based on the kinetics of GABA-A receptor subunit

composition. For instance, the kinetics of α2-subunit-containing

GABA-A receptors post-synaptic to ChCs appears to be too

slow to drive gamma oscillation, which requires a fast decay of

the inhibitory post-synaptic current in PyNs (Gonzalez-Burgos

and Lewis, 2008). However, paired recording from interneurons

and PyNs in the basal nucleus of the amygdala showed that

unitary inhibitory post-synaptic currents (uIPSCs) originating

from PV-BCs and ChCs are similar in the magnitude of peak

amplitude and the decay time constant, but different in the

latency measured at unitary connections between interneurons

and PyNs (Barsy et al., 2017). A recent study using the face-

matched mirror replica immunogold labeling showed similar

GABA-A receptor subunit composition in perisomatic synapses

made by distinct interneuron types including ChCs, PV-BCs,

and CCK-BCs (Kerti-Szigeti and Nusser, 2016), suggesting that

ChCs and BCs are likely to have similar post-synaptic regulation.

It is noteworthy that paired recordings from interneurons

and PyNs revealed a longer decay time of uIPSCs in ChC-

PyN pairs than in fast-spiking BC-PyN pairs (Szabó et al.,

2010). Different decay kinetics might be due to the spillover of

GABA between release sites, which can result from high release

probability. Cholinergic receptor agonist carbachol reduced

GABA release probability from the terminals without directly

altering GABA receptor functions (Behrends and Bruggencate,

1993). Carbachol accelerated the decay of uIPSCs in ChC-

PyN pairs but not in fast-spiking BC-PyN pairs (Szabó et al.,

2010). Given similar GABA-A receptor subunit composition at
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the perisomatic inhibitory synapses (Kerti-Szigeti and Nusser,

2016), different decay kinetics between ChCs and BCs could

be due to cholinergic modulation of synaptic inhibition and

the cross-talk of neighboring synapses (Szabó et al., 2010), not

solely due to distinct GABA-A receptor subunit composition.

In addition, an in vivo study showed that ChCs significantly

increased their firing during arousal which switched the brain

states from slow to theta oscillations in the hippocampus

and a low-amplitude desynchronized field potential in the

prelimbic cortex while BCs and PyNs did not change their

firing (Massi et al., 2012). Given arousal is often associated

with cholinergic signaling, different modulation by cholinergic

receptor activation between ChCs and BCs may result in a

distinct contribution to theta oscillation in a state-dependent

manner. The anatomical differences between PV-BCs and ChCs

can be related to their distinct involvement of brain oscillations.

PV-BCs and ChCs have different dendritic arborizations and

locations of their soma. They receive spatiotemporally distinct

patterns of excitatory synaptic inputs from local PyNs, long-

range thalamocortical connection, and neuromodulatory inputs,

and in turn form different recurrent feedback excitation and

inhibition in a microcircuit (Gonzalez-Burgos and Lewis, 2008;

Andrási et al., 2017). The distinct wiring features and output

properties between BCs and ChCs may differentiate control

of the spike-timing of PyNs (Vereczki et al., 2016). Future

study is needed to clarify the functional involvement of ChCs

in gamma or theta oscillations during behavior, which is

important to understand the impact of ChC dysfunction in

cognitive processes.

Role of ChCs in various brain regions

ChC activity in the hippocampus has been shown to be

associated with locomotion and whisking behavior and to

regulate the creation of hippocampal place fields. In a recent

in vivo optogenetic study (Dudok et al., 2021; Figure 3A),

CA1 hippocampal ChCs of Unc5b-CreER mice were selectively

labeled by their expression of Unc5b (a netrin receptor highly

specific to ChCs) (Paul et al., 2017) and virally expressed with

GCaMP6f for two-photon calcium imaging and all CA1 neurons

with jRGECO1a to monitor control activation levels. During

voluntary running and resting on a treadmill, ChC activation

was maximal during periods of locomotion and exceeded the

activation of other CA1 neurons. Furthermore, during periods of

rest, transient increases in ChC activity were observed during the

onset of whisking movements, with the intensity of transients

correlated to the duration of whisking. The presentation of

visual or tactile sensory stimuli did not activate ChCs unless

accompanied by whisking behavior. These results collectively

suggest that hippocampal ChCs activate during locomotion and

whisking behavior yet are not affected by sensory stimuli in

the absence of movement (Dudok et al., 2021). In the same

study, head-fixed mice were allowed to freely explore a cue-

rich treadmill while ChCs were photostimulated at a selected

location. In vivo optogenetic activation of ChCs resulted in

the transient disappearance of hippocampal place fields at the

selected location while inhibition resulted in the addition of

novel place fields that persisted for long periods. Therefore, these

results suggest that ChCs have a role in regulating hippocampal

place fields, possibly by controlling the activity of hippocampal

PyN populations which are widely known to be the neural

substrates of place fields (O’Keefe and Nadel, 1978; Figure 3B).

In a recent in vivo study, ChC activity in the primary

visual cortex (V1) has been shown to be associated with

pupillary dilation and locomotion (Schneider-Mizell et al.,

2021; Figure 3C). V1 ChCs of Vipr2-IRES2-Cre mice were

selectively labeled by their expression of genetic marker Vipr2

and virally expressed with GCaMP6f. Head-fixed mice were

exposed to a screen of uniform luminance and allowed to behave

spontaneously. ChCs demonstrated seconds-long coordinated

activity in which all recorded ChCs were concurrently

activated, and these episodes of coordinated activity were

strongly correlated with episodes of pupillary dilation during

locomotion, which is known to be a proxy for arousal states

(McGinley et al., 2015; Reimer et al., 2016). Therefore, these

results suggest that coordinated ChC population activity is

associated with naturally occurring states of high arousal marked

by pupillary dilation during locomotion.

In another in vivo study, ChCs in the binocular zone (BZ)

of V1 have been shown to play an important developmental

role in binocular vision by undergoing massive apoptosis

in response to retinal and callosal activity (Wang et al.,

2021; Figure 3D). V1 ChCs of Nkx2.1-CreER:Ai14 mice

were selectively labeled by tamoxifen administration during

pregnancy. The proper developmental elimination of ChCs

at the BZ through apoptosis was shown to be mediated by

transcallosal inputs from the contralateral visual cortex and pre-

vision retinal activity. When the proper elimination of ChCs

was prevented by suppressing transcallosal inputs, BZ neurons

displayed a significantly reduced responsiveness to stimulation

of the ipsilateral eye, resulting in a contralateral eye-dominated

V1 and deficient binocular vision, as shown by impaired depth

perception. Therefore, these results suggest the crucial role

of ChC elimination at the BZ in the proper development of

binocular vision.

ChC activity in the basolateral amygdala (BLA) has been

shown to increase in response to noxious stimuli (Bienvenu

et al., 2012). In an in vivo study, the activity of single BLA

ChCs of rats was recorded while pinches and electrical shocks

were delivered to the contralateral hindpaw. In response to

the stimuli, ChCs consistently and dramatically increased their

firing rates with short latency, which rapidly adapted and

curtailed upon stimulus offset. The BLA is known to cooperate

with the hippocampus to regulate the formation of emotional

memories (Maren and Fanselow, 1995; Richardson et al., 2004).
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FIGURE 3

In vivo functions of ChCs during behavior. (A) In vivo two-photon calcium imaging of ChC activity in ChC-specific Unc5b-CreER mice on a

treadmill. The increase of ChC activity in the CA1 hippocampus is associated with the onset of locomotion and whisking behavior. The

(Continued)
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FIGURE 3 (Continued)

concurrence of increased ChC activation (higher than other neurons) with greater running speed and higher frequency of whisking. Adapted

from Dudok et al. (2021). (B) Simultaneous two-photon calcium imaging and spatially-locked optogenetic manipulation of CA1 ChCsl.

Head-fixed Unc5b-CreER mice were allowed to run on a cue-rich treadmill (PRE), then photostimulation was applied in a fixed spatial location

on the treadmill (STIM), and finally, the mice ran with no manipulation (POST). Spatial tuning curves of PyN place cells during PRE, STIM, and

POST phases demonstrated that optogenetic ChC activation with ChRmine expression suppressed in-field activity of place cells (top), exhibiting

the transient loss of place fields while ChC silencing with eNpHR expression induced novel place fields (bottom). Adapted from Dudok et al.

(2021). (C) In vivo two-photon calcium imaging of ChC activity in ChC-specific Vipr2-IRES-Cre mice. Coordinated activity of ChCs in the V1 in

freely behaving mice subjected to a uniform luminance visual stimulus was correlated with increased pupillary dilation during locomotion, a

proxy for the state of arousal. Adapted from Schneider-Mizell et al. (2021). (D) Blockade of ChC elimination in the V1 binocular zone (BZ) results

in deficient binocular vision. Timeline of experiments and neuronal responses in ChC-excess V1 (top). Clozapine-N-oxide (CNO) was applied to

the V1 during P8-P14 to block ChC elimination at ∼P30, resulting in excess ChC and shifting contralateral/ipsilateral responses ratio (C/I ratio) in

CNO-treated mice. Schematic of visual cli� test for binocularly guided visual behavior (bottom). CNO-treated mice spend more time over at the

deep side, suggesting deficits in binocular vision in excess-ChC V1 mice. **p < 0.01, ***p < 0.001. Adapted from Wang et al. (2021).

Therefore, these results suggest that the activity of ChCs is

involved in the process of emotional memory formation.

ChC activity in the prelimbic cortex was also shown to

increase in response to noxious stimuli (Massi et al., 2012). In an

in vivo study, the activity of prelimbic ChCs of rats was recorded

while their tails were pinched. In response to the stimuli, ChCs

increased their firing rates, accompanied by a switch in brain

state from slow to theta oscillations. In contrast, the average

firing rates of BC and PyN populations in the mPFC were

unaffected by the stimuli. These results suggest the inhibitory

role of ChCs in counteracting the impact of excitatory inputs

from cortical and subcortical areas to allow firing only by the

most excited PyNs (Massi et al., 2012).

Role of ChCs in neural coding

By virtue of its strategic, exclusive connectivity onto the

AIS of PyNs where the action potential is generated with

the highest likelihood after diverse somatodendritic excitatory

inputs arrived at the soma, ChCs have been generally thought to

exert an effective inhibitory control on PyN outputs (Somogyi,

1977). ChCs effectively inhibit the firing of PyN or delay spike

generation by 30ms if ChC inhibition preceded PyN spiking by

no more than 80ms (Veres et al., 2014).

While PV-basket cell and PyNs connectivity are extensively

reciprocal and largely non-selective, ChC-PyNs connectivity

is directional and highly selective (Lu et al., 2017). In

addition to the difference in connectivity to PyN populations,

computational and experimental studies suggested that

ChC inhibition effectively controls the threshold for action

potential generations in PyNs while BC inhibition controls the

suprathreshold discharge (Douglas and Martin, 1990; Veres

et al., 2014). It offers a mechanism for ChCs enhancing the

signal-to-noise ratio in population activity in which small

signals are blocked by ChC inhibition while larger signals are

relatively unaffected. Recent in vivo studies showed that ChCs

fire in synchrony during high arousal states (Dudok et al., 2021;

Schneider-Mizell et al., 2021). Given that the AIS of a single

PyN receives the summed inhibitions from the afferent axons

of multiple ChCs (Tamás and Szabadics, 2004; Veres et al.,

2014), the synchronized ChC inputs can efficiently veto action

potential generation in PyNs receiving moderate excitatory

inputs, leaving out selective PyN activity receiving strong

excitatory inputs. Since a single ChC can delay spike generation

by 10–30ms (Veres et al., 2014), ChCs provide the ability to

regulate spike timing-dependent plasticity by controlling the

precise time of PyN spiking. In addition, activity-dependent

plasticity in ChC-PyN connections offers a mechanism to set

a threshold of action potential generations as a function of

individual neurons’ excitability (Grubb and Burrone, 2010;

Kuba, 2012; Wefelmeyer et al., 2015). These functions of

ChCs may suggest its role in shaping neuronal outputs at the

population level and selecting neuronal ensembles to route

information flow dynamically.

Properties of synaptic and neuromodulatory inputs to ChCs

are also important to understanding the impacts of ChCs on

PyN population activity. L2 ChCs exhibit predominant apical

L1 dendrites and electrical stimulation of layer 1 recruits

ChC-mediated feedforward inhibition on L2/3 PyNs (Woodruff

et al., 2011). Major sources of L2 ChCs include sparse local

excitatory inputs and more diverse sources from local inhibitory

neurons, the thalamic nuclei implicated in working memory

and behavioral flexibility (Parnaudeau et al., 2013) such as the

mediodorsal, anteromedial, and ventromedial thalamic nuclei,

and the cholinergic inputs from the basal forebrain associated

with arousal (Jiang et al., 2015; Lu et al., 2017). These inputs

innervate the predominant apical layer 1 dendrites of ChCs,

providing top-down, highly processed information to ChCs

depending on the behavioral state of the animal (Woodruff

et al., 2011). Thus, L1 dendritic integrations and feedforward

inhibitory control of PyN population in ChCs can be regarded as

an important computational unit for providing state-dependent

top-down control on the formation and dynamics of neuronal

assemblies in cortical networks.

The balance of excitatory and inhibitory inputs received by

a neuron plays an important role in neural circuit homeostasis

and information processing in cortical networks (Vreeswijk
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and Sompolinsky, 1996; Shu et al., 2003; Rubin et al., 2017),

and disruption of the balance is strongly associated with

pathological and dysfunctional brain states including epilepsy,

autism spectrum disorder, and schizophrenia (Yizhar et al.,

2011; Denève and Machens, 2016). The excitatory-inhibitory

(E/I) balance is referred to as the equal average amounts of

depolarizing and hyperpolarizing synaptic membrane currents

(Vogels et al., 2011). If a neural network is considered globally

balanced, each neuron receives large but approximately equal

amounts of excitatory and inhibitory inputs that result in

relatively small fluctuations in total synaptic input by canceling

each other. Experimental observations suggested that excitation

and inhibition are globally balanced in cortical circuits (Shu

et al., 2003; Haider, 2006; Iascone et al., 2020).

Given that ChCs are strategically positioned to exert

powerful and selective control over outputs of PyN population

(Veres et al., 2014; Blazquez-Llorca et al., 2015; Lu et al., 2017),

ChCs have been suggested to ultimately contribute to keeping

network excitability from going out of control by maintaining

proper E/I balance. Indeed, whole-cell in vivo recordings

revealed that ChCs, which have a low spontaneous firing rate,

fire more robustly than other cortical neurons when the overall

cortical excitation increases (Zhu et al., 2004). Axon terminals

of ChCs are lost at the cortical epileptic foci, suggesting that

disruption of ChC function contributes to the hyperexcitability

of the network (Ribak, 1985). While the role of ChCs in

maintaining global E/I balance serves a homeostatic function in

the brain (Figure 4A), it remains elusive how ChCs contribute

to dynamic information processing which is highly relevant to

healthy cognition and many neuropsychiatric symptoms. Here

we review a potential link between ChC and neural coding.

Percepts and memories are thought to be represented in

the neuronal population by the activity of PyN ensembles often

called excitatory “engrams.” The inhibitory engrams have been

proposed as “negative images” or “inhibitory representation”

for associative memory storage and recall (Barron et al., 2017;

Figure 4B). The inhibitory engrams can be constructed in neural

networks by E/I balance through homeostatic mechanisms that

maintain a balance of depolarizing and hyperpolarizing currents

in a neuron despite plastic changes across neurons and synapses.

Plasticity of inhibitory synapses has been experimentally and

theoretically proposed as a critical mechanism to create

the inhibitory engrams that counterbalance new, unbalanced

excitatory patterns that arise within neural networks in response

to experience (Tao and Poo, 2005; Froemke et al., 2007; Vogels

et al., 2011; Hennequin et al., 2017). Such experience-dependent

inhibitory synaptic plasticity has been suggested to underlie

precise E/I balance in time and space (Hennequin et al., 2017):

the E/I balance is said to be tight if excitation and inhibitory

inputs to a single neuron balance each other on fast timescales

(Vogels et al., 2011; Denève and Machens, 2016) and said to be

detailed if spatial patterns of excitation and inhibitory inputs to

a single neuron balance each other (Vogels and Abbott, 2009).

Previous experimental studies suggest that precise E/I balance

provides precision and efficiency in cortical neural coding (Wehr

and Zador, 2003; Isaacson and Scanziani, 2011; Zhou and

Yu, 2018). Theoretical works have suggested that precise E/I

balance confers the ability of neurons to gate multiple signals

as a more efficient way to select for relevant features rather

than suppressing all irrelevant inputs (Vogels and Abbott, 2009;

Ferguson and Gao, 2018), which is consistent with the suggested

role of ChC in enhancing the signal-to-noise ratio in that weak

signals are blocked by AIS inhibition while strong signals pass

relatively unaffected (Douglas and Martin, 1990).

Experimental evidence has suggested that ChCs play a role in

controlling cell-by-cell level inhibition within a network. High

variability in the number of ChC pre-synaptic inputs on the

AIS of PyN has been reported in cats (Fairén and Valverde,

1980), monkeys (DeFelipe et al., 1985), and mice (Wang and

Sun, 2012; Veres et al., 2014; Schneider-Mizell et al., 2021). A

recent electron-microscopic study suggested that ChCs formed

synapses with nearly all PyNs in L2/3 and the strength of

ChC synapses adjusted for individual target cells according to

cell-specific structural factors: the number of ChC synapses

positively correlates with the properties of individual target

cells such as the physical size of the cell and the amount

of somatic inhibition (Schneider-Mizell et al., 2021), which is

consistent with the notion that ChCs may provide a different

degree of inhibition across individual cells to match their inputs.

Furthermore, previous studies suggest that the plasticity of axo-

axonic synapses at the AIS is activity-dependent (Grubb and

Burrone, 2010; Kuba et al., 2010; Kuba, 2012). Presynaptic

activity regulates intrinsic excitability at AIS and structural

tuning of the AIS, which fine-tune neuronal excitability (Kuba

et al., 2010; Kuba, 2012). In hippocampal PyNs, the increased

neuronal activity causes a distal shift of the AISs, which

reduces their excitability (Grubb and Burrone, 2010). In auditory

neurons in birds, AISs are short and remote when synaptic

inputs are strong while the AISs elongate to increase their

excitability when synaptic inputs are deprived (Kuba et al.,

2010; Kuba, 2012). Although activity-dependent development

of GABAergic synapses has been observed in dendrites of

developing brains (Oh et al., 2016; Oh and Smith, 2018), activity-

dependent mechanisms for inhibitory synapse plasticity at AIS

are not yet clear. However, given the strategic position of ChCs

inmediating cell-to-cell level inhibition on PyN populations and

activity-dependent plasticity of axo-axonic synapses, structural

and functional plasticity of ChC axo-axonic synapses can

be of great interest in mediating inhibitory representations

and explaining key features of cognition. The potential roles

of cortical ChCs in mediating detailed E/I balance may be

especially important in high-level executive functions such as

working memory, attentional selection, planning, and decision-

making, which entail a large capacity for effective and dynamic

control of signal flow in the prefrontal circuitry receiving

multimodal inputs from various sensory areas, limbic areas, and
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FIGURE 4

Inhibitory synapse plasticity for E/I rebalancing and inhibitory engram formation in perception and memory. (A) Schematic circuit diagram

showing pre-synaptic PyNs (gray), post-synaptic PyNs (red), and ChCs (blue). The post-synaptic PyN receives balanced excitatory and inhibitory

inputs (Balanced quiescent state). The e�ect of excitatory plasticity between pre- and post-synaptic PyNs initially leads to E/I imbalance

(Imbalanced state). Inhibitory plasticity in axo-axonic synapses between ChCs and PyNs can subsequently restore E/I balance following

excitatory plasticity (Rebalanced state). (B) A hypothetical framework of inhibitory engrams in perception and memory. Positive red and negative

blue peaks represent excitatory and inhibitory inputs, respectively, onto an array of post-synaptic PyNs. These peaks constitute excitatory and

inhibitory engrams, respectively. Regarding habituation, experiencing novel stimuli result in excitatory perceptual ensembles, but trigger

relatively weak or imprecise inhibition. Repeated experiences result in the formation of a matched inhibitory engram that reduces the response

and drives behavioral habituation. Regarding the memory process, memory is first encoded as excitatory engrams. Repeated experience results

in the formation of matched inhibitory engrams to rebalance the array of post-synaptic PyNs. The formation of these inhibitory memory

engrams may occur via homeostatic potentiation of inhibition onto post-synaptic PyNs that show increased levels of excitation. Inhibitory

engrams allow flexible yet stable memory storage in a latent form for context-appropriate recall, which is hypothesized to occur through

focused disinhibition. Adapted from Barron et al. (2017).

neuromodulatory nuclei. Future in vivo experiments would be

important to examine how ChCs facilitate the precision and

efficiency of cortical neural codes.

Schizophrenia and pathophysiology
of ChCs

Schizophrenia is a psychiatric disorder that is associated

with cognitive symptoms such as delusion, hallucinations, and

disorganized thought (Elvevag and Goldberg, 2000; Telles-

Correia et al., 2016). Specifically, cognitive dysfunctions in

schizophrenia consist of overarching deficits in the ability to

adjust thoughts or behaviors in a manner to achieve goals (Cho

et al., 2006; Lesh et al., 2011). The dorsolateral prefrontal cortex

(DLPFC) is themain site of aberrant electrophysiological activity

reflecting neuronal network dysfunction in schizophrenia (Cho

et al., 2006; Minzenberg et al., 2009). A reduction in excitation

of the L3 DLPFC PyN populations has been known as

a salient pathology of schizophrenia (Lewis et al., 2012),

indicating a disrupted state of E/I balance. Such dysfunctions

in schizophrenia are thought to be related to alterations in

the inhibitory circuitry of the PFC resulting from pathological

cellular changes of cortical GABAergic interneurons (Tanaka,

2008; Lewis et al., 2012; Selten et al., 2018). Recently, as

emerging evidence suggests that disruption in E/I balance

and interneuron dysfunction are shared for pathophysiological

mechanisms of psychiatric disorders (Yizhar et al., 2011; Xu and

Frontiers inCellularNeuroscience 17 frontiersin.org

97

https://doi.org/10.3389/fncel.2022.992409
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org


Jung et al. 10.3389/fncel.2022.992409

Wong, 2018; Shaw et al., 2020), interest in the contribution of

ChCs to proper circuit function in disease has been growing

(Wang et al., 2016; Gallo et al., 2020). The neocortical ChC

is one of the critical interneuron types that have been closely

associated with schizophrenia, since cellular changes in the

ChC’s molecular composition, GABAergic signaling, and axon

terminal structure have been rigorously documented in post-

mortem schizophrenic human subjects (Pierri et al., 1999;

Volk et al., 2002; Hashimoto et al., 2003, 2008; Rocco et al.,

2016, 2017; Schoonover et al., 2020). Given the possibility that

ChCs may be the neural substrate of precisely maintaining

E/I balance required for proper information flow in the PFC,

pathological alterations of ChCs may be directly linked to the

cognitive symptoms displayed in schizophrenia. Here we review

the current understanding of the molecular and structural

alterations of ChCs in schizophrenia.

ChCs were shown to display pre- and post-synaptic

molecular alterations suggesting an increase in ChC-mediated

inhibition on PyNs. First, the density of GABA transporter type

1 (GAT-1) has been reported to be significantly reduced on the

axon terminal cartridges of ChCs in layers 2 to 4 in the DLPFC

(Pierri et al., 1999; Volk et al., 2002; Figure 5A). Since GAT-

1 is responsible for the clearance of GABA from the synaptic

cleft and reduction in GAT-1 function at perisomatic synapses of

DLPFC PyNs is known to prolong GABA-A receptor-mediated

IPSPs (Gonzalez-Burgos et al., 2009), the effect of pre-synaptic

GAT-1 density reduction in layers 2–4 is thought to be an

increase in ChC-mediated inhibition on PyNs. Second, the

density of GABA-A α2-subunit receptors increased on the post-

synaptic AISs of PyNs in supragranular layers of DLPFC in

schizophrenia, with the greatest increase shown in L2 (Volk

et al., 2002; Figure 5A). Furthermore, the mRNA expression

level of GABA-A α2-subunit was 14% higher in L2 of DLPFC

in schizophrenia (Beneyto et al., 2011). These post-synaptic

alterations of GAT-1 and GABA-A α2-subunit receptors at

AISs suggest an increase in ChC-mediated inhibition on PyNs

in the DLPFC in schizophrenia. It is noteworthy that these

molecular alterations were not shared in other psychiatric

disorders such as major depression disorder (Volk et al.,

2002), indicating the distinct role of this pathophysiology

in schizophrenia.

Given the general classification of ChCs as PV-INs,

the specific role of ChCs in schizophrenia was obscured

by observations of decreased expression of glutamic acid

decarboxylase 67 (GAD67) involved in GABA synthesis in PV-

INs in schizophrenia (Hashimoto et al., 2003). However, similar

expression levels of GAD67 in ChCs between schizophrenia

and healthy subjects (Rocco et al., 2016) differentiate their

effect from the effect of GAD67 reduction shown in PV-INs.

Indeed, in schizophrenia (Curley et al., 2011), PV-BC synaptic

boutons in the DLPFC showed decreased levels of GAD67,

suggesting that PV-BC-mediated inhibition is decreased. Thus,

these results may suggest that ChCs and PV-BCs contribute

to different pathophysiology of the DLPFC in schizophrenia:

ChCs exert excessive inhibition on PyNs while PV-BCs may

decrease inhibition to compensate for the PyN excitability. In

addition, it is noteworthy that L2/3 PyNs in the DLPFC display

a reduced density of dendritic spines (Lewis et al., 2012; Glausier

and Lewis, 2013), reflecting a reduction in excitatory drive from

upstream areas. This dendritic alteration in PyNs may also

contribute to disrupted E/I balance within the DLPFC recurrent

network of schizophrenia.

ChCs were shown to display structural alterations in their

axonal terminals in schizophrenia. A recent study investigated

the change in density of ChC cartridges in schizophrenia by

taking immunopositivity to vesicular GABA transporter (vGAT)

as the accurate measure for true cartridge count (Rocco et al.,

2017) since neither vGATmRNA expression level nor the level of

vGAT per individual axonal bouton is affected in the DLPFC of

schizophrenia (Rocco et al., 2016). It was shown that the density

of ChC cartridges in schizophrenia is significantly increased

in L2 of DLPFC while the number of boutons per cartridge

is unaffected (Rocco et al., 2017), suggesting that ChCs may

innervate a greater number of PyNs and exert greater inhibitory

control over PyN populations in schizophrenia. Furthermore,

the increase in ChC cartridge density in the L2 DLPFC was

specific to those cartridges that expressed calbindin (CB) (Rocco

et al., 2017), which is thought to be heterogeneously expressed

in ChC cartridges (Rio and DeFelipe, 1997). Future studies will

need to investigate the functional role of CB+ ChC cartridges in

schizophrenia and the role of CB in regulating the development

of ChC cartridges.

The involvement of PV-INs in schizophrenia has been

suggested by numerous observations of altered gamma-band

oscillations (Figure 5B), which are correlated with working

memory load (Howard et al., 2003). Gamma oscillations have

been shown to be lower powered in the frontal lobe of

schizophrenia patients during cognitive control tasks (Cho et al.,

2006). In contrast, more recent evidence has shown that, in

medication-naïve, first-episode, chronic schizophrenic patients,

gamma-band power is elevated in the resting state (Kikuchi

et al., 2011). However, although PV-INs are thought to give

rise to gamma oscillations (Bartos et al., 2007; Gonzalez-Burgos

and Lewis, 2008; Sohal et al., 2009), the status of ChCs as PV-

INs and the involvement of ChCs in gamma oscillations is

unclear (Bartos et al., 2007; Tukker et al., 2007). Thus, abnormal

gamma oscillations in schizophrenia may not reflect dysfunction

of ChCs but that of PV-BCs, which comprise the majority

of PV-INs.

Accumulating evidence suggests that ChCs in schizophrenia

exert excessive inhibition on PyNs. The dysfunction of ChCs in

schizophrenia likely has a contributory role by overly reducing

the excitatory activity of PyN ensembles and in turn disrupting

E/I balance (Figure 5B). Given that precise E/I balance in PyN

ensembles allows for proper precise neural coding and executive

cognitive function in the DLPFC, ChCs may have a far more
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FIGURE 5

Synaptic alterations of ChCs, BCs, and PyNs in schizophrenia. (A) Schematic of molecular and cellular alterations of ChCs, BCs, and PyNs in

schizophrenia. In ChCs, GAD67 levels in terminals are una�ected, post-synaptic GABA-A α2-subunit receptor density is increased, pre-synaptic

GAT1 density is reduced, and ChC cartridge density increases. ChC-related alterations correspond to an increase in inhibition on PyNs. In BCs,

GAT67 levels are decreased, suggesting a decrease of BC-mediated inhibition on PyNs. In PyNs, dendritic spine density is reduced, resulting in

lower levels of excitatory drive. (B) GABAergic interneuron-related pathophysiology in schizophrenia. ChC-related alterations reflect an

increased inhibition on PyNs, and PyNs receive lower levels of excitatory drive from upstream areas, resulting in reduced excitability of PyNs and

disruption of E/I balance. BC-related alterations reflect a decrease in inhibition on PyNs.

salient role in the cognitive dysfunction of schizophrenia than

previously thought.

Summary/conclusion

Despite the diversity of GABAergic interneuron types that

are thought to underlie various cortical processes and complex

behaviors, the specific role of single-type interneurons remains

elusive. Here we reviewed the ChC, a single-type GABAergic

interneuron, in regard to the structural and functional roles of

ChCs in brain circuit and neural coding and their dysfunction in

neuropsychiatric conditions.

The morphology and input/output connectivity features

of ChCs contribute to their functional role in neural coding.

Cortical ChCs can integrate by receiving excitatory local and

long-range input and cholinergic input from the basal forebrain

through their apical dendrites in Layer 1 and electrically couple

the activity of ChCs via gap junction. The iconic chandelier-

like axonal arborization of ChCs exclusively innervates the AIS

of neighboring PyNs, where ChCs provide efficient inhibitory

control to the site of action potential generation. These

structural features can provide strategic, temporally-organized

inhibitory control of PyN populations based on brain states

or tasks.

We reviewed the neuroplasticity of ChC axo-axonic

synapses with respect to development, cholinergic modulation,

and pre-synaptic molecules, which can regulate their axonal

growth. A developmental pattern and a cell-adhesion molecule

can regulate the target specificity of axo-axonic synapses.

In addition, the parallel time course of axo-axonic synapse

density with PyN excitability during development suggests

the role of ChC in maintaining E/I balance in the cortical

network. The variability in axo-axonic synaptic strengths

positively correlates with features of target PyNs including

soma location, size, and perisomatic inhibition. Given

the remarkable developmental and activity-dependent

plasticity of axo-axonic synapses, future studies will need

to identify other molecular and neuromodulatory control

mechanisms of ChC target specificity and variability of axo-

axonic synaptic strengths, which are essential for the proper

assembly of the cortical circuit and dynamic information

processing, respectively.

ChC function depends on their electrophysiology and post-

synaptic responses to their GABAergic signaling. Despite their

fast-spiking property, heterogeneity in membrane properties
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of ChCs is found across different brain regions such as

the neocortex and hippocampus, suggesting their diverse

contributions to their embedded network and coding. We

compared the electrophysiological features of two fast-spiking

cell types, ChCs and PV-BCs, and discussed factors that

may contribute to differences in their firing properties. To

discern their controversial GABAergic synaptic effect, we

examined in vitro and in vivo evidence of depolarizing and

hyperpolarizing effects made by ChC synapses. Although several

explanations have been provided for the excitatory effects of

ChCs in vitro, emerging in vivo studies with ChC-specific

manipulations have revealed their inhibitory effect in free-

behaving adult animals. However, developmental factors and

neuromodulation-dependent brain states need to be considered

to understand the specific role of ChC synaptic effects.

Therefore, systematic future in vivo studies using ChC-specific

genetic markers across different developmental stages and brain

states would clarify the functional features of ChCs in the post-

synaptic PyN activity.

As brain rhythms indicate highly coordinated neuronal

activity underlying cognitive states and behavior, we compared

distinct temporal coupling of ChCs and BCs to gamma

and theta oscillations. Factors such as GABA-A receptor

subunit composition, state-dependent cholinergic modulation,

and distinct wiring features may account for their differential

contributions to gamma and theta oscillations and functional

implications to PyN network activity. Recent in vivo studies of

genetically targeting ChCs in various brain regions revealed that

the activity of ChCs represents arousal states and displays strong

responsiveness to salient stimuli. ChC-specific manipulation

showed its direct inhibitory influence on behavioral functions

of target neurons. ChC activity may actively process salient

information to selectively recruit the most relevant PyN

ensembles, which in turn facilitate the corresponding behaviors.

The previously enigmatic behavioral functions of ChCs

have been gradually unmasked through recent advancements

in ChC-specific genetic labeling, optogenetics, and in vivo

recording techniques. Yet, the active role of ChCs during

cognitive tasks has not been demonstrated in the PFC where

cognitive deficits are seen in schizophrenia. Future studies

will need to investigate the higher-level cognitive functions

of ChCs.

We discussed how ChCs shape neuronal outputs at the

population level and select neuronal ensembles to route

information flow dynamically. Directional and cooperative

ChC-PyNs connectivity allows ChC to control the threshold for

generating PyN action potentials and regulating the temporal

precision of PyN spiking. This enhances the signal-to-noise

ratio in PyN population codes and provides the ability to

limit temporal windows for spike timing-dependent plasticity,

which is necessary for shaping neural codes. Activity-dependent

plasticity in ChC-PyN connections offers a mechanism to

set a threshold of action potential generations as a function

of individual neurons’ excitability. Given the importance of

E/I balance for neural circuit homeostasis and information

processing, theoretical perspectives of experience-dependent

plasticity of inhibitory synapses for precise E/I balance will

be useful to understand how ChCs may gate multiple signals

and facilitate associative memory processes through inhibitory

engrams. As an underlying cellular mechanism, we discussed

the activity-dependent plasticity of axo-axonic synapses that

enables fine-tuned inhibition to match excitability. Thus,

cell-to-cell level ChC-mediated inhibition and their activity-

dependent plasticity may offer a mechanism for constructing

behaviorally relevant inhibitory representations. Future in vivo

experiments would be important to examine how cortical ChCs

facilitate effective and dynamic control of information flow

with precision for high-level executive functions during health

and disease.

We reviewed the pathophysiological changes of ChCs in

schizophrenia. Both molecular and structural alterations of

ChCs in schizophrenia exert excessive inhibition on DLPFC

PyNs, which may underlie cognitive deficits of schizophrenia

such as disorganized thought. PV-BCs in the DLPFC appear

to undergo cellular changes in schizophrenia that result in

the opposite pathophysiology to ChCs: decreased inhibition of

PyNs. ChC-related changes in schizophrenia seem to display

laminar-specificity to the superficial layers. Although gamma

oscillations have been shown to be altered in schizophrenia,

the specific contribution of ChCs to gamma oscillations is

unclear. Future studies will need to investigate the differential

roles of laminar-specific ChCs and their involvement in altered

brain activity.

In conclusion, significant progress in the research of

GABAergic interneuron transcriptomic profiles, developmental

biology, and functions has allowed us to recognize the

association between cell-type specific dysfunction and

neural disorders. While emerging evidence suggests that

pathophysiological mechanisms of psychiatric disorders

include disrupted E/I balance and interneuron dysfunction

as shared features, we cannot fully understand diverse

dysfunctional cognition or behavior without understanding

the specific role of each interneuron type in neural coding.

Recent in vivo studies with genetic targeting of ChCs have

provided insights into the distinctive roles of single-type

interneurons in neural computation, dissecting the complex

functions of GABAergic interneurons. Future research needs

to address how neocortical ChCs adaptively orchestrate

dynamic PyN activity via axo-axonic synaptic plasticity for

information processing during cognitive tasks, and what

genetic or molecular factors cause defects in the development

and functions of axo-axonic synapses in disease. Such efforts

are crucial to specify pathophysiology and design effective

therapeutic approaches. Strategy and knowledge gained from

ChC studies may be utilized as a benchmark to unveil specific

contributions of diverse GABAergic interneurons to circuit
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wiring and neural coding in health and disease at single

cell-type precision.
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The dynamic interaction between excitatory and inhibitory activity in the brain

is known as excitatory-inhibitory balance (EIB). A significant shift in EIB toward

excitation has been observed in numerous pathological states and diseases,

such as autism or epilepsy, where interneurons may be dysfunctional.

The consequences of this on neurovascular interactions remains to be

elucidated. Specifically, it is not known if there is an elevated metabolic

consumption of oxygen due to increased excitatory activity. To investigate

this, we administered microinjections of picrotoxin, a gamma aminobutyric

acid (GABA) antagonist, to the rabbit cortex in the awake state to mimic the

functional deficiency of GABAergic interneurons. This caused an observable

shift in EIB toward excitation without the induction of seizures. We used

chronically implanted electrodes to measure both neuronal activity and brain

tissue oxygen concentrations (PO2) simultaneously and in the same location.

Using a high-frequency recording rate for PO2, we were able to detect two

important phenomena, (1) the shift in EIB led to a change in the power spectra

of PO2 fluctuations, such that higher frequencies (8–15 cycles per minute)

were suppressed and (2) there were brief periods (dips with a duration of

less than 100 ms associated with neuronal bursts) when PO2 dropped below

10 mmHg, which we defined as the threshold for hypoxia. The dips were

followed by an overshoot, which indicates either a rapid vascular response

or decrease in oxygen consumption. Our results point to the essential role of

interneurons in brain tissue oxygen regulation in the resting state.

KEYWORDS

GABA, neurovascular unit, neuronal synchronization, cerebral cortex, rabbit,
epilepsy, hypersynchronization
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Introduction

A shift in excitatory-inhibitory balance (EIB) in the
brain toward excitation is a very common clinical and
pathophysiological phenomenon, which can present in
adulthood or as a result of disturbed development, due
to the functional deficiency of inhibitory interneurons
(Gascoigne et al., 2021). This phenomenon manifests as
neuronal hypersynchronization during the resting state, a
process which affects normal neuronal and neurovascular
interactions (Staley, 2015; van Vliet and Marchi, 2022). Note,
that the term “hypersynchronization” referred to in this
study is related to the epileptiform bursts in neuronal activity
and is different from other types of synchronization (e.g., to
stimulation, during sleep, etc.) (Traub et al., 1993; Behrens et al.,
2005; Schneider et al., 2019). The clinical characteristics of a
shift in EIB, range from autism (Rubenstein and Merzenich,
2003) to epilepsy (Kaeser and Regehr, 2014), depending on its
severity. Typically, this state has a very long duration (months
and years) (Berg, 2011; Gascoigne et al., 2021).

The changes to neurovascular interactions that occur as
a result of a shift in EIB toward excitation are not well
known. From a clinical perspective, the most important question
pertains to whether this process leads to localized hypoxia,
due to the significantly heightened energy consumption
from synchronized neuronal activity. Previous studies have
found neurovascular decoupling during synchronized neuronal
activity, yet have not been able to report actual hypoxia (Winkler
et al., 2012; Prager et al., 2019; Ferlini et al., 2021). Moreover,
some studies have even shown increased cerebral blood
flow (CBF) and decreased blood oxygenation during seizures
(Kreisman et al., 1991; Bahar et al., 2006; Zhao et al., 2009). It
should be noted that oxygen levels in these studies decreased
slowly (during seconds) and remained within normoxic criteria,
whereas clinical hypoxia is typically considered to be below 10–
15 mmHg in brain tissue PO2 assuming the normal PO2 is
20–40 mmHg (Ougorets and Caronna, 2008; Manole et al., 2014;
Farrell et al., 2016). In line with this, an interesting study, which
used 1 Hz frequency recordings, reported drops in brain tissue
oxygen levels in response to absence seizures of greater than
10 s in duration (Farrell et al., 2018), yet the PO2 stayed above
15 mmHg during seizures.

In our study, we have utilized an innovative approach which
combines simultaneous neuronal/local field potential and high-
frequency (20 Hz) brain tissue oxygen recording from the same
location. This allows any changes in neuronal activity to be
simultaneously linked with brain tissue oxygen. Moreover, our
ability to perform localized microinjections (Aksenov et al.,
2014) allows us to effectively locally modulate EIB in awake
animals, without affecting the state of the whole brain or afferent
projections to the area of interest. Using this approach, we
mimicked the functional deficiency of GABA-ergic interneurons

in the cerebral cortex using the GABA-antagonist, picrotoxin, to
elicit the shift in EIB without generating seizures.

Our results indicate that the shift in EIB causes brief but
repeated periods of hypoxia in brain tissue. The presence of
such hypoxic events suggests similar processes in patients who
experience this type of shift in EIB due to functional deficiency
of interneurons.

Methods

Subjects and approach justification

We have used awake rabbit models extensively in previous
studies for studying behavioral learning as well as for
electrophysiology, brain tissue oxygen, and MR measurements
(Aksenov et al., 2016, 2020). There is no discomfort or pain
connected with the reported experiments. Thus, rabbits are ideal
subjects for electrophysiological experiments.

We chose layer IV of the somatosensory cortex for
electrode implantation and drug injections because this brain
region receives direct projections from the thalamus and
represents one of the main components of the thalamocortical
circuits (Ramirez et al., 2014; Zhang and Bruno, 2019). The
somatosensory cortex has been extensively examined previously
in rabbits (Swadlow et al., 1998). We have chosen the GABA-
antagonist picrotoxin because the effects of this drug are well
characterized and only involve GABA receptors.

Animal preparation

Seven adult female Dutch-belted rabbits (9-months old, 2–
3 kg) were used in accordance with the National Institutes
of Health guidelines and protocols, and all procedures, were
approved by the NorthShore University HealthSystem Research
Institute Institutional Animal Care and Use Committee. Rabbits
were housed in standard stainless steel cages with water
and food ad lib. Animals were chronically implanted with
electrodes, as reported previously (Aksenov et al., 2015). For
this procedure, animals were anesthetized with a mixture of
ketamine (60 mg/kg) and xylazine (10 mg/kg). The recording
assembly consisted of a silica tube (Polymicro Technologies,
Phoenix, AZ, USA) containing a bundle of four 25 µm diameter
gold-silver alloy microwires with formvar insulation (California
Fine Wire, Grover Beach, CA, USA, alloy 446), and electroplated
with a thin layer of gold (Dalic alkaline plating solution; Sifco
Chemical, Independence, OH) at the tip so that they could
be used as traditional polarographic oxygen electrodes. These
electrodes terminated at different levels within a distance of
150–200 µm. The microwires were connected to a small 6-
pin connector that was embedded in dental acrylic. A 150 µm
Ag/AgCl reference wire was placed between the skull and
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dura mater. A 200 µm silica injection cannula was attached
to the microdrive. During surgery, lambda was positioned
1.5 mm below bregma and the stereotaxic coordinates were as
follows: anterior-posterior was 2 mm dorsal to bregma, medial-
lateral was 6 mm from midline, and dorsal-ventral was under
visual control. After implantation the electrode assembly was
cemented to the skull using dental acrylic and nylon support
screws. After recovery from surgery each subject was habituated
for at least 3–5 days prior to the experiments and all experiments
were performed beginning at least 14 days after surgery. During
recordings the rabbits were restrained by means of a cloth
sleeve but their head was not fixed to the cradle. The rabbit’s
docile temperament and tolerance for restraint are ideal for
studies performed in the awake state (Aksenov et al., 2019).
The electrodes were advanced to layer IV and their location was
confirmed using anatomical MR imaging.

Experimental design

Picrotoxin (Sigma Aldrich, 166 µM) was injected after
15 min of baseline recording. This concentration was chosen
because it induces neuronal hypersynchronization without
actual seizures. The total duration of an experiment was 50 min.
We followed a previously described procedure of localized
injections (Aksenov et al., 2005). For the control injections, the
same protocol was followed as in picrotoxin injections, but a
control vehicle (saline) was injected.

All injections (1 µl volume) were delivered through a silica
tube/needle connected to a Hamilton syringe using transparent
Tygon tubing. The pH level was adjusted for all injections and
was 7.2–7.4. Single units were monitored to ensure that the
impact of the potential mechanical displacement of tissue by the
injected volume (volume effect) was minimized (Aksenov et al.,
2014).

Electrophysiological and PO2
recording

Our design allowed us to use the same electrode to record
either single units or PO2. The multiple unit signals [local
field potentials (LFP) were recorded simultaneously] from the
microwires were fed through a miniature preamplifier to a
multi-channel differential amplifier system (Neuralynx, Inc,
USA). The recording and analysis of electrophysiological data
has been described previously (Aksenov et al., 2014, 2015).
Briefly, the signals were amplified, band-pass–filtered (300 Hz to
3 kHz for single units (SU) and 1–150 Hz for LFP), and digitized
(32 kHz/channel) using a Neuralynx data acquisition system.
Unit discrimination was performed offline using threshold
detection followed by a cluster analysis of individual action
potential wave shapes using Neuralynx analysis software. For
PO2 recording the microwire was polarized to −0.7 V with

respect to a reference electrode (located between the skull
and dura), and the current was measured with a Keithley
model 614 electrometer (Keithley Instruments, Cleveland, OH,
USA). The initial designation of which wire, was used for
either PO2 or neuronal activity recording, was random. The
output voltage from the electrometer was low-pass filtered
at 30 Hz, amplified, and digitized at 20 Hz. The chronically
implanted PO2 electrodes were calibrated before implantation.
Additionally, to show that our results do not depend on the
sampling rate and filters in terms of PO2 power spectra, we
acquired the data at 200 Hz with the low pass filter at 400 Hz
in 2 animals.

Electrode locations were confirmed by MRI using a 9.4T
imaging spectrometer (BioSpec 94/30USR, Bruker Biospin
MRI GmbH) operating at 1H frequency of 400 MHz. The
spectrometer was equipped with an actively-shielded gradient
coil (BFG-240–150-S-7, Research Resonance, Inc., Billerica,
MA, USA). A single-turn, 20mm-diameter circular RF surface
coil was used for both transmission and reception. Anatomical
images were acquired using a multislice gradient echo pulse
sequence with a TR of 1.5 s, a TE of 10 ms, a 30 mm × 30 mm
FOV, and a matrix size of 128 × 128, corresponding to an
in-plane resolution of 234 µm × 234 µm.

Data processing

Our initial data consisted of PO2 data sampled at 20 Hz, and
LFP and MUA data sampled at 32 kHz. Then we resampled the
data to match the sampling frequencies by taking the necessary
increments between data points. For our MUA data, we first
took the absolute value over the entire time series, then we used
a non-overlapping moving average, selecting the window sizes
to produce our desired resampled sampling frequency. For our
initial analysis, where we compared the time series dynamics of
PO2 against the time series of both MUA and LFP, we resampled
our initial data to 20 Hz. For our second stage of analysis,
we resampled all our data to 10 Hz. In total, our picrotoxin
(PTX) and saline data each consist of seven experiments (one of
each per animal). Note that for plotting the LFP spectrogram,
we used a sampling rate of 200 Hz. All pre-processing of the
data was done using scripts in Matlab, 2017b in the Windows
10 OS. All subsequent analysis (with the exception of the LFP
spectrograms, described below) was performed using iPython
notebooks (running Python 3) in the Linux OS.

Power spectra analysis

To study how the frequency content of our data changed
over time, we used rolling windows to create spectrograms
of our PO2 and LFP data. For PO2 at a sampling rate of
10 Hz, we created spectrograms using a time window size of
10 min (6,000 time points), with an overlapping window size of
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5,999 time points. For each time window, we scaled the power
spectra by dividing by the maximum power value across all
frequencies, e.g., for the frequency range with the highest power,
the scaled power was equal to 1. For LFP under a sampling rate
of 200 Hz, we created spectrograms using a time window size
of 10.24 s (2,048 time points), with an overlapping window of
1,024 time points. The units for the LFP spectrogram are in
dB/Hz (power/frequency). Power spectra diagrams for PO2 were
done in 10-min non-overlapping windows. For this paper, we
display only the 0-to-10-min and 30-to-40-min time window for
comparative purposes. All power spectra calculations are done
using Welch’s method (Welch, 1967).

Consumption and synchronization
measures

Since it was stated that the normal PO2 in brain tissue is
20–40 mmHg and the critical level is 10–15 mmHg in patients
(Ougorets and Caronna, 2008), we applied a proportion of 0.4
(i.e., 12/30) to our initial baseline level as the critical threshold.
This enabled us to analyze the number of dips below “hypoxic”
levels, which are called “consumption spikes” here.

Consumption spikes are characterized by sudden dips in
PO2, beyond what can be considered standard fluctuations
in oxygen. To identify these abnormalities, we created a new
smoothed series, where we applied a moving average smoothing
filter over our original PO2 time series, with a time window of
5 time points (0.5 s). We then created a residual series, which
consisted of the differences between the original PO2 series and
the smoothed series. We then normalized the residual series
in accordance with a Gaussian distribution. Finally, for this
study, we defined the time of increased O2 consumption by
locating all the time points in the normalized residual series
which exceeded the value of 5 (i.e., the PO2 series deviated
from the smoothed series by 5 standard deviations). The high
threshold of 5 standard deviations ensured a robust barrier
to decrease the chance of recording a false positive case of
consumption. Similarly, using our MUA series (resampled at
10 Hz, using averaged bins), we denoted the time points of MUA
“synchronization,” by recording all of the time points which
exceeded 5 standard deviations. Finally, we defined the oxygen
dip rate and the MUA synchronization rate as the average
number of occurrences of consumption spikes and increases in
the MUA above the threshold, over a 30 s (300-time point) time
window, with an overlapping window of 299 time points.

Statistical analysis

To analyze the change in baseline after injection, we used a
paired t-test to compare the average PO2 in the 5 min before
injection the average PO2 during the 5 min after injection.
Our next aim was to statistically compare the high frequency

component of the PO2 power spectra before and after the
injection of PTX. We defined the high frequency to be between
5 and 15 cycles per minute (cpm). Note that this high frequency
range, which is nearly always present in the normal adult resting
state, is distinguished from the high frequency consumption
dips post PTX injections, which occur at a much higher rate
of 10 Hz. Using our maximum value scaled power spectra for
PO2, we calculated the percentage of power over all frequencies
within the high frequency range for our specific time windows.
This gave us the metric of the proportion of high frequency
power for the time windows of 0–10 min and 30–40 min. We
then recorded these proportions for those two time windows
over all our experiments (PTX and Saline, separately), and
used a paired t-test to determine if the mean differences in the
proportion of power in the high frequency range before and
after injection were statistically significant. We also compared
the relative amplitude of low frequencies in PO2, characterized
as the frequencies between 1 and 2 cpm, for the first 10-min
time window and the 30–40-min time window. We measured
the total power within the 1–2 cpm frequency ranges, scaled
relative to the total power for the time window, and applied
a paired t-test to measure the statistical significance of the
mean differences between the 0 to 10-min time window and the
30–40-min time window.

To determine the statistical significance of our oxygen
dip rate and MUA synchronization measures for our PTX
experiments, we calculated p-value thresholds in accordance
to the null distribution generated by our saline data. The
null distribution for the oxygen dip rate was generated by
storing all the oxygen dip rate values for the saline data,
across all time windows, and across all saline experiments.
The null distribution for the MUA synchronization measure
was calculated by the same means. We were then able to
construct histograms, and use a best-fit beta distribution to
approximate the theoretical distribution of our null data for each
metric. Using, for example, the theoretical null distribution of
the oxygen dip rate, we were able to determine the value of
the oxygen dip rate which corresponded to a p-value of 1%.
Using the null distribution, we were then able to determine
the p-value thresholds for our oxygen dip rate and MUA
synchronization metrics.

Finally, we analyzed the overshoot after the consumption
dips by getting the average across all PTX experiments and using
a paired t-test between points before and after the dip. Then the
point after the dip was subtracted from the point before the dip
to get the average difference which represents the overshoot.

Results

Hypoxic dips

Neuronal hypersynchronization events (Figures 1A,B) and
multiple dips in brain tissue PO2 were recorded after picrotoxin
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FIGURE 1

Oxygen dynamics in response to neuronal synchronization induced by the injection of picrotoxin. Examples of raw recording of multi-unit
activity (MUA) and local field potentials (LFP) before (A) and after (B) injection of picrotoxin illustrate electrophysiological characteristics of
neuronal synchronization (appearance of rhythmic bursts and near-silent periods between them). Fluctuations of brain tissue oxygen (PO2)
before injections were relatively periodical with low magnitude (C). After the injection the magnitude of PO2 fluctuations increased and regular
dips below 10 mmHg appeared (D). Sometimes the dips reached even 5 mmHg while having duration less then 100 ms (E). The black arrow
indicates the dip on D which is presented on panel (E). MUA before injection did not have any regular bursts (F) but after injection the bursts
appeared (G). LFP before (H) and after injection (I) generally followed the behavior of MUA. Note that dips in PO2 appeared together with bursts
on MUA or LFP. The total duration of hypoxia reached 2 s over 10 min (J). The averaged baseline of PO2 did not change after the injection (N = 7)
(K). The error bars represent standard error. The overshoot after the dip is shown on the population data (L). The data was normalized to 100%
of the point before the dip. Error bars represent standard deviation for better visibility. Asterisk represents a significant difference (p < 0.05).

injections (Figures 1C,D). The occurrences of these dips
corresponded to the synchronized bursts in neuronal activity on
LFP/MUA (Figures 1F–I), and they were never observed before
picrotoxin injection or after an injection of a control vehicle. We
did not observe any head motion associated with synchronized
bursts of neuronal activity or any seizures. The synchronized
LFP bursts had a duration of around 80 ms whereas the
dips in PO2 had durations of approximately 30–40 ms
(Figure 1E and Supplementary Figure 1). Based on (Ougorets
and Caronna, 2008), we took the threshold critical/hypoxic
level to be 10 mmHg. The cumulative duration of dips over
10 min was 2.5 ± 0.72 s (Figure 1J). None of these events
were observed before the injection of picrotoxin or after the
injection of vehicle and, thus, a two-tailed paired t-test showed
significance (p < 0.013). The baseline of brain tissue oxygen,
measured as the time-average, did not change after picrotoxin
injection (24.89 ± 1.1 mmHg before vs. 25.52 ± 1.49 mmHg
after, mean ± SEM) (Figure 1K). Supplementary Figure 2
additionally illustrates the relationship between raw data of PO2

and electrophysiology after injection of picrotoxin.
An overshoot was often observed after the dips (Figure 1E).

A two-tailed paired t-test comparing points before and after the
dip revealed a significant difference (p = 0.007). On average
the difference between levels of oxygen which preceded and
followed the dip was 1.28 ± 0.21 mmHg (mean ± SEM).

Sometimes this difference could reach 4 mmHg. Figure 1L
shows group data normalized to the value before the dip.

Power spectra analysis for PO2 and
local field potentials

Looking over the entire duration of the experiment,
the injection of PTX had a distinct effect on the overall
frequency distribution of PO2. As the PO2 spectrograms
show (Figures 2A,C), the power at higher frequencies
greatly decreased during a certain period after injection
(occurring at 15 min). As expected, this decrease in higher
frequency fluctuations corresponds with an increase in the
delta LFP band power (Figures 2B,D), signifying neuronal
hypersynchronization induced by PTX. In contrast, for our
control experiment, there is no visible change in the dynamics
of the high frequency component of our PO2 time series
(Figure 2E) nor in the power of any particular LFP band
(Figure 2F). The rapid increase in the delta band power, with
a simultaneous decrease in the high frequency power of PO2,
in contrast to the control case, highlights the link between the
onset of neuronal hypersynchronization and a disruption in
brain tissue oxygen fluctuations via a shift in PO2 power spectra
toward the lower frequencies.

Figures 2G,H show the power spectra diagrams for two
separate PTX experiments. Figure 2I shows the power spectra
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FIGURE 2

The dynamics of PO2 and LFP, before and after the injection of PTX. PO2 spectrograms from two illustrative experiments (A,C) highlight the
change of dominant frequencies from relatively fast (5–15 cpm) to slow (<5cpm) after injection of PTX at the 15 min mark (denoted by a blue
arrow). An increase in the power of the delta LFP band, as seen in the LFP spectrograms (B,D), following the injection. Meanwhile, both the PO2

and LFP spectrogram for the saline experiment show no apparent change in dynamics [(E,F), respectively]. Comparing the power spectral
density (PSD) of PO2 from the first 10 min to a time window between 30 and 40 min, explicitly shows the disappearance of high frequency PO2

fluctuations for the PTX experiments [(G,H), corresponding to (A,C), respectively], unlike the saline experiment corresponding to panel (E),
which displays no visible change (I). We measured the proportion of power within the PSD in the 5–15 cpm frequency (“high frequency”) range
for periods before and after injection, over all our PTX experiments (N = 7) and display the distribution as a whisker-bar plot (J). A paired t-test
confirmed that the difference in proportion of the high frequency component before and after injection is statistically significant (p = 0.002).
Similarly, for our saline experiments (N = 7), there was no statistical difference before and after injection (K), confirming the stability of a high
frequency PO2 oscillatory component in the control. We also compared the low frequency (1–2 cpm) amplitude relative to the total power for
each time window, graphing a bar-whisker plot for our PTX data (L) and our saline data (M). The differences in amplitude are statistically
significant (p = 0.0008) before and after injection for our PTX experiments, and not significant for our saline experiments. Two asterisks
represent a significant difference p < 0.01. Three asterisks represent a significant difference p < 0.001.

for the same two time windows for the control experiment.
The power shifts from high frequencies to lower frequencies
for the PTX experiments, and stays the same for the control
experiment. To visualize this phenomenon over all PTX
experiments, we calculated the proportion of power contained
within the 5-15 cpm frequency range (we denote this as high
frequency) for both before and after injection, and graphed
the box-whisker plot of their distribution (Figure 2J). We
applied the same methodology over our saline experiments, and
graphed the resulting box-whisker plots (Figure 2K). A paired
t-test confirms that the mean difference of the proportion
of high frequency power before and after PTX injection is
statistically significant (p = 0.0028), while the control data shows
no statistically significant difference before and after saline
injection (p = 0.94). Similarly, we calculated the proportion
of power within the 1–2 cpm frequency range (denoted as
low frequency) for the respective before and after injection
time windows for both our PTX experiments (Figure 2L)
and saline experiments (Figure 2M). The mean differences
in slow frequency amplitudes before and after injection for

our PTX experiments was statistically significant (p = 0.0008),
while the saline experiments showed no statistical difference.
Supplementary Figure 3 illustrates the change in total (not
relative) power and indicates that the amplitude of slow
frequencies (1–2 cpm) greatly increased after injection of
picrotoxin. Supplementary Figure 4 illustrates similar changes
in power when a 200Hz sampling frequency was used.

Consumption and synchronization
dynamics

Using the same two PTX experiments and control
experiment as in Figure 2, we plot the dynamics of the oxygen
dip rate alongside with MUA synchronization (Figures 3A–F).
The oxygen dip rate is a measure of the average number of
consumption spikes over a rolling 30 s window. For our PTX
experiments (Figures 3A,C), there is a sudden increase in the
oxygen dip rate after 30 min with multiple values crossing
the 1% p-value threshold (red line). The control experiment
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FIGURE 3

Relationship between oxygen consumption and neuronal synchronization. Using the same two PTX experiments from Figure 2, a plot of the
consumption rate measure (A,C), shows a significant increase in PO2 consumption past the 30 s mark. This increase in PO2 consumption
corresponds with an increase in MUA activity (B,D), indicating that the consumption spikes are indeed due to an increase in aggregate neuronal
activity. The oxygen dip rate and MUA synchronization measure show no statistically significant deviations [(E,F), respectively], indicating that
this consumption activity does not occur in the control. The red, horizontal line denotes the threshold value (for each respective measure) at a
1% level of significance, calculated from the distribution of saline experiments. The density plot of the oxygen dip rate and MUA synchronization
measures over all saline experiments (N = 7) is plotted [(G,H), respectively]. The bars denote data from our actual recorded control experiments
and the red line denotes the best-fit beta distribution.

has a oxygen dip rate of nearly zero over the entire 50-
min duration (Figure 3E). MUA synchronization measures
the average number of significant increases in the absolute
value of the original MUA signal. For our PTX experiments,
a significant increase in MUA synchronization corresponds to
increases in the oxygen dip rate (Figures 3B,D), while the
control experiment shows no significant increase in the level
of MUA synchronization (Figure 3F). Figures 3G,H show the
density plots for the oxygen dip rate and MUA synchronization
measures over all saline experiments, respectively. The red
line plots the best-fit beta distribution over the recorded data,
representing the theoretical distribution used to calculate the
p-value threshold. The calibration PO2 values are shown by
Supplementary Figure 5.

Discussion

Our results show that pharmacologically mimicking the
debilitation of interneurons produced two phenomena at the
level of brain tissue oxygen: (1) there was a change in the rate and
magnitude of brain tissue oxygen fluctuations and (2) there were
short-lasting and severe dips in PO2. The interaction between
these events caused localized hypoxia.

The fluctuation of brain tissue PO2 in the brain is an
important and ever-present process that corresponds to the
vasomotion at the level of arterioles (Hudetz et al., 1998;
Aalkjaer et al., 2011). These fluctuations are thought to prevent

local hypoxia (Tsai and Intaglietta, 1993; Goldman and Popel,
2001; Doubovikov and Aksenov, 2020). In the normal brain,
the predominant frequency is around 10 cpm in adults (Manil
et al., 1984; Linsenmeier et al., 2016; Aksenov et al., 2018),
and this frequency is an indicator of mature neurovascular
interactions which allow fast responses to localized increases in
neuronal activity (Doubovikov and Aksenov, 2020). Injections
of picrotoxin shifted the dominant frequency of oxygen
fluctuations toward 1–3 cpm by increasing their magnitude.
Interestingly, this slow frequency corresponds to the “neonatal”
frequency of oxygen fluctuations where neuronal control over
vasomotion is yet to be established and arteriolar vasomotion
is spontaneous (Aksenov et al., 2018). Moreover, this slow
frequency dominates under general anesthesia (Linsenmeier
et al., 2016), when neuronal activity is greatly decreased
(Aksenov et al., 2015). Thus, it indicates that the full function
of local neuronal networks is required for oxygen fluctuations
of higher frequencies (∼10 cpm) to dominate. Since picrotoxin
causes a “disconnection” not only between interneurons and
pyramidal cells but also between interneurons and arterioles
(Vaucher et al., 2000), these processes disturb neuronal control
of vasomotion, which leads to the observed shift of brain tissue
oxygen fluctuations toward lower frequencies.

The other observed phenomenon, short-duration
(<100 ms) dips in brain tissue oxygen, is most likely related
to elevated energy consumption when neuronal activity is
synchronized. An oxygen decrease was also observed during
stimulation, which was accompanied by a delayed vascular
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response (Uludag, 2008; Watanabe et al., 2013; Freeman
and Li, 2016). It is necessary to emphasize that epileptiform
neuronal bursts are different from neuronal responses to
stimulation: the bursts represent a hypersynchronization of the
total neuronal population; they consist of sustained neuronal
depolarization with multiple action potentials following each
other (Bromfield et al., 2006) and, thus, indicate very fast, brief
and massive oxygen consumption, which can be observed even
in vitro (Ivanov et al., 2015), depending how fast the oxygen
electrode can respond. Our results clearly indicated there to
be periods of localized hypoxia where the oxygen level was
below 10 mmHg, and at times they even dropped to 5 mmHg,
indicative of a more severe hypoxic event. Note that there is
not a generally accepted level designated as hypoxia, and the
values can be different depending on experimental conditions
(Kariman et al., 1983; Foster et al., 2005; Kasischke et al., 2011).
Overall, our results point to the role of interneurons and GABA
in regulating neuronal activity by preventing resting-state
neuronal hypersynchronization and the corresponding hypoxia
in brain tissue.

It is generally accepted that the vascular response is typically
delayed by 2–5 s (Zheng et al., 2002; Masamoto et al., 2003;
Aksenov et al., 2015; Cai et al., 2018), which raises the question
of what mechanism is responsible for recovery from the short-
lasting resting state dips in brain tissue oxygen. Only three
processes can possibly explain the recovery: vascular delivery of
oxygen, oxygen diffusion from neighboring tissue and a drop
in oxygen consumption while maintaining constant oxygen
delivery. The role of oxygen diffusion from neighboring tissue
can be excluded due to its very slow rate, dependent on an O2

diffusion coefficient of 1540 µm2/s in the brain (Ganfield et al.,
1970). Calculations show that the actual oxygen diffusion rate
is 2 µm/50 ms in our case, which is not remotely sufficient to
compensate for oxygen loss, taking into account the distances
between our tubing/electrodes (150–200 µm). On the other
hand, we have observed a small overshoot in dips (Figure 1),
which directly indicates the role of the vascular response, a
drop in the oxygen consumption or some combination of both.
Such a quick vascular response is interesting and is possible
due to the physiology of the smooth muscle cells of arterioles,
because they can relax in less than 50 ms (Nelson et al., 1995;
Hall, 2011) and involve fast-acting mediators (Hosford and
Gourine, 2019). However, the drop in oxygen consumption is
also possibly due to neurons entering a hyperpolarized phase,
following the epileptiform burst. Additional studies would be
necessary to establish the exact timing difference between LFP
spikes and PO2 dips by recording at higher frequency and to
ascertain whether this is a region-dependent effect.

The short duration of hypoxia points to the question of
whether it can produce actual damage. Generally speaking,
with sufficient severity, hypoxia can lead to the upregulation
of reactive oxygen species (ROS) which can rapidly accumulate
beyond the protective capacity of the antioxidative system,

leading to oxidative stress (Chen et al., 2018). The presence of
oxidative stress poses a potential detrimental threat to a range of
cell types in the brain, as the excess of ROS has a high propensity
to react with and damage macromolecules within cells (e.g.,
DNA/RNA oxidation, protein oxidation, nitration of tyrosine
residues, and lipid peroxidation), leading to the debilitation of
the cell (Moreira et al., 2005). Moreover, hypoxic conditions
have also been shown to lower intracellular and extracellular
pH(Rolett et al., 2000; Yao and Haddad, 2004), phosphocreatine
(Rolett et al., 2000), inorganic phosphate (Nioka et al., 1990;
Rolett et al., 2000), lactate (Sarrafzadeh et al., 2003), as well as
NADH (Rolett et al., 2000; Shetty et al., 2014). The combination
of these consequences to the biochemical environment of
affected cells can significantly impair their normal functioning
and are associated with subsequent neuroapoptosis. However,
it is difficult to suggest such dramatic changes to be present
during the short duration of hypoxia we observed in this study,
because the results of previous studies are predominantly based
on measurements taken minutes after the onset of ischemia.
On the other hand, processes related to oxidative stress are
very fast and can take place within milliseconds. For example,
it has been shown that a significant burst of local ROS occurs
within 2 s of a mitochondrial permeability transition event,
which, in turn, could have immediate consequences for the local
cellular homeostasis (Zorov et al., 2000). Although it is difficult
to compare the relative effects of these smaller, harmful events
to hypoxia under longer durations, the repetitive nature of the
short-lasting hypoxia due to the debilitation of interneurons can
potentially have an accumulating effect. Our data suggest that
over the course of 10 min, there will be an accumulated 2 s
of hypoxic conditions (Figure 1). Moreover, considering this
effect can persist for years in humans, the number of such short
hypoxic events can be tremendous.

Finally, we would like to emphasize that due to the short
duration of the reported hypoxic events, not all methods can
be used to record and observe them. It seems that the task
of recording brain tissue oxygen requires a minimum of a
20 Hz sampling rate. This excludes methods, such as functional
MRI, that do not have sufficient temporal resolution. However,
subclinical local neuronal hypersynchronization can be visible
on EEG directly (depending on the size of epileptogenic zone)
and indirectly (where slow bands (e.g., delta) prevail locally
during the awake resting state).

We conclude that excitatory-inhibitory imbalance and
long-lasting resting state neuronal hypersynchronization
is a potentially dangerous phenomenon because of the
multiple events of local hypoxia. In summary, we have
shown the importance of interneurons in maintaining
both physiological levels of neuronal activity and oxygen
homeostasis. Interneurons are involved in regulating oxygen
delivery through brain tissue oxygen fluctuations and oxygen
consumption via restricting synchronized neuronal activity
in resting state.
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Information processing within neuronal circuits relies on their proper

development and a balanced interplay between principal and local inhibitory

interneurons within those circuits. Gamma-aminobutyric acid (GABA)ergic

inhibitory interneurons are a remarkably heterogeneous population, comprising

subclasses based on their morphological, electrophysiological, and molecular

features, with differential connectivity and activity patterns. microRNA (miRNA)-

dependent post-transcriptional control of gene expression represents an

important regulatory mechanism for neuronal development and plasticity.

miRNAs are a large group of small non-coding RNAs (21–24 nucleotides)

acting as negative regulators of mRNA translation and stability. However, while

miRNA-dependent gene regulation in principal neurons has been described

heretofore in several studies, an understanding of the role of miRNAs in inhibitory

interneurons is only beginning to emerge. Recent research demonstrated

that miRNAs are differentially expressed in interneuron subclasses, are vitally

important for migration, maturation, and survival of interneurons during

embryonic development and are crucial for cognitive function and memory

formation. In this review, we discuss recent progress in understanding miRNA-

dependent regulation of gene expression in interneuron development and

function. We aim to shed light onto mechanisms by which miRNAs in

GABAergic interneurons contribute to sculpting neuronal circuits, and how their

dysregulation may underlie the emergence of numerous neurodevelopmental

and neuropsychiatric disorders.

KEYWORDS

microRNA, interneurons, neural circuits, neurodevelopment, neuropsychiatric disorders

Introduction

Cortical information processing depends on intricately and dynamically interconnected
neuronal circuits composed of (1) glutamatergic excitatory neurons (or principal neurons),
and (2) γ-aminobutyric acid (GABA)ergic inhibitory interneurons (INs) (Wood et al., 2017;
Swanson and Maffei, 2019). GABAergic INs are a highly heterogeneous neuronal population
that can be further divided into distinct subtypes based on morphology, molecular markers,
electrophysiological properties, and connectivity (Ascoli et al., 2008; Lim et al., 2018;
Mihaljević et al., 2019). Whilst principal neurons signal within and among various brain
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regions, the majority of cortical GABAergic INs are considered to
project mainly locally (but see descriptions of long-range projecting
GABAergic INs (Jinno et al., 2007; Caputi et al., 2013). In this
manner they control local network activity by gating information
flow and contributing to sculpting network dynamics (Teppola
et al., 2019). Examples of such functions include the maintenance
of excitatory and inhibitory (E/I) balance, the generation and
synchronization of cortical rhythms, as well as the modulation of
cortical circuit plasticity (Tremblay et al., 2016; Fishell and Kepecs,
2020).

The generation and integration of the accurate number and IN
subtype during relevant developmental time windows underlies the
proper functioning of neural circuitry. A large amount of evidence
indicates that the expression of particular genetic programmes
confers structural and functional IN diversity, which becomes
evident after IN precursors become postmitotic (Shi et al., 2021;
Bugeon et al., 2022). Subsequently, during migration and final
position settling, extrinsic local cues shape subtype identity of
cortical INs, thereby determining morphology and corollary their
connectivity patterns (Guo and Anton, 2014; Peyre et al., 2015;
Mayer et al., 2018; Mi et al., 2018; Fishell and Kepecs, 2020).
Moreover, it has been demonstrated, that INs can change their
molecular profile based on their engagement in local circuits
(Donato et al., 2013; Dehorter et al., 2015, 2017). Consequently,
disturbances in IN development and mature function are reflected
in their misspecification and misplacement, in alterations of
their morphology and connectivity as well as in their inability
to change and adapt their gene expression profile in context-
specific brain activity (Volk et al., 2015; Dienel and Lewis, 2019;
Mukherjee et al., 2019; Iannone and De Marco García, 2021). In
line with the importance of INs for circuit function, developmental
disturbances, or disruptions of mature IN function have emerged
as pathophysiological substrates implicated in neurodevelopmental
and neuropsychiatric disorders, such as schizophrenia, depression,
epilepsy, and autism spectrum disorders (Brown et al., 2015; Nelson
and Valakh, 2015; Del Pino et al., 2018; Selten et al., 2018; Juric-
Sekhar and Hevner, 2019; Mukherjee et al., 2019).

Post-transcriptional mechanisms play critical roles in the
control of gene expression during neuronal development
and function. Compared to transcriptional regulation, post-
transcriptional control of gene expression allows for faster
responses to environmental cues, and in addition is not restricted
to the nucleus. Recently, a group of small, non-coding RNAs,
known as microRNAs (miRNAs), has been highlighted as a vital
and ubiquitous layer of post-transcriptional control of gene
expression. miRNAs base-pair to complementary sequences
in their target mRNA molecules and inhibit their translation
or promote degradation (Bartel, 2018). miRNAs are particularly
abundant in the brain, where they contribute to proteomic diversity
across regions and are important mediators of synaptic plasticity
(Schratt et al., 2006; Schratt, 2009; Aksoy-Aksel et al., 2014; Ye
et al., 2016). Numerous studies have shown their fundamental
involvement at different stages of neuronal development and in the
control of mature neuronal functions (Kosik, 2006; Fineberg et al.,
2009; McNeill and Van Vactor, 2012; Zahr et al., 2019; Zolboot
et al., 2021; Chan et al., 2022). Their expression and activity are
often dysregulated in pathological states resulting in a shift of
the cellular and extracellular miRNA patterns. Therefore, miRNA
profiling along with the analysis of their target signaling pathways

has emerged as a promising approach to study the pathogenesis
of many diseases (Chen et al., 2010; Geekiyanage et al., 2012;
Bencurova et al., 2017; Paul et al., 2018; Figueiredo et al., 2022;
Khan and Saraya, 2022; Wei and Shetty, 2022).

Notwithstanding the considerable amount of knowledge on the
role of miRNA in pyramidal neuron development and plasticity,
little is known on how miRNAs govern fundamental aspects
of cortical inhibition. There are a few studies pinpointing the
importance of miRNA regulation in GABAergic IN development
and mature functions. In this review, we assemble and arrange
recent data regarding miRNA-dependent gene regulation of
GABAergic IN activity, with the aim to shed light onto mechanisms
by which miRNA-dependent control of gene expression in INs
contributes to sculpting brain circuit dynamics. We propose
that elucidating miRNA-associated signaling networks may offer
a powerful platform for understanding mechanisms leading
to impairments of cortical INs in neurodevelopmental and
neuropsychiatric disorders, such as schizophrenia and autism (Tu
et al., 2018; Lim et al., 2021).

microRNAs as gene expression
regulators

miRNAs constitute a subclass of small (approximately 19–
24 nucleotides in length), single-stranded non-coding RNAs
that regulate post-transcriptional gene expression by repressing
translation or promoting degradation of their target mRNAs. The
early 1990s discovery of the first two miRNAs, lin-4 and let-
7, involved in the regulation of the nematode Caenorhabditis
elegans development, has attracted significant interest and marked a
crucial milestone in molecular neurobiology by introducing a new
level for controlling gene expression (Lee et al., 1993; Wightman
et al., 1993). Subsequently, a growing number of miRNAs have
been successively identified through various computational and
experimental methods in species ranging from plants to humans. In
2002, miRBase, a miRNA registry was launched to serve as the main
online repository for information regarding all potential miRNA
sequences, nomenclature, classification, and target prediction
(Griffiths-Jones, 2004). The most recent release of miRBase (v22)
contains 48 860 mature miRNA sequences from 271 organisms.
More than 2,500 mature miRNAs have been discovered in the
human genome (Kozomara et al., 2019) and the expression of up to
60% of human protein-coding genes is predicted to be modulated
by miRNAs (Friedman et al., 2009; Akhtar et al., 2016).

Most miRNAs are deployed over the genome and transcribed
as individual genes, while some of them are clustered and co-
expressed as polycistronic units under the control of the same
promoter (Truscott et al., 2016). According to their genomic
location, which determines their transcriptional regulation,
miRNAs can be classified into intragenic and intergenic miRNAs
(Liu et al., 2019). Intragenic miRNAs are positioned within protein-
coding or non-coding genes (so called host genes) at different gene
regions and are supposed to be co-transcribed with their host
genes by Polymerase II (Liu et al., 2019). Conversely, intergenic
miRNAs are inserted between genes and transcribed from their
own Polymerase II/III promoters (Liu et al., 2019). miRNAs are
first transcribed as long primary transcripts, which then undergo a
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series of sequential processes leading to the generation of mature
miRNA (Lee et al., 2002, 2004; Bartel, 2004; Denli et al., 2004; Lund
et al., 2004; Okamura et al., 2004; Okada et al., 2009; Ha and Kim,
2014; O’Brien et al., 2018; Medley et al., 2021; Ergin and Çetinkaya,
2022). For a more detailed description of the biogenesis of miRNAs
see Figure 1. In addition to the canonical pathway of miRNA
biogenesis, various alternative mechanisms that may omit some of
the canonical steps (so called non-canonical biogenesis pathways)
can produce miRNAs (Yang and Lai, 2011; Cipolla, 2014; Ha and
Kim, 2014; Stavast and Erkeland, 2019) and have been shown to be
involved in different human diseases, including cancer (reviewed
by Liu et al., 2019).

Target specificity of the miRNA-induced silencing complex
(miRISC) is determined by the sequence complementarity between
the miRNA strand and the target mRNA. The sequence primarily
involved in miRNA–mRNA recognition—the “seed” region—is
usually composed of 6–8 nucleotides of the 5′ region of the miRNA
(Chen et al., 2008; Bartel, 2009). Due to the small size of the
“seed” region and the length of 3′ UTRs, miRNAs may have
hundreds of mRNA targets, and any given target may be under
the control of numerous miRNAs (Friedman et al., 2009). The
target mRNA may be “deactivated” by one or more of the following
processes: (1) endonucleolytic cleavage of the mRNA strand, (2)
destabilization of the mRNA through shortening of its poly(A)
tail and decapping, followed by exonucleolytic cleavage, and (3)
less efficient translation into proteins on ribosomes (Fabian et al.,
2010). However, endonucleolytic cleavage happens only in the rare
case of perfect complementarity between miRNAs and their target
mRNA. Otherwise, there is usually a combination of degradation
and translational inhibition. The degree by which each of these
mechanisms contributes to silencing of mRNAs is variable and not
easily deduced from the geometry of the miRNA/mRNA pair.

miRNAs in the neuron

miRNAs are present in many mammalian cell types and
in various biological fluids within cells (e.g., peripheral blood
mononuclear cells, PBMCs), or in the form of exosomes and
as extracellular circulating miRNAs (Lagos-Quintana et al., 2002;
Kriegel et al., 2013). They are highly abundant in the brain, where
they significantly contribute to the functional proteomic diversity
across cells and regions. miRNA interactions with their target
mRNAs depend not only on sequence complementarity, but also
on spatial proximity, which contributes to efficient regulation of
local protein synthesis (Jansen, 2001; Martin and Ephrussi, 2009).
miRNAs are highly abundant in dendrites and axons (Martin and
Zukin, 2006; Kye et al., 2007; Schratt, 2009). While regulation of
transcription is spatially restricted to the nucleus, miRNAs may
fine-tune protein synthesis in remote subcellular compartments
such as synapses (Dubes et al., 2019). The local repertoire of
mRNAs preserves protein homeostasis for physiological processes
and in response to intracellular and environmental cues (Das
et al., 2021), and miRNA biogenesis and function themselves are
subject to activity-dependent regulation (Aksoy-Aksel et al., 2014;
Sambandan et al., 2017; Zampa et al., 2018). As a result, each
synapse may be autonomously altered in structure and function
during synaptic plasticity processes (Martin and Zukin, 2006).

Furthermore, the miRNA biogenesis machinery is not restricted to
the soma. For example, specific pre-miRNAs can be transported
into the synapto-dendritic compartment (Bicker et al., 2013)
and cleaved at the synapse to mature miRNAs (Lugli et al.,
2008, Sambandan et al., 2017). Accordingly, both Dicer and the
Argonaute protein eiF2c, a core component of the miRISC, are
found in post-synaptic densities of dendritic spines (Lugli et al.,
2005). Taken together, specific miRNAs have been established as
key modulators of brain-specific signaling pathways associated with
neuronal stem cell self-renewal, cell fate determination, neuronal
and glial cell differentiation and proliferation, neurite growth,
neurogenesis, synapse development and plasticity (Kosik, 2006;
Schratt et al., 2006; Lugli et al., 2008; Fiore et al., 2009; Schratt,
2009; Siegel et al., 2009; Gao, 2010; Shi et al., 2010; Perruisseau-
Carrier et al., 2011; de Chevigny et al., 2012; Wakabayashi et al.,
2014; Stappert et al., 2015; Bielefeld et al., 2017; Chen et al., 2018;
Zampa et al., 2018).

The multimodal diversity of
GABAergic interneurons

Conventional classification uses various features to describe
and categorize cortical INs (Ascoli et al., 2008). IN subtypes
are placed in distinct subgroups according to morphological
characteristics, intrinsic electrophysiological properties, as well as
connectivity and protein expression patterns (Ascoli et al., 2008;
Lee et al., 2010; Kepecs and Fishell, 2014; Tremblay et al., 2016;
Tasic et al., 2018; Mihaljević et al., 2019). Recent developments
in single cell transcriptomics added a new layer of complexity
to IN classification (Tasic et al., 2016, 2018; Gouwens et al.,
2019, 2020; Miyoshi, 2019). Gouwens et al. (2020) distinguished
28 types of cortical INs with congruent morphoelectrical and
transcriptomic characteristics (so called met-types). Hierarchical
clustering of IN properties revealed five major IN categories
which were complementary, non-overlapping and designated by
the expression of specific molecular markers: the calcium binding
protein parvalbumin (PV), the neuropeptide somatostatin (Sst),
the vasoactive intestinal peptide (VIP), the lysosomal-associated
membrane protein family member 5 (LAMP5), and synuclein
gamma (SNCG); the latter two subclasses mainly representing
neurogliaform INs and cholecystokinin (CCK) INs, respectively.
These categories overlap to a great extent with the cardinal IN
subclasses distinguished according to their developmental and
spatiotemporal origin in the medial or caudal ganglionic eminence
(MGE or CGE, respectively), as described below (Fishell and
Kepecs, 2020; Gouwens et al., 2020). Interestingly, the classification
of met-types not only recapitulates the distinction of cardinal
IN cell types based on developmental origin, but also reveals
a layer-specific axon innervation pattern as a defining feature
that distinguishes different met-types (Kawaguchi and Kubota,
1997; Klausberger and Somogyi, 2008; DeFelipe et al., 2013;
Gouwens et al., 2020). In other words, the axonal projection
pattern separates transcriptomic IN subtypes and in this manner
implicates a functional differentiation according to their projection
pattern. One consequence of this diversity in axonal arborisation
is a functional compartmentalization of inhibition (Lovett-
Barron et al., 2012; Royer et al., 2012; Fishell and Kepecs, 2020;
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FIGURE 1

Canonical miRNA biogenesis pathway. miRNAs are initially transcribed by RNA Polymerase II/III into long primary transcripts (pri-miRNAs) that
typically include a poly(A) tail and secondary hairpin structure. The pri-miRNA is subsequently cleaved by the microprocessor complex, containing
the endonuclease Drosha and its partner protein Dgcr8/Pasha to the stem-loop precursor miRNA (pre-miRNA), which is then exported to the
cytoplasm by exportin 5/RanGTP complex. In the cytoplasm, another RNase III enzyme, Dicer/TRBP, cuts the hairpin structure of the pre-miRNA to a
miRNA duplex. One strand of the miRNA duplex is selectively incorporated into the miRNA-induced silencing complex (miRISC) and identified as the
“miRNA” or “guide” strand. The other strand (originally named as “miRNA*”) is often not incorporated into a functional miRISC and subsequently
degraded in the cytoplasm. Within the miRISC, miRNAs bind to complementary sequences of target mRNAs to repress their translation or induce
their degradation. Adapted from Winter et al. (2009).

Bloss et al., 2016). However, the implications of a granular
differentiation among transcriptomic IN subtypes warrants further
investigation, especially as recent observations indicate that, e.g.,
PV INs display a form of plasticity where they can adapt their
molecular profile, intrinsic properties and connectivity pattern
to changes in the local circuitry (Donato et al., 2013; Caroni,
2015; Dehorter et al., 2015). On a broader level, differentiation
upon axonal projection patterns segregates IN into four major
classes: (1) INs that project onto the soma of pyramidal neurons
(PV INs), (2) INs that project onto the axon initial segment
of pyramidal neurons (axo-axonic cells, or chandelier cells, also
PV expressing), and (3) INs that project onto the dendrites of
pyramidal neurons (Sst INs); finally, a fourth class consists of
INs that project onto other INs (VIP INs). One interpretation
of this diversity in axonal patterning is a division of labor
of highly specialized inhibitory synapses (Huang et al., 2007;
Klausberger and Somogyi, 2008; Fishell and Kepecs, 2020). For
the remainder of this review, we will use this classification
scheme as a guideline to relate miRNA-dependent control of

gene expression in different IN classes to cortical inhibition.
A short characteristic of major IN subclasses is presented in
Figure 2.

Differences in interneurons across
species

There are major differences between rodents and primates in
the proportion of glutamatergic principal cells and GABAergic
INs, as well as among IN subtypes (Jones, 2009). The relation
of pyramidal neurons vs. INs is approximately 2:1 in humans as
compared to 5:1 in mice. Nearly 50% of GABA INs in rodents
express PV, while approximately 20% are VIP immunoreactive. In
primates, only around 20% of GABAergic INs are PV positive.
Since IN subtypes integrate within cortical circuits in distinct
manners, these dissimilarities are expected to differentially impact
local and global network functioning. In contrast to rodents, in
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FIGURE 2

GABAergic interneuron overview. Cardinal classes of cortical IN differ in their morphology, neurochemical content, intrinsic electrophysiological
properties and pattern of connectivity. For detailed description we refer to recent, excellent reviews on the classification and function of inhibitory
INs (Tasic et al., 2016, 2018; Gouwens et al., 2019, 2020; Miyoshi, 2019). Parvalbumin (PV) INs synapse mainly on the somatic and perisomatic
compartment of pyramidal cells, thereby controlling the spike generation in pyramidal cells. They are the major source of feedforward inhibition
(Pouille and Scanziani, 2001; Freund, 2003; Mallet et al., 2005; Woodruff et al., 2009; Hu et al., 2014) and due to their divergent axonal targeting,
they are able to synchronize large groups of postsynaptic neurons (Pouille and Scanziani, 2001; Ferguson and Gao, 2018; Yang and Sun, 2018;
Missonnier et al., 2020). Consequently, they play pivotal roles in the generation and regulation of cortical rhythms, i.e., hippocampal theta rhythms,
sharp wave ripples, and especially γ oscillations (Pouille and Scanziani, 2001; Sohal et al., 2009). Chandelier cells, or axo-axonic cells (AACs) are also
PV expressing INs. They innervate the axon initial segment providing inhibition onto the spike initiation zone of pyramidal cells (Woodruff et al.,
2009, but see Szabadics et al., 2006). Recently, it has been shown that AACs are active during heightened arousal and theta states (Dudok et al.,
2021; Schneider-Mizell et al., 2021), thereby controlling CA1 pyramidal neurons outside of their place fields. Somatostatin (Sst) INs target the
dendrites of pyramidal neurons (Kawaguchi and Kubota, 1996, 1997; Wang et al., 2004). Sst IN regulation of principal cell dendrites is critical for
spine reorganization. Consequently, they play an important role in memory and learning processes (Chen et al., 2015; Honoré et al., 2021). Sst INs
impact local circuits via feedback or lateral inhibition and have been shown to support cortical oscillations (Attinger et al., 2017; Muñoz et al., 2017;
Obermayer et al., 2018). Vasoactive intestinal peptide (VIP) INs constitute the fourth major class of INs, comprising roughly 15% of all INs. VIP INs
preferentially target other INs, mainly Sst, and, to a lesser degree, PV INs, thereby providing disinhibitory control over principal neurons (Rudy et al.,
2011; Pi et al., 2013; Rhomberg et al., 2018). Thus, they constitute an important component of cortical disinhibitory circuits playing a role in gain
control during sensory discrimination (Pi et al., 2013), and in cortical plasticity (Fu et al., 2015). Adapted from Fishell and Kepecs (2020).
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the fetal human forebrain two independent lineages of cortical INs
have been distinguished (Letinic et al., 2002; Zecevic et al., 2011).
While the subcortical ganglionic eminence (GE) is the primary
source of rodent INs, the developmental origin of neocortical
GABAergic INs in humans and non-human primates is still under
debate. However, recent studies suggest that the majority of primate
neocortical GABAergic INs may originate from GEs of the ventral
telencephalon, similarly to rodents (Petanjek et al., 2009; Ma et al.,
2013; Yu et al., 2021). Moreover, while the neurogenesis period
varies within the GE subregions and across species, major IN classes
and their migratory routes are evolutionarily ancient and remain
well conserved (López-Bendito et al., 2008).

Development of GABAergic cortical
interneurons

Fate-mapping experiments revealed that cardinal IN types can
be predicted based on their spatiotemporal origin, at the time
when IN become postmitotic (Nery et al., 2002; Xu et al., 2003;
Taniguchi et al., 2013; Mayer et al., 2018; Fishell and Kepecs,
2020). The precursors of cardinal GABAergic IN subgroups are
primarily generated in the subpallidum in the ventral telencephalon
(Wonders and Anderson, 2006; Batista-Brito and Fishell, 2009;
Corbin and Butt, 2011). In rodents, neurogenesis and proliferation
of GABAergic INs precursors occurs in the MGE and CGE
and to a lesser extent in the preoptic area (POA), a subregion
of the hypothalamus (Wonders and Anderson, 2006; Batista-
Brito and Fishell, 2009; Gelman et al., 2009; Gelman and Marín,
2010; Corbin and Butt, 2011; Sultan et al., 2013). Each of these
areas generates distinct IN subtypes depending on specific gene
regulatory networks implemented by spatially and temporally
restricted transcription factor activity (Kessaris et al., 2014).
Collectively, MGE and CGE constitute the embryonic source of
> 90% of GABAergic INs in the murine cerebral cortex (Wonders
and Anderson, 2006; Batista-Brito and Fishell, 2009). MGE-derived
INs are the major source of cardinal PV and Sst INs (Marín and
Rubenstein, 2001; Xu et al., 2003; Butt et al., 2005; Wonders and
Anderson, 2006; Fogarty et al., 2007; Miyoshi et al., 2010; Bandler
et al., 2017) and their specification is mediated by numerous
transcription factors including the Dlx family, the Nkx2 family,
Lhx6, and Sox6 (Wonders and Anderson, 2006; Fogarty et al.,
2007; Huang et al., 2007; Butt et al., 2008; Batista-Brito and Fishell,
2009). CGE-derived INs express the transcription factors Sp8,
COUP-TF2, Prox1, and Pax6, resulting in IN subpopulations that
closely overlap with the cardinal subgroup of VIP cells and other
smaller cardinal subgroups (Pleasure et al., 2000; Xu et al., 2003;
Butt et al., 2005; Lee et al., 2010; Miyoshi et al., 2015; Tremblay
et al., 2016; Lim et al., 2018; Fishell and Kepecs, 2020). Upon
their generation, postmitotic cortical INs migrate tangentially from
the subpallium along the subventricular and marginal zone to the
cortical plate, switch their migration pattern and travel radially
into the developing cortical plate to finally reach their destination
in the postnatal cortex (Faux et al., 2012; Wamsley and Fishell,
2017). Like IN generation and cardinal specification, migration and
settling are complex processes regulated by an intricate network
of various motogens, chemoattractants, transcription factors, and
neurotransmitters (Marín and Rubenstein, 2001; De Marco García

et al., 2011; Wamsley and Fishell, 2017; Lim et al., 2018). These
developmental programs are regulated not only by intrinsic IN
activity, but also by the forming immature neuronal circuits
(Hurni et al., 2017; Bugeon et al., 2021). In addition, the early
excitatory nature of GABA adds another layer of complexity to
the multidimensional processes governing IN laminar positioning
and integration within cortical circuits (Ben-Ari, 2007). Taken
together, during migration and settling interaction of developing
INs with extrinsic local cues promotes additional functional
subtype diversity and finally shape IN morphology to establish their
local connectivity pattern.

miRNA significance for GABAergic
interneuron development

Deep miRNA sequencing during cortical IN differentiation
of human induced pluripotent stem cells (hiPSCs) revealed
dynamic alterations of miRNA profiles across different stages of
development (Tu et al., 2018). Specific miRNA expression patterns
were observed at four time points: D0, D11, D25, D80, representing
hiPSCs, neuron progenitor cells, immature neurons, and mature
neurons, respectively. The generated miRNomes at D0 and D11
and those generated at D25 and D80 clustered together. While the
miRNA-302 family, miRNA-372, and miRNA-367 were specifically
highly expressed at the hiPSCs stage, the let-7 family, miRNA-
9, and miRNA-124 were enriched in mature INs. Interestingly,
the -3p and -5p forms were not always expressed consistently
during neuronal differentiation, indicating that miRNA strand
switching might affect developmental processes as well. Thus,
dynamic changes of miRNA patterns reflect a complex regulatory
mechanism governing distinct stages of neuronal differentiation as
well as the emergence of final cortical IN cell types.

Tuncdemir et al. (2015) examined the impact of miRNA
depletion (by means of Dicer knockout) in MGE-derived IN
proliferation, migration, and differentiation by removing Dicer
from MGE-progenitors as well as post-mitotic MGE-derived INs in
mice. The loss of miRNAs impacted neither proliferation nor the
initiation of migration. However, miRNAs were essential for the
transition from tangential to radial migration and the subsequent
survival and maturation of cortical INs, resulting in a profound
reduction of cortical INs at postnatal day 21 (Tuncdemir et al.,
2015). Furthermore, almost 50% of the fate-mapped neurons lost
their cardinal signature (PV or Sst) and showed defects in their
morphology. Interestingly, despite the reduction of INs at postnatal
day 21, a precocious expression of Sst, neuropeptide Y (NPY)
and glutamic acid decarboxylase 65 (GAD65) was observed in
E15.5 Dicer mutant animals, indicative of a miRNA-dependent
expression of specific IN markers. Finally, the transcription factors
Lhx6, Sox6, and Satb1 were not changed in Dicer-mutant mice,
arguing that miRNA-dependent mechanisms do not act through
the previously demonstrated transcription factor networks in
MGE-derived IN specification (Batista-Brito et al., 2009; Lee et al.,
2010; Tremblay et al., 2016; Lim et al., 2018). Taken together,
these results indicate that miRNA-dependent gene expression
can regulate migration, maturation and specification of cortical
INs, adding another regulatory layer to the previously described
transcription factor programs.
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The conditional removal of Dicer in postmitotic VIP INs in
mice resulted in a progressive loss of VIP INs in adulthood,
despite normal migration and maturation (Qiu et al., 2020).
Before significant cell loss of VIP INs in superficial layers of the
somatosensory and motor cortices, VIP INs displayed profound
changes in intrinsic and synaptic properties. VIP INs had broader
action potential (AP) half-width and smaller AP amplitudes.
Furthermore, the frequency of miniature excitatory postsynaptic
currents (mEPSCs) as well as miniature inhibitory postsynaptic
currents (mIPSCs) was reduced. Concomitant to these changes,
pyramidal neurons were affected as well: they displayed increased
mIPSC frequencies and amplitudes as well as increased mEPSC
frequencies. Surprisingly, behavioral testing revealed an improved
spatial working memory and motor coordination performance
(Qiu et al., 2020). In a follow-up study, Wu et al. (2022),
characterized the effect of Dicer ablation in postmitotic VIP INs
in the olfactory bulb. They observed disrupted odor processing and
discrimination in mutant mice, as well as disturbed beta oscillations
and theta coherence between the olfactory bulb (OB) and the
anterior piriform cortex (Wu et al., 2022). Importantly, the Dicer
ablation restricted to the olfactory bulb VIP INs recapitulated the
behavioral and electrophysiological results of the global knockout
(Wu et al., 2022).

Conditional deletion of Dgcr8, a part of the canonical
microprocessor complex, in postmitotic cortical pyramidal neurons
(Dgcr8fl/fl mice, crossed to Nex-Cre mice) induced a profound
reduction of their soma size and a loss of dendritic complexity
in the cortex of mice resulting in an overall reduction of brain
size in these animals (Hsu et al., 2012). These findings were
recapitulated, when knocking out Dicer in Dicerfl/fl;Nex-Cre
mice (Hong et al., 2013). However, in contrast to the deletion
of Dicer, knocking out Dgcr8 was accompanied by a selective
reduction of the PV IN population and perisomatic inhibitory
synapses (Hsu et al., 2012). This non-cell autonomous effect
was attributed to a disrupted brain-derived neurotrophic factor
(BDNF)/tropomyosin receptor kinase B (TrkB) signaling pathway
in Dgcr8fl/fl; Cre mice. Alternations in the number and function of
PV IN population have been frequently observed in schizophrenia
(Ferguson and Gao, 2018). More specifically, schizophrenia has
been linked to deficits in the excitatory recruitment of PV INs
in the ventral hippocampus and medial prefrontal cortex (mPFC)
(Gonzalez-Burgos et al., 2015; Glausier and Lewis, 2018; Dienel and
Lewis, 2019). Interestingly, Dgcr8 haploinsufficiency contributes
to neurological, behavioral, and anatomical phenotypes of the
22q11 Deletion Syndrome (22q11DS), that encompasses DiGeorge
syndrome, velo-cardio-facial syndrome and conotruncal anomaly
face syndrome (Schofield et al., 2011). 0.6–2% of schizophrenia
cases have been attributed to the 22q11DS microdeletion and
approximately 30% of individuals with 22q11DS develop some type
of schizophrenia in adolescence or adulthood (Green et al., 2009;
Sellier et al., 2014). Consequently, 22q11DS has been proposed to
represent a genetic subtype of schizophrenia (Bassett and Chow,
1999; Liu et al., 2002). Dgcr8 haploinsufficient mice (Dgcr8 ±)
displayed reduced expression of miRNAs in the brain and showed
cognitive deficits, along with altered electrical properties of layer
5 pyramidal neurons in the mPFC, decreased complexity of basal
dendrites, and reduced excitatory synaptic transmission (Schofield
et al., 2011). In an 22q11.2DS mouse model for schizophrenia
(Lgdel ± mice), Mukherjee et al. (2019) observed a chronic PV

plasticity state with reduced PV and glutamate decarboxylase 67
(GAD67) expression. In these mice, bidirectional PV plasticity and
therefore the molecular, synaptic, and intrinsic adaptation of PV
INs to changing levels of neural activity is disrupted, indicative
of a maladjustment of PV INs to an excitatory recruitment
deficit. Consequently, Lgdel ± mice displayed profound network
and cognitive dysfunctions with reduced high-gamma oscillatory
activity in the mPFC as well as behavioral deficits e.g., in con-
specific and in object interaction. However, if and how Dgcr8
haploinsufficiency and consequently dysregulation in the post-
transcriptional control of miRNA expression is implicated in the
phenotypic changes in Lgdel±mice, remains to be determined.

miRNA “signature” for subtypes of
GABAergic interneurons

Recent advances in genomic profiling have allowed to identify
specific miRNA patterns across various cell types and tissues, some
of which also displayed changes in expression patterns upon altered
physiological states and in response to environmental cues (Weber
et al., 2010; Kriegel et al., 2013; van Spronsen et al., 2013; Londin
et al., 2015; Kuosmanen et al., 2017). To a considerable extent, the
identity and activity of neuronal subpopulations can be determined
by their gene expression profile, which in principle also includes
miRNA expression patterns (Nelson et al., 2006; Hobert, 2008;
He et al., 2012). In this manner, a systematic analysis of miRNA
profiles in distinct IN subtypes would represent a first step toward
establishing a link between cell phenotypes, miRNA expression and
finally their contribution to neuronal circuit dynamics.

Using miRNA tagging and affinity-purification (miRAP)
targeted to cell types through the Cre-loxP binary system, He
et al. (2012) revealed distinct miRNA profiles in glutamatergic
neurons and in subtypes of GABAergic INs in the neocortex
and cerebellum of mice. miRNA profiles of neurons expressing
GAD65, PV, and Sst clustered more closely together as compared
to glutamatergic neurons. Moreover, they clustered together with
Purkinje cells, a class of GABAergic inhibitory neurons in the
cerebellum, implying that miRNA profiles are specific for neuron
subtypes that share the neurotransmitter phenotype as well as a
common developmental origin (He et al., 2012). When comparing
PV and Sst subpopulations, 125 out of 511 detected miRNAs
were differentially expressed. For example, miRNA-133b was
significantly enriched in the PV cells, while miRNA-187 was
more abundant in Sst cells (He et al., 2012). Along these lines,
transcriptional profiling of PV immunoreactive neurons isolated
postmortem from layer 3 of the superior temporal gyrus from
schizophrenic patients revealed a differential expression for 15
miRNAs (hsa-miRNA-151-3p, hsa-miRNA-338-5p, hsa-miRNA-
106a, hsa-miRNA-197, hsa-miRNA-342-3p, hsa-miRNA-518f, hsa-
miRNA-1274b, hsa-miRNA-151-3p, hsa-miRNA-195, hsa-miRNA-
197, hsa-miRNA-218, hsa-miRNA-342-3p, hsa-miRNA-34a, hsa-
miRNA-361-5p, hsa-miRNA-520c-3p). The subsequent analysis
of the predicted miRNA targets revealed elements of signaling
pathways that overlap with those found to be unbalanced in
schizophrenia (Pietersen et al., 2014).

Taken together, these data suggest that PV IN network
disruptions may be at least partially mediated by gene network
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dysregulations due to altered expression of a rather small number
of miRNAs (Pietersen et al., 2014) and that differentially expressed
miRNAs might serve as a “signature” for GABAergic IN subtypes
and regulate different subtype-specific functions.

Olfactory bulb interneurons

The OB is regarded as an independent developmental domain
(López-Mascaraque and de Castro, 2002) and provides an example
where particular miRNAs have been shown to determine distinct
developmental trajectories (Zolboot et al., 2021), rendering OB
INs an attractive model to study cell type- and context-dependent
miRNA regulation of signaling pathways. The mammalian OB
contains two IN subpopulations of different spatiotemporal origin:
INs generated during embryogenesis and the early postnatal
period from local OB progenitor cells, and INs deriving from
subventricular adult progenitors during the early postnatal
period and adulthood (Vergaño-Vera et al., 2006; Alonso et al.,
2012). These two subgroups present distinct morphological and
physiological characteristics and are thought to play different roles
in odor discrimination. Interestingly, miRNA-125, the mammalian
homolog of lin-4 linked to regulation of neuronal differentiation
and synaptic function (Sokol et al., 2008), is expressed only in OB
INs from the subventricular zone. Sponging miRNA-125 resulted in
enhanced dendritic morphogenesis and increased activation upon
odor stimulation in adult born OB INs, indicative of an instructive
role for miRNA-125 in the integration of adult born INs into OB
circuitry (Akerblom et al., 2014).

In OB INs, not only developmental but also activity dependent
regulation of gene expression is controlled by miRNAs. Sustained
exposure of sibling larvae to kin odorants induces changes in
neurotransmitter expression from GABA to dopamine (DA) in
Xenopus accessory olfactory bulb (AOB) INs, accompanied by
behavioral preference for kin odorants (Dulcis et al., 2017).
Vice versa, prolonged exposure of sibling larvae to non-kin
odorants drives a DA-to-GABA shift in AOB neurons paralleled
by an aversion-to-attraction shift in social preference toward the
same non-kin odorants. By means of small RNA sequencing
and functional interrogation, miRNA-375 and miRNA-200b were
identified as key regulators mediating changes in DA vs. GABA
expression. miRNA-375 was shown to inhibit the transcription
factor Pax6, a main determinant of the dopaminergic phenotype
in AOB (Ninkovic et al., 2010), whereas inhibition of miRNA-200b
increased both Pax6 and Bcl11b mRNA levels in the AOB resulting
in a reduction of GABAergic neurons and an increase in the DA
neuron population (Dulcis et al., 2017).

miRNA regulation of GABAergic
interneuron function in physiology
and pathology

miRNA-138-5p

miRNA-138-5p has been shown to be involved in dendritic
spine morphogenesis in cultured hippocampal pyramidal neurons

(Siegel et al., 2009). However, recently a pivotal role for
miRNA-138-5p in the regulation of PV inhibitory synaptic
transmission in the mouse hippocampus has been reported
(Daswani et al., 2022). miRNA-138-5p inactivation specifically
in INs by viral injection of sponge transcripts or by Cre-
mediated expression of sponge transcripts restricted to PV INs
resulted in an increased frequency of mIPSC in murine CA1
pyramidal neurons. Sponge transcripts sequester endogenous
miRNA, thereby leading to miRNA inactivation and the de-
repression of cognate target genes (Ebert and Sharp, 2010). At
the behavioral level, miRNA-138-5p inactivation was accompanied
by short-term memory deficits (Daswani et al., 2022). Moreover,
genes found to be upregulated in the hippocampus of miRNA-
138-5p sponge expressing mice significantly overlapped with
genes that were also unbalanced in schizophrenic patients.
Specifically, the receptor tyrosine kinase ErbB4 was upregulated
upon miRNA-138-5p sponging and subsequently validated as
a direct miRNA-138-5p target (Daswani et al., 2022). ErbB4
is predominantly expressed in PV INs (Vullhorst et al., 2009;
Neddens and Buonanno, 2010; Skirzewski et al., 2018). Neuregulins
and their receptor ErbB4 are critical for the assembly of
PV IN circuitry including their migration, axon and dendrite
development, and synapse formation (Mei and Nave, 2014),
and have been identified as schizophrenia susceptibility genes
(Bennett, 2009; Banerjee et al., 2010; Neddens et al., 2011;
Joshi et al., 2014; Mei and Nave, 2014). ErbB4 has been
found in the axons, as well as on the postsynaptic side of
PV INs at afferent excitatory and inhibitory inputs (Fazzari
et al., 2010). Recently, it has been demonstrated that ErbB4
plays an important role in the local translation of synaptic
genes (Bernard et al., 2022) and that ErbB4 is instructive for
the induction of bidirectional PV plasticity in the mPFC (Chen
et al., 2022). Finally, alterations in neuregulin1 (NRG1)-ErbB4
signaling have been demonstrated to alter memory performance.
However, depending on the model, ablating ErbB4 in PV INs
of hippocampal CA1 either enhance (Tian et al., 2017) or
impair (Robinson et al., 2022) spatial and working memory
performance.

Taken together, these observations indicate that the regulation
of PV INs by miR-138-5p and its downstream target ErbB4 is
critically involved in the homeostasis of mature hippocampal PV
IN microcircuits. Furthermore, disturbances of miRNA regulation
in PV INs induces short-term memory deficits in mice reminiscent
to cognitive impairments frequently observed in patients suffering
from schizophrenia (Del Pino et al., 2013).

miRNA-137

miRNA-137, a brain-enriched miRNA, has been shown to be
involved in neurogenesis, dendritic morphogenesis and synaptic
plasticity (Szulwach et al., 2010; Chen et al., 2012), and has been
identified as a candidate gene for the etiology of schizophrenia,
bipolar disorder, and autism spectrum disorders (Devanna and
Vernes, 2014; Yin et al., 2014; Abdolmaleky et al., 2021). In
the PFC and the blood of redox dysregulated mice [glutamate-
cysteine ligase modifier subunit (Gclm)-KO mice], oxidative stress
was associated with an elevated miRNA-137 level, a decrease in
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cytochrome c oxidase subunit 6A2 (COX6A2) and mitophagy
markers, an accumulation of damaged mitochondria, and disturbed
PV IN function (Khadimallah et al., 2022). In early psychosis
patients, corresponding changes were detected, i.e., an increase
in exosomal miRNA-137, a decrease in COX6A2 and mitophagy
markers in the plasma and a concomitant reduction of γ oscillatory
activity in the EEG (Khadimallah et al., 2022). Consequently,
inhibition of miRNA-137 in the cortex of Gclm-KO mice reversed
the alterations in PV network and the decrease in COX6A2,
indicative for an involvement of the miRNA-137/COX6A2 pathway
in cortical PV IN circuit impairments typically observed in
schizophrenia.

miRNA-181a-5p

Mild traumatic brain injury (mTBI) can result in a permanent
impairment of learning and memory. Within the dentate gyrus
(DG) of the hippocampus, the hilar subregion is particularly
sensitive to mTBI and disruption of hilar IN inhibitory
input has been linked to cognitive deficits following mTBI
(Hicks et al., 1993). In a mouse model of mTBI, miRNA-
181a-5p antagomir injected intracerebroventricularly prior
to closed-skull cortical impact reduced neuronal miRNA-
181a levels, restored deficits in novel object recognition
and increased PV expression in hilar INs (Griffiths et al.,
2019). Furthermore, these changes were associated with
a decrease in the mTBI-related DG hyperactivity. PV is
known to buffer calcium influx in PV INs (Schwaller et al.,
2002) and thereby might be involved in calcium-mediated
excitotoxicity. By reinstating PV expression, miRNA-181a-5p
antagomir could alleviate the imbalance between excitation
and inhibition in the DG due to mTBI (Griffiths et al.,
2019). Interestingly, the level of miRNA-181a-5p was also
increased in the hippocampus of post-status epileptic rats
(Ren et al., 2016; Kong et al., 2020). Moreover, inhibition of
miRNA-181a-5p via miRNA-181a antagomir led to seizure
suppression and evoked a neuroprotective response via sirtuin
1 upregulation (Kong et al., 2020), and caspase-3 activation
involved in neuronal apoptosis (Ren et al., 2016). However, the
role of miRNA-181a-5p regulation of PV IN function and its
contribution to the excitatory-inhibitory balance warrants further
investigation.

miRNA-24

The transcription factor Sox6 is crucial for subtype
determination of MGE-derived postmitotic INs by suppression
of PV IN specification while inducing specification of Sst
INs (Batista-Brito et al., 2009; Kelsom and Lu, 2013; Hu
et al., 2017). Gestational and lactational exposure to three
endocrine disrupting chemicals (EDCs) in rats resulted in a sex-
specific impairment of hippocampus-dependent behaviors
and alternations in expression patterns of particular IN
subtypes. Male, but not female offspring exposed to EDCs
displayed learning and memory deficits accompanied by
a decrease in miRNA-24 level, upregulation of mRNA for

transcription factor Sox6, Sox11, Pou2f2/Oct2, Pou3f2/Brn2,
and downregulation of mRNA for PV in the hippocampus
(Lichtensteiger et al., 2021). Individual Sox6 mRNA levels
correlated inversely with miRNA-24 and PV mRNA expression.
Moreover, mRNAs for NRG1 and its receptor ErbB4 were
upregulated upon exposure to EDCs in male hippocampal INs,
indicating that sex differences add an additional layer of post-
transcriptional control of gene expression by miRNAs in PV
INs.

miRNA-218

The early postnatal period is a crucial time window
regarding ultimate morphological differentiation and the
proper integration of cortical INs within local networks.
Recently, miRNA-218 has been demonstrated to regulate
multiple aspects of neural circuit development in the early
postnatal period (Taylor et al., 2022). Transient inhibition of
miRNA-218 in the dorsal hippocampus in early postnatal life
resulted in the disruption of early depolarizing GABAergic
signaling, structural defects in dendritic spines in CA1, and
increased intrinsic membrane excitability in CA3 pyramidal
neurons resulting in a heightened hippocampal network activity
and a predisposition to seizures. Previous work has shown
that miRNA-218 is implicated in embryonic motor neuron
development (Amin et al., 2015, 2021; Thiebes et al., 2015;
Reichenstein et al., 2019), in homeostatic plasticity (Rocchi
et al., 2019), in stress related responses (Torres-Berrío et al.,
2020; Schell et al., 2022; Yoshino et al., 2022), as well as in
regulating contextual and spatial memory processes (Lu et al.,
2021). Surprisingly, transcriptional profiling revealed that the
upregulated genes upon miRNA-218 inhibition were more
enriched in INs as compared to pyramidal neurons (Taylor et al.,
2022). Consequently, conditional knockout of miRNA-218 in
INs, but not pyramidal neurons, was sufficient to recapitulate
the effects on hippocampal network assembly. Taken together,
these results suggest that miRNA-218 regulates IN function
in early postnatal life, thereby coordinating hippocampal
network assembly to establish proper E/I balance in the
adult.

miRNA-134

miRNA-134, one of the best-studied miRNAs in the brain,
is highly activity-dependent and has been shown to regulate
dendrite growth and dendritic spine formation in rat hippocampal
pyramidal neurons (Schratt et al., 2006; Fiore et al., 2009;
Bicker et al., 2014; Bahlakeh et al., 2021). Although its
function in excitatory neurons has been well documented, using
a ratiometric miRNA sensor Chai et al. (2013) surprisingly
detected an activity-dependent upregulation of miRNA-134 in
cortical INs that were immunoreactive for Sst or calretinin
(CR), but not in pyramidal neurons. In Sst INs, miRNA-134
interacted directly with the mRNA encoding the palmitoylation
enzyme DHHC9, which in turn regulated the proper membrane
targeting of H-Ras. H-Ras has been implicated in multiple forms
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of plasticity in the developing visual cortex (Arendt et al.,
2004; Kaneko et al., 2010). However, how H-Ras regulates
Sst IN function is currently not known and warrants further
investigation.

Other miRNAs

Low GABAergic tone is increasingly implicated in the etiology
of stress-related disorders (Ma et al., 2016; Zhang et al., 2017;
Fogaça and Duman, 2019; Ma et al., 2019; Perlman et al., 2021).
In the cortex of mice that underwent chronic unpredictable mild
stress (CUMS), upregulation of several miRNAs was observed
(miRNA-15b-5p, miRNA-144-3p, miRNA-582-5p and miRNA-
879-5p). Stressed mice displayed impairments in GABA synthesis,
reuptake, and release, indicative of an impairment in GABAergic
signaling. Transcriptional profiling revealed a downregulation
of GAD67, vesicular GABA transporter (VGAT) and GABA
transporter type 3 (GAT-3) mRNAs which were subsequently
shown to be negatively regulated by the upregulated miRNAs (Ma
et al., 2016). Recent evidence from human postmortem and animal
studies suggests a relatively selective vulnerability of Sst INs in
depressive disorder, while changes in other INs seem to be less
pronounced (Tripp et al., 2011; Lin and Sibille, 2015; Fee et al.,
2017). However, to characterize the role of individual miRNAs and
their target mRNAs in this specific IN subtype further investigation
is required.

Conclusion and future directions

The significance of post-transcriptional regulation of
gene expression by miRNAs in the central nervous system
(CNS) is mirrored by a growing number of studies linking
dysregulation of miRNA pathways to various neurodevelopmental
and neuropsychiatric disorders. While an important role for
miRNAs in regulating the development and function of
GABAergic INs is beginning to emerge, it is apparent that
a more detailed characterization of individual miRNAs and
their target mRNAs in specific IN types is needed. This
line of research has the potential not only to increase our
fundamental knowledge of the consequences of miRNA
regulation of GABAergic INs, but also the mechanistic
understanding of neuropsychiatric disorders with recognized
GABAergic dysfunctions like schizophrenia, autism spectrum and
affective disorders.

Genetic programs underlying IN development are orchestrated
by both transcriptional and post-transcriptional regulation. Data
presented in this review indicate that the phenotypic and
physiological features of IN subtypes depend not only on
developmental spatiotemporal patterning of transcription factor
activity and environmental cues, but also on miRNA expression
and function (Strobl-Mazzulla et al., 2012; Tuncdemir et al.,
2015; Dulcis et al., 2017). Furthermore, the interactions between
gene expression, inductive events and miRNA activity not only
determine IN developmental pathways but also impact mature
network organization (Lichtensteiger et al., 2021; Taylor et al.,
2022). In this manner, miRNAs are important elements of

the gene regulatory network contributing to IN specification
(Strobl-Mazzulla et al., 2012; Dulcis et al., 2017), as well
as to the modification of network assemblies during critical
developmental periods (Lichtensteiger et al., 2021; Taylor et al.,
2022).

In addition, INs display remarkable plasticity features in an
experience-dependent and behaviorally specific manner. They
can adapt their molecular profile, their intrinsic and synaptic
properties to changing levels of neuronal activity (Donato et al.,
2013; Dehorter et al., 2015, 2017). However, there is a gap
of knowledge in linking gene expression programs of INs
to circuit modification mechanistically. miRNA-dependent post-
transcriptional regulation of gene expression might be a prominent
candidate to fill this gap as miRNA-dependent regulation of central
aspects of principal neuron development and plasticity has been
demonstrated (Schratt et al., 2006; Siegel et al., 2009; McNeill
and Van Vactor, 2012; Aksoy-Aksel et al., 2014). Daswani et al.
(2022) observed developmentally independent modifications in
PV IN microcircuitry due to miRNA-138-5p inhibition in a cell
type-specific manner. However, if these changes are plastic, i.e.,
if they are modified bidirectionally and in an activity-dependent
manner, remains to be determined. Despite these first observations,
the precise contribution of miRNAs to PV IN plasticity and
to possible plasticity features of other IN subtypes remains
elusive.

An essential step toward understanding the regulatory role
of miRNAs in GABAergic INs is an extensive portrayal of
miRNome profiles in a cell type-specific manner, in the relevant
developmental trajectories as well as in mature microcircuitry.
Obviously, this poses major technical challenges, particularly due
to the high heterogeneity of GABAergic INs. Recent progress
in sequencing technologies has provided a first step toward
the analysis of differential miRNA expression, thus allowing to
discriminate between neurons and glia cells (Colin et al., 2009),
brain regions (Bak et al., 2008; Minami et al., 2014) as well
as cell types (He et al., 2012). However, single-cell small RNA
sequencing techniques and consequently a finer granularity of
analysis are only beginning to emerge (Smith and Hutvagner,
2022). Moreover, a fine-grain analysis of the role of specific
miRNAs in a cell type-specific manner is complicated by the
pleotropic ability of single miRNAs to regulate multiple biological
pathways. Therefore, a more comprehensive characterization of
the miRNome-targetome interactions is required (Keaveney et al.,
2020). The recognition of the biological relevance of a particular
miRNA and its targeted molecular pathways will foreseeably
be facilitated by advances in bioinformatics, transcriptomics,
proteomics and other “omics” approaches. Together with elaborate
molecular tools such as antagomirs, “sponges”, miRNA mimics
and precursors, as well as cell type-specific Cre-driver transgenic
mouse lines that are intended to silence or overexpress miRNAs,
the path to reveal distinct miRNA-dependent biological processes
in a cell type-specific manner is set (Issler and Chen, 2015). Finally,
a comprehensive knowledge of the role of miRNAs in GABAergic
INs may be instrumental in elucidating the molecular basis of many
CNS diseases with recognized GABAergic dysfunction. As neuronal
miRNAs are responsive to environmental changes and are actively
secreted by cells, they may additionally constitute useful diagnostic
and prognostic biomarkers for the respective disease (van den Berg
et al., 2020; Tsermpini et al., 2022).
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neuropsychiatric disorders: a
systematic review
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Hospitalier Charles Perrens, Inserm Neurocentre Magendie U1215, Bordeaux, France, 4INRAE, Bordeaux
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Imbalance between excitation and inhibition in the cerebral cortex is one of the

main theories in neuropsychiatric disorder pathophysiology. Cortical inhibition is

finely regulated by a variety of highly specialized GABAergic interneuron types,

which are thought to organize neural network activities. Among interneurons,

axo-axonic cells are unique in making synapses with the axon initial segment

of pyramidal neurons. Alterations of axo-axonic cells have been proposed to be

implicated in disorders including epilepsy, schizophrenia and autism spectrum

disorder. However, evidence for the alteration of axo-axonic cells in disease has

only been examined in narrative reviews. By performing a systematic review of

studies investigating axo-axonic cells and axo-axonic communication in epilepsy,

schizophrenia and autism spectrum disorder, we outline convergent findings and

discrepancies in the literature. Overall, the implication of axo-axonic cells in

neuropsychiatric disorders might have been overstated. Additional work is needed

to assess initial, mostly indirect findings, and to unravel how defects in axo-axonic

cells translates to cortical dysregulation and, in turn, to pathological states.

KEYWORDS

interneuron, chandelier cell, epilepsy, schizophrenia, autism

Introduction

Imbalance between synaptic excitation and inhibition in cortical regions (including

neocortex and hippocampus) is a key feature of many brain disorders (Marin, 2012; Sohal

and Rubenstein, 2019). Activities of cortical neuron assemblies are coordinated by brain

rhythms of various frequencies which are known to be critical for cognitive, emotional and

motor function (Buzsaki and Draguhn, 2004). Throughout the brain, inhibition provided

by GABAergic interneurons orchestrate cortical oscillations (Roux and Buzsaki, 2015). Lack

of pyramidal neuron inhibition results in global hyperexcitability and highly synchronous

discharges, which are hallmarks of epilepsy (EPI). Beyond hyperexcitability, dysregulation

of oscillatory activities may result in more subtle alterations in cortical functions. Basal

and sensory-evoked oscillatory rhythms have been found to be altered in schizophrenia

(SCZ) and autism spectrum disorders (ASD; Simon and Wallace, 2016; Hunt et al., 2017).

As inhibition is critical for cortical oscillations (Roux and Buzsaki, 2015), these findings

collectively point toward a central implication of interneuron functional alterations in

neuropsychiatric disorders (Marin, 2012; Sohal and Rubenstein, 2019).

In cortex, inhibition is provided by distinct types of GABAergic cells, with extensive

diversity in structure reflected in specialized functions. Indeed, by receiving different
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synaptic inputs and by targeting distinct functional domains

along somato-dendritic arborizations of pyramidal cells, distinct

GABAergic interneuron types are thought to play highly specific

roles in organizing cortical network activities (e.g., Kepecs and

Fishell, 2014). Perisomatic inhibition is mainly provided by

interneurons which typically emit short-duration action potentials

at high frequencies and express the calcium binding protein

parvalbumin (PV). PV+ interneurons are powerful inhibitors of

principal neurons and regulate fast (>30Hz) brain rhythms, such

as gamma oscillations (30–80Hz; Cardin et al., 2009; Sohal et al.,

2009). This, added to their expression of disease-related genes, has

led to the hypothesis that PV+ interneuron dysfunction may be

implicated in neuropsychiatric disorders (reviewed inMarin, 2012).

The PV+ interneuron class has been further divided into two

main types: basket cells, which axon make synapses with cell bodies

and proximal dendrites of pyramidal neurons, and axo-axonic

cells (AACs), which axonal boutons exclusively innervate the axon

initial segment (AIS) of pyramidal neurons (Somogyi, 1977). Axo-

axonic terminals are organized in vertical clusters (“cartridges”),

hence the alternative name of “Chandelier cells” for AACs. This

typical morphology is the most distinctive characteristic of AACs at

the cellular level. In addition, PV is a classical (albeit non-selective)

marker of AACs (but PV- AACs are found in cortex, e.g., Taniguchi

et al., 2013). In addition, Human AACs may express calbindin

(CB), which has been found to be associated (del Rio and DeFelipe,

1997), or mutually exclusive with PV (Wittner et al., 2002). At

the electron microscopic level, AACs make symmetrical synapses

with the axon initial segment (identified by cisternal organelles,

dense undercoating, bundled microtubules). Accordingly, axo-

axonic terminals contain the molecular machinery for GABA

release, including glutamic acid decarboxylase (GAD), membrane

GABA transporters (GAT-1) and vesicular GABA transporters

(VGAT; Jung et al., 2022). At the postsynaptic level, AISs are

organized by scaffold proteins with Ankyrin-G playing a decisive

role (Gallo et al., 2020). AISs synapses are enriched in α2 subunit-

containing GABAA-Rs (Nusser et al., 1996), although a quantitative

freeze-fracture replica study found equal levels of α1 and α2

subunits (Kerti-Szigeti and Nusser, 2016). These morphological

andmolecular features are classically used to study AACs, including

in the studies reviewed in this article.

Because action potentials are generated at the AIS, AACs

have long been speculated to exert powerful control on pyramidal

neurons activities, and to play a key role in regulating network

excitability and neuronal assemblies. Being sole inhibitors at the

AIS and showing disease-related changes, AACs might represent

a cortical Achille’s heel. Indeed, the potential role of AACs in

network physiology has been mirrored by studies of cortical AACs

in disease, pointing toward abnormalities at AACs’ cell bodies and

synapses in postmortem samples of patients suffering from EPI

(DeFelipe et al., 1993), SCZ (Woo et al., 1998) or, more recently,

ASD (Ariza et al., 2018). AACs and their implication in disease

have attracted a lot of interest, as previously summarized (Wang

et al., 2016; Gallo et al., 2020; Juarez and Martinez Cerdeno, 2022).

However, no previous work has reviewed systematically the studies

linking AACs to brain disorders. The aim of this article is to provide

a systematic review of articles documenting AACs’ implication

in neuropsychiatric disorders (EPI, SCZ, and ASD), for scientists

and clinicians studying those disorders, and to help design future

studies on robust experimental grounds.

Methods

The systematic review followed PRISMA guidelines. Two

independent electronic databases (Pubmed and Web of Science)

were searched until July 2021 for articles dealing with AACs

in EPI, SCZ and ASD with the following search terms:

≪(chandelier cell OR axo axonic) AND epilep∗≫, ≪(chandelier

cell OR axo axonic) AND schizophrenia≫, ≪(chandelier cell

OR axo axonic) AND autism≫, respectively. Duplicates were

removed, and titles and abstracts were screened for inclusion.

Full texts were obtained and examined if articles potentially

corresponded to eligibility criteria. Two investigators (AEA

and JV) screened the literature. In case of a disagreement,

individual articles were studied by all the authors, until consensus

was reached. Full articles matching inclusion criteria were

studied and summarized by the authors. Additional articles

found by cross-referencing were also examined and included

when indicated.

Eligibility was defined by the following criteria, which were

defined prior to the selection of articles:

Inclusion criteria

Articles investigating AACs’ modifications in EPI, SCZ, ASD

in brain tissue from patients (including case reports), or in animal

models of those disorders (in vivo and/or in vitro) were included

for analysis.

Exclusion criteria

Articles written in languages other than English, review

articles, and studies giving no specific results on AACs were

excluded from the final analysis. Articles lacking an unambiguous

(e.g., morphological) identification of AACs or their synaptic

compartments at AISs were thus excluded. Likewise, studies lacking

a characterization of potential AACs’ alterations were excluded.

All exclusions were documented and reasons for exclusions are

reported.

Results

A total of 200 articles were screened after duplicates

removal (EPI 109, SCZ 77, ASD 14). Thirty-two articles

were included in the final analysis (EPI 16, SCZ 13, ASD

3). The screening steps are illustrated in the corresponding

flowcharts (Figures 1–3; see also Supplementary material).

The results concerning AACs are summarized in

Tables 1–3.
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FIGURE 1

PRISMA flowchart for studies on axo-axonic cells in epilepsy.

Epilepsy

Sixteen papers were included (Figure 1). These studies used

either human brain samples from patients affected by medically

intractable epilepsy (n = 11) or from animal models of epilepsy

(n = 5). Neocortical and hippocampal alterations in AACs

were reported, which are divided below for clarity. Results are

summarized in Table 1.

Neocortex
In the neocortex, a loss of PV+ AACs’ cartridges has been

reported in the anterior temporal lobe of epileptic patients, with

some samples displaying pathological cytoarchitectures (DeFelipe

et al., 1993; Marco et al., 1996). The decrease in PV+ AACs’

cartridges has also been observed in dysplastic samples from

patients suffering from EPI secondary to focal cortical dysplasia

(Alonso-Nanclares et al., 2005). In a case report of a young patient

with cortical dysplasia, a decrease in PV immunoreactivity was

described (Ferrer et al., 1992), suggesting that the decreased density

of cartridges observed in the previous studies may correspond

to a decrease in PV levels. This finding was associated with

abnormal morphologies of the remaining PV+ cells, including

the observation of an enlarged AAC (Ferrer et al., 1992). Ferrer

and colleagues also reported hypertrophic PV+ cartridges in a

patient suffering from diffuse hypoxic encephalopathy associated

with focal seizures (Ferrer et al., 1994). A case report of a patient

suffering from seizures secondary to a temporal lobe astrocytoma

also described a decrease in PV immunoreactivity and numbers of

AAC boutons in the peri-tumoral tissue (Marco et al., 1997), in line

with other findings. Altogether, these studies reported a decrease

in PV+ AACs’ cartridges and an abnormal morphology of the

remaining AACs. However, these results were only qualitative with

no quantification of this apparent loss, which may also correspond

to a decrease in PV expression. Despite the lack of quantification,

these findings are consistent with previous experimental work

showing degeneration of axonal boutons contacting the AIS at

epileptic foci in the somatosensory cortex in a monkey model of

focal epilepsy following intracerebral administration of alumina gel

(Ribak, 1985).

Hippocampus
Studies on the human hippocampus of patients with EPI

or animal models of temporal lobe EPI reported different
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FIGURE 2

PRISMA flowchart for studies on axo-axonic cells in schizophrenia.

alterations depending on the subregion studied and on the level of

hippocampal sclerosis.

Cornu Ammonis

Wittner et al. (2005) found no change in synaptic coverage

of pyramidal cells’ AIS in human non-sclerotic Cornu Ammonis

(CA) fields, in contrast to their somatic innervation. In sclerotic

CA, these authors observed a decreased synaptic coverage of

degenerating AISs, and a lack of AAC terminal staining for PV,

suggesting a degeneration of AACs’ cartridges. In the healthy

(del Rio and DeFelipe, 1997) and mildly sclerotic CA1 region

(Wittner et al., 2002), the AIS of pyramidal cells are innervated

by CB-labeled boutons, which disappear in strongly sclerotic

tissue, where pyramidal cells cannot be seen (Wittner et al.,

2002). Similarly, in sclerotic hippocampal samples, a global loss

of PV+ terminals has been described, with some PV+ cartridges

remaining, of hypertrophic appearance (Arellano et al., 2004).

These results collectively point toward a deficit in AAC innervation

of pyramidal cells paralleling principal neuron degeneration in

hippocampal sclerosis.

In the non-sclerotic Cornu Ammonis (CA), a study in rats

reported that PV+ AAC boutons contacting pyramidal cells’ AIS

were intact and therefore resisted to kainic acid-induced seizures,

in contrast to alterations in axo-somatic basket profiles (Best et al.,

1994). On the contrary, in a rat model of chronic epilepsy through

injection of pilocarpine, a decrease in the synaptic coverage of AIS

has been observed (Dinocourt et al., 2003).

Finally, in a single physiological study using a model of

interictal epileptiform discharge in CA3 slices of mice, AACs

undergo increase in their firing with epileptiform discharges,

suggesting an active role of AACs in generating epileptiform

activity (Karlócai et al., 2014).

Dentate gyrus

In the sclerotic dentate gyrus (DG) of patients with temporal

lobe EPI, the morphological “complexity” of PV+ and CB+

AACs’ cartridges has been found to be increased, with more

boutons and axonal rows per cartridge (Arellano et al., 2004).

This increased complexity of AACs’ cartridges could explain the

findings of increased synaptic coverage of granule cells’ AIS

in epileptic patients (Wittner et al., 2001). Interestingly, the

increase in AACs’ cartridge complexity appeared to parallel the

severity of sclerosis in the human DG (Wittner et al., 2001).

The most recent work on human brain tissue found that the

density of AACs’ PV+ boutons is preserved in epileptic DG

without sclerosis, and decreased in sclerosis (Alhourani et al.,

2020). However, the density of VGAT+/GAD67+ boutons (i.e.,

putative axo-axonic terminals) was similar to controls in both cases
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FIGURE 3

PRISMA flowchart for studies on axo-axonic cells in autism spectrum disorder.

(Alhourani et al., 2020), suggesting that AACs’ terminals might

be preserved, and PV expression decreased. In addition, GAD67

and VGAT expression levels were increased in AACs’ terminals

in sclerotic tissue, suggestive of a compensatory mechanism.

Finally, axo-axonic boutons were found intact in DG in EPI

modeled with either perforant-path electric stimulation or kainic

acid administration to induce seizures in rats (Sloviter et al.,

2003).

Overall, these findings indicate that the DG and the CA

region follow opposite directions in hippocampal sclerosis,

with reduced AIS synaptic coverage in CA, and preserved

innervation by more complex cartridges of surviving DG granule

cells. On the other hand, AACs appear to be preserved in

the non-sclerotic hippocampus. A general finding in human

studies is the reduced level of PV expression in histologically

abnormal tissue.

Schizophrenia

Thirteen papers were included (Figure 2), which

reported molecular and functional alterations in AACs

associated with SCZ (Table 2). Eight of them were

post-mortem brain tissue analysis using immuno-

histochemistry. The remaining five used animal models

of SCZ.

Post-mortem studies
Except for one study (Konopaske et al., 2006), all post-mortem

studies were performed on the prefrontal cortex (PFC), which

activity is altered in SCZ (Minzenberg et al., 2009). All reported

pre- and/or post-synaptic alterations of AACs to pyramidal cell

connections, albeit with conflicting conclusions.
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TABLE 1 Summary of studies on axo-axonic cells in epilepsy.

References Model(s) Population
characteristics (ratio
M:F; age range)

Area(s)
studied

Methods Variable(s)
studied

Main findings Comments

Ribak (1985) Monkey

Alumina gel-injected

monkeys(intracortical

or sub-arachoid)

Three adult monkeys (Macaca

mulatta &M. fascicularis)

Sensorimotor cortex,

layers 2, 3 and 5

Electron microscopy Number of AACs

boutons contacting the

AIS

Decreased number of AACs

boutons at the level of the AIS

(from 10 to 15 terminals per AIS

in control hemisphere to 0–3 in

epileptic loci).

Semi-quantitative study (only

ranges provided). Age and gender

of monkeys not known.

Best et al. (1994) KA-lesioned Wistar

rats (ICV injections)

Juvenile rats (Wistar, 180 g),

all male. 15M injected and

5M; age-matched controls.

Hippocampus (CA1) PV IHC, light and

electron microscopy

Distribution of PV+

axonal boutons 3 days,

1, 2, 4 weeks and 3

months.

No degenerating PV+ AAC

boutons at the AIS of pyramidal

cells in KA-treated hemispheres,

at any time point vs. almost total

loss of PV+ perisomatic

innervation.

Qualitative study, small sample

size.

Sloviter et al. (2003) Perforant path

electrically-stimulated

and KA-lesioned rats

(IV)

Young adult rats

(Sprague-Dawley, 250–400 g),

all male: (PP-stimulation n=

4; KA: n= 2)

Hippocampus

(Dentate gyrus)

Electron microscopy Degeneration of AAC

boutons at days 4 and 7

post PP stimulation or

10 post-KA injection

No degeneration of axo-axonic

boutons in kainic acid treated rats,

nor in PP-stimulated rats.

Qualitative study, with exclusive

use of degenerating axonal profiles

as a marker of AAC loss/damage.

Dinocourt et al.

(2003)

Pilocarpine-treated

rats (IP injection)

Young adult rats (Wistar,

200–290 g), all males

(pilocarpine: n= 10M; seven

for light microscopy, three for

electron microscopy vs. three

matched controls)

Hippocampus (CA1

stratum oriens)

Light (with PV and

SOM IHC) and

electron microscopy.

Density of AACs

boutons contacting the

AIS of pyramidal cells at

3 months

post-treatment

Decrease in synaptic density and

synaptic coverage at the AIS in

CA1 pyramidal cells, of

pilocarpine treated rats (both of

63%).

And 34% decrease in number of

PV-expressing,

somatostatin-negative (putative

AAC) in str. oriens compared

to controls.

Limited cohort for the electron

microscopic study of synapses at

the AIS (three controls+ three

pilocarpine-treated)

Karlócai et al.

(2014)

High

potassium-treated

brain slices of mice

(epileptic discharges).

Juvenile mice (P19–P40), wild

type (CD1 and BL6 strains)

and transgenic (PV-eGFP) of

both genders

Hippocampus (CA3) Local field potential

combined with

intracellular recording

(loose-patch,

whole-cell) followed by

anatomical

identification of the

recorded neurons

AAC firing around and

during epileptiform

events, compared to

sharp wave ripples.

Increase in firing rates during

epileptiform events, compared to

spontaneously occurring sharp

wave-ripples.

In vitromodel without in vivo

measurements.

Ferrer et al. (1992) Surgical resection

tissue in a patient

suffering from

drug-resistant

epilepsy due to

cortical dysplasia

1F; 14-year-old (cortical

dysplasia)

Peri-rolandic region

(primary motor and

primary

somatosensory

cortices)

PV IHC Morphology of PV+

AACs in dysplastic

tissue

PV immunoreactivity is decreased

in areas of tissue necrosis whereas

neighboring dysplastic areas

display abnormal populations of

very-large PV+ AACs.

Qualitative, single-case study, of a

particular condition (dysplasia).

Only one abnormal AAC described

in the body of the article.

(Continued)
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TABLE 1 (Continued)

References Model(s) Population
characteristics (ratio
M:F; age range)

Area(s)
studied

Methods Variable(s)
studied

Main findings Comments

DeFelipe et al.

(1993)

Peri-lesional surgical

resection tissue from

drug-resistant

patients with TLE

2:3; 12–34 yrs (intractable

TLE)

BA20, 21 and 38 EcoG. PV IHC. Light

and electron

microscopy

Density of PV+ AAC

cartridges in epilepsy

Heterogeneous patterns, with 2/4

patterns showing a global loss of

PV+ axon and 1/4 showing a

specific loss of PV+ AAC

cartridges (uncorrelated with the

EcoG spiking profile).

Qualitative study (no

quantification, no control).

Quantification of AAC terminals

only in pattern “A” (“normal”).

Only PV+ AACs were studied.

Ferrer et al. (1994) Surgical resection

tissue from patients

affected by different

forms of epilepsy

17:13; 9–50 yrs

one diffuse hypoxic

encephalopathy, nine

neoplasms, two focal cortical

dysplasia, one with

subcortical ectopic neuronal

nests, one with focal disorder

of migration, two cavernous

angiomas, 12 temporal lobe

epilepsy with mesial sclerosis,

two cryptogenic epilepsy

Various epileptic foci

including frontal and

temporal regions.

PV IHC; light

microscopy

Density and

morphology of PV+

axons

Increase in number and size of

PV+ AACs cartridges in some

discrete areas (hypertrophic

cartridges) in the only case for

which AACs analysis is reported,

of diffuse hypoxic

encephalopathy.

Qualitative study without controls,

epilepsy is associated with another

disorder. Result about AAC is from

only one patient. Only PV+ AACs

are studied.

Marco et al. (1996) Peri-lesional surgical

resection tissue from

patients with TLE

(±tumors)

6:3; 13–44 (epileptic without

brain tumor); 2:2; 18–30

(epileptic with brain tumors);

2M; 70–91 (controls)

BA20, 21, and 38 EcoG. PV IHC Density of PV

immunostaining and

PV+ AAC cartridges

Heterogeneous patterns, with 2/4

patterns showing a global loss of

PV+ axon and 1/4 showing a

specific loss of PV+ AAC

cartridges (both uncorrelated with

the EcoG profile). NB: AAC

alterations present in 5/9 samples

of TLE without tumor, and 4/4 of

TLE with tumor)

Qualitative study. Only 2 controls

(older). Only PV+ AACs are

studied.

Marco et al. (1997) Peri-lesional surgical

resection tissue from

one patient with

secondary TLE

(astrocytoma)

1F; 30-year-old (epilepsy and

brain tumor); tissue sections

from various controls

BA38 PV IHC. Light and

electron microscopy.

PV+ cells and axon

terminals. Synapses at

the AIS.

Decreased in AACs’ cartridges

density. Decreased number of

synapses at the AIS accompanied

by an increased gliosis.

Qualitative study. Case report from

an epileptic patient with a brain

tumor, who underwent

radiotherapy and previous surgical

treatments.

Wittner et al. (2001) Surgical resection

tissue from patients

with TLE (with

hippocampal

sclerosis)

14:9; 17–56 (intractable TLE

with 3 degrees of sclerosis);

3:3; 37–56 (controls)

Hippocampus

(dentate gyrus)

PV IHC. Light and

electron microscopy

Number of PV+

boutons contacting the

AIS (LM) and synaptic

density at the AIS (EM).

Increased density of synapses at

the AIS of granule cells, following

degrees of hippocampal sclerosis.

NB: loss or decrease of PV

immunoreactivity at light and

electron microscopic levels.

Semi-quantitative study (no

statistical analysis).

Wittner et al. (2002) Surgical resection

tissue from patients

with TLE

(hippocampal

sclerosis)

14:9; 17–56 (intractable TLE

with mild−6 samples- or

strong sclerosis−17

samples-); 3:3; 37–56

(controls)

Hippocampus (CA1) CB IHC. Light and

electron microscopy

Subcellular target

distribution of

CB-positive axon

terminals

The proportion of AISs among

the target elements of CB+

terminals considerably decreased

or even disappeared in the

strongly sclerotic cases.

Same cohort as Wittner et al.

(2001).
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TABLE 1 (Continued)

References Model(s) Population
characteristics (ratio
M:F; age range)

Area(s)
studied

Methods Variable(s)
studied

Main findings Comments

Arellano et al.

(2004)

Surgical resection

tissue from patients

with TLE

8:6; 17–50 (TLE with

hippocampal sclerosis); 3M;

23–63 (controls)

Hippocampus

(dentate gyrus, CA,

subiculum)

GAT1, CB, PV, NeuN

and PSA-NCAM IHC;

light microscopy

Morphology and

density of AAC

cartridges.

Increased complexity of cartridges

on surviving granule cells (dentate

gyrus) and pyramidal cells (CA).

No difference in subiculum.

NB: general reduction in CB &

PV immunoreactivity.

Qualitative study.

Regional heterogeneity within

individual samples and

across patients

Alonso-Nanclares

et al. (2005)

Surgical resection

tissue from patients

with focal cortical

dysplasia

1:2; 3.5–24 (focal cortical

dysplasia); 3M; 24–37

epileptic patients with

hippocampal sclerosis

(controls)

Different location

depending on the

site of lesion

(parietal lobe,

fronto-insular cortex

or inferior frontal

gyrus)

PV IHC. Light and

electron microscopy

PV+ axon terminals. Decreased density of PV+

cartridges and/or of

immunoreactivity in cartridges on

giant neurons. Decrease in

axo-axonic innervation is

accompanied by an increase in

axo-somatic innervation.

Qualitative study. Epilepsy

associated with FCD.

Only three patients with the

youngest being 3.5 years old.

Regional heterogeneity within

individual samples and across

patients.

Controls also suffer from seizures,

with hippocampal sclerosis.

Only PV+ AACs are studied.

No electron microscopic report of

axon initial segment innervation.

Wittner et al. (2005) Biopsy brain tissues

from patients with

TLE

17:15; 14–56 (TLE; four

grades: mild cell loss, patchy

cell loss, sclerosis, gliosis); 4:3;

37–56 (controls)

Hippocampus (CA1) PV IHC. Light and

electron microscopy.

PV+ cells and axons

density (LM); synaptic

coverage of AIS (EM)

No significant difference in AIS

synaptic innervation (EM,

presynapses containing or not

PV).

Decreased synaptic coverage of

degenerating AISs.

Severe PV+ cell loss in patchy

hippocampal cell loss and

sclerosis cases, with no axonal

staining for PV in the sclerotic

CA1. No difference in cases of

mild cell loss.

Observation of degenerating AISs

limited to two cases (qualitative

observation).

Same control group as Wittner

et al. (2001, 2002), except one case.

Alhourani et al.

(2020)

Biopsy brain tissues

from Patients with

TLE

3:2; 37–49 (intractable TLE);

3:2, 36–50 (matched controls)

Hippocampus

(dentate gyrus)

IHC: VGAT, PV,

GAD65 and GAD67.

Quantitative

fluorescent

confocal microscopy

Density of AAC

boutons

(vGAT+/GAD67+/

GAD65-) and

GAD67/vGAT/

PV protein levels in

these boutons.

No change in VGAT+/GAD67+

bouton density

Decreased PV+/VGAT+ bouton

density in the sclerotic group

(92%); no difference between

non-sclerotic and control samples

Increased levels of GAD67 and

vGAT is in the sclerotic group

compared to both groups

(GAD67: vs. control:+482%; vs.

non-sclerotic:+212%;

vGAT:+400–500%).

Quantitative study

Matched controls

No report of density of

VGAT+/GAD67+ boutons per

tissue volume (only normalized by

total neuron number)

BA, Brodmann area; CA, Cornu Ammonis (hippocampal region); CB, calbindin; ECoG, electrocorticography; EGFP, enhanced green fluorescent protein; EM, electron microscopy; GAD(65, 67), glutamic acid decarboxylase (65/67 kDa isoforms); GAT1, GABA

transporter type1; ICV, intracerebroventricular (injection); IHC, immunohistochemistry (also used here for immunofluorescence for simplicity); IP, intraperitoneal (injection); IV, intravenous (injection); KA, kainic acid; LM, light microscopy; NeuN, neuronal nuclei

(marker); PSA-NCAM, polysialylated form of neural cell adhesion molecule; PV, parvalbumin; SOM, somatostatin; TLE, temporal lobe epilepsy; VGAT, vesicular GABA transporter.

F
ro
n
tie

rs
in

C
e
llu

la
r
N
e
u
ro
sc
ie
n
c
e

fro
n
tie

rsin
.o
rg

139

https://doi.org/10.3389/fncel.2023.1212202
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org


V
iv
ie
n
e
t
a
l.

1
0
.3
3
8
9
/fn

c
e
l.2

0
2
3
.1
2
1
2
2
0
2

TABLE 2 Summary of studies on axo-axonic cells in schizophrenia.

References Model(s) Population
characteristics (ratio
M:F; age)

Area(s)
studied

Methods Variable(s)
studied

Main findings Comments

Woo et al. (1998) post-mortem human

brains from patients

with SCZ

10:5; 53.6± 13.0 (SD; SCZ),

10:5; 53.7± 12.4 (psychiatric

controls); 10:5; 53.9± 13.8

(non-psychiatric controls)

BA9 and BA46, all

layers

GAT-1 and calretinin

IHC, light microscopy

Density of GAT-1+

cartridges

The density of GAT-1+ cartridges

is decreased by 40% in SCZ vs.

both control conditions. No

variation in the mean density of

GAT-1+ boutons nor in

calretinin-IR boutons in layers

2-3a of BA9.

No variation in mean cartridge

length, nor in PFC volume.

Subjects treated with

antipsychotics without SCZ had

higher cartridge densities than in

subjects with SCZ

Pierri et al. (1999) Post-mortem human

brains from patients

with SCZ

20:10; 51.6± 13.0 (SCZ),

20:10; 51.6± 13.3 (psychiatric

controls); 20:10; 52.1± 13.8

(non-psychiatric controls)

BA46, layers 2–3a,

3b−4, and 6

GAT-1 IHC, light

microscopy

Density of GAT-1+

cartridges

The density of GAT-1+ cartridges

is decreased in SCZ:

- layers 2–3a 27% (vs. both

controls)

- layer 3b−4: 31.5 and 19.4% (vs

healthy and psychiatric controls,

respectively)

- layer 6 (not statistically

significant)

No variation in mean cartridge

length, nor in PFC volume/cortical

thickness.

Higher cartridge density in patients

treated with antipsychotic

medication and increased cartridge

density following haloperidol

treatment in macaque.

Kalus et al. (1999) Post-mortem human

brains from patients

with SCZ

3:2; 60.2± 20.6 (SCZ) 3:2;

66.0± 23.6 (non-psychiatric

controls)

BA24c, layers 5 and 6 PV IHC, light

microscopy

Density of PV+

cartridges

The density of PV+ cartridges is

increased in SCZ by 59% in layers

5 and 6 of the ACC.

Small cohort.

Only study focused on the deep

layers (layer 5 in particular) and on

the ACC

Volk et al. (2002) Post-mortem human

brains from patients

with SCZ

9:5; 53± 8 (SCZ), 9:5; 53± 8

(MDD controls); 9:5; 52± 9

(non-psychiatric controls)

BA46, layers 2–3a GABA-A Rα2 IHC,

light microscopy

Density of α2-labeled

AIS

The mean number of α2-labeled

AIS is increased by 113% in SCZ.

The densities of GAT-1+

cartridges and of α2-labeled AIS

are inversely correlated.

Same cohort and techniques as

Pierri et al. (1999). No variation in

mean AIS length, nor in PFC

volume.

No effect of medication in the

SCZ group.

Konopaske et al.

(2006)

Post-mortem human

brains from patients

with SCZ

6:8; 48.3± 8.8 (SCZ), 6:8; 48.1

± 7.1 (non-psychiatric

controls)

BA42 (associative

auditory cortex),

layers 2–3a and 6

GAT-1 IHC, light

microscopy

Density of GAT-1+

cartridges

No statistically significant (9.8%)

decrease in the density of GAT-1+

cartridges in the auditory cortex.

Subjects drawn from the cohort

and techniques of Pierri et al.

(1999).

No verification of variation in

cartridge length or cortical volume

Cruz et al. (2009) Post-mortem human

brains from patients

with SCZ

9:5, 52.6± 8.5 (SCZ); 9:5, 52.4

± 8.6; (control with no

mental disorder) 9:5, 53.0±

7.6 (MDD)

BA46, layers 2-3a

and 6

Ankyrin G and βIV

spectrin IHC

Density of ankyrin-G+

AIS and βIV-spectrin+

AIS in SCZ

decreased density of ankyrin-G+

AIS by 19 and 15% in superficial

in cortical layers 2/3a in SCZ

compared to control and MDD

groups, respectively, but not in the

deep (L6) cortical layer. No

differences for βIV spectrin.

Same cohort and techniques as

Pierri et al. (1999) and Volk et al.

(2002). No variation in mean AIS

length, nor in cortical volume.
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TABLE 2 (Continued)

References Model(s) Population
characteristics (ratio
M:F; age)

Area(s)
studied

Methods Variable(s)
studied

Main findings Comments

Rocco et al. (2016) Post-mortem human

brains from patients

with SCZ

14:6; 45± 7 (SCZ), 14:6; 46±

9 (non-psychiatric controls)

BA9, layers 2–6 VGAT and GAD67

IHC, light microscopy

VGAT and GAD67

protein levels in

interneurons boutons

VGAT and GAD67 protein levels

in VGAT+ AAC boutons do not

differ between SCZ and controls,

in contrast to other interneurons.

The total number of VGAT+

cartridges or AAC boutons in each

group is not reported (but see

Rocco et al., 2017).

No statistically significant effect of

antipsychotic medication on the

global result.

Rocco et al. (2017) Post-mortem human

brains from patients

with SCZ

14:6; 45± 7 (SCZ), 14:6; 46±

9 (non-psychiatric controls)

BA9, layers 2–6 CB, GAD67 and

VGAT IHC, light

microscopy

Density of VGAT+ and

VGAT+/CB+

cartridges

Higher density of VGAT+

cartridges (+21%) in layer

2-superficial layer 3 of SCZ vs.

control PFC. Accounted for by a

2.7 increase in CB+/VGAT+

cartridge density in layer 2. No

difference in deeper layers in

VGAT+/CB+, VGAT+/CB-

cartridge density, or VGAT levels

in AAC terminals

Same cohort and techniques as in

Rocco et al. (2016).

No statistically significant effect of

antipsychotic medication on the

global result.

No measurement of GAT1 as a

replication of previous results.

No assessment of variations in

cartridge length or cortical volume.

Morrow et al.

(2007)

PCP-treated monkey 4:0; adults (PCP-treated) 4:0;

adults (controls).

Walker’s area 46

(homologous to

BA46), all layers

PV IHC, light

microscopy

Number of PV+

cartridges across the

cortex

Decreased number of PV+

axo-axonic structures by about

40% in layers 2/3 of PCP-treated

monkeys.

No change in spatial distribution

across layers. No change in

numbers or distributions of PV+

and CR+ cells.

A decrease in PV expression

cannot be excluded.

The exact age of monkeys

is unknown.

Bloomfield et al.

(2008)

Isolation-reared rats IHC: 4:0M; 20-week (socially

reared); 3:0; 20-week

(isolation reared) PPI testing

only: males (n unknown), P84

for both

mPFC (anterior

cingulate, prelimbic

and infralimbic)

GAT-1 IHC, PPI

testing

Total number of

GAT-1+ cartridges and

PPI

Reduced number of GAT-1+

cartridges by 36% in the ventral

prelimbic cortex of isolation

reared rats. No difference in other

mPFC divisions (anterior

cingulate, dorsal prelimbic,

infralimbic).

A decrease in GAT-1 expression

cannot be excluded. No measure of

cortical volume, no verification of

cartridge length. No direct link

established between behavioral and

morphological findings

Del Pino et al.

(2013)

Mutant mouse model

(conditional ErbB4

mutants= Lhx6-Cre;

Erbb4 F/F mice)

IHC and biochemistry: P30

mice. For in vitro

electrophysiology: P20-22

mice. For in vivo

electrophysiology on

anesthetized mice:

P2-3-month male mice

(number not specified).

Hippocampus and

PFC

vGluT1, GABA-A Rα2,

ankyrin-G IHC.

in vitro and in vivo

electrophysiological

recordings+

behavioral assays

(activity cages,

elevated-plus maze,

Impact of a conditional

ErbB4 KO in PV

interneurons on AAC’s

morphology and

function, and on

behavior

The soma and dendrites of

neocortical AACs lacking Erbb4

receive significantly less VGlut1+

terminals than control cells. The

density of boutons in AACs

cartridges and of GABAAa2

clusters at AIS is decreased.

Mutant mice showed synaptic

defects in particular increased

Extensive study which analyzed

from the molecular to behavioral

impact of the mutation. The

manipulation of ErbB4 is not

specific for AAC, also affecting

basket cells.

Missing details regarding animals

gender and age.

(Continued)
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TABLE 2 (Continued)

References Model(s) Population
characteristics (ratio
M:F; age)

Area(s)
studied

Methods Variable(s)
studied

Main findings Comments

Y maze, marble

burying,

three-chambered

social test, nesting,

PPI)

excitability (PV+ fast-spiking

neurons and pyramidal cells),

abnormal synchrony, increased

oscillatory activity- increased

locomotor activity, abnormal

emotional responses, impaired

social behavior and impaired

cognitive function.

Yang et al. (2019) Mutant mouse

models (cKO mice=

Nkx2.1CreER;erbb4−/−

and ErbB4

knockdown mice=

Nkx2.1CreER;LSL-

Flpo with

Flp-dependent

shRNA targeting

ErbB4 in mPFC

In vitro electrophysiology:

P21-30 or 2 weeks following

AAV injections (made at

P45-50). 2–3-month-old

males for behavior testing.

P30 for western blot.

mPFC, layers 2/3 PV, ErbB4, vGluT1 and

ankyrin G IHC+ in

vitro electrophysiology

+ behavioral assays

(open field,

elevated-plus maze,

PPI test, automated

radial arm maze,

three-chamber social

interaction test)

Impact of ErbB4 KO in

mPFC AACs on their

morphology and

functions

Immunohistochemistry: cKO :

decrease in the density of AACs’

boutons on AISs, decreased

density of vGluT1+ boutons on

AAC somata; knock-down: no

data.

Electrophysiology: cKO:

decreased frequency and

amplitude of mEPSCs in AACs,

decreased amplitude of mIPSCs in

pyramidal neurons; knock-down:

decreased frequency and

amplitude of mEPSCs in AACs,

decreased frequency of mIPSCs in

pyramidal neurons.

Behavior: cKO: impaired PPI,

hyperactivity, working memory

deficits normalized by an agonist

of GABAA-Rα2 receptors agonist;

knock-down: impaired working

memory, impaired social novelty

recognition (no effect on

PPI/locomotion).

The gender or the number of mice

for each experiment is unknown.

Fujikawa et al.

(2021)

Intraperitoneal

Ketamine injections

(daily for 7 days) in

wild type (C57BL/6J)

mice; control= saline

Not reported Dorsal hippocampus SATB1, PV, NPY, SST,

(HNK-1) glycan

(Cat-315 antibody)

IHC

Density of PV+ cells

and cell types relative to

Cat-315 expression

Decreased density of Cat-315-

AACs and no change in Cat-315+

AACs in the ketamine group.

Decreased density of

Cat-315+/PV+ neurons in

stratum oriens and stratum

pyramidale; no change in

Cat-315-/PV+ neuron density;

increased Cat-315+/PV- density

in the ketamine group

(primary result).

Age of the mice unknown

Many cell types affected by

ketamine in various ways

No causal links established in

ketamine/Cat-135/interneuron

type interactions.

AAC, axo-axonic cell; AAV, adeno-associated virus; ACC, anterior cingulate cortex; AIS, axon initial segment; BA, Brodmann area; cKO, conditional knockout; eGFP, enhanced green fluorescent protein; Errb4, Erb-B2 receptor tyrosine kinase 4; GABAR, gamma-

aminobutyric acid receptor; GAT-1, GABA transporter 1; HNK-1, human natural killer-1 (glycan); H-S, hippocampo-septal projection interneurons; IHC, immunohistochemistry (also used here for immunofluorescence for simplicity); MDD, major depressive

disorder; mPFC, medial prefrontal cortex; NPY, neuropeptide Y; O-LM, oriens-lacunosummoleculare (interneuron); PCP, phencyclidine; PPI, pre-pulse inhibition; PV, parvalbumin; Px, postnatal age, in days; SATB1, special AT-rich sequence-binding protein-1; SCZ,

schizophrenia; SD, standard deviation; SOM/SST, somatostatin; VGLUT1, vesicular glutamate transporter 1.
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Pre-synaptic alterations

The number of axo-axonic boutons and cartridges has been

reported to be altered to various degrees in SCZ. The first article of

this kind reported a 40% decrease in the density of GAT-1+ AACs’

cartridges in SCZ compared to controls (Woo et al., 1998). This

decrease later appeared to concern mainly layers 2–3 of the PFC in

patients with SCZ, compared to controls (Pierri et al., 1999). It was

then interpreted as reflecting either a decrease in cartridge density

or reduced levels of GAT-1. Interestingly, this alteration displayed

some degree of specificity for the PFC, since using the same

approach, no significant decrease in GAT-1+ AACs’ cartridges was

found in the auditory cortex (Konopaske et al., 2006), and an

increased density of PV+ AACs’ cartridges was reported in layer

5/6 of the anterior cingulate cortex of patients with SCZ (Kalus

et al., 1999). In contrast to bouton density, the expression levels of

presynaptic proteins including GAD67 or VGAT were found to be

preserved in SCZ subjects (Rocco et al., 2016).

In fact, the group that reported reduced PFC axo-axonic

innervation in SCZ (Woo et al., 1998; Pierri et al., 1999) recently

found that the number of axo-axonic boutons was unaltered in

SCZ, using VGAT (instead of GAT-1) as a presynaptic marker

(Rocco et al., 2017). Moreover, the density of AACs’ CB+ cartridges

is increased in layer 2 of PFC (Rocco et al., 2017), with no

change in CB-negative cartridges density or VGAT expression

levels in SCZ. Therefore, the suspected defect in AACs’ cartridges

(Woo et al., 1998; Pierri et al., 1999) likely reflected a decreased

expression of GAT-1. Importantly, these findings did not appear

to be a consequence of gender status, nicotine use, benzodiazepines

and/or sodium valproate, antidepressants, or antipsychotics when

accounted for in statistical analyses (Rocco et al., 2016, 2017).

Post-synaptic alterations

The density of AISs expressing the GABAA receptor α2 subunit

(GABAA-Rα2) is increased in PFC from patients with SCZ,

and negatively correlated with the numbers of GAT-1+ AACs’

cartridges (Volk et al., 2002). This result was interpreted as a

compensatorymechanism, with increased GABAA-R α2 expression

balancing a reduced number of GABAergic terminals- and in

turn a likely reduced release of GABA. However, as Lewis and

collaborators later showed, the number of GABAergic terminals

was preserved (Rocco et al., 2017). Finally, a decrease in the density

of Ankyrin-G+ AISs in the absence of β-spectrin+ (another AIS

scaffold) has been reported in the PFC of patients with SCZ (Cruz

et al., 2009). This result suggests a decreased expression of Ankyrin-

G at AISs in SCZ, and potential defects in function since Ankyrin-G

is a key scaffold protein for axo-axonic synapses at the AIS (Tai

et al., 2019). Overall, evidence is limited regarding the involvement

of AACs’ postsynaptic changes in SCZ.

Animal models of schizophrenia
Studies on animal models of SCZ have provided evidence for

structural alterations in AACs and for links between structural

findings and functional or behavioral deficits.

Regarding structural studies, a monkeymodel of SCZ generated

with repeated treatments with phencyclidine displayed a 40%

decrease in the number of prefrontal PV+ axo-axonic structures

(Morrow et al., 2007). In the isolation-reared rat model of SCZ, no
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global differences in the total number of GAT-1+ cartridges were

found in the rat PFC, but a local decrease by 36% was identified in

the ventral prelimbic region relative to control (Bloomfield et al.,

2008). Lastly, in a ketamine model of SCZ in mice, interneurons

were studied with regards to the presence of perineuronal nets

detected with the marker Cat-315; (Fujikawa et al., 2021). The

number of Cat-315–/PV+ AACs (identified with PV expression in

the absence of neuropeptide Y or SATB1 expression) were fewer in

ketamine-treatedmice compared to controls, while Cat-315+/PV+

AACs were not affected (Fujikawa et al., 2021).

More direct evidence of AAC implication in SCZ has been

provided by the conditional KO of ERBB4 (a SCZ risk-gene)

in medial ganglionic eminence-derived interneurons (comprising

PV+ cells) in mice (Del Pino et al., 2013). Among synaptic

defects, Del Pino et al. found a decreased density of PV+ axo-

axonic boutons and a decreased density of GABAA-R α2 clusters

at the AIS contrary to human post-mortem results of Volk

et al. (2002). AACs also received fewer excitatory synapses, as

measured anatomically and physiologically with reduced miniature

excitatory postsynaptic currents frequencies in vitro. These defects

were accompanied by global increase in excitability, both of

PV+ interneurons and of pyramidal cells in vitro. In vivo,

this resulted in more frequent population spike occurrence in

the DG, increased hippocampal oscillation power and decreased

synchrony between brain regions (Del Pino et al., 2013). The

latter oscillatory pattern is reminiscent of abnormalities found

in SCZ (Hunt et al., 2017). Furthermore, mutant mice showed

behavioral impairments consisting of increased locomotor activity,

reduced anxiety, impaired working memory and reduced social

interactions (Del Pino et al., 2013). However, the behavioral

analysis lacked specificity for AACs. With the implementation

of a novel mouse line to target selectively AACs by temporal

tagging of Nkx2.1-expressing progenitors (Nkx2.1CreER; He et al.,

2016), these results were confirmed by performing KO of ERBB4

selectively in AACs (Yang et al., 2019). The density of AACs was

preserved, while the density of their synaptic boutons contacting

the AIS was decreased. AACs also received less glutamatergic

innervation (Yang et al., 2019), in agreement with previous

findings on MGE-derived interneurons (Del Pino et al., 2013).

Consistently, the frequency of miniature inhibitory postsynaptic

currents was reduced in pyramidal neurons. Behaviorally, mice

displayed increased locomotor activity, reduced paired-pulse

inhibition, impaired working memory and altered social behavior

(Yang et al., 2019), in line with the previous study (Del Pino

et al., 2013). Behavioral deficits were rescued by systemic or

intra-PFC infusion of the partial GABA-A Rα2 agonist L-

838417 (Yang et al., 2019). These results were recapitulated in

the Nkx2.1CreER conditional knock-down of ERBB4 in AACs

restricted to the PFC, suggesting the results were not the

consequence of developmental compensatory mechanisms, and

that prefrontal AACs might be implicated in schizophrenia (Yang

et al., 2019).

Overall, these results are consistent in showing that pyramidal

neurons innervation by AACs is reduced in animal models of

SCZ, and that such alterations might directly underlie pathological

phenotypes via reduced functional inhibition at the AIS and

perturbed brain rhythms.

Autism spectrum disorders

Three articles were found which reported on AACs in ASD

(Figure 3), studying post-mortem tissue from PFC (Table 3).

To distinguish between PV+ AACs and PV+ basket cells,

Ariza and colleagues used double immunohistochemical labeling

of PV and Vicia Villosa lectin and the PV+/VVA– phenotype

as a proxy for AACs (Ariza et al., 2018). They found a 40–65%

decrease in the absolute number of PV+ AACs while the number

of PV+ basket cells was not significantly reduced (Ariza et al.,

2018). The absolute number of GAT-1+ cartridges was found to

be decreased by 40–60% across prefrontal areas by the same group

(Amina et al., 2021). This result may support the hypothesis that

prefrontal AACs’ density is reduced in ASD as opposed to PV or

GAT-1 immunoreactivity.

Post-synaptic alterations were also reported for AACs, with a

reduction in the AIS surface covered by GABAA-Rα2 subunits in

upper cortical layers of samples from patients with ASD (Hong

et al., 2020). This result suggests that presynaptic loss of AACs is

not compensated for by an increase in postsynaptic expression of

GABAA-Rs in ASD.

Discussion

The aim of this work was to provide a systematic review of

AACs’ alterations in neuropsychiatric disorders. Namely, articles

on AACs in EPI, SCZ and ASD were studied. Review of the 32

articles relevant to this topic point to alterations in AAC to AIS

synapses in brain disorders (summarized in Figure 4). Previous

articles have reviewed AACs’ function, and have debated their

implication in disease, including recent publications (Wang et al.,

2016; Gallo et al., 2020; Juarez and Martinez Cerdeno, 2022;

Jung et al., 2022). However, to the best of our knowledge, none

of the previous reviews has followed a systematic procedure,

precluding a thorough analysis of AAC dysfunction in disease. Our

review article thus provides a comprehensive summary of AACs

in three main neuropsychiatric disorders, in a systematic format,

for the first time. Below, we briefly summarize and articulate the

main findings, before discussing their limitations and suggesting

some perspectives.

Main findings

Overall the systematic review of AACs’ implication in EPI, SCZ,

and ASD revealed some consistency, but also many contradictory

findings, especially in human tissue.

In EPI, there appears to be region-specific alterations. In

hippocampus, defects vary depending on the region, and with

the amount of sclerosis severity. A consistent finding is reported

in the sclerotic CA, with PV+ and CB+ AACs’ cartridges

displaying decreased density and PV expression levels, while no

clear phenotype emerged from studies in non-sclerotic tissue. On

the contrary, in the epileptic DG, AACs seem to be preserved, and

display increased arborization complexity paralleling sclerosis. In

contrast, an earlier study reported a qualitative decrease of GAT-1
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FIGURE 4

Summary of axo-axonic cells alterations consistently found in epilepsy, schizophrenia and autism spectrum disorder. In epilepsy (left) without

sclerosis, AACs are spared in both CA1 (with reduced PV expression) and dentate gyrus (with findings of increased axo-axonic cartridge complexity).

In the sclerotic CA1, PV expression, axo-axonic cell density and axo-axonic innervation appear altered, paralleling pyramidal cell loss. In brain

samples from patients with schizophrenia (middle), the density of AACs seems preserved, while in their synaptic boutons, GAT-1 is downregulated. At

the postsynaptic level, there are more GABAA-Rα2 clusters. In contrast, in animal models, axo-axonic innervation is reduced along with GABAA-Rα2

cluster density. In ASD (right), preliminary evidence point toward a reduced density of GABAA-Rα2 clusters, and a possible AAC loss.

immunoreactivity in the DG, including at the border between the

granule cell layer and the subgranular hilus, where AISs are located

(Sayin et al., 2003). Surgical samples have been reported to be

heterogeneous within and across subjects of individual studies (e.g.,

Arellano et al., 2004), reflecting biological variability, rather than

differences in techniques applied for fixation or tissue processing.

Thus, it is likely that the small sample sizes and heterogeneity

in the subjects analyzed may partly account for the general lack

of consistency in the studies reviewed here. The loss of AACs in

the sclerotic tissue might contribute to pathological activities by

loss of inhibition, or by GABAergic excitation in this condition

(e.g., Hristova et al., 2021, but see Krook-Magnuson et al., 2013),

but could also merely reflect a global cell loss, proportional to

pyramidal cell death. Intriguingly, alterations in AACs did not

mirror epileptiform activities, when the latter were recorded in

patients before surgical removal of the samples subsequently

analyzed (DeFelipe et al., 1993; Marco et al., 1997). This suggests

that AACs might not play an active role in epileptogenesis.

In SCZ, initial studies pointed to the loss of AACs’ cartridges

in human tissue. However, complementary analyses revealed that

AACs’ terminals were preserved, indicating that initial findings

reflected the inability to detect molecular markers in axo-axonic

boutons because of low expression levels (Rocco et al., 2017).

In contrast, the density of CB-expressing cartridges may be

increased (Rocco et al., 2017) in superficial layers of the PFC

in SCZ, the meaning of which is uncertain. Expression of

postsynaptic GABAA-Rα2, on the other hand, may be increased,

the causes and consequences of which also remain to be established.

Paradoxically, in animal models, consistent reductions of AIS

innervation by AACs were found, along with decreased GABAA-

Rα2 expression postsynaptically and decreased glutamatergic

innervation presynaptically (Del Pino et al., 2013; Wang et al.,

2016). Notably, one of the hypothesis on the onset of schizophrenia

is a decrease of NMDA transmission, which implicate PV+

interneurons (e.g., Gawande et al., 2023), and perhaps AACs. In

the animal model of ERBB4 KO in AACs, cognitive alterations

were improved by a GABAA-Rα2 agonist (Yang et al., 2019).

Interestingly, in an open label trial, the GABAA-Rα2-3 selective

agonist MK-0777 improved cognitive function in patients with

SCZ (Lewis et al., 2008). However, a subsequent randomized

controlled trial failed to demonstrate any benefit (Buchanan

et al., 2011). There are many potential explanations to these

discrepancies between human and animal studies. For instance, the

animal models employed by these authors relied on monogenetic

alterations that may not reflect the full and complex spectrum of

polygenic alterations found in schizophrenia (Trubetskoy et al.,

2022). To date, it remains unclear how AACs are altered in SCZ,

and what could be the direct contribution of these alterations to

clinical symptoms.

Research on AACs’ implication in ASD is still recent, and

only three articles were found in the inclusion period, reporting a

reduced number of AAC somata and cartridges (Ariza et al., 2018;

Amina et al., 2021) and a decrease in postsynaptic GABAA-Rα2 at

the AIS in the PFC of subjects with ASD (Hong et al., 2020). The

indirect detection of AACs and cartridges using molecular markers

as proxies calls for caution, as exemplified by the case of SCZ (and

see below). The decreased density of GABAA-Rα2 at the AIS (Hong

et al., 2020) is also in contrast with findings in SCZ (Volk et al.,

Frontiers inCellularNeuroscience 14 frontiersin.org145

https://doi.org/10.3389/fncel.2023.1212202
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org


Vivien et al. 10.3389/fncel.2023.1212202

2002), with unknown functional consequences. Despite the paucity

of the literature, these initial results suggest a potential implication

of the axo-axonic synapse in ASD pathophysiology.

It is intriguing that EPI, SCZ and ASD implicate overlapping

brain regions, which contain relatively high densities of AACs (Inda

et al., 2009). Those disorders are linked to neurodevelopmental

abnormalities, while AACs have a peculiar, late developmental

pattern compared with other interneurons (Taniguchi et al., 2013).

Moreover, AACs undergo structural and functional maturation

until young adulthood (Rinetti-Vargas et al., 2017; Steinecke et al.,

2017), a period at risk of SCZ or EPI occurrence. Comorbid EPI

and psychotic disorders or ASD, are highly prevalent in clinical

populations (Clancy et al., 2014; Tye et al., 2018). As a result, one

may speculate that common pathophysiological principles may be

at stake and implicate AACs. To test this hypothesis, it would be

interesting to investigate alterations of AACs in brain samples from

subjects with comorbid disorders. Moreover, animal studies suggest

that AACs might be implicated in other neurodevelopmental

disorders. Prenatal exposure to cocaine results in decreased density

of AAC cartridges in the PFC (Morrow et al., 2003). In a mouse

model of Down syndrome, AACs displayed aberrant innervation of

AIS with increased number of cartridges, cartridge length, bouton

size and amount of GABAergic inhibition in electrophysiological

recording (Liu et al., 2023). Human counterparts of these findings

are currently lacking. In summary, AACs may bear common and

direct pathogenic factors across EPI, SCZ and ASD, but the focus of

the review on this topic may also artificially inflate this hypothesis.

Limitations and perspectives

The first main limitation is the result of indirect strategies

to study AACs in human brain samples. Most of the histological

methods applied to human tissue have so far relied on molecular

markers, be it to infer the density of AACs to pyramidal cells

synapses, or to evaluate the density of AACs. Clear limitations

of this strategy are highlighted in the following examples. First,

in SCZ, the reduction of GAT-1+ cartridges later appeared to

reflect a reduction in protein levels rather than the loss of AACs

(Rocco et al., 2017). Second, PV+ cartridges have been widely

used as a proxy for axo-axonic synapses in EPI studies. However,

the same studies consistently reported a global reduction of PV

immunoreactivity in epileptic tissue (Wittner et al., 2001; Arellano

et al., 2004), which might have contributed to the observation of

reduced AAC cartridges density. Moreover, a significant number

of AACs may be devoid of PV in the healthy brain (Taniguchi

et al., 2013; Tasic et al., 2018). The case of increased CB+ axo-

axonic cartridges density in SCZ (Rocco et al., 2017) or in EPI

(Arellano et al., 2004) is intriguing in this context. Third, in an

ASD study, the absence of perineuronal nets around PV+ cells was

used to identify AACs (Ariza et al., 2018), while perineuronal nets

have been extensively found around hippocampal AACs (Fujikawa

et al., 2021). Alterations in molecular content of AACs may indeed

be the consequence of compensatory or even confounding factors,

including pharmacological treatments. In addition, most Human

studies were published by one or two research groups in each

disorder, calling for replication studies.

The second main limitation in knowledge is the lack of

experimental evidence to causally link structure and function.

Indeed, most of the articles reviewed here were reports of

histopathological studies in Human, which are, by essence,

correlative and cannot provide mechanisms. Animal models are

instrumental to understand pathogenesis and suggest causal links

between cellular alterations and symptoms. However, only very few

studies were found on this topic, and data is still lacking at all levels:

cells (synaptic transmission), network (assemblies, oscillations),

and behavior. We have highlighted three important functional

studies (Konopaske et al., 2006; Del Pino et al., 2013; Yang et al.,

2019), also showing discrepancies in histological findings with

human data. Animal models will thus need to be cross validated

with Human data in order to improve translation. One interesting

pathway is the reduced density of GABAA-Rα2 at the AIS, as

suggested by animal studies in SCZ (Del Pino et al., 2013, but see

Volk et al., 2002) and clinical samples in ASD (Hong et al., 2020). In

addition, reduced levels of GABAA-Rα2 at the AIS (possibly from

AACs) induce greater seizure susceptibility in mice (Hines et al.,

2018). GABAA-Rs containing the α2 subunit show fast activation

and slow deactivation kinetics (Lavoie et al., 1997). Therefore, the

loss of this postsynaptic partner of AACs might induce a strong

hyperexcitability in principal neurons. Until recently, AACs studies

have been limited by the lack of specific genetic markers. Using

single-cell RNA sequencing, such markers have been identified,

including PTHLH, Uncb5 and Vipr2 (Paul et al., 2017; Tasic et al.,

2018). As a result of these discoveries, genetic targeting of cortical

AACs is now accessible in animal models using Nkx2.1CreER (He

et al., 2016) or Vipr2-Cre mouse lines (Tasic et al., 2018) for the

neocortex, or using Unc5b-2A-CreER mice for the hippocampus

(Dudok et al., 2021). It is beyond the scope of this work to

extensively review this, but recent work have started to unravel

AACs functions in physiological conditions using these transgenic

animals (e.g., Lu et al., 2017; Dudok et al., 2021; Schneider-

Mizell et al., 2021; Jung et al., 2023; Seignette et al., 2023). These

showed that AACs only weakly inhibited principal neurons’ firing,

suggesting that alterations of AACs in disease might not result

in gross excitation/inhibition imbalance. In fact, AACs seem to

ensure excitation homeostasis in cortical networks (Pan-Vazquez

et al., 2020), a loss of which may have dramatic consequences on

cortical function (e.g., overexcitation, increased local synchrony

and reduced interregional coordination).

Direct examination of AACs is warranted, and may rely on

complementary approaches. Detailed reconstructions of AACs at

the cellular and ultrastructural levels following Golgi staining

or semi-automated electron microcopy (e.g., Schneider-Mizell

et al., 2021) would provide invaluable information. The study

by Wittner et al. (2005) is noteworthy as being the only one

in this review that systematically examined AIS innervation at

the electron microscopic level regardless of PV content. Recently

identified molecular markers of AACs will also prove useful in

identifying AACs in human tissue (e.g., Alhourani et al., 2020).

Moreover, targeting AACs with novel transgenic mouse lines

represent an opportunity to directly evaluate whether a genetic

mutation implicates AACs in generating a pathological phenotype

(as in Yang et al., 2019). Targeting AACs for recording and opto- or

chemo-genetic manipulations could also be implemented to study

their implications in disease models constructed with non-genetic
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interventions (e.g., pharmacological, lesional). These experiments

are expected to provide key evidence to causally link axo-axonic

cells to brain disorders.

Conclusion

Although observations made in brain tissue from human

subjects and in animal models indicate that axo-axonic cells may be

altered in epilepsy, schizophrenia, and autism spectrum disorders,

the literature is limited and mainly inconsistent, precluding clear

conclusions to be drawn.

By joining clinical research and refined preclinical models, we

hope that the coming years will bring significant clarification and

progress in the field of AACs in disease.
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University, Taichung, Taiwan, 12School of Medicine, China Medical University, Taichung, Taiwan

Inhibitory γ-aminobutyric acid (GABA)-ergic interneurons mediate inhibition

in neuronal circuitry and support normal brain function. Consequently,

dysregulation of inhibition is implicated in various brain disorders. Parvalbumin

(PV) and somatostatin (SST) interneurons, the two major types of GABAergic

inhibitory interneurons in the hippocampus, exhibit distinct morpho-

physiological properties and coordinate information processing and memory

formation. However, the molecular mechanisms underlying the specialized

properties of PV and SST interneurons remain unclear. This study aimed

to compare the transcriptomic differences between these two classes of

interneurons in the hippocampus using the ribosome tagging approach.

The results revealed distinct expressions of genes such as voltage-gated ion

channels and GABAA receptor subunits between PV and SST interneurons.

Gabrd and Gabra6 were identified as contributors to the contrasting tonic

GABAergic inhibition observed in PV and SST interneurons. Moreover, some

of the differentially expressed genes were associated with schizophrenia and

epilepsy. In conclusion, our results provide molecular insights into the distinct

roles of PV and SST interneurons in health and disease.
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1. Introduction

Excitatory and inhibitory neurons form the foundation of
neuronal networks and coordinate neuronal activities under
physiological conditions. Despite constituting only 10–20% of
total neurons, local-circuit γ-aminobutyric acid (GABA) inhibitory
neurons, also known as GABAergic interneurons, play vital roles in
maintaining the balance of excitation-inhibition within neuronal
circuits. Consequently, dysfunction of inhibition is associated with
various brain disorders (Belelli et al., 2009; Baroncelli et al.,
2011; Ruden et al., 2021; Song et al., 2021; Yang et al., 2022).
GABAergic interneurons release GABA to regulate neuronal
excitability through either phasic or tonic inhibition (Szabadics
et al., 2007; Brickley and Mody, 2012). Phasic inhibition is mediated
by synaptic GABA receptors, whereas tonic inhibition is generated
by extrasynaptic GABA receptors (Farrant and Nusser, 2005).
These two modes of inhibition are mediated by GABAA receptors
composed of different subunits (Prenosil et al., 2006; Lee and
Maguire, 2014).

Parvalbumin (PV)- and somatostatin (SST)-expressing
interneurons are the two major classes of GABAergic interneurons.
They have distinct morphological features, synaptic connectivity,
and physiological properties (Hu et al., 2014; Lee et al., 2016;
Booker and Vida, 2018). Morphologically, PV interneurons,
including basket cells and axon-axonic cells, selectively project
their axons to perisomatic regions of target neurons. On the
other hand, SST interneurons, which comprise multiple cell
subtypes, preferentially target their dendritic domains (Lee et al.,
2016; Booker and Vida, 2018). Therefore, PV interneurons
selectively control spike generation by strategically positioning
synapses near the axon initial segments, whereas SST interneurons
regulate synaptic plasticity by tuning dendritic membrane
potential (Miles et al., 1996; Klausberger and Somogyi, 2008;
Kepecs and Fishell, 2014). Under physiological conditions, PV
and SST interneurons coordinate and synchronize network
activities through distinct spatial and temporal domains (Kepecs
and Fishell, 2014). PV and SST interneurons fire at different
phases during neuronal synchronization. For instance, PV
interneurons fire preferentially at the descending phase of theta
oscillations, whereas SST interneurons fire rhythmically at the
trough phase of theta cycles (Klausberger et al., 2003). Moreover,
PV interneurons promote the synchronization of spike times
when instantaneous firing rates are low (<12 Hz), whereas
SST interneurons preferentially promote the synchronization of
spike times when instantaneous firing rates are high (>12 Hz)
(Jang et al., 2020). PV interneurons exhibit characteristics of
fast-spiking neurons, whereas SST interneurons display traits
of non-fast-spiking neurons (Lee et al., 2016). PV interneurons
are characterized by low input resistance, fast membrane time
constant, and depressing excitatory inputs (Jonas et al., 2004;
Hu et al., 2014). In contrast, SST interneurons possess high
input resistance, slow membrane time constant, and facilitate
excitatory inputs (Pouille and Scanziani, 2004). Thus, PV and
SST interneurons manifest distinguishable spike probabilities
upon repetitive excitation (Pouille and Scanziani, 2004; Kapfer
et al., 2007; Silberberg and Markram, 2007; Silberberg, 2008). PV
interneurons are primarily activated during the initial phase of

excitation inputs, whereas SST interneurons are preferentially
recruited during the late phase of repetitive excitation (Pouille and
Scanziani, 2004).

γ-aminobutyric acid exerts powerful inhibition on neuronal
excitability by activating fast ionotropic GABAA and slow
metabotropic GABAB receptors. Stimulation of the GABAB
receptor causes a prolonged decrease in neuronal excitability
via the inhibition of adenylyl cyclase and voltage-gated Ca2+

channels as well as the opening of G protein-coupled inward-
rectifying potassium channels (Mannoury la Cour et al., 2008).
GABAA receptors are heteropentameric chloride channels
assembled by various combinations of 19 subunits (Sigel and
Steinmann, 2012). Different subunit compositions determine
their electrophysiological properties, cell surface distribution,
and pharmacological response (Farrant and Nusser, 2005). The δ

subunit is one of the most relevant subunits that mediate a slow
constant inhibitory current called tonic inhibition and is expressed
in most brain regions (Arslan, 2021; Sun et al., 2022). The human
transcriptomic dataset from the Allen Brain Institute indicates
that the expression of the δ subunit of GABAAR (Gabrd) in PV
interneurons is higher than that in other interneurons, such as
SST and vasoactive intestinal polypeptide interneurons (Field
et al., 2021). Thus, tonic inhibition can differentially modulate
the excitability of neuron subtypes (Glykys et al., 2008; Lee and
Maguire, 2014; Bryson et al., 2020).

Gene expression dictates cellular functions. Recent advances
in cell type-specific gene profiling techniques have yielded
valuable insights into the physiological functions of a cell type.
Conventionally, microfluidic or magnetic bead-based cell sorting
is used to isolate the defined cell type from dissociated tissues
(Haimon et al., 2018). Owing to the morphological complexity and
relatively low abundance of GABAergic inhibitory interneurons,
these standard cell dissociation and isolation protocols may
not be as effective in capturing the mRNA of inhibitory
interneurons. Moreover, extensive cell isolation procedures can
damage mature neurons and potentially modify gene expression.
Cell type-specific ribosome tagging (RiboTag) followed by RNA
sequencing (RNA-seq) provides an alternative method to analyze
the transcriptome of sparse cells in mouse brains without disruptive
cell isolation.

Previous studies have applied RiboTag to cortical inhibitory
interneurons (Mardinly et al., 2016; Huntley et al., 2020). This study
aimed to understand the functional differences between PV and
SST cells in the mouse hippocampus. To achieve this, we employed
the RiboTag method to isolate cell type-specific mRNA transcripts
in vivo. Subsequently, RNA sequencing was performed to compare
the differentially expressed genes between PV and SST interneurons
in the hippocampus. To validate the significance of these findings,
potential genes and pathways of interest were confirmed through
additional techniques such as real-time quantitative polymerase
chain reaction (RT-qPCR), immunofluorescence staining, and
electrophysiology. Our findings indicate that the upregulation of
Gabrd and Gabra6 potentially contributes to the contrasting tonic
GABAergic inhibition observed between PV and SST interneurons.
Moreover, some differentially expressed genes identified in our
analysis have been linked to conditions such as schizophrenia and
epilepsy.
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2. Materials and methods

2.1. Animals

For cell-type specific expression of HA-tagged ribosomes in PV
or SST interneurons, the RiboTag mice (B6N.129-Rpl22tm1.1Psam/J,
JAX

R©

Strain # 011029) were crossed with either PV-Cre driver
mice (B6;129P2-Pvalbtm1(cre)Arbr/J, JAX

R©

Strain # 008069) or
SST-Cre driver mice (B6N.Cg-Ssttm2.1(cre)Zjh/J, JAX

R©

Strain #
13044) (Figure 1A). The RiboTag mouse line carries an Rpl22
allele fused to Cre-induced hemagglutinin (HA) (RPL22HA) that
facilitates the isolation of ribosome-bound mRNA specifically
from Cre + cells by immunoprecipitation (Sanz et al., 2009).
For electrophysiology recording, the Ai14 reporter mice [B6.Cg-
Gt(ROSA)26Sortm14(CAG-tdTomato)Hze/J, JAX

R©

Strain # 007914] were
crossed with either PV-Cre or SST-Cre driver mice. Mice were
housed in groups of 2–5 in a standard cage under a 12-h light-
dark cycle at 25◦C and 60% humidity and provided food and

water ad libitum. The detailed information for mice used in each
experiment is listed in Supplementary Table 3. This study was
approved by the Institutional Animal Care and Use Committee
(IACUC) of the National Yang Ming Chiao Tung University.
This study followed all applicable international, national, and
institutional guidelines for the care and use of animals.

2.2. Genotyping

A 2-mm mouse tail was cut and incubated with 50 µl 1X DNA
isolation buffer (25 mM NaOH and 0.2 mM EDTA) at 98◦C for
1 h. The lysate was neutralized with 50 µl 40 mM Tris-HCl (pH
5.5) and spun down. Then, 1 µl of the supernatant was taken
as the DNA template for PCR amplification by using a PCR dye
master mix (ADPMX02D-100; Arrowtech, USA or SA-PB10.44-
05; PCR Biosystems, USA) according to the manufacturer’s
instructions. The PV-Cre allele was amplified with the forward
primer 5′-CAGAGCAGGCATGGTGACTA-3′ and reverse primer

FIGURE 1

Cell type-specific expressions of Rpl22-HA (RiboTag) in hippocampal SST and PV neurons. (A) The breeding strategy for generating Rpl22HA/HA;
PV-Cre (PV-RiboTag) or Rpl22HA/HA; SST-Cre (SST-RiboTag) mice. (B) Representative PCR genotyping images with primers recognizing Cre and Rpl22
alleles. (C) Immunoblotting using HA antibody indicating Rpl22-HA expression in the hippocampus of PV-RiboTag or SST-RiboTag mice.
(D) Representative immunofluorescence images demonstrate that HA-expressing cells (green) are colocalized with either SST or PV cells (red). The
scale bars represent 200 (left) µm and 50 (right) µm. (E) RT-qPCR measurement of mRNA levels of markers for astrocyte (Gfap) (SST-RiboTag, n = 6;
Rpl22HA; PV-RiboTag, n = 6), oligodendrocytes (Cnp1) (SST-RiboTag, n = 7; PV-RiboTag, n = 7), microglia (Iba1) (SST-RiboTag, n = 6; PV-RiboTag,
n = 6), pyramidal neuron (Camk2a) (SST-RiboTag, n = 6; PV-RiboTag, n = 5), GABAergic inhibitory interneuron (Gad1) (SST-RiboTag, n = 7;
PV-RiboTag, n = 6), PV cell (Pvalb) (SST-RiboTag, n = 7; PV-RiboTag, n = 6), and SST cell (Sst) (SST-RiboTag, n = 11; PV-RiboTag, n = 6) in
ribosome-bound mRNA isolated from PV-RiboTag (purple) and SST-RiboTag mice (orange). Data are presented as the mean ± SEM and analyzed
using the Mann–Whitney test. ***p < 0.001. The detailed mice age, gender and the statistical analysis results were listed in Supplementary Table 3.
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5′-AGTACCAAGCAGGCAGGAGA-3′. The SST-Cre allele was
amplified with the forward primer 5′-TGGTTTGTCCAAACTC
ATCAA-3′ and reverse primer 5′-GGGCCAGGAGTTAAGG
AAGA-3′. The Rpl22HA allele was amplified with the forward
primer 5′-GGGAGGCTTGCTGGATATG-3′ and the reverse
primer 5′-TTTCCAGACACAGGCTAAGTACAC-3′. PCR was
performed under the touchdown cycling protocol suggested by
the Jackson Laboratory. All PCR products were analyzed by
electrophoresis on 3% agarose gel. The size of the PCR product was
100 bp for the PV-Cre allele, 200 bp for the SST-Cre allele, 260 bp
for the wild-type Rpl22 allele, and 290 bp for the Rpl22HA allele.

2.3. HA-tagged ribosome
immunoprecipitation and RNA extraction

Mice were executed by cervical dislocation without euthanasia.
The hippocampi from either Rpl22HA;PV-Cre (PV-RiboTag)
or Rpl22HA;SST-Cre (SST-RiboTag) mice were dissected and
homogenized in 500 µl polysome buffer (50 mM Tris-HCl, pH
7.4, 12 mM MgCl2, 100 mM KCl, 1 mM DTT, 1% NP40,
200 U/ml ribonuclease inhibitor, 0.5 mg/ml heparin, 100 µg/ml
cycloheximide, and 10 µl/ml Protease inhibitor cocktail) using a
bead-based tissue homogenizer (Bullet Blender

R©

; Next Advance,
Inc.). The lysate was centrifuged at 4◦C at 16,000 × g for 10 min,
and 30 µl of supernatant was collected as an input for validation.
The remaining supernatant was incubated with the anti-HA
antibody at 4◦C for 4 h with rotary agitation. Pre-washed protein
G beads were added to the antibody homogenate and incubated
overnight at 4◦C with rotary agitation. After 12 h, the samples were
washed three times with high-salt buffer (50 mM Tris-HCl, pH 7.4,
12 mM MgCl2, 300 mM KCl, 1 mM DTT, 1% NP40, 100 U/ml
Ribonuclease inhibitor, 100 µg/ml cycloheximide, 5 µl/ml protease
inhibitor cocktail). Lysis buffer (Qiagen RLT buffer containing 2-
Mercaptoethanol) was added to the beads and input samples. Total
RNA was purified using the Qiagen RNeasy Micro kit (Cat. No.
74004; Qiagen) according to the manufacturer’s instructions and
quantified with a Qubit fluorometer. Information for all chemicals
and antibodies is listed in Supplementary Tables 1, 2.

2.4. Immunoblotting

The immunoprecipitation (IP) and input samples were
incubated with SDS sample buffer (87.5 mM Tris-HCl, 1% SDS,
30% glycerol, 0.6 M DTT, and 180 µM bromophenol blue, pH
6.8) at 95◦C for 10 min. Proteins were separated by 15% Tris-
glycine SDS-polyacrylamide gel electrophoresis and transferred
to nitrocellulose membranes. After blocking in casein blocking
buffer, the membranes were probed with rabbit anti-HA (1:1000;
ab9110; Abcam) and mouse anti-beta tubulin (1:2000; ab7751;
Abcam) antibodies. The membranes were washed in Tris-buffered
saline Tween and probed with horseradish peroxidase-conjugated
anti-mouse IgG (1:1000; Jackson ImmunoResearch) and anti-
rabbit IgG Trueblot R© (1:1000; Rockland). Proteins signals were
developed by using a chemiluminescent substrate ECL detection
system (Millipore) and imaged with a luminescence camera system
(LAS4000; Fujifilm). Information for all chemicals and antibodies
is listed in Supplementary Tables 1, 2.

2.5. Immunofluorescence staining

Somatostatin-RiboTag mice and PV-RiboTag mice were
euthanized by intraperitoneal administration of urethane
(1,500 mg/kg), followed by perfusion with normal saline and
4% paraformaldehyde through the myocardial vascular system.
The brains were fixed in 4% paraformaldehyde/PBS for 20 h
and then embedded with 30% sucrose overnight. The embedded
brains were frozen in an optimal cutting temperature medium
(Tissue-Tek

R©

O.C.T. Compound, 4583, SAKURA) and sliced
coronally at a 30-µm thickness in −20◦C Cryostat (Thermo
Cryostar NX70). The brain slices were washed three times with
1X PBS, permeabilized in 0.5% Triton X-100/PBS, and blocked
with 10% blocking buffer (0.1% Triton X-100, 10% fetal bovine
serum, 3% bovine serum albumin, and 0.1% sodium azide in
PBS). The slices were then incubated with primary antibodies
against HA (1:1000; GTX115044; GeneTex or 1:200; MMS-101R;
Biolegend), GABRD (1:200; PA5-77408; Invitrogen), GABRA6
(1:200; NB300-196; Novus) SST (1:100; MAB354; Millipore), and
PV (1:1000; MAB1572; Millipore) overnight at 4◦C; washed three
times with 1X PBS. Afterward, they were washed three times
with 1X PBS, followed by a 2-h incubation at room temperature
with the respective secondary antibodies: anti-rabbit Alexa 488
(1:500), anti-rabbit Alexa 594 (1:500), anti-mouse Alexa 488
(1:500), anti-mouse Alexa 594 (1:500) and anti-rat Alexa 594
(1:1000). Finally, the slices were mounted using VECTASHIELD

R©

mounting medium (Vector Laboratories). Images were captured by
fluorescence microscopy (Olympus BX63 and Zeiss Apotome.2);
120 HA-positive cells in the hippocampus were enrolled in 1 mouse
sample, and the average integration ratio of GABRD or GABRA6
overlap HA signals were quantified by MetaMorph Premier
analysis software. Information for chemicals and antibodies is
listed in Supplementary Tables 1, 2.

2.6. RT-qPCR

The purified RNA was generated into cDNA using an oligo-
dT primer and SuperScript II reverse transcriptase (ERT12925K;
Lucigen). The level of specific mRNA was analyzed using specific
primer pairs (listed in Supplementary Table 4). Samples were
mixed with 2X qPCRBIO SyGreen Blue Mix HI-ROX (PB20.16-
01, PCR Biosystems) and analyzed on the StepOnePlus real-time
PCR system. Quantitative polymerase chain reaction (qPCR) was
carried out under the following conditions: an initial denaturation
step at 95◦C for 3 min, 40 cycles of denaturation at 95◦C for 30 s,
and annealing/extension at 60◦C for 30 s. The Gapdh gene was used
as an internal control. Normalized mRNA levels were quantified
using the 2−−11Ct method.

2.7. RNA sequencing

The purified RNA samples were treated with DNase I to remove
DNA contamination before subjecting for library preparation.
The RNA quality was tested using the Agilent 2100 Bioanalyzer
(Agilent Technologies, Inc., Santa Clara, CA, USA). Samples with
an RNA integrity number (RIN) greater than 6.6 were subjected
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to RNA sequencing library preparation. For samples with total
RNA < 10 ng, the RNA sequencing libraries were prepared
using the Switching Mechanism At the 5′ end of RNA Template
(SMART)-Seq Stranded Kit (Takara Bio USA, Inc., San Jose, CA,
USA), which incorporated SMART cDNA synthesis technology
and preserved the strand orientation of the original RNA. For
samples with total RNA > 100 ng, the RNA sequencing libraries
were prepared using Illumina TruSeq Stranded mRNA Sample
Preparation Kit (Illumina Inc., USA) which produced directional
RNA-seq libraries. The RNA libraries were quantified by qPCR, and
the quality was assessed with the 2100 Bioanalyzer HS DNA Kit.
The RNA libraries were sequenced on a NextSeq550 (Illumina, Inc.,
San Diego, CA, USA) by paired-end sequencing with a 75-bp read
length to a minimum depth of 30–70 million reads. The low quality
of bases (<Q20), the first 12 bases, and adapters were trimmed
from the dataset. The reads were mapped to Genome Reference
Consortium Mouse Build 38 (GRCm38/mm10) and run RNA-
seq analysis by CLC Genomics Workbench (QIAGEN, Germany).
Expression levels were measured in transcripts per million (TPM),
and the expression level for a gene was calculated as the sum of the
TPM values of its isoforms.

2.8. Differential expression analysis

Differential gene expression was analyzed using DESeq2 v1.32.0
(Love et al., 2014). Genes with low counts (sum < 10 in each
sample) were filtered out. The design formula was to compare
the difference in gene expression between two cell types while
controlling for batch effect. The cutoff for differentially expressed
genes (DEGs) was |log2foldchange| > 1 and an adjusted P < 0.05
(Benjamini-Hochberg method). Results were visualized with a
volcano plot generated using the EnhancedVolcano v1.10.01 and
Pretty Heatmap (pheatmap v1.0.12).

2.9. Functional enrichment analysis

Differentially expressed genes were subjected to functional
enrichment characterization with the biological process (BP) of
Gene Ontology (GO) (Release 2021-09-01) and pathways in the
Kyoto Encyclopedia of Genes and Genomes (KEGG) (Release
100.0) using clusterProfiler v4.0.5 (Wu et al., 2021). Over-
representation tests were used to identify significant GO terms
and KEGG pathways, and the significance threshold was set at
a P-value of <0.05. Results were visualized with treeplots using
the Enrichplot v1.12.3. The Ward.D method was used to cluster
enriched terms. A set of succinct representative words were
manually assigned for each cluster.

2.10. Disease gene sets

Enriched schizophrenia and epilepsy-related gene sets were
extracted from the web server “Enrichr” (Chen et al., 2013;

1 https://github.com/kevinblighe/EnhancedVolcano

Kuleshov et al., 2016) using DEGs as input (results downloaded on
Oct 6, 2021). Only overlapping DEGs were shown on the heatmap.

2.11. Virus and stereotaxic surgery

To specifically label PV neurons in the dentate gyrus (DG), we
injected AAV5-hSyn-DIO-mCherry or AAV1-hDlx-DIO-tdtomato
virus into PV-Cre mice. In the stereotaxic surgery, mice were deeply
anesthetized with isoflurane (4% induction, 1.5–2% maintenance in
O2; Halocarbon Laboratories, North Augusta, SC, USA) and placed
in a stereotaxic injection frame (IVM-3000; Scientifica, Uckfield,
UK). During all surgical procedures, mice were kept on a heating
pad (Physiological Biological Temperature Controller TMP-5b,
Supertech Instruments, Budapest, Hungary) to maintain their
surface body temperatures at 34◦C. After securing the head with
ear bars, 75% ethanol was used to sterilize the surgical area, and the
eyes were protected using an ophthalmic gel. The injections were
performed using the following stereotaxic coordinates: 3.5 mm
posterior from bregma, 2.8 mm lateral from the midline on both
sides, 3 and 3.2 mm ventral from the cortical surface. For viral
injections, we bilaterally injected 0.3 µL of the viral solution
into each location, using a 10-µL NanoFil syringe and a 34-
G beveled metal needle (World Precision Instruments, Sarasota,
FL, USA). The flow rate (0.1 µL/min) was controlled with a
nanopump controller (KD Scientific, Holliston, MA, USA). After
viral injection, the needle was raised 0.1 mm above the injection
site for an additional 10 min to allow the virus to diffuse before
being withdrawn slowly. After withdrawing the needle, the incision
was closed by suturing, and the mice were returned to their home
cage for recovery.

2.12. Brain slice preparation for
electrophysiology

Transverse acute brain slices (300-µm thick) containing the
hippocampus were cut from SST-Cre; Ai14, PV-Cre; Ai14 mice
using a vibratome (DTK-1000; Dosaka, Kyoto, Japan). The mice
were anesthetized using isoflurane and rapidly decapitated. The
brains were quickly removed and transferred to an ice-cold
oxygenated (95% O2 and 5% CO2) sucrose cutting solution
containing (in mM): 87 NaCl, 25 NaHCO3, 1.25 NaH2PO4, 2.5 KCl,
10 glucose, 75 sucrose, 0.5 CaCl2, and 7 MgCl2. After sectioning, the
slices were recovered at 34◦C for 30 min in a holding chamber filled
with an oxygenated sucrose solution and then transferred to room
temperature (22–24◦C) for further experiments.

2.13. Patch clamp recording

For the whole-cell recordings, individual slices were transferred
to a submerged chamber and were continuously perfused with
oxygenated artificial cerebrospinal fluid (ACSF) containing the
following (in mM): 125 NaCl, 25 NaHCO3, 1.25 NaH2PO4,
2.5 KCl, 25 glucose, 2 CaCl2, and 1 MgCl2. The tdTomato
or mCherry expressing cells in the DG were visualized in
the brain slices using epifluorescence. Then, the cells were
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recorded under an infrared differential interference contrast or
infrared Dodt gradient contrast microscope (IR-DIC or IR-DGC,
BX51WI, Olympus) equipped with an LED source (590 nm,
LED4D162, controlled by DC4104 driver, Thorlabs, NJ, USA).
Whole-cell patch-clamp recordings were performed at 22–24◦C
using Axopatch 200B amplifier or Multiclamp 700B amplifier
(Molecular Devices, Sunnyvale, CA, USA). The recording electrode
pipettes (2–7 M�) pulled from borosilicate glass tubing (outer
diameter, 1.5 mm; inner diameter, 0.86 mm; Harvard Apparatus)
were filled with a high-Cl− internal solution containing the
following (in mM): 15 K-gluconate, 140 KCl, 0.1 EGTA, 2 MgCl2,
4 Na2ATP, 10 HEPES, 0.5 Na3GTP, and 0.4% biocytin (w/v,
Life Technologies, Grand Island, NY, USA). GABAAR-mediated
currents were blocked with the GABA type A receptor (GABAAR)
antagonist SR95531 (10 µM), while δ-GABAAR-mediated currents
were induced with the δ-GABA type A receptor (δ-GABAAR)
agonist THIP (10 µM, MedChemExpress). Phasic and tonic
GABA currents were recorded using a high Cl− internal solution
at a holding potential of −70 mV in voltage-clamp in the
presence of kynurenic acid (Kyn, 2 mM), a blocker for ionotropic
glutamatergic receptors.

Data were analyzed using Clampfit 10.3 (Molecular Devices,
CA, USA). The amplitude of tonic inhibition was analyzed as the
difference between the holding currents measured before and after
the application of either the GABAAR antagonist SR95531 (10 µM)
or the δ-GABAAR agonist THIP (10 µM). The holding current was
calculated from average values of the 5-s epoch, without obvious
spontaneous synaptic events, taken in three different segments
before and after bath application of either 10 µM SR95531 or
10 µM THIP as previously described (Song et al., 2011; Gupta
et al., 2012). Briefly, the magnitude of tonic GABA current was
calculated by plotting all-point histograms of relevant 5-s segments
of data. These data were fit to Gaussian equations, constraining
fits to values two bins more negative than the peak. This ensured
that the tail of higher-amplitude values representing spontaneous
inhibitory postsynaptic currents (sIPSCs) did not influence the fit
(Santhakumar et al., 2006, 2010). The peak value was designated as
the average value of the holding currents. The current density was
calculated by dividing the tonic GABA current by cell capacitance.
The input resistance was measured by the ratio of a steady-state
voltage response (last 100 ms of a 1-s pulse) versus a 10 pA
hyperpolarizing current pulse injected (Liu et al., 2014; Ajibola
et al., 2021). The signals were recorded using Multiclamp 700B
amplifiers (Molecular Devices); filtered at 4 kHz; and sampled at
10 kHz using a digitizer (Digidata 1440A, Molecular Devices),
which was controlled using the pCLAMP version_10.3 (Molecular
Devices).

2.14. Statistical analysis

The differences in qPCR and immunofluorescence staining
experiments between SST-RiboTag and PV-RiboTag mice were
presented as the mean ± SEM and analyzed using the Mann-
Whitney test. The detailed statistical results were listed in
Supplementary Table 3. For RNA-seq analysis, DESeq2 (v1.32.0)
was used with SST-RiboTag n = 5 and PV-RiboTag n = 7. Raw
read counts were normalized with library size. Normalized counts

were compared pairwise between groups and analyzed by Wald test.
B-H adjusted p-value and log2 fold change were used to determine
DEGs. Please see Supplementary Tables 5–9 for the Bioinformatic
analysis statistics.

3. Results

3.1. Ribosome tagging isolates mRNA
from PV and SST interneurons

Parvalbumin and SST interneurons are physiologically and
anatomically distinct populations. To compare their differences
at the molecular level, we employed the RiboTag approach
to determine the transcriptome of PV and SST interneurons
in the mouse hippocampus. The RiboTag mice were crossed
with either PV-Cre or SST-Cre mice to drive the cell-type
specific expression of HA-tagged ribosomes in either PV or SST
interneurons (Figure 1A). The genotypes of Rpl22HA/HA; SST-Cre
and Rpl22HA/HA; PV-Cre mice as determined by PCR are shown in
Figure 1B. In the hippocampus, RPL22-HA protein was expressed
only in the presence of Cre, as indicated by immunoblotting
results (Figure 1C). The cell type-specific expression of HA-tagged
ribosomes was confirmed by double immunoreactivities against
HA with either PV or SST. All mice used in this study were
Rpl22HA/HA and indicated as SST-RiboTag and PV-RiboTag in the
following text.

Hemagglutinin tag was only presented in either PV or SST
interneurons in the hippocampus of SST-RiboTag or PV-RiboTag
mice, respectively (Figure 1D). To check the enrichment of
mRNAs from PV or SST interneurons, HA-tagged ribosomes
were immunoprecipitated with an anti-HA antibody, and the
ribosome-bound mRNAs were purified. Ribosome-bound mRNAs
from both genotypes contained markers for GABAergic inhibitory
interneurons (Gad1), and not all types of glia cells (Gfap, Cnp1,
Iba1) and pyramidal neurons (Camk2a) (Figure 1E). Sst or Pvalb
are the markers for these two types of interneurons. In ribosome-
bound RNAs, Sst and Pvalb were highly enriched in SST- and
PV-RiboTag mice, respectively (Figure 1E). These results indicated
the specificity of the RiboTag approach to isolate mRNA from PV
or SST inhibitory interneurons.

3.2. Voltage-gated ion channels are
differentially expressed between PV and
SST interneurons

To profile cell type-specific gene expression, we purified
the total mRNA (input) and immunoprecipitated HA-tagged
ribosome-bound mRNA (IP) from SST-RiboTag or PV-RiboTag
mice (Figure 2A). The RIN of samples used for RNA-seq ranged
from 6.6 to 9.0 (Figure 2B). The principal component analysis
(PCA) plot of mRNA profiles revealed three clusters from SST-
RiboTag IP samples (orange N), PV-RiboTag IP samples (purple N),
and input samples from both genotypes (◦). The inputs from
SST-RiboTag mice were undisguisable from those from PV-
RiboTag mice (Figure 2C). Although mRNA from SST and PV
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FIGURE 2

Differential gene expression profiles of PV and SST interneurons. (A) Workflow for the isolation of total RNA and cell type-specific RNA in the
hippocampus. (B) RNA integrity number (RIN) of input and IP samples of PV-RiboTag (purple) and SST-RiboTag mice (orange). (C) Principal
component analysis of 10 SST-Cre samples (5 IP-input pairs) and 14 PV-Cre samples (7 IP-input pairs). (D) Correlation between expression (TPM) of
SST-IP and of PV-IP. (E) The volcano plot shows DEGs between SST and PV interneurons. Red dots indicate genes with significantly higher
expression in SST interneurons than in PV interneurons. Blue dots represent genes with significantly higher expression in PV interneurons than in SST
interneurons. Top DEGs (adjusted P < 10−20) and known markers for SST or PV interneurons are labeled. (F) Heatmap showing the top 70 DEGs
between SST and PV interneurons ranked by adjusted P. (G) RT-qPCR quantification of mRNA expression of markers for selected DEGs: Kcnc3
(SST-RiboTag, n = 7; PV-RiboTag, n = 7), Kcng4 (SST-RiboTag, n = 6; PV-RiboTag, n = 7), Cacna2d3 (SST-RiboTag, n = 6; PV-RiboTag, n = 9), Scn4b
(SST-RiboTag, n = 7; PV-RiboTag, n = 9), Grin3a (SST-RiboTag, n = 7; PV-RiboTag, n = 6) in IP samples of PV-RiboTag (purple) and SST-RiboTag mice
(orange). Data are presented as the mean ± SEM and analyzed using the Mann–Whitney test. ***p < 0.001, **p < 0.01. The detailed mice age,
gender and the statistical analysis results were listed in Supplementary Table 3.

interneurons can be separated on the PCA plot, its expression
correlation was high (R2 = 0.92). A few points were distributed
above or below the diagonal line, indicating that genes were
expressed differentially between these two cell types (Figure 2D).

In differential expression analysis, 106 DEGs were upregulated
in SST interneurons, whereas 105 DEGs were upregulated in
PV interneurons (|log2FoldChange| > 1; adjusted-P < 0.05)
(Supplementary Table 5).
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Among the upregulated genes in SST interneurons, Reln and
AW551984 showed the most significant differential expression.
For genes that were upregulated in PV interneurons, Syt2, a
marker for a subgroup of PV-expressing basket cells in the mouse
hippocampus (Garcia-Junco-Clemente et al., 2010), reached the
most significant expression level (Figure 2E). The top 70 most
significant DEGs between SST and PV interneurons are highlighted
in Figure 2F. SST interneurons were enriched with genes encoding
auxiliary subunits of voltage-gated calcium channels (VGCCs),
including Cacna2d3, Cacng4, and Cacng5. In contrast, the voltage-
gated sodium channel gene Scn4b and a set of voltage-gated
potassium channel genes (Kcng4, Kcnab1, Kcnc3, and Kcna1) were
preferentially expressed in PV interneurons. An independent group
of mice was used for RT-qPCR to confirm the RNA-Seq results.
Genes that encode voltage-gated ion channels (Cacna2d3, Scn4b,
Kcnc3, Kcng4, and Grin3a) all have significant differences between
PV and SST interneurons (Figure 2G).

3.3. DEGs between PV and SST
interneurons are enriched in synaptic
transmission functions

To gain insight into the biological processes involved in SST
and PV interneurons, we performed GO enrichment analyses
for the DEGs. Genes with significantly higher expression in
SST interneurons were enriched in GO categories of synaptic
transmission, both glutamatergic and GABAergic. In addition,
several clusters of genes related to amine-, cocaine-, behavior-,
and G-protein-coupled receptor-related processes were also
upregulated in SST interneurons (Figure 3A; Supplementary
Table 6). Meanwhile, genes with significantly higher expression in
PV interneurons were enriched in GO categories associated with
potassium ion transport, transporter activity, and neurotransmitter
release (Figure 3B; Supplementary Table 7). KEGG pathway
enrichment analysis showed that the DEGs between SST and PV
interneurons, regardless of direction, were enriched in neuroactive
ligand-receptor interaction, drug addiction, GABAergic synapse,
and several cardio-related pathways (Figure 3C; Supplementary
Table 8).

3.4. GABAA receptor genes are
differentially expressed between PV and
SST interneurons

Synaptic dynamics are different between PV interneuron-
principal neuron and SST interneuron-principal neuron
connections (Klausberger and Somogyi, 2008; Kepecs and
Fishell, 2014; Liu et al., 2014). Compared to interneuron-principal
synapses, less is known about interneuron-interneuron synapses.
Here, we further depicted the differential expression of the
GABAergic synapse pathway in SST and PV interneurons in the
KEGG (Figure 4A). Notably, GABAA-, GABAB-, and GABAC-
receptors encoding genes that showed higher expression in PV
interneurons outnumbered those in SST interneurons. In contrast,
the genes expression for VGCCs were greater in SST interneurons
than in PV interneurons. A heatmap for gene expression of

GABA receptor subunits in SST and PV interneurons is shown
in Figure 4B. Among these subunits, Gabrd and Gabra6 both
encoded GABAA receptor subunits. RNA-seq data showed that
the mRNA levels of both Gabrd and Gabra6 were significantly
higher in PV interneurons than in SST interneurons (Figure 4C).
Increases in these two mRNAs were confirmed in the RT-qPCR
analysis from the independent group of animals (Figure 4D).

3.5. PV interneurons exhibit larger tonic
inhibition than do SST interneurons

To confirm that the protein levels of the GABAA receptor
subunit GABRD and GABRA6 were higher in hippocampal PV
interneurons, immunofluorescence co-staining against HA and
GABRD was performed. The HA signal in green was used to
represent the PV or SST interneurons in PV-RiboTag or SST-
RiboTag mice, while the GABRD signal was depicted in red
(Figure 5A). The average fluorescence intensity of GABRD in PV
interneurons was significantly higher than that in SST interneurons
(Figure 5B). Similarly, double staining GABRA6 (green) with
HA (red) showed that GABRA6 is co-localized more with PV
interneurons than with SST interneurons (Figures 5C, D). Taking
the above results together, the relative GABRD and GABRA6
protein levels in PV or SST interneurons are consistent with
mRNA findings using the RiboTag approach. The Gabrd gene
encodes the δ-subunit of GABAA receptors associated with
extrasynaptic activity, which mediates tonic inhibition in CA1
and CA3 pyramidal cells, DG granule cells, and molecular layer
interneurons (Glykys et al., 2008). While GABRA6 is expressed
predominantly in cerebellar granule cells, the function of GABRA6
in the hippocampus is currently unknown. Previous studies had
demonstrated that the δ subunit partners principally with the α6
subunit, δ and α6 subunits co-assemble and are necessary for tonic
inhibition (Santhakumar et al., 2006). Therefore, the differential
expression of GABRD and GABRA6 might contribute to the
difference in tonic inhibitory currents between hippocampal PV
and SST interneurons.

To determine the tonic GABAAR-mediated currents in these
two types of interneurons, whole-cell recordings were made on SST
and PV interneurons identified using SST-Cre; Ai14 and PV-Cre;
Ai14 reporter mice, respectively (Figures 5E, F). The recordings
were made in the presence of an ionotropic glutamate receptor
blocker (2 mM Kyn). After recording inhibitory currents at the
basal level, a GABAAR antagonist (10 µM SR95531) was added
to abolish the phasic GABAAR-mediated sIPSCs and tonic (or
sustained) GABAAR-mediated currents. The degree of inhibition of
tonic GABAAR-mediated current was quantified by the shift of the
baseline (Figures 5E, F, traces). Compared to the SST interneurons,
the PV interneurons showed a prominent shift in the baseline
current (Figures 5E, F, traces; SST: 68 ± 12.8 pA to 59 ± 10.4 pA;
n = 7 cells; PV: 45 ± 9.0 pA to 22.5 ± 8.5 pA; n = 7 cells). Overall,
the magnitude of tonic GABA currents recorded from the PV
interneurons was significantly larger than that of SST interneurons
(Figure 5G, PV interneurons, 22.5± 2.3 pA, n = 7 cells, 5 mice; SST
interneurons, 9.1± 2.3 pA; n = 7 cells, 5 mice; Mann-Whitney test;
p = 0.0175, U = 6.0). Moreover, the tonic current density was also
significantly larger in PV interneurons (0.33± 0.04 pA/pF) than in
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FIGURE 3

Functional enrichment analysis of PV and SST interneurons. (A) GO biological process enrichment shows the functions of genes with significantly
higher expression in SST interneurons than in PV interneurons. (B) GO biological process enrichment shows functions of with significantly higher
expression in PV interneurons than in SST interneurons. (C) KEGG pathway enrichment analysis of DEGs between SST and PV interneurons. GO
terms or KEGG pathways are clustered using the ward.D method. The size of the circle represents the number of hit DEGs in each gene set. The
color bar indicates the significance of enrichment.

SST interneurons (0.14± 0.05 pA/pF) (Figure 5H, Mann-Whitney
test; p = 0.0262, U = 7.0).

To further compare the tonic δ-GABAAR-mediated currents
between SST and PV interneurons, whole-cell patch-clamp

recordings were made on SST and PV interneurons (Figures 5I, J)
in the presence of an ionotropic glutamate receptor blocker
(2 mM; Kyn). After recording basal level inhibitory currents, a
δ-GABAAR agonist (10 µM; THIP) was applied to induce the

Frontiers in Cellular Neuroscience 09 frontiersin.org158

https://doi.org/10.3389/fncel.2023.1146278
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-17-1146278 July 14, 2023 Time: 14:32 # 10

Huang et al. 10.3389/fncel.2023.1146278

FIGURE 4

The difference in GABA receptor gene expression between PV and SST interneurons. (A) Modified KEGG Pathview showing the expression of SST
and PV interneurons in the KEGG pathway “GABAergic synapse.” The orange indicates higher expression in SST interneurons, and the purple
indicates higher expression in PV interneurons. The red asterisk indicates the gene with significant differential expression between SST and PV
interneurons. (B) Heatmap showing the expression of GABA receptor-encoding genes in SST and PV interneurons. The asterisk indicates significant
differential expression between SST and PV interneurons. The color bar shows variance stabilizing transformed expression, log2(fold change), and
log10(adjusted P). (C) Boxplot showing the expression (normalized counts) of Gabrd and Gabra6 in SST and PV interneurons in RNA-seq data.
***adjusted P < 0.001, **adjusted P < 0.01 in differential expression analysis. (D) RT-qPCR quantification of mRNA expression of markers for Gabrd
and Gabra6 in independent IP samples of PV-RiboTag (purple, n = 6) and SST-RiboTag mice (orange, n = 6). Data are presented as the mean ± SEM
and analyzed using the Mann–Whitney test. **p < 0.01.

δ-GABAAR-mediated tonic inhibitory currents. The degree of
enhancement of δ-GABAAR-mediated tonic inhibitory current was
quantified by the shift of the baseline (Figures 5I, J, traces).
Compared to the SST interneurons, the PV interneurons showed
a prominent shift in the baseline current (Figures 5I, J, traces; SST:
−56.0 ± 6.4 pA to −99.1 ± 12.1 pA, n = 8 cells; PV: −12.2 ± 4.1
pA to −102.0 ± 12.1 pA, n = 5 cells). Overall, the magnitude
of δ-GABAAR-mediated tonic inhibitory currents recorded from
the PV interneurons was significantly larger than that of SST

interneurons (Figure 5K; SST: 43.1 ± 16.1 pA, n = 8 cells from 2
mice; PV: 89.7 ± 17.9 pA, n = 5 cells from 3 mice; Mann-Whitney
test, U = 6, p = 0.0451). Moreover, the tonic inhibitory current
density was also significantly larger in PV interneurons than in SST
interneurons (Figure 5L, SST: 0.39± 0.14 pA/pF, n = 8 cells from 2
mice; PV: 0.92± 0.13 pA/pF n = 5 from 3 mice; Mann-Whitney test,
U = 6, p = 0.0451). Collectively, the result demonstrated that PV
interneurons exhibit larger δ-GABAAR-mediated tonic inhibitory
currents than SST interneurons in the hippocampal DG.

Frontiers in Cellular Neuroscience 10 frontiersin.org159

https://doi.org/10.3389/fncel.2023.1146278
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-17-1146278 July 14, 2023 Time: 14:32 # 11

Huang et al. 10.3389/fncel.2023.1146278

FIGURE 5

GABAAR subunits (GABRD and GABRA6) expression and tonic GABAAR-mediated currents in the SST and PV interneurons. (A) The
co-immunofluorescence staining results of HA (green, left panel) and GABRD (red, middle panel) expression and the overlay images (right panel) in
the hippocampal DG from SST-RiboTag (upper panel) and PV-RiboTag (lower panel) mice. Scale bar, 50 µm. (B) Quantification of GABRD average
integration within HA-positive cells in the hippocampus. n = 5 SST-RiboTag mice (3-month-old, 3 males, 2 females); n = 5 PV-RiboTag mice
(3-month-old, 3 males, 2 females). **p < 0.01. The GABRD-HA integration ratios were quantified and calculated by MetaMorph Premier analysis
software; each dot in the graph represented the average results of 120 HA + cells from 1 mouse. Data are presented as the mean ± SEM and

(Continued)
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FIGURE 5 (Continued)

analyzed by the Mann–Whitney test. (C) The co-immunofluorescence staining results of HA (red, left panel) and GABRA6 (green, middle panel)
expression and the overlay images (right panel) in the hippocampus from SST-RiboTag (upper panel) and PV-RiboTag (lower panel) mice. Scale bar,
50 µm. (D) Quantification of GABRA6 average integration within HA-positive cells in the hippocampus. n = 5 SST-RiboTag mice (3-month-old, 3
males, 2 females); n = 5 PV-RiboTag mice (3-month-old, 3 males, 2 females). **p < 0.01. The GABRA6-HA integration ratios were quantified and
calculated by MetaMorph Premier analysis software; each dot in the graph represented the average results of 120 HA-positive cells from 1 mouse.
Data are presented as the mean ± SEM and analyzed by the Mann–Whitney test. (E) IR-DIC and epifluorescence images showing an SST interneuron
in the DG of an SST-Cre; Ai14 mouse brain. Scale bar, 20 µm. (top). The non-fast-spiking firing pattern of an SST interneuron (middle).
Representative trace showing small tonic GABAAR-mediated current in the same neuron (Vhold = –70 mV) blocked by 10 µM SR95531 in the
presence of 2 mM Kyn (bottom). (F) IR-DIC and epifluorescence images showing a PV interneuron in the DG of a PV-Cre; Ai14 mouse brain. Scale
bar, 20 µm (top). The typical fast-spiking firing pattern of the PV interneuron (middle). Representative trace showing tonic GABAAR-mediated current
in the neuron (Vhold = –70 mV) blocked by 10 µM SR95531 in the presence of 2 mM Kyn. Red dashed lines indicate Gaussian means (bottom).
(G) Summary plot of the tonic GABA current obtained from SST- and PV-expressing interneurons in the DG. SST cells; n = 7 from 5 mice; PV cells,
n = 7 from 5 mice; Mann–Whitney test, U = 6.0, p = 0.0175. Data are presented as the mean ± SEM. (H) Summary plot of the tonic current density
(pA/pF) obtained from SST and PV interneurons in the DG. SST cells: n = 7 from 5 mice; PV cells: n = 7 from 5 mice. Mann-Whitney test, U = 7.0,
*p = 0.0262. Data are presented as the mean ± SEM. (I) IR-DIC and epifluorescence images showing an SST interneuron in the DG of an SST-Cre;
Ai14 mouse brain. Scale bar, 20 µm (top). The non-fast-spiking firing pattern of an SST interneuron (middle). Representative trace showing tonic
δ-GABAAR-mediated current in the SST cell (Vhold = –70 mV) induced by 10 µM THIP in the presence of 2 mM Kyn. Red dashed lines indicate
Gaussian means (bottom). (J) IR-DIC and epifluorescence images showing a PV interneuron in the DG of a mCherry-expressing PV-Cre mouse
brain. Scale bar, 20 µm (top). The typical fast-spiking firing pattern of the PV interneuron (middle). Representative trace showing tonic
δ-GABAAR-mediated current in the PV cell (Vhold = –70 mV) induced by 10 µM THIP in the presence of 2 mM Kyn. Red dashed lines indicate
Gaussian means (bottom). (K) Summary plot of the tonic GABA current (pA) obtained from SST and PV interneurons in the DG (SST cells: 43.1 ± 16.1
pA, n = 8 cells from 2 mice; PV cells: 89.7 ± 17.9 pA, n = 5 cells from 3 mice; Mann–Whitney test, U = 6, *p = 0.0451). (L) Summary plot of the tonic
current density (pA/pF) obtained from SST and PV interneurons in the DG (SST cells: 0.39 ± 0.14 pA/pF, n = 8 cells from 2 mice; PV cells: 0.92 ± 0.13
pA/pF n = 5 from 3 mice; Mann–Whitney test, U = 6, *p = 0.0451).

3.6. DEGs between PV and SST
interneurons are associated with
schizophrenia and epilepsy

Finally, going beyond their physiological functions, we delved
into exploring potential disease-associated DEGs between PV
and SST interneurons. Dysfunction of PV or SST interneurons
has been implicated in the development of schizophrenia and
temporal lobe epilepsy (Tallent and Qiu, 2008; Drexel et al.,
2017). Our study revealed a strong association between the
DEGs of PV and SST interneurons and pathways related to
schizophrenia. Specifically, the analysis identified 29 DEGs between
PV and SST interneurons that were involved in schizophrenia-
related pathways (Figure 6A). In addition, 24 DEGs between PV
and SST interneurons overlapped with epilepsy-related pathways
(Figure 6B). There were 8 DEGs (Ldoc1, Nefh, Parm1, Ptpro, Pvalb,
Spp1, Synpr, Vamp1) shared by the schizophrenia and epilepsy gene
sets (Figure 6C), suggesting a common molecular basis between the
two disorders.

4. Discussion

4.1. Main findings

The molecular mechanisms underlying the specialized
properties of PV and SST interneurons are yet to be clarified
to date. In this study, SST interneurons exhibited increased
expression of various voltage-gated Ca2+ channels, whereas
PV interneurons showed heightened expression of Na+ and
K+ channels. In addition, both mRNA and protein levels of
the GABAA receptor δ and α6 subunits were higher in the PV
interneurons than in SST interneurons. These two subunits of
the GABAA receptor are predominantly found extrasynaptically
and contribute to tonic inhibition (Santhakumar et al., 2006;

Tong et al., 2015), in agreement with the larger tonic currents
recorded in PV interneurons than those in SST interneurons.
Compared to gain control by phasic inhibition, tonic inhibition

FIGURE 6

Overlapping DEGs between PV and SST interneurons with
disease-related genes for schizophrenia and epilepsy. (A) Heatmap
showing the top DEGs between SST and PV interneurons
(adjusted-P < 10−5 in Enrichr enrichment analysis) in
schizophrenia-associated gene sets. (B) Top DEGs between SST and
PV interneurons (adjusted-P < 0.05 in Enrichr enrichment analysis)
in epilepsy-associated gene sets. For panels (A,B), the Color bar
shows variance stabilizing transformed expression, log2(fold
change), and log10(adjusted P). (C) Venn diagram showing overlap
of DEGs within schizophrenia-associated gene sets and
epilepsy-associated gene sets.
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of PV interneurons can offset their output in response to input
(Mitchell and Silver, 2003). Finally, the transcriptomic analysis
revealed numerous DEGs associated with schizophrenia and
epilepsy, providing a foundation for future studies of these
genes.

4.2. Comparison of RiboTag and other
methods

Specific cell-type transcriptomics is primarily conducted using
single-cell sequencing, which isolates mRNA from single cells using
droplet microfluidic-based technology (Hwang et al., 2018) or
the patch-seq approach (Lipovsek et al., 2021). The advantages
of microfluidic technology are high throughput, small sample
volume, and low cross-contamination (Brouzes et al., 2009;
Hwang et al., 2018). However, isolating the cells from the
physiological tissue context requires mechanical processing and
enzymatic digestion, which increases the risk of artifacts and
introduces a bias toward subpopulations (Halldorsson et al.,
2015; Haimon et al., 2018). The sequencing data from cell
types with complicated morphology and low abundance may
be harder to be acquired. Patch-seq collects mRNA after
electrophysiological recordings and morphological reconstruction
of the same cells. The major advantage of this technique is that
it enables the study of the transcriptome, anatomical position,
electrical properties, and morphological structure of a single
neuron. However, a main limitation is a very low throughput
due to the requirement of interdisciplinary skills that take years
to master (Lipovsek et al., 2021). Another limitation is the
possibility of contamination because the pipette may pick up debris
RNA from the extracellular space while reaching the target cell
(Cadwell et al., 2017).

The RiboTag method allows us to robustly collect mRNA
from specific subtypes of interneurons in tissue extracts.
Compared with other approaches, the RiboTag method is
more appropriate for simultaneously comparing transcriptomes
of one specific cell type in multiple mice after behavioral
tests or drug treatment. Furthermore, comparing the mRNA
between whole tissue (input) and specific cell type (IP)
from the same mouse provides baseline information on the
experimental animal (Lesiak et al., 2015). However, one of
the limitations of the RiboTag method is its inability to
detect non-coding RNAs (ncRNAs), which do not bind to
ribosomes. Two types of ncRNAs, micro RNAs, and long
non-coding RNAs, have been implicated in regulating brain
development, homeostasis, neurodegeneration, and plasticity.
For example, the Evf-2 lncRNA is vital for GABAergic neuron
development by regulating gene expression (Wei et al., 2018).
Another limitation of the RiboTag method is the lack of
information on the sub-population of interneurons. Interneurons
expressing the same molecular marker may have different
electrophysiological properties (Markram et al., 2015; Tremblay
et al., 2016; Zeng and Sanes, 2017). Given that this approach
collects all the mRNA from cell expression of the same Cre
recombinase, information on the interneuron subtype cannot
be acquired.

4.3. The comparison and limitation of
this study

The PV and SST interneurons follow a similar developmental
organization in the hippocampus and cortex (Yao et al., 2021). To
determine the regional similarities or differences in gene expression
in PV and SST interneurons, we compared the DEGs in our study
to those identified in the mouse cortex (Huntley et al., 2020). The
overlapping up- and down-regulated genes in the two studies were
provided in Supplementary Table 9. Notably, Reln, a gene that
generally co-expressed with SST interneurons (Pohlkamp et al.,
2014), was significantly up-regulated in SST interneurons in both
the mouse hippocampus and cortex. On the other hand, Syt2 was
significantly up-regulated in PV interneurons in the hippocampus
and cortex. Several ion channel genes were also expressed in the
cortex, such as Cacna2d3, Cacng4, and Cacng5 in SST interneurons,
and Kcng4 and Kcnc3 in PV interneurons. However, Scn4b, Kcnab1,
and Kcna1 were not up-regulated in PV interneurons in the cortex.

Although Sst and Pvalb have been utilized as markers
for SST and PV interneurons, respectively, it is worth noting
that their expression is not exclusive to their respective cell
types. SST or PV interneurons can be further divided into
subtypes using single-cell RNA-seq. In the mouse cortex and
hippocampus, a small fraction of SST interneurons expresses
Pvalb, while a small fraction of PV interneurons expresses Sst
(Gouwens et al., 2020; Yao et al., 2021). This co-expression
is also reported in Allen Brain Map Transcriptomics Explorer
(modified in Supplementary Figure 1A). Indeed, our data revealed
a low level of Pvalb expression in SST interneurons (Figure 1E;
Supplementary Figure 1B), suggesting that a subtype of Pvalb-
expressing SST interneurons was immunoprecipitated with the
RiboTag approach. The co-expression could be a confounding
factor to our transcriptome analysis. However, it is important to
acknowledge that the PV-Cre and SST-Cre lines employed in this
study are widely used in various interneuron investigations (Zou
et al., 2016; Drexel et al., 2017; Gouwens et al., 2020; Jang et al.,
2020; Udakis et al., 2020; Morales et al., 2021; Asgarihafshejani et al.,
2022; Drexel et al., 2022). Therefore, our findings can offer valuable
molecular insights for the utilization of these lines.

This study has additional limitations, as it does not account for
the transcriptomic variations between PV and SST interneurons in
specific hippocampal subregions, such as CA1 and DG, where these
neurons may display distinct transcriptomic profiles in response to
various conditions like diseases or behavioral paradigms. PV and
SST interneurons show different morphological, molecular, and
electrophysiological properties across the hippocampal subregions
(Botcher et al., 2014). Furthermore, PV and SST interneurons
are involved in different memory types. For example, CA1 PV
interneurons are crucial for spatial working memory (Murray
et al., 2011), whereas CA1 SST interneurons control contextual
fear memory and regulate object location memory (Lovett-Barron
et al., 2014; Asgarihafshejani et al., 2022; Honore and Lacaille,
2022). DG PV interneurons modulate anxiety, social interaction,
and memory extinction (Zou et al., 2016); nevertheless, DG SST
interneurons are required for contextual and spatial overlapping
memories (Morales et al., 2021). In the future, it is imperative to
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consider the hippocampal subregional heterogeneity of PV and SST
interneurons to investigate their role in neuropsychiatric disorders
or learning and memory.

4.4. Dysregulation of interneuron gene
expression in schizophrenia and epilepsy

Schizophrenia and epilepsy are two brain disorders associated
with the dysfunction of interneurons. In schizophrenia, the
impaired excitatory-inhibitory (E-I) balance and reduced
oscillatory activity result from decreased GABAergic signaling due
to hypoexcitability of PV interneurons (Lodge et al., 2009; Lewis
et al., 2012). Similarly, various forms of epilepsy, such as temporal
lobe epilepsy, SCN8A epileptic encephalopathy, and Dravet
syndrome, are associated with an imbalanced E-I ratio arising from
dysfunction in SST and PV interneurons (Tai et al., 2014; Wengert
et al., 2021; Drexel et al., 2022). Although the pathophysiology
mechanisms of these neuropsychiatric disorders are not clearly
understood, insights into the gene expression profiles of PV or SST
interneurons can provide valuable indications.

Between SST and PV transcriptomes, we identified 29 and
24 DEGs overlapping with gene sets involving schizophrenia
and epilepsy, respectively. The voltage-gated sodium channel β

subunit 4 (Scn4b) is expressed higher in PV interneuron and
serves as a marker in the dorsolateral prefrontal cortex for
schizophrenia (Guillozet-Bongaarts et al., 2014). Schizophrenia is
associated with reduced excitability of PV interneurons. It is of
interest to investigate the potential correlation between the higher
Scn4b expression and the hypoexcitability in PV interneurons,
and how they underlie the schizophrenia phenotype. Furthermore,
Cacna2d3, a gene encoding voltage-dependent calcium channel
subunit α2/δ3, has been implicated as a candidate gene for epilepsy
(Peng et al., 2021). Besides, impairment in dendritic inhibition,
rather than somatic inhibition, has been observed in various in
several forms of epilepsy (Cossart et al., 2001; Wittner et al., 2001;
Wittner et al., 2005; Sanjay et al., 2015). SST interneurons play a
role in dendritic inhibition, contributing to the regulation of Ca2+

signaling, while PV interneurons primarily regulate hippocampal
network oscillations through perisomatic inhibition (Udakis et al.,
2020). Future studies will be required to test if the reduced
expression of Cacna2d3 in SST interneurons leads to decreased
dendritic inhibition, which in turn to epileptic features. Moreover,
we detected eight genes associated with both schizophrenia and
epilepsy that were differentially expressed between SST and PV
interneurons, thus providing further direction for their roles in
these diseases.

This article highlights Gabrd, a gene implicated in both
schizophrenia and epilepsy. The link between differential tonic
inhibition in SST and PV interneurons suggests that the
GABAA receptor δ subunit may be a possible target for
schizophrenia/epilepsy drugs. Another GABAA receptor examined
in our study, Gabra6, is predominantly expressed in the cerebellum
under physiological conditions. In the hippocampus, it is associated
with stress-induced depressive behaviors (Yang et al., 2016).
Mutations in Gabra6 have also been identified in patients
with idiopathic generalized epilepsy (Riaz et al., 2021), and its
single-nucleotide polymorphism is associated with schizophrenia

(Gong et al., 2013). In our study, the mRNA and protein level
of Gabra6 was higher in hippocampal PV interneurons than
in SST interneurons under physiological conditions. Because
our experiments were conducted under normal physiological
conditions, further studies using disease models are required
to confirm the relationship between these gene expressions and
disease development.

In conclusion, this study demonstrates the feasibility of
employing the RiboTag-seq approach for investigating gene
expression profiles specific to different cell types. The results reveal
the molecular signatures that may be involved in the physiological
functions of particular interneuron types and provide valuable
insights into their implications in brain disorders.
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Fear learning and aversive stimuli 
differentially change excitatory 
synaptic transmission in 
perisomatic inhibitory cells of the 
basal amygdala
Judit M. Veres 1*†, Zsuzsanna Fekete 1,2†, Kinga Müller 1,2, 
Tibor Andrasi 1, Laura Rovira-Esteban 1, Bence Barabas 1,2, 
Orsolya I. Papp 1 and Norbert Hajos 1,3,4*
1 Laboratory of Network Neurophysiology, ELRN Institute of Experimental Medicine, Budapest, Hungary, 
2 János Szentágothai School of Neurosciences, Semmelweis University, Budapest, Hungary, 3 The Linda 
and Jack Gill Center for Molecular Bioscience, Indiana University Bloomington, Bloomington, IN, United 
States, 4 Program in Neuroscience, Department of Psychological and Brain Sciences, Indiana University 
Bloomington, Bloomington, IN, United States

Inhibitory circuits in the basal amygdala (BA) have been shown to play a crucial 
role in associative fear learning. How the excitatory synaptic inputs received by 
BA GABAergic interneurons are influenced by memory formation, a network 
parameter that may contribute to learning processes, is still largely unknown. 
Here, we  investigated the features of excitatory synaptic transmission received 
by the three types of perisomatic inhibitory interneurons upon cue-dependent 
fear conditioning and aversive stimulus and tone presentations without 
association. Acute slices were prepared from transgenic mice: one group 
received tone presentation only (conditioned stimulus, CS group), the second 
group was challenged by mild electrical shocks unpaired with the CS (unsigned 
unconditioned stimulus, unsigned US group) and the third group was presented 
with the CS paired with the US (signed US group). We  found that excitatory 
synaptic inputs (miniature excitatory postsynaptic currents, mEPSCs) recorded 
in distinct interneuron types in the BA showed plastic changes with different 
patterns. Parvalbumin (PV) basket cells in the unsigned US and signed US group 
received mEPSCs with reduced amplitude and rate in comparison to the only CS 
group. Coupling the US and CS in the signed US group caused a slight increase 
in the amplitude of the events in comparison to the unsigned US group, where 
the association of CS and US does not take place. Excitatory synaptic inputs onto 
cholecystokinin (CCK) basket cells showed a markedly different change from PV 
basket cells in these behavioral paradigms: only the decay time was significantly 
faster in the unsigned US group compared to the only CS group, whereas the 
amplitude of mEPSCs increased in the signed US group compared to the only 
CS group. Excitatory synaptic inputs received by PV axo-axonic cells showed the 
least difference in the three behavioral paradigm: the only significant change was 
that the rate of mEPSCs increased in the signed US group when compared to 
the only CS group. These results collectively show that associative learning and 
aversive stimuli unpaired with CS cause different changes in excitatory synaptic 
transmission in BA perisomatic interneuron types, supporting the hypothesis 
that they play distinct roles in the BA network operations upon pain information 
processing and fear memory formation.
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Introduction

Pavlovian fear conditioning is one of the most used behavioral 
paradigms, which serves as a model to study the basic cellular and 
circuit mechanisms underlying associated learning in neural networks. 
In this paradigm, an aversive stimulus (unconditioned stimulus, US) is 
presented together with a cue (conditioned stimulus, CS), resulting in 
a formed association between these signals wherein the animal learns 
that the cue (i.e., the CS) predicts the US. Previous studies have shown 
that the amygdala plays a central role in associative fear learning, and 
proposed that the association of CS and US takes place in the lateral 
nucleus of the amygdala (LA) (Romanski et al., 1993; Fanselow and 
Kim, 1994; Pape and Pare, 2010). Recent studies indicate that the link 
between the cue and aversive stimuli may even take place in the 
thalamus (Barsy et al., 2020), the association then being transmitted to 
the LA. The LA, after processing the information in conjunction with 
other inputs, passes it to the basal amygdala (BA). However, recent 
findings also imply that the BA has a direct role in fear memory 
processes (Herry et al., 2008; Amano et al., 2011; Jasnow et al., 2013).

Similar to other cortical areas, the BA networks are composed of 
glutamatergic excitatory principal neurons and GABAergic inhibitory 
interneurons (Vereczki et  al., 2021). Although it is known that 
interneurons are necessary for appropriate and balanced cortical 
network functions, there is no evidence so far that excitatory synaptic 
inputs received by interneurons show plastic changes upon fear memory 
formation in the BA (Lucas et al., 2016; Polepalli et al., 2020; He et al., 
2021). Interneurons in the BA show high diversity in their 
neurochemical content, electrophysiological properties and target 
distributions, which endow them with distinct roles in the network 
functions (Hajos, 2021). Among the many interneuron types, those 
which target the cell body, proximal dendrites and axon initial segment 
can control the activity of principal neurons the most efficiently (Miles 
et al., 1996). These interneurons, named perisomatic-region targeting 
interneurons (PTIs), are composed of three main types. Axo-axonic cells 
(AAC) often express parvalbumin (Vereczki et al., 2021) and target the 
axon initial segments of principal neurons (Somogyi, 1977; McDonald 
et al., 2002; Veres et al., 2014), whereas two types of basket cells contact 
somata and proximal dendrites: parvalbumin (PVBC) and 
cholecystokinin (CCKBC) containing basket cells (Freund and Katona, 
2007). Based on the position of their inhibitory input onto principal 
neurons, PTIs can very effectively inhibit and delay cell firing (Cobb 
et al., 1995; Woodruff and Sah, 2007; Veres et al., 2014, 2017). Thus, PTIs 
can tightly control the activity of the BA networks and are potentially 
crucial regulators of CS-US association, however the role of distinct PTI 
types requires clarification. There is evidence that simultaneously 
manipulating all PV containing cells in the LA and BA can interfere with 
cue-dependent fear learning in the amygdala (Wolff et al., 2014), but 
how AACs and PVBCs in the BA contribute to this memory process is 
unknown. In vivo recordings suggest that the US elicits high firing 
activity in AACs, while PVBCs show heterogenous response: some are 
excited while others inhibited by aversive stimuli (Bienvenu et al., 2012; 
Krabbe et al., 2019). Due to the lack of appropriate tools for monitoring 

CCKBC activity in vivo, it is still unknown how their firing changes 
upon CS-US association. As inhibitory control of principal neuron 
firing by PTIs is very effective (Veres et al., 2014, 2017), any change in 
excitatory synaptic inputs on these GABAergic cell types can potently 
alter the activity of the local networks as well as the BA output.

To reveal the changes in the properties of excitatory synaptic 
inputs on PTIs upon fear learning, we recorded miniature excitatory 
postsynaptic currents (mEPSC) from identified AACs, PVBCs, and 
CCKBCs in acute slices prepared from three groups of mice that 
experienced different behavioral protocols using a tone as CS and a 
mild electrical shock as US. One group experienced CS only, another 
group received independent random CS and US (unsigned US group), 
and the third group was presented with CS co-terminating with US 
(signed US group). As fear memory formation was only observed in 
the signed US group, with this approach we could compare the effects 
of fear memory formation on the excitatory synaptic transmission 
received by PTIs with those obtained upon the presentation of sensory 
inputs (auditory and noxious stimuli).

Our results showed that the excitatory synaptic inputs on all PTI 
types underwent changes in response to aversive stimuli, while 
formation of fear association caused only minor further modifications 
in their properties. The different alterations in mEPSC characteristics 
in distinct PTI types suggest that these cells fulfill different roles 
during aversive information processing in BA network function and 
fear memory formation.

Materials and methods

Experimental animals

All experiments were approved by the Committee for the Scientific 
Ethics of Animal Research (22.1/360/3/2011) and were performed 
according to the guidelines of the institutional ethical code and the 
Hungarian Act of Animal Care and Experimentation (1998; XXVIII, 
section 243/1998, renewed in 40/2013) in accordance with the European 
Directive 86/609/CEE and modified according to the Directives 
2010/63/EU. Transgenic or double-transgenic male mice (6–15 weeks 
old) expressing eGFP under the control of the Pvalb promoter (BAC-PV-
eGFP, n = 19, Meyer et al., 2002), expressing DsRed under the Cck 
promoter (BAC-CCK-DsRed, n = 16, Mate et al., 2013), or expressing 
both eGFP and DsRed controlled by Pvalb and Cck promoters, 
respectively, were used (n = 4). Mice were housed in groups of 4–6 in the 
animal facility on a 12 h light/dark cycle under controlled temperature 
(26.5°C). Four days before the experiments, mice were kept individually 
to avoid cross-influence of stress levels in behavioral experiments.

Behavioral tests

Cue-dependent fear conditioning consisted of a chamber with 
black dotted white background, slightly curved walls, metal rod floor, 
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white illumination and was cleaned with 70% ethanol (context A). 
First, mice were allowed to habituate to this context for 5 min at 
Zeitgeber time (ZT) 2–3 h, then returned to their home cage. After 1 h, 
mice were transferred back to context A, where, after a 120 s-long 
acclimation period, three different protocols were used. (1) only CS 
group (n = 14): CS (7.5 kHz sound for 20 s) was presented 7 times 
without US (with 110 ± 23 s intervals; mean ± SD); (2) unsigned US 
group (n = 12): 7 CS and 7 US (mild electrical shocks, 2 mA for 1 s) 
were presented randomly [with 111 ± 21 s intervals for CS and 
110 ± 33 s intervals for US (mean ± SD)]; (3) signed US group (n = 13): 
20 s-long CS presentations were co-terminated with the 1 s-long US, 
pairs repeated 7 times at random intervals (110 ± 23 s; mean ± SD). On 
the next day at ZT 1–2 h, for testing cued fear expression, after a 
120 s-long acclimation, mice were subjected to a 20 s-long CS in a 
novel context (context B: square chamber with white background, 
paper floor, red illumination, cleaned with 1% acetic acid). Freezing 
(as an index of fear) was post hoc measured manually on video 
recordings with an in-house software (H 77, courtesy of Prof. József 
Haller, Institute of Experimental Medicine, Budapest, Hungary) by 
trained observers blind to the animal treatment. Freezing was defined 
as no visible movement of the body except that required for 
respiration. Freezing levels are expressed as a percentage (duration of 
freezing within the CS/total time of the CS or duration of freezing 
during baseline/total time of the baseline, respectively).

Slice preparation

Immediately after the fear expression test, mice were transferred 
to the anesthetizing chamber and deeply anesthetized with isoflurane 
and decapitated for acute slice preparation. The brain was quickly 
removed and placed into ice-cold solution containing (in mM): 252 
sucrose, 2.5 KCl, 26 NaHCO3, 0.5 CaCl2, 5 MgCl2, 1.25 NaH2PO4, 10 
glucose, bubbled with 95% O2/ 5% CO2 (carbogen gas). Horizontal 
slices of 200-μm thickness containing the BA were prepared with a 
Leica VT1200S vibratome and kept in an interface-type holding 
chamber filled with artificial cerebrospinal fluid (ACSF) at 36°C that 
gradually cooled down to room temperature. ACSF contained the 
following (in mM): 126 NaCl, 2.5 KCl, 1.25 NaH2PO4, 2 MgCl2, 2 
CaCl2, 26 NaHCO3, and 10 glucose, bubbled with carbogen gas.

Electrophysiological recordings

After at least 1 h incubation, slices were transferred to a submerged 
type recording chamber perfused with ACSF (32–34°C) containing 
0.5 μM tetrodotoxin (TTX, Hello Bio) and 100 μM picrotoxin (Sigma-
Aldrich) with the flow rate of approximately 2–2.5 mL/min. 
Recordings were performed under visual guidance using differential 
interference contrast microscopy (Olympus BX61W or Nikon FN-1) 
with a 40x objective. Neurons expressing eGFP or DsRed were 
visualized with the aid of a mercury arc lamp and detected with a 
CCD camera (Hamamatsu Photonics or Andor Zyla). Patch pipettes 
(4–7 MΩ) for whole-cell recordings were pulled from borosilicate 
capillaries with inner filament (thin walled, OD 1.5) using a 
DMZ-Universal Puller (Zeitz Instruments) or using a P1000 pipette 
puller (Sutter Instruments). The internal solution contained (in mM): 
110 K-gluconate, 4 NaCl, 2 Mg-ATP, 20 HEPES, 0.1 EGTA, 0.3 GTP 

(sodium salt), 10 phosphocreatine, 0.2% biocytin, and 0.1 spermine 
adjusted to pH 7.3 using KOH, with an osmolarity of 
290 mOsm/L. Neurons were recorded in whole-cell mode at a holding 
potential of −65 mV with 9–15 MΩ series resistance (Rs mean ± SD, 
in MΩ: PVBC only CS: 11.29 ± 1.30, unsigned US: 11.23 ± 1.76, signed 
US: 10.49 ± 0.81; CCKBC only CS: 10.85 ± 1.71, unsigned US: 
10.24 ± 1.23, signed US: 10.28 ± 1.53; AAC only CS: 11.63 ± 1.80, 
unsigned US: 11.30 ± 1.58, signed US: 11.29 ± 1.08). Recordings were 
performed with a Multiclamp 700B amplifier (Molecular Devices), 
low-pass filtered at 3 kHz, digitized at 10–50 kHz, and not corrected 
for junction potential. Data acquisition software EVAN 1.3 (courtesy 
of Professor Istvan Mody, Department of Neurology and Physiology, 
University of California, Los Angeles, CA) or Clampex 10.4 
(Molecular Devices) were used for recordings. mEPSC analysis was 
performed on the recordings obtained between 5 and 10 min after 
establishing whole cell configuration. During the analyzed time period 
(30–120 s) series resistance did not change more than 10%. During the 
offline analysis with Clampfit 10.4, individual miniature events were 
detected automatically, followed by visual inspection of each detected 
event and those missed by the algorithm. Only events with peak 
amplitude higher than 10 pA were considered as mEPSCs. Peak 
amplitude and inter-event interval of mEPSCs were measured in 
Clampfit 10.4 (n = approximately 200 consecutive events/neuron) and 
analyzed with Origin 2021. Statistical analysis was performed on the 
pooled datasets in each group. mEPSC kinetics were analyzed on the 
average trace of approximately 150 selected events. 10–90% of rise 
time was measured with Clampfit 10.4, the decay time constant (tau) 
was calculated by fitting an exponential curve on the average trace in 
Origin 2021.

Immunostainings for identification of the 
recorded cells

After the recordings, slices were fixed overnight in 4% 
paraformaldehyde (PFA) in 0.1 M phosphate buffer (PB, pH 7.4). 
Biocytin-filled recorded cells were visualized with Alexa488-
conjugated streptavidin (1:10.000, Molecular Probes). For CCKBC 
identification, immunostaining using guinea pig anti-CB1 (1,1,000; 
Frontier Institute, CB1-GP-Af530) or rabbit anti-CB1 (1,1,000, 
Cayman chemical, # 10006590), visualized either with Alexa405-
coupled donkey anti-guinea pig secondary antibody (1:500, Jackson) 
or Alexa647-coupled donkey anti-rabbit secondary antibody (1,500, 
Jackson) was performed on biocytin-filled DsRed+ cells, and only 
those with CB1 receptor expression on their axonal boutons were 
included in the study. To distinguish PVBCs and AACs, 
immunostaining against calbindin was performed in biocytin-filled 
eGFP+ cells (rabbit anti-calbindin 1:3000 (Swant, CB-38a) or chicken 
anti-calbindin, 1:1000 (SYSY #214006), revealed with Cy3-coupled 
donkey-anti rabbit or chicken secondary antibodies, respectively, 
1:500, Jackson). Interneurons with calbindin expression in their 
somata and/or axon terminals were considered BCs (Vereczki et al., 
2016). AACs were defined if they showed no immunoreactivity for 
calbindin and displayed characteristic cartridges of terminals 
surrounding putative axon initial segments (AISs), that were 
visualized with Ankyrin G staining in case for 7 AACs (rabbit-anti 
Ankyrin G, 1:100, Santa Cruz sc-28,561, visualized with Cy3-coupled 
donkey anti-rabbit antibody, Jackson) (Gulyás et al., 2010; Veres et al., 
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2014). Confocal images were taken using a Nikon C2 microscope 
using CFI Super Plan Fluor 20X objective (N.A. 0.45; z step size: 1 μm, 
xy: 0.31 μm/pixel) and CFI Plan Apo VC60X Oil objective for higher 
magnification (N.A. 1.40; z step size: 0.13 μm, xy: 0.08 μm/pixel).

Statistical analysis

As data showed non-normal distribution according to the 
Shapiro–Wilk test, Kruskal– Wallis ANOVA (K-W ANOVA) with post 
hoc Dunn’s test was used. The relationship between mEPSC properties 
and freezing levels was tested with Pearson’s r correlation and 
ANOVA. All statistics were performed using OriginPro 2018 and 
Origin 2021.

Results

Separation of the effects of fear memory 
formation and sensory inputs

To distinguish between the effects of fear memory formation and 
the CS/US presentations on the excitatory synaptic inputs of BA PTIs, 
three different behavioral paradigms were used (Figure 1A). First, to test 
the behavioral consequences of the CS presentation, mice were subjected 
to the CS (tones) without the US (shocks, Figure 1A2, only CS group, 
black). As expected, these mice showed no elevated freezing levels upon 
the CS demonstration the next day in a different context (Figure 1B, 
black). Then, to test the effects of CS and US without association, tones 
and shocks were presented randomly during conditioning (Figure 1A2, 

unsigned US group, red). In this group, the delivery of the US was not 
signed by the CS, therefore, the association between CS and US did not 
form, as demonstrated by the lack of freezing upon the cue presentation 
the next day (Figure 1B, red). In contrast, when tones were co-terminated 
with mild electrical shocks, i.e., the oncoming US was signed by a CS 
(Figure 1A2, signed US group, blue), the fear memory was formed. The 
results of the CS-US association were clear when the next day the CS 
presentation alone induced significant freezing in a different context 
(Figure 1B cue, K-W ANOVA p = 3×10−6), while there was no difference 
during the baseline period (Figure 1B baseline, K-W ANOVA p = 0.29). 
Thus, in line with previous findings, pairing a CS with a US results in 
lasting changes in neuronal networks, assessed at the behavioral level 
(Ledoux, 2003). Importantly, there was no difference in the cue evoked 
freezing levels of BAC-PV-eGFP and BAC-CCK-DsRed mice in the 
unsigned US and signed US group (Mann–Whitney test, p = 0.78 and 
p = 0.69, respectively), indicating that distinct BAC insertion in the two 
mouse lines does not compromise the fear memory porcesses. Our 
experimental design, therefore, allows the separation of the 
consequences of fear memory formation from those caused by the 
sensory signals via ex vivo investigations using the three mouse groups.

Excitatory synaptic inputs in PVBCs are 
reduced upon the US presentation

To test whether excitatory synaptic inputs in different PTI types are 
capable of plastic changes, acute brain slices containing the amygdala 
were prepared immediately after cued fear testing. PV neurons in the BA 
were visually targeted based on their eGFP expression and their calbindin 
content was confirmed post hoc (Figures  2A, B). Calbindin is a 

FIGURE 1

Fear memory effectively formed upon signed US presentation, but not in other conditions. (A1) Experimental design. (A2) The three mouse groups with 
different combinations of CS (tone) and US (shock) presentation. (B) Freezing tested on the consecutive day was elevated only in the signed US group, 
therefore the other two conditioning paradigms can serve as assessments of the effects of the sensory inputs on the network. Asterisk indicates 
significant difference (K-W ANOVA p =  3×10−6, only CS vs. unsigned US p =  0.39, only CS vs. signed US p =  2×10−6, unsigned US vs. signed US 
p =  0.003). Box represents mean, whiskers SEM. Only CS group n = 14, unsigned US group n = 12, signed US group n = 13.
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neurochemical marker for PVBCs in the rodent amygdala that separates 
these interneurons from PV AACs (Bienvenu et al., 2012; Vereczki et al., 
2016). mEPSCs were recorded in whole-cell patch-clamp mode in the 
presence of 0.5 μM tetrodotoxin (TTX, voltage-gated Na+ channel 
blocker) and 100 μM picrotoxin (GABAA receptor antagonist) in slices 
from the three behavioral groups challenged differently (Figure  2C; 
Tables 1, 2). To evaluate the changes in the properties of synaptic inputs 
in PVBCs mEPSC parameters recorded from all cells were pooled in 
each group separately and analyzed (Figure 2D). The distribution of 
mEPSC amplitudes in PVBCs sampled in the three groups showed 
significant differences (Figure 2D, K-W ANOVA p = 1×10−16); we found 
a 11% decrease in mEPSC amplitudes in the unsigned group when 
compared to the only CS group (Dunn’s test p = 6×10−17) and a 5% 
decrease when we compared the signed US to the only CS group (Dunn’s 
test p = 0.025). Interestingly, there was a significant increase (7%) in this 
mEPSC feature in PVBCs if we compared those that were recorded in 
the unsigned and signed US groups (Dunn’s test p  = 1×10−6). This 
observation implies that the US itself can elicit changes in mEPSC peak 
amplitudes in PVBCs, but the associated learning subsides those changes. 
When we  compared the inter-event intervals (IEI) of mEPSCs 
(Figure 2E) we found significant changes among groups (K-W ANOVA 
p = 3×10−22). When compared to the only CS group, the unsigned US 
presentation led to a 26% (Dunn’s test p = 2×10−17) increase in IEIs (i.e., 

reduced the rate), and the signed US group also showed a 23% increase 
(Dunn’s test p = 2×10−17). There was no difference in mEPSC rates in the 
unsigned and signed US group (Dunn’s test p = 0.3), implying that the 
effect of CS and US association on this mEPSC characteristic is 
indistinguishable from those that are caused by the independent 
presentation of CS and US. Rise time and decay kinetics of mEPSCs were 
not different in the three paradigms (Table 2, K-W ANOVA p = 0.758 
and p = 0.598, respectively). Taken together, these results suggest that the 
US presentation decreases mEPSC amplitudes and their occurrence in 
PVBCs, but fear memory formation may cause a slighter reduction in 
the amplitude of their excitatory synaptic inputs in comparison to CS 
presentation only.

Increased amplitude and decreased decay 
time constant of mEPSCs in CCKBCs upon 
US presentation

Next, we assessed whether the excitatory synaptic inputs in the 
other main basket cell type, CCKBCs, are also capable of plastic changes 
in our paradigms. To selectively record from these cells, a CCK-DsRed 
mouse strain was used (Mate et al., 2013; Rovira-Esteban et al., 2017) 
to visually target CCKBCs based on their DsRed content (Figures 3A, B; 

FIGURE 2

Differences in mEPSC properties in PVBCs recorded in slices prepared from the three groups of mice. (A) Maximum z intensity projection image of a 
biocytin-filled PVBC. Inset: Axon terminals of PVBCs (orange) are immunopositive for calbindin (Calb, cyan), a neurochemical marker that distinguishes 
PVBCs from AACs in the BA. Arrows indicate colocalization. Scales: 50  μm and 1  μm (inset). (B) Position (orange x) of the recorded PVBC depicted on 
schematic drawings representing horizontal brain sections [based on Paxinos (2012)]. Out of the 50 recorded cells, only 30 randomly selected 
interneurons are shown for clarity. APir: piriform amygdalar area, BA: basal amygdala, BAp: posterior part of the basal amygdala, BMP: basomedial 
amygdala, posterior part, HC: hippocampus, LV: lateral ventricle. (C) Representative traces of miniature excitatory postsynaptic current (mEPSC) 
recordings in the presence of 0.5  μM tetrodotoxin (TTX) and 100  μM picrotoxin in the three groups. Scales: 20 pA (y) and 100  ms (x). (D,E) Cumulative 
distribution of mEPSC peak amplitudes (D) and inter-event intervals (E); data pooled from all cells in each group. Graphs in inserts are plotted using a 
normal probability Y axis. p values show the result of K-W ANOVA post hoc Dunn’s tests (see details in Table 1). n.s., non-significant difference.
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Vereczki et al., 2016). After recordings, CB1 content of axon terminals 
was confirmed with immunolabeling (Figure 3A insets). mEPSCs were 
recorded (Figure 3C; Tables 1, 2) and analyzed by the same methods as 
in PVBCs described above. The evaluation of changes in mEPSC 
characteristics recorded in CCKBCs showed a difference in their peak 
amplitudes (Figure 3D, K-W ANOVA p = 0.001). There was a slight 
(3%) but significant increase in mEPSC peak amplitudes in the signed 
US groups when compared to the only CS controls (Dunn’s test 
p = 2×10−17). However, there was no significant difference between the 
only CS vs. unsigned US (Dunn’s test p = 0.12) and unsigned US vs. 
signed US comparisons (Dunn’s test p = 0.30). Interestingly, we could 
not find any difference in the IEI of mEPSCs (Figure 3E, K-W ANOVA 
p = 0.175). Regarding the kinetic properties of mEPSCs (Table 2), the 
rise time was not different in the three paradigms (K-W ANOVA 
p = 0.895), however, there was a significant 17% decrease in the decay 

time constant when we compared the only CS group to the unsigned 
US group (Dunn’s test p = 0.004). Taken together, these results show that 
the fear learning increases the amplitude of mEPSC and the unsigned 
US accelerates the mEPSC decaying phase in the CCKBC population.

Excitatory synaptic inputs in AACs change 
only upon fear memory formation

Besides the two basket cell types, AACs are the third PTI type that 
are capable to efficiently control the spiking activity of principal 
neurons (Veres et al., 2014). Therefore, any change in the excitatory 
synaptic inputs of AACs as a consequence of fear conditioning could 
be  pivotal in the accomplishment of their functions. AACs were 
targeted in the BA based on their eGFP content in PV-eGFP animals 

TABLE 1 Data and statistical analysis of mEPSC amplitude and inter-event interval in the recorded PTIs.

Cell 
type

Variable Group Cell 
number 
(mouse 
number)

Value 
(median  ±  IQ 

range)

Group 
comparison p 

value (K-W 
ANOVA)

Paired 
comparison

p value 
(Dunn’s 
test)

Change

PVBC

Peak 

amplitude 

(pA) 

(Figure 2D)

Only CS 17 (7) 24.35 ± 21.41

1*10−16

Only CS vs. 

unsigned US
6*10−17 11% ↓

Unsigned 

US
17 (6) 21.66 ± 16.55

Only CS vs. signed 

US
0.0251 5% ↓

Signed US 16 (7) 23.11 ± 20.85
Unsigned US vs. 

signed US
1*10−6 7% ↑

IEI (ms) 

(Figure 2E)

Only CS 17 (7) 23.70 ± 34.90

3*10−22

Only CS vs. 

unsigned US
2*10−17 26% ↑

Unsigned 

US
17 (6) 30.00 ± 43.60

Only CS vs. signed 

US
2*10−17 23% ↑

Signed US 16 (7) 29.24 ± 44.55
Unsigned US vs. 

signed US
1 –

CCKBC

Peak 

amplitude 

(pA) 

(Figure 3D)

Only CS 23 (6) 17.13 ± 7.12

0.001

Only CS vs. 

unsigned US
0.124 –

Unsigned 

US
24 (6) 17.32 ± 7.67

Only CS vs. signed 

US
9*10−4 3% ↑

Signed US 21 (6) 17.58 ± 7.96
Unsigned US vs. 

signed US
0.303 –

IEI (ms) 

(Figure 3E)

Only CS 23 (6) 83.31 ± 137.0

0.175
Unsigned 

US
24 (6) 85.35 ± 144.75

Signed US 21 (6) 83.75 ± 131.30

AAC

Peak 

amplitude 

(pA) 

(Figure 4D)

Only CS 20 (7) 18.06 ± 10.51

0.406
Unsigned 

US
14 (5) 17.76 ± 10.64

Signed US 21 (7) 18.19 ± 11.17

IEI (ms) 

(Figure 4E)

Only CS 20 (7) 58.75 ± 104.00

0.031

Only CS vs. 

unsigned US
1 –

Unsigned 

US
14 (5) 56.45 ± 96.73

Only CS vs. signed 

US
0.026 7% ↓

Signed US 21 (7) 54.45 ± 90.50
Unsigned US vs. 

signed US
0.465 −
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and were separated post hoc from PVBCs based on their characteristic 
axonal cartridges formed around axon initial segments that can 
be visualized by Ankyrin-G staining (Figures 4A, B) and the absence 
of calbindin immunolabeling in their somata and axon terminals. 
mEPSCs were recorded (Figure  4C; Tables 1, 2) and analyzed as 
described above. Unlike basket cells, excitatory synaptic inputs in 
AACs did not show change in their amplitude (Figure  4D, K-W 
ANOVA p = 0.406), however, there was a slight but significant change 
in the rate of mEPSCs ((Figure 4E, K-W ANOVA p = 0.031): in the 
signed US group the rate of mEPSCs were 7% higher than in the only 
CS group (Dunn’s test p = 0.026). Rise time and decay kinetics of 

mEPSCs were not different in the three paradigms (Table 2, K-W 
ANOVA p = 0.23 and p = 0.289, respectively). Taken together, our data 
indicate that there is a unique increase in mEPSC rates in AACs upon 
signed US presentation that was not present in any other PTI type.

Fear learning strength does not correlate 
with mEPSC properties

As the strength of fear memory learning can be variable among 
individual mice, assessed by the time spent in freezing, we asked the 

TABLE 2 Data and statistical analysis of mEPSC kinetic features recorded in PTIs.

Cell 
type

Variable Group Cell 
number 
(mouse 
number)

Value 
(median  ±  IQ 

range)

Group 
comparison p 

value (K-W 
ANOVA)

Paired 
comparison

p value 
(Dunn’s 
test)

Change

PVBC

Rise time 

10–90% (ms)

Only CS 17 (7) 0.28 ± 0.07

0.758

Only CS vs. 

unsigned US

Unsigned 

US
17 (6) 0.31 ± 0.06

Only CS vs. signed 

US

Signed US 16 (7) 0.34 ± 0.09
Unsigned US vs. 

signed US

Decay time 

constant (ms)

Only CS 17 (7) 0.94 ± 0.38

0.598

Only CS vs. 

unsigned US

Unsigned 

US
17 (6) 1.01 ± 0.40

Only CS vs. signed 

US

Signed US 16 (7) 1.06 ± 0.4
Unsigned US vs. 

signed US

CCKBC

Rise time 

10–90% (ms)

Only CS 23 (6) 0.60 ± 0.20

0.895

Only CS vs. 

unsigned US

Unsigned 

US
24 (6) 0.61 ± 0.09

Only CS vs. signed 

US

Signed US 21 (6) 0.60 ± 0.11
Unsigned US vs. 

signed US

Decay time 

constant (ms)

Only CS 23 (6) 1.91 ± 0.58

0.006

Only CS vs. 

unsigned US
0.004 17% ↓

Unsigned 

US
24 (6) 1.57 ± 0.41

Only CS vs. signed 

US
0.375 –

Signed US 21 (6) 1.80 ± 0.46
Unsigned US vs. 

signed US
0.352 –

AAC

Rise time 

10–90% (ms)

Only CS 20 (7) 0.26 ± 0.09

0.230

Only CS vs. 

unsigned US

Unsigned 

US
14 (5) 0.33 ± 0.08

Only CS vs. signed 

US

Signed US 21 (7) 0.32 ± 0.09
Unsigned US vs. 

signed US

Decay time 

constant (ms)

Only CS 20 (7) 0.84 ± 0.20

0.289

Only CS vs. 

unsigned US

Unsigned 

US
14 (5) 0.93 ± 0.18

Only CS vs. signed 

US

Signed US 21 (7) 0.91 ± 0.24
Unsigned US vs. 

signed US
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question whether the variability in freezing is reflected in the 
excitatory inputs of PTIs in the BA. Therefore, we  compared the 
electrophysiological properties of mEPSCs in PTIs recorded from 
mice with different freezing levels upon cue presentation on the test 
day, as a proxy for the strength of fear learning (Figure  5). 
We  correlated the peak amplitude, IEI, rise time and decay time 
constant of mEPSCs in PVBCs (Figure 5A), CCKBCs (Figure 5B) and 
AACs (Figure 5C), in each behavioral paradigm (only CS, unsigned 
US and signed US groups). We found that none of the groups showed 
a significant linear correlation with the freezing level of the animal 
(p > 0.05), suggesting that the level of behavioral output induced by 
fear learning in the individuals is not reflected in the properties of 
excitatory inputs at the single cell level.

Discussion

In this study, we  revealed cell type-specific changes in the 
properties of excitatory synaptic transmission in PTIs upon unsigned 
aversive stimulus presentation and fear memory formation in 
comparison to tone presentation only in the BA (Figure 6). Both the 
peak amplitude and rate of mEPSCs in PVBCs decreased in the 
unsigned and signed US paradigm when compared to the only CS 

group, though a smaller decrease could be observed in the amplitude 
of mEPSCs when the unsigned US and CS only groups were 
compared. AACs received excitatory synaptic inputs with shorter 
inter-event intervals (i.e., the mEPSC rate increased) when the US was 
paired to the CS compared to the only CS group. These results suggest 
that although these two PTI types show similarities in their PV 
expression and features in the membrane voltage responses (Barsy 
et al., 2017), their excitatory synaptic inputs are modified distinctly by 
fear learning, implying the different roles of PVBCs and AACs in 
network function. In contrast to PVBCs and AACs, CCKBCs were the 
only cell type showing any change in mEPSC kinetics (in decay time 
constant) after unpaired US protocol, with no further modification 
after fear memory formation. Also, in sharp contrast to PVBCs, there 
was a slight but significant increase in mEPSC amplitudes in the fear 
association paradigm when we compared it to the only CS group. Such 
opposite change in the synaptic transmission observed between 
CCKBCs and PVBCs is exemplified in multiple instances. For 
example, nitric oxide originating from the postsynaptic pyramidal 
neurons reduces the inhibitory transmission from the axon terminals 
of CCKBCs (Makara et al., 2007), but increases transmission at the 
output synapses of PVBCs (Lourenco et al., 2014). Thus, opposite 
alterations in CCKBC and PVBC characteristics under various 
circumstances may be a general rule in cortical circuits.

FIGURE 3

Increased amplitude of mEPSCs in CCKBCs upon US presentation (A) Maximum z intensity projection image of a biocytin-filled CCKBC. Inset: Axon 
terminals of same CCKBC (blue) are immunopositive for type one cannabinoid receptors (CB1, pink). Arrows indicate colocalization. Scales: 50  μm and 
1  μm (inset). (B) Position (blue x) of the recorded CCKBC depicted on schematic drawings representing horizontal brain sections [based on Paxinos 
(2012)]. Out of the 68 recorded cells, only 30 randomly selected interneurons are shown for clarity. APir: piriform amygdalar area, BA: basal amygdala, 
BAp: posterior part of the basal amygdala, BMP: basomedial amygdala, posterior part, HC: hippocampus, LV: lateral ventricle. (C) Representative traces 
of miniature excitatory postsynaptic current (mEPSC) recordings in the presence of 0.5  μM TTX and 100  μM picrotoxin from the three groups. Scales: 10 
pA (y) and 100  ms (x). (D,E) Cumulative distribution of mEPSC peak amplitudes (D) and inter-event intervals (E); data pooled from all cells in each group. 
Graphs in inserts are plotted using a normal probability Y axis. p values show the result of K-W ANOVA post hoc Dunn’s tests (see details in Table 1). n.s., 
non-significant difference.
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It has been shown that activity of interneurons changes in 
response to both the CS and US (Krabbe et al., 2019), therefore, in 
order to dissect their role in processing aversive stimuli versus fear 
memory formation, it is important to use a control group that was 
exposed to the auditory stimulus (only CS group), instead of using 
naïve mice as controls. To separate the effects of aversive stimuli and 
fear memory formation, we  used the unsigned US group as an 
additional reference where the noxious stimulus could not 
be predicted by the presentation of the CS. With the use of these two 
groups, we demonstrated that excitatory synaptic inputs of all PTI 
types in the BA were modified in response to the aversive stimuli. 
Notably, CCKBCs were the only PTI type that showed a change in the 
kinetic properties of their excitatory synaptic inputs in the unsigned 
group, a finding that may imply a unique alteration in the excitatory 
input of CCKBCs after exposure to aversive stimuli. The faster decay 
of mEPSCs may be related to the changes in subunit composition of 
ionotropic glutamate receptors mediating the synaptic communication 
between the excitatory cells and CCKBCs. Such changes in kinetics 
upon environmental challenges have been described recently (Shultz 
et al., 2022). Our findings that mEPSC amplitudes are increased in the 
signed US group when compared to the only CS group may suggest 
that increasing excitation on CCKBCs can lead to a more potent 
recruitment of these interneurons upon learning. This elevated 

recruitment may cause an increased synaptic inhibition in the 
principal neuron populations that can be overcome only by those 
highly active, presumably coding, principal neurons that are able to 
trigger depolarization induced suppression of inhibition (DSI) at their 
GABAergic inputs from CCKBCs (Pitler and Alger, 1992; Wilson and 
Nicoll, 2001; Zhu and Lovinger, 2005; Losonczy et al., 2010), while the 
synaptic inhibition on the non-coding cells remains intact. This 
process, therefore, may be an efficient mechanism to improve the 
signal-to-noise ratio in BA networks during aversive stimulus 
processing (Grewe et  al., 2017). Alternatively, the change in the 
excitatory synaptic transmission received by CCKBCs could reflect 
their crucial role in stress responses evoked by the unpredictable 
noxious stimuli, a paradigm that serves also as a stress model 
(Matuszewich et al., 2007). Notably, it has been previously shown that 
PVBCs and CCKBCs form independent, parallel inhibitory networks 
in the BA (Andrasi et al., 2017), a circuit motif that also supports their 
divergent functions in amygdala operations.

Although the extent of the changes in mEPSC properties in BA 
PTIs may seem a rather small, it has to be kept in mind that both PV 
and CCK interneurons receive thousands of glutamatergic inputs 
(Gulyas et al., 1999; Matyas et al., 2004) of which only a small portion 
is expected to be altered upon associative learning or noxious stimulus 
processing. This assumption is based on the observations that PTIs 

FIGURE 4

Excitatory synaptic inputs in AACs change only upon the signed US presentation. (A) Maximum z intensity projection image of a biocytin-filled AAC. 
Inset: Axon terminals of the same AAC (green) form a characteristic cartridge along an Ankyrin-G (magenta) labeled axon initial segment. Scales: 50  μm 
and 5  μm (inset). (B) Position (green x) of each recorded AAC depicted on schematic drawings representing horizontal brain sections [based on Paxinos 
(2012)]. Out of the 55 recorded cells, only 30 randomly selected interneurons are shown for clarity. APir: piriform amygdalar area, BA: basal amygdala, 
BAp: posterior part of the basal amygdala, BMP: basomedial amygdala, posterior part, HC: hippocampus, LV: lateral ventricle. (C) Representative traces 
of miniature excitatory postsynaptic current (mEPSC) recordings in the presence of 0.5  μM TTX and 100  μM picrotoxin obtained in AACs sampled from 
the three groups. Scales: 10 pA (y) and 100  ms (x). (D,E) Cumulative distribution of mEPSC peak amplitudes (D) and inter-event intervals (E); data pooled 
from all cells in each group. Graphs in inserts are plotted using a normal probability Y axis. p values show the result of K-W ANOVA post hoc Dunn’s 
tests (see details in Table 1). n.s., non-significant difference.

175

https://doi.org/10.3389/fncel.2023.1120338
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org


Veres et al. 10.3389/fncel.2023.1120338

Frontiers in Cellular Neuroscience 10 frontiersin.org

receive excitatory inputs from their neighbor principal neurons 
(Andrasi et  al., 2017), a portion of which is engaged in memory 
processes or pain processing does not exceed typically 10–15% 
(Trouche et al., 2013; Senn et al., 2014; Grewe et al., 2017; Corder et al., 

2019). In addition, interneurons are innervated also by extra-
amygdalar excitatory afferents, e.g., from the thalamus (Krabbe et al., 
2019). Although their ratio is unknown within the glutamatergic 
synapses received by distinct GABAergic cell types in the BA at 

FIGURE 5

No correlation in the properties of mEPSCs in PTIs and the expression of fear levels. The median values of peak amplitude, inter-event interval, rise 
time 10–90% and decay time constant (tau) of mEPSCs for each cell are shown as a function of the freezing levels upon cue presentation in PVBCs (A), 
CCKBCs (B), and AACs (C).

FIGURE 6

Summary of significant changes in the properties of excitatory synaptic inputs of PTIs in the BA in the three behavioral paradigm. Black arrows indicate 
the compared pairs, only the significant changes in mEPSC amplitude, rate and decay time are shown and are expressed in % values. Green numbers 
and upward arrows indicate increase, purple numbers and downward arrows indicate decrease. For the exact tests and significance values see  
Tables 1, 2.
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present, these inputs may also undergo plastic changes upon fear 
learning (Barsy et al., 2020), thus, they can also contribute to the 
observed changes in this study. Moreover, not all GABAergic 
interneurons within a population have been found to participate in 
these neural processes (Bienvenu et al., 2012; Wolff et al., 2014; Krabbe 
et  al., 2019). Thus, in a randomly sampled interneuron pool, the 
contribution of the excitatory inputs that underwent plastic changes 
in our circumstances to the entire population may be rather limited.

A previous study compared the changes of synaptic inputs on PV 
interneurons in the LA and BA after fear learning and found that the 
rate of mEPSCs in PV interneurons is changed only in the LA but not 
in the BA (Lucas et al., 2016). However, in that study PVBCs and 
AACs were not distinguished. As the excitatory synaptic inputs of 
these GABAergic cell types underwent different alterations after 
learning in the BA (Figure 6), pooling of their data may mask the 
changes observed between the mEPSC properties recorded in PVBCs 
and PV AACs. What could be  the mechanisms underlying the 
observed decrease in mEPSC amplitudes in PVBCs upon the US 
presentation? Our previous study showed that excitatory synaptic 
inputs on PVBCs and AACs can undergo LTD in a CB1 receptor-
dependent manner in the hippocampus (Peterfi et  al., 2012) a 
mechanism that might explain the US-induced decrease in the 
amplitude of excitatory synaptic inputs observed in PVBCs. However, 
the increased mEPSC rate in AACs in the signed US group in 
comparison to the only CS group indicates that synaptic mechanisms 
underlying the changes in mEPSC properties observed in PVBCs and 
AACs during the different challenges are necessarily distinct.

The basolateral amygdala is thought to play a central role in fear 
memory processes, and PTIs in this region are crucial in regulating 
BA networks due to their powerful capacity to control principal 
neuron functions (Veres et al., 2014, 2017). Previous studies have 
highlighted cell type specific roles of interneurons by reporting 
specific responses to aversive stimuli and firing during oscillations 
(Bienvenu et al., 2012; Manko et al., 2012; Krabbe et al., 2019), unique 
sensitivity to neuromodulators (Bocchio et al., 2016; Fu et al., 2022; 
Mineur et  al., 2022), and behavior-induced, target specific output 
changes (Trouche et al., 2013). Our study extends this knowledge to 
the level of their excitatory input by showing PTI type specific 
differences upon aversive stimulus processing and fear memory 
formation, which will help us to understand how different types of 
interneurons in the BA network function in health and disease.
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Glossary

AAC axo-axonic cell

ACSF artificial cerebrospinal fluid

AnkG Ankyrin G

APir piriform amygdalar area

BA basal amygdala

BAp posterior part of the basal amygdala

BC basket cell

BMP basomedial amygdala, posterior part

Calb calbindin

CB1 type 1 cannabinoid receptor

CCK cholecystokinin

CS conditioned stimulus

DSI depolarization induced suppression of inhibition

eGFP enhanced green fluorescent protein

GABA gamma-amino butyric acid

HC hippocampus

IEI inter-event interval

LA lateral amygdala

LTD long-term depression

LTP long-term potentiation

LV lateral ventricle

mEPSC miniature excitatory postsynaptic potential

PB phosphate buffer

PFA paraformaldehyde

PTI perisomatic region targeting interneuron

PV parvalbumin

TTX tetrodotoxin

US unconditioned stimulus

ZT Zeitgeber time
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The mouse basolateral amygdala (BLA) contains various GABAergic interneuron

subpopulations, which have distinctive roles in the neuronal microcircuit

controlling numerous behavioral functions. In mice, roughly 15% of the

BLA GABAergic interneurons express neuropeptide Y (NPY), a reasonably

characteristic marker for neurogliaform cells (NGFCs) in cortical-like brain

structures. However, genetically labeled putative NPY-expressing interneurons

in the BLA yield a mixture of interneuron subtypes besides NGFCs. Thus,

selective molecular markers are lacking for genetically accessing NGFCs in

the BLA. Here, we validated the NGFC-specific labeling with a molecular

marker, neuron-derived neurotrophic factor (NDNF), in the mouse BLA, as

such specificity has been demonstrated in the neocortex and hippocampus.

We characterized genetically defined NDNF-expressing (NDNF+) GABAergic

interneurons in the mouse BLA by combining the Ndnf-IRES2-dgCre-D

transgenic mouse line with viral labeling, immunohistochemical staining,

and in vitro electrophysiology. We found that BLA NDNF+ GABAergic cells

mainly expressed NGFC neurochemical markers NPY and reelin (Reln) and

exhibited small round soma and dense axonal arborization. Whole-cell patch

clamp recordings indicated that most NDNF+ interneurons showed late

spiking and moderate firing adaptation. Moreover, ∼81% of BLA NDNF+ cells

generated retroaxonal action potential after current injections or optogenetic

stimulations, frequently developing into persistent barrage firing. Optogenetic

activation of the BLA NDNF+ cell population yielded both GABAA- and

GABAB receptor-mediated currents onto BLA pyramidal neurons (PNs). We

demonstrate a combinatory strategy combining the NDNF-cre mouse line with

viral transfection to specifically target adult mouse BLA NGFCs and further

explore their functional and behavioral roles.

KEYWORDS

basolateral amygdala (BLA), GABAergic interneurons, neurogliaform cell, neuron-
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Introduction

The amygdala is an evolutionarily conserved brain structure
located deeply in the temporal lobe (Janak and Tye, 2015).
In rodents, the amygdala can anatomically be divided into
the basolateral and the central sectors (Pitkänen et al., 1997;
LeDoux, 2007). The basolateral amygdala complex (BLA) is
critical for processing information related to reward, valence, and
emotional behaviors such as fear and anxiety (LeDoux, 2012;
Calhoon and Tye, 2015). The central sector comprises the central
amygdala and intercalated cell masses, which are thalamic-like
structures comprising local- and long-range projecting GABAergic
interneurons (Capogna, 2014). The central amygdala is key to
diverse behaviors such as anxiety, reinforcement, social interaction,
and survival actions such as fear expression and cataplexy (Pape
and Pare, 2010; Janak and Tye, 2015; Mahoney et al., 2017;
Moscarello and Penzo, 2022).

The BLA receives major afferents from the sensory thalamus
and cortices, ventral hippocampus, medial prefrontal cortex,
nucleus accumbens, and extended amygdala regions (Ledoux, 2000;
Duvarci and Pare, 2014). It is a cortical-like structure comprising
80% excitatory glutamatergic PNs and 20% inhibitory GABAergic
interneurons (Pape and Pare, 2010; Hájos, 2021; Vereczki et al.,
2021). The latter population comprises heterogeneous clusters
characterized by morpho-electrophysiological and neurochemical
properties and subcellular targeting areas of the postsynaptic cells
(Hájos, 2021; Vereczki et al., 2021). The activity of PNs is shaped
by phasic and tonic inhibitions generated by diverse GABAergic
interneuron populations (Farrant and Nusser, 2005; Ehrlich et al.,
2009; Wolff et al., 2014). Phasic inhibition onto PNs can either
originate from perisomatic areas (Veres et al., 2014, 2017) or
dendritic areas (Krabbe et al., 2018; d’Aquin et al., 2022), while tonic
inhibition tunes the offset control of PN spike probability through
extrasynaptic GABAA- and GABAB receptors (Mańko et al., 2012).

One major source of tonically released GABA in BLA is the
activation of neurogliaform cells (NGFCs, Mańko et al., 2012;
Rovira-Esteban et al., 2019). In the mouse BLA, NGFCs represent
about 15% of the total GABAergic interneuron populations
(Vereczki et al., 2021). Similar to observations made in the
hippocampus and neocortex, BLA NGFCs have small, spherical
soma and short, repeatedly branching dendrites primarily confined
in the dense axonal arborization (Mańko et al., 2012; Overstreet-
Wadiche and McBain, 2015). Despite the relatively small occupied
volume of the axonal arborization, its presynaptic bouton density
is noticeably high along the axon processes (Oláh et al., 2009;
Ozsvár et al., 2021). Such a unique structural feature promotes
unparalleled signaling capability to reach not only postsynaptic
GABAAR but reliably activate extrasynaptic GABAAR as well as
GABABR, triggering a biphasic mixture of fast and slow inhibition
on target neurons (Tamás et al., 2003; Mańko et al., 2012).

Consistent with results from other cortical-like structures,
NGFCs in the mouse BLA mainly express neuropeptide Y (NPY)
and low levels of cholecystokinin (CCK) and somatostatin (Sst,
Mańko et al., 2012; Rovira-Esteban et al., 2019; Vereczki et al.,
2021). Such complex molecular profiling makes it challenging to
isolate NGFCs from other BLA interneuron types by approaches
based on classical interneuron molecular markers (Rovira-Esteban
et al., 2019; Hájos, 2021; Vereczki et al., 2021). Although the BLA

interneuron types have been more extensively characterized in the
last decade (Capogna, 2014; Wolff et al., 2014; Vereczki et al.,
2021), no available combination of techniques has made it possible
to target NGFCs in the mouse BLA selectively. Hence, how BLA
NGFCs contribute to the circuit operation and their vulnerability
to behavioral disorders remain unknown. Recent studies have
described a genetic marker named neuron-derived neurotrophic
factor (NDNF) to effectively target NGFCs in the neocortex and
hippocampus (Kuang et al., 2010; Tasic et al., 2016; Abs et al.,
2018; Mercier et al., 2022). This study proposes and validates a
strategy to selectively identify BLA NGFCs in mice by combining
the Ndnf-IRES2-dgCre-D mouse line with GABAergic enhancer
mdlx-dependent viral transfection.

Materials and methods

Experimental animal model and subject
details

The Ndnf-IRES2-dgCre-D mice (hereafter NDNF-cre, Tasic
et al., 2016) were purchased from the Jackson laboratory (stock
#028536) and bred in the animal facility of Aarhus University. All
mice were bred onto the C57BL/6J genetic background. Mice of
both sexes (postnatal 8–13 weeks) were used for the experiments.
Mice were given food and water ad libitum and group-housed on
a 12 h light/dark cycle. All animal experiments were performed
according to standard ethical guidelines and were approved by the
Danish National Animal Experiment Committee (Permission Nos.
2017–15–0201–01201 and 2023-15-0201-01417).

Viral vectors

For labeling NDNF+ GABAergic neurons in the mouse BLA,
we injected ssAAV-DJ/2-mDlx-HBB-chI-dlox-EGFP(rev)-dlox-
WPRE-bGHp(A) (6 × 10ˆ12 vector genomes/ml, v241-Dj,
VVF Zurich, Switzerland). In a subset of experiments,
ssAAV-DJ/2-mDlx-HBB-chI-dlox-hChR2(H134R)-mCherry(rev)-
dlox-WPRE-bGHp(A) (6 × 10ˆ12 vector genomes/ml, v317-Dj,
VVF Zurich, Switzerland) was used for optogenetic assisted
target cell mapping.

Stereotaxic injection

Mice (NDNF-cre, n = 25, 6–10 weeks old) were anesthetized
using FMM: a mix of 0.05 mg/ml Fentanyl (0.05 mg/kg,
Hameln), 5 mg/ml Midazolam (5 mg/kg, Hameln) and 1 mg/ml
Medetomidine (0.5 mg/kg, VM Pharma). Mice were placed onto
the stereotaxic frame (Kopf instruments) and maintained at a
constant body temperature (34–36◦C). A midline scalp incision
(∼0.8 cm) was made, and small craniotomies were made to
target BLA bilaterally (coordinates from bregma: AP: −1.47 mm,
ML: ± 3.4 mm, DV: −4.45, −4.7 mm). Coordinates were
normalized to a bregma-lambda distance of 4.21 mm. A total of 250
nl/site of viruses were injected through a glass capillary (Harvard

Frontiers in Cellular Neuroscience 02 frontiersin.org181

https://doi.org/10.3389/fncel.2024.1254460
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/


fncel-18-1254460 January 29, 2024 Time: 16:36 # 3

Ozsvár et al. 10.3389/fncel.2024.1254460

Apparatus) by pulses of the Picospritzer III (Parker Hannifin). The
pipette was raised 0.1 mm for an additional 10 min to minimize
the upward flow of viral solution and was slowly withdrawn. After
the viral injection, the incision was closed by suturing. Mice were
given an antidote mix of 0.4 mg/ml Naloxone (1.2 mg/kg, B. Braun),
5 mg/ml Atipamelozone Hydrochloride (Revertor; 2.5 mg/kg,
Vibrac AG), and 0.5 mg/ml Flumazenil (0.5 mg/kg, Sintetica).

Acute brain slice preparation and
patch-clamp recording

Mice were anesthetized with isoflurane (Zoetis) and
decapitated. The brains were removed, and 300 µm-thick
coronal sections were prepared by a vibratome (Leica) using
ice-cold sucrose-based artificial cerebrospinal fluid solution (ACSF,
Ozsvár et al., 2021) containing (in mM) 84 NaCl, 25 NaHCO3,
1 NaH2PO4, 2.5 KCl, 25 glucose, 75 sucrose, 0.5 CaCl2, and 4
MgCl2. Slices were recovered in an oxygenated (95% O2 and
5% CO2) chamber containing sucrose and saline at 34◦C for
30 min and then kept at 18◦C. During the experiment, slices were
transferred to a submerged chamber and perfused with oxygenated
ACSF containing (in mM) 130 NaCl, 24 NaHCO3, 1 NaH2PO4, 4
KCl, 10 glucose, 1.3 CaCl2, and 0.9 MgCl2. A pE-300 (CoolLED)
was used in a subset of experiments to provide optogenetic
stimulations (1 mW). 10 µM gabazine (Tocris Bioscience) and
10 µM CGP-55845 (Tocris Bioscience) were added to the ACSF to
isolate GABAAR and GABABR-dependent responses.

The recorded cells’ epifluorescence expression and soma
location were visually confirmed and selected under an
infrared differential interference contrast (IR-DIC) CCD camera
(Scientifica). Whole-cell patch-clamp recordings were made with
a Multiclamp 700B amplifier (Molecular Devices). Recording
electrodes (3–6 M�) were pulled from borosilicate glasses (outer
diameter, 1.5 mm; 0.32 mm wall thickness; Harvard Apparatus) and
filled with internal solution containing (in mM): 126 K-gluconate,
4 KCl, 4 Mg-ATP, 10 HEPES, 10 phosphocreatine, 0.3 Na-GTP,
with or without 0.2 % biocytin (Thermo Fisher Scientific) with
pH adjusted to 7.3 with KOH. The series resistance (Rs) was
compensated to 70–80% in the voltage-clamp configuration. The
data were discarded if Rs > 20 M� or Rs change > 20% throughout
the recording. Signals were low-pass filtered at 4 kHz (four-pole
Bessel) and sampled at 10 kHz using a digitizer (Digidata 1440A;
Molecular Devices).

Immunohistochemistry (IHC)

For characterizing the molecular identities of the eGFP+
cells, virally injected NDNF-cre mice were anesthetized by FMM
injection (I.P.) and perfused with ice-cold PBS plus heparin
(50 mg/ml) followed by 4% PFA. Fixed brains were removed,
post-fixed in 4% PFA for 1 h, and stored in 0.1M PBS. Brains
were sliced into 60 or 100 µm coronal sections using a vibratome
(Leica 1000S, Leica). Collected brain slices were washed with
PBS and blocked in a buffer containing 10% normal donkey
serum (NDS), 10% normal goat serum (NGS), 1% bovine serum
albumin (BSA), and 0.5% PBST for 6 hr at 4◦C. After blocking,

slices were incubated with primary antibodies: Chicken Anti-
GFP (1:1000, ab13970, Abcam), Rabbit Anti-NPY (1:3000, #22940,
ImmunoStar), Rabbit Anti-Reln (1:1000, ab230820, Abcam) or
Mouse Anti-Reln (1:1000, MAB5364, Merck) diluted in a solution
containing: 1% NDS,1% GDS, 3% BSA, and 0.5% PBST for 48
hr at 4◦C. After washing with 0.5% PBST, slices were incubated
with secondary antibodies: Alexa 488 Donkey Anti-Chicken (1:400,
AB_2340375, JacksonImmuno), Alexa 568 Donkey Anti-Rabbit
(1:400, A10042, Invitrogen) diluted in antibody solution ON at 4◦C.
Slices were washed in 0.5% PBST and mounted onto gelatin-coated
slides with DAPI-containing mounting medium (FluoromountG,
Vectashield) and coverslipped. Images were taken as tile z-stacks
under a 20× objective by an IX83 (Olympus) spinning-disk
confocal microscope at 5 µm step size.

Morphological recovery of biocytin-filled
cells

During recordings, eGFP+ neurons (n = 21 cells) were
filled with biocytin (0.2%). After ∼15 min of recording,
slices were fixed overnight with 4% PFA in PBS (0.1 M,
pH 7.3). After washing with Alexa594-conjugated streptavidin
(2 µl/ml; Invitrogen) in PBS containing 0.3% PBST for 2 hr
at 4◦C. After washing, slices were mounted onto gelatin-coated
slides with DAPI-containing mounting medium (FluoromountG,
Vectashield) and coverslipped.

Recovered neurons (12/21 cells) were examined by an LSM
980 Airyscan 2 (Zeiss) confocal microscope using a 40× 1.4
NA oil immersion objective. The morphology of the cells was
reconstructed from a stack of 120–202 images per cell. Image stacks
belonging to a single cell were imported into the Neuromantic 1.7.5
software (Myatt et al., 2012) for 3D reconstruction.

Data analysis and statistics

The electrophysiological data were recorded with pCLAMP
10.6 software (Molecular Devices). The electrophysiological
recordings were analyzed by custom-written Matlab scripts
(MathWorks). The properties of action potentials (APs) were
analyzed from the first suprathreshold voltage responses triggered
by depolarizing current injection steps (1 s). The AP peak, width,
and afterhyperpolarization (AHP) amplitude were calculated from
the onset point of the AP. The AP onset was determined by
the projection of the intersection of two linear fits. The first
line was fitted to the baseline 2 ms window, and the second
line was fitted to the 5–30% of the rising phase of the AP.
The rate of depolarization was measured as the linear fit of the
trace 1 ms before the onset. The spike latency was calculated on
rheobase traces with at least two APs by measuring the delay
between the first AP onset time. The input resistance (Rin) was
determined from the slope of a linear fit to the subthreshold voltage
responses vs. current injection, where stimulating current ranged
from −110pA to +30pA. The membrane time constant (τ) was
calculated by fitting a single exponential to the voltage response
from −110 pA current injection. The membrane capacitance was
calculated as τ/Rin. The adaptation index was calculated as the
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FIGURE 1

NDNF-expressing (NDNF+) GABAergic neurons in the mouse BLA. (A) Left, the scheme of genetic strategy; middle, a representative tile image of the
amygdala region with eGFP amplification and DAPI staining; right, an enlarged view from the indicated red rectangular area from the middle image.
(B) Confocal immunofluorescence micrographs showing amplified eGFP, NPY, and Reln expressions in the BLA. Arrowheads indicate triple
immunopositive neurons, while the arrow depicts an eGFP-only cell. (C) Quantification bar graph of eGFP colocalization with NPY or (D) Reln (n = 6
sections, 3 mice, mean ± SEM). (E) Quantification bar graph of eGFP colocalization with NPY and Reln (n = 6 sections, 2 mice).

ratio of the first and last inter-spike interval, measured at the first
suprathreshold voltage response. For the analysis of the retroaxonal
barrage firing data, APs were detected by their peak. Statistic tests
were performed and plotted using Prism 6.0 (GraphPad Software).
The data distributions were examined by the d’Agostino-Pearson
normality test. Statistical significance was tested by the Mann-
Whitney U (MWU) test or Wilcoxon signed-rank (WSR) test,
and the significance level (p) indicated. Data were presented as
mean ± the standard error of the mean (SEM) unless otherwise
stated. Significance levels were set at p < 0.05. ∗∗ denotes p < 0.01,
∗∗∗ denotes p < 0.001.

Results

NDNF+ GABAergic neurons in the mouse
BLA

As NDNF has been proposed as an NGFC-specific genetic
marker in the mouse neocortex and hippocampus (Abs et al., 2018;
Tasic et al., 2018; Mercier et al., 2022), we aimed to determine if
the NDNF-cre mouse line could be used to identify the NGFCs

in other cortical-like structures such as BLA. Since there is a
likelihood of a low-level Cre expression in PNs during development
of the NDNF-cre mouse line (Guo et al., 2021; Mercier et al.,
2022), we injected a recombinant adeno-associated viral vector
rAAVdj-mdlx-DIO-eGFP carrying an enhanced green fluorescence
protein driven by mdlx enhancer (Dimidschstein et al., 2016)
in the BLA of NDNF-cre mice (Figure 1A). Two weeks later,
we examined the eGFP expression pattern and found that the
combinatory strategy yielded a sparse labeling pattern (10 - 30 cells
per 100-µm section, Figure 1A). We further tested if the eGFP+
cells within the BLA expressed classical NGFC markers such as
NPY and Reelin (Reln) by double and triple IHC (Figure 1B).
We observed that most BLA eGFP+ cells express either NPY
(81.02 ± 2.15%; Figure 1C) or Reln (79.75 ± 2.96%; Figure 1D)
in double IHC experiments. In a subset of triple IHC experiments,
we found that most BLA eGFP+ cells coexpress Reln and NPY
(68.83%, Figure 1E), and only a minor fraction of cells that are
negative to both NPY and Reln (11.82%, Figure 1E). Moreover,
we did not observe eGFP+ cells with PN-like morphology. These
results indicate that the BLA cells labeled by this combinatorial
strategy are likely GABAergic interneurons and correspond to
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FIGURE 2

Morpho-electrophysiological property characterization of BLA NDNF+ GABAergic cells. (A) Confocal image stacks of a biocytin-labeled eGFP+ cell
in the BLA of an NDNF-cre mouse. Confocal immunofluorescence micrographs showing immunohistochemically amplified eGFP and biocytin
signals. On the right side, high-magnification insets show axonal segments with dense boutons. Scale bars, 20, 50, and 2 µm. (B) Passive and active
electrophysiological responses from the same eGFP+ cell. Voltage responses to long-pulse current injections (–110 pA and +170 pA, 1 s). Inset, a
single AP evoked by a short current pulse (+180 pA, 2 ms) recorded from the same cell. (C) Three-dimensional reconstruction of the same cell (left),
and two additional reconstructions from separate experiments (middle and right). Black color represents the soma and dendrites, while red
represents the axon. Scale bars 50 µm. (D) Left, a bar graph indicating that only a small fraction of BLA NDNF+ GABAergic interneurons exhibit
non-NGFC AP properties such as sharp AHP peak and fast repolarization kinetics (n = 2 out of 29 cells). Right, representative APs from
non-NGFC-like (top) and NGFC-like cells (bottom). (E) Box plots representing the different passive and active electrophysiological parameters from
all recorded BLA NDNF+ GABAergic interneurons (n = 29 cells, n = 21 mice). For the boxplots, boxes represent the interquartile range, small squares
at the center represent the mean, horizontal lines indicate the median, and whiskers show the SD.

one major uniform cell population with similar neurochemical
identities.

Morpho-electrophysiological
characterization of BLA NDNF+
GABAergic cells

Next, we wondered if the physiological and morphological
properties of the virally labeled BLA NDNF+ GABAergic
interneurons mainly corresponded to NGFCs. We performed
whole-cell recordings from acute mouse brain slices and biocytin-
assisted post-hoc morphological identification. The recorded
neurons had small round or elongated somata, fine, short dendrites,

and extensively branching axonal processes containing numerous
varicosities (Figures 2A–C).

In terms of electrical properties, the vast majority of
the recorded eGFP+ cells exhibited characteristic features
such as a slow depolarizing ramp and following late spiking
phenomenon similar to previously described BLA NGFCs
(Figure 2B; Mańko et al., 2012). These cells had relatively
low input resistance and fast membrane time constant. The
action potentials (APs) were relatively broad, followed by a
pronounced AHP (Figure 2D). The firing patterns were mostly
moderately adapting during suprathreshold depolarization,
with a relatively low firing frequency. Upon hyperpolarizing
current injection, the recorded cells displayed a small sag ratio,
indicating low/lack of h-current (Figure 2E and Table 1). Only
a minor fraction of the recorded cells exhibited sharp AHP
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TABLE 1 Summary of passive and active membrane properties of
recorded BLA NDNF-GFP+ interneurons.

Parameters Mean ± SEM (n = 29
cells)

Rin (M�) 238.21 ± 18.28

AP width (ms) 0.88 ± 0.05

AP amplitude (mV) 62.87 ± 1.49

AHP amplitude (mV) 13.77 ± 0.95

AP adaptation index 0.8 ± 0.072

Membrane time constant (ms) 13.67 ± 0.21

Cm (nF) 0.065 ± 0.004

Sag ratio 0.07 ± 0.01

Firing frequency (Hz) 6.9 ± 0.77

AHP, afterhyperpolarization; AP, action potential; Cm, membrane capacitance; Rin,
input resistance.

peak and fast repolarization kinetics, compared to the vast
majority displaying remarkably slow repolarization kinetics
(Figure 2D). In conclusion, the electrophysiological features
of the virally labeled BLA NDNF+ GABAergic interneurons
resemble remarkably similar features to previously described BLA
NGFCs.

Retroaxonal barrage firing in BLA NDNF+
GABAergic interneurons

NGFCs in the neocortex and hippocampus exhibit persistent
firing upon continuous depolarization (Suzuki et al., 2014;
Chittajallu et al., 2020). We tested whether BLA NGFCs exhibited
similar persistent firing properties in some experiments. We
prepared acute brain slices and performed whole-cell patch-clamp
recordings from virally labeled NDNF+ cells in BLA using NDNF-
cre mice injected with AAVdj-mdlx-DIO-eGFP (Figure 3A). The
persistent firing was induced using repetitive positive current
injection steps (+300 pA, 1 s, Figure 3B). We induced the
barrage firing in 13 of 17 tested cells. Phase plots revealed that
triggered APs and retro-axonal firing action potentials (rAPs)
had two components: an initial component represented spiking
in the axon and a second component that overlapped with
the current-evoked spikes, indicative of a somato-dendritic spike
following the initial, axonally initiated spike (Figure 3C). Further
analysis revealed distinct characteristics in the subthreshold rate
of depolarization and the AP threshold of rAPs compared to
spikes evoked by somatic current injection (Rózsa et al., 2023).
The rAPs during the persistent firing showed a lower subthreshold
rate of depolarization compared to APs during repetitive current
injection steps (0.99 ± 0.65 vs. 1.9 ± 0.67 mV/ms, mean ± SD,
WSR-test, p < 0.001; n = 8 cells, Figures 3D, E). During
persistent firing, the rAPs exhibited a more hyperpolarized AP
threshold than somatic APs (population: −58.3 ± 2.34 vs.
−42.13 ± 2.43 mV, WSR-test, p < 0.001, Figure 3F). The
subthreshold rate of depolarization and threshold of the APs
proved to reliably separate the somatic and axon-initiated APs
(Figure 3G).

Functional assessment of BLA NDNF+
GABAergic cells by optogenetic

NGFCs have been reported in different brain areas to provide
distinctive biphasic GABAAR and GABABR-mediated synaptic
inhibition with slow kinetics on target cells (Price et al., 2005;
Mańko et al., 2012). To confirm the synaptic output of BLA
NDNF+ cells, we expressed Channelrhodopsin-2 (ChR2) in BLA
NDNF+ cells by injecting AAVdj-mdlx-DIO-ChR2-mCherry in the
BLA of NDNF-cre mice (Figure 4A). After 3–4 weeks, we first
tested the ChR2 expression by performing whole-cell recordings
on the epifluorescence-identified mCherry+ cells (Figure 4B). The
mCherry+ cells also demonstrated similar NGFC-like morphology
as previously presented, and brief light pulse trains (5 ms, 10 Hz)
reliably triggered APs in mCherry+ cells (3 of 3 tested cells, n = 2
mice; Figures 4B–E).

After confirming successful optogenetic control over the BLA
NDNF+ cell population, we performed whole-cell recordings on
BLA PNs to test the potential synaptic connection. We found slow
IPSCs were elicited in BLA PNs upon single pulse or 10 Hz pulse
trains (10 of 10 cells, n = 5 mice; Figures 4F–H). In a subset of
experiments, we further blocked GABAAR using gabazine (10 µM),
which effectively abolished the fast component of the light-
evoked PSCs, and the remaining slow outward component can be
further abolished by subsequent application of selective GABABR
antagonist, CGP-55845 (10 µM, Figure 4H). No inward current
was observed after the blockade of GABAAR- and GABABR-
mediated IPSCs (3 of 3 cells, n = 2 mice; Figure 4H). These
results demonstrate the optogenetic activation of BLA NDNF
cell populations produces both GABAAR- and GABABR-mediated
IPSCs. Lastly, we tested if the barrage firing of BLA NDNF+ cells
can be induced by optogenetic activation. In 4 out of 4 ChR2
expressing NDNF+ cells under cell-attached configuration, the
optogenetic stimulation triggered the retroaxonal barrage firing
(0.6 Hz, 1 s; Figure 4I).

Discussion

The key obstacles to understanding amygdala function include
the diversity of cell types, the complex connectivity, and its role
in behavior. In the past decade, the advanced knowledge of
developmental genetic profiling has made systematic screening and
dissecting of amygdala cell types possible (Huang, 2014; Fishell
and Kepecs, 2019). Here, we report an approach for specifically
targeting the neurogliaform cells in the mouse BLA by combining
viral transfection and the NDNF-cre transgenic mouse line.

Our results indicate that a precise Cre-mediated genetic
recombination could facilitate cell type investigation in the brain.
The mdlx enhancer may prevent the leaky expression of Cre in the
excitatory neurons of NDNF-cre mice reported in the hippocampus
(Guo et al., 2021; Mercier et al., 2022). In this study, we did not
detect BLA eGFP+ cells with PN-like morphology (Figures 1, 2),
nor did we observe any signature of evoked putative postsynaptic
glutamatergic responses from recorded BLA PNs by optogenetic
activating virally labeled BLA NDNF+ cells (Figure 4H). We also
do not record any ChR2-mediated photocurrent directly from
BLA PNs (n = 10 cells from 5 mice). These results suggest absent
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FIGURE 3

Retroaxonal barrage firing in BLA NDNF+ GABAergic neurons. (A) The representative firing pattern of a recorded NDNF+ interneuron in the BLA.
(B) The induced retroaxonal barrage firing after repetitive suprathreshold current injection (+300 pA, 1 s). Light and dark blue boxes show enlarged
sections of triggered and retroaxonal barrage firing patterns. The current injection protocol is indicated below. Scatter plots show the frequency and
AP threshold throughout the stimulation and retroaxonal barrage firing period from a single cell. Current injection-triggered APs are presented in
black, and spontaneous rAPs are depicted in red. (C) Triggered APs and rAPs recorded from the single cell shown on panel (B). Left, superimposed
triggered APs (black) and rAPs (red). Right, phase plot of triggered APs (black) and rAPs (red). (D) Averaged traces of the triggered AP (black) and rAP
(red) from a single cell show distinct rates of depolarization before the AP onset. (E) Left, a box plot of the triggered APs vs. rAPs depolarization rate
values from a single cell (1.22 ± 0.71 vs. 0.5 ± 0.21 mV/ms, mean ± SD, MWU-test, p < 0.001); Right, a bar plot shows the population average
(1.9 ± 0.67 vs. 0.99 ± 0.65 mV/ms, mean ± SD, WSR-test, p < 0.001; n = 8 cells). (F) Left, a box plot of the triggered APs vs. rAPs threshold values
from a single cell (–43.84 ± 2.59 mV vs. –66.85 ± 4.87 mV, mean ± SD, MWU-test, p < 0.001); Right, a bar plot shows the population average
(–42.13 ± 2.43 mV vs. –58.3 ± 2.34 mV, mean ± SD, WSR-test, p < 0.001). For the boxplots, boxes represent the interquartile range, small squares at
the center represent the mean, horizontal lines indicate the median, and whiskers show the SD. (G) A 2D scatter plot showing clear segregation of
triggered APs and rAPs using AP threshold and rate of depolarization from a single cell.

/undetectable Cre expression or Cre-dependent recombination
occurred in BLA PNs. Other alternative approaches, such as
restricting the active time window of Cre recombinase using
tamoxifen-inducible Cre, may also be applied to enhance the target
cell selectivity (Cre-ERT2, see Abs et al., 2018).

NGFCs in different brain areas express NDNF (Tasic et al.,
2016; Abs et al., 2018; Poorthuis et al., 2018; Mercier et al., 2022). In
this study, the vast majority of BLA NDNF+ cells showed similar
passive and active electrophysiological properties to previously
reported BLA NGFCs (Figure 2E and Table 1; Mańko et al.,
2012; Vereczki et al., 2021). However, a small fraction of the cases
exhibit sharper AHP and faster repolarization (Figure 2D). Since
we were unable to recover the anatomical features of these few
cells, it remains unknown whether there are electrophysiological
heterogenous NDNF+ cells or result from unspecific labeling.

NDNF is highly enriched in the superficial layer of the
neocortex and does not largely overlap with major interneuron
neurochemical markers such as parvalbumin, Sst, and vasoactive
intestinal peptide (Abs et al., 2018; Schuman et al., 2019).
Nevertheless, the potential heterogeneity of NDNF+ GABAergic
interneuron populations has also been described in the mouse
somatosensory cortex as NDNF expression can be detected in
GABAergic canopy cells, which are functionally distinct from
NGFCs (Schuman et al., 2019). Furthermore, in non-cortical-like
brain structures, such as lateral habenula, NDNF expression fails
to selectively label NGFCs (Webster et al., 2021), while NGFCs
derived from MGE and CGE show distinct molecular properties
(Tricoire et al., 2010, 2011; Overstreet-Wadiche and McBain, 2015;
Niquille et al., 2018). Further investigation is thus required to
determine whether the combinatory strategy presented in this
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FIGURE 4

Functional assessment of BLA NDNF+ GABAergic cells by optogenetic. (A) The experimental paradigm. (B) An overlay image of bright field (BF) and
red fluorescence signal of a representative recorded BLA mCherry+ neuron. (C) The rheobase response upon current injection (+80 pA, 1 s). (D) The
membrane responses of the recorded neuron are shown on panel (C) upon short (10 Hz, 5 ms, 5 pulses) and (E) long pulse (1 s) photostimulation.
(F) An overlay image of BF and red fluorescence signal of a representative recorded BLA mCherry(-) PN. (G) The firing pattern of the PN is shown on
panel (F) upon a current injection step (+100 pA, 1 s). (H) PN responses to 10-Hz light pulse trains under voltage clamp configuration.
Photostimulation (single pulses, 5 ms, 0.016 Hz) evoked outward currents at –60 mV (black), which could be partly blocked by bath application of
GABAAR antagonist, gabazine (gabazine, 10 µM, pink). The residual slow outward current was eliminated by applying selective GABABR antagonist,
CGP-55845 (gray, n = 3 of 3 tested cells, n = 2 mice). No light-evoked inward currents were observed from recorded PNs throughout the
optogenetic assessment (n = 10 cells, n = 5 mice). (I) Optogenetic induction of retroaxonal barrage firing with repetitive blue light stimulation (1 s,
0.6 Hz) when recording from ChR2 expressing NDNF+ neurons in the cell-attached configuration. Light and dark blue boxes show enlarged
sections of triggered and retroaxonal barrage firing patterns. CeA, central amygdala; Pir, piriform cortex.

study covers the entire BLA NGFC population. Moreover, a small
fraction of BLA NDNF+ cells do not express NPY nor Reln;
therefore, it remains unclear whether NDNF+ cells in the BLA
form a homogenous population or compose a range of NGFC
types, as has been comprehensively delineated in the neocortex
(Gomez et al., 2023).

Retroaxonal barrage firing is a conserved feature reported
in neocortical and hippocampal areas across species. This
phenomenon has predominantly been observed in NGFCs
(Suzuki et al., 2014; Wang et al., 2015; Chittajallu et al., 2020; Rózsa
et al., 2023). We found that 81% (n = 21) of BLA NGFCs exhibited

persistent firing properties, indicating a high susceptibility to
integrate prolonged activity in the local microcircuit. Furthermore,
we validated the feasibility of eliciting persistent firing by
optogenetic activation, proposing a potential application to
investigate the role of BLA NGFCs’ persistent firing activity in
behaviors. Persistent activity of NGFCs in the BLA could be a
compensatory internal mechanism that suppresses local activity
and prevents overexcitation (Suzuki et al., 2014). However, it
is well-reported that NGFC synapses pose strong short-term
use-dependent depression; hence, the functional relevance and
effectiveness of synaptic inhibition are arguable (Tamás et al., 2003;
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Karayannis et al., 2010). In the BLA, ∼80% of NDNF+ GABAergic
interneurons co-express NPY (Figures 1C, E). Therefore, the
potential release of vasoactive substances or other molecules such
as insulin (Molnár et al., 2014) during persistent firing may serve
a regulatory role in fine-tuning energy and oxygen supplies in
the micro-environment by increased network activity (Taube and
Bassett, 2003; Thompson et al., 2003; Echagarruga et al., 2020).
However, the exact mechanisms of barrage firing, the physiological
entrainment of BLA NDNF+ interneuron’s persistent firing, and its
behavioral relevance under possible pathophysiological conditions
deserve further investigation.

When examining the synaptic output of BLA NDNF+
GABAergic interneurons using optogenetics, we confirmed the
characteristic slow inhibition from postsynaptic PNs, a feature of
NGFCs described earlier (Tamás et al., 2003; Szabadics et al., 2007;
Oláh et al., 2009; Mańko et al., 2012; Rovira-Esteban et al., 2019).
Indeed, optogenetic activation is sufficient to recruit postsynaptic
GABABR in addition to the GABAAR on the target cells, contrary
to any other known BLA interneuron types (Figure 4H; Woodruff
and Sah, 2007; Vereczki et al., 2021).

Tonic inhibition plays a significant role in regulating the
overall excitability and information processing of the brain circuitry
(Marowsky et al., 2012). Such inhibition may serve as the offset
control by suppressing spontaneous activity of PNs and enhancing
the signal-to-noise ratio of incoming stimuli (Häusser and Clark,
1997; Semyanov et al., 2004; Krook-Magnuson and Huntsman,
2005). This fine-tuning helps to shape the population activity and
facilitates the precision of temporal association of distinct salient
inputs within the amygdala. A decrease in tonic inhibition can
lead to hyperexcitability and altered network dynamics, which
may contribute to pathological conditions like anxiety disorders or
epilepsy (Fritsch et al., 2009; Tasan et al., 2011; Babaev et al., 2018).
In the central amygdala, extrasynaptic inhibition is tightly linked to
anxiety levels (Lange et al., 2014; Botta et al., 2015). However, the
dynamics of BLA tonic inhibition in different behaviors and their
causal relationships remain poorly understood. Since NGFCs are
considered one of the major contributors to slow-phasic and tonic
GABA release in several brain regions, including BLA (Capogna,
2011, 2014; Hájos, 2021), selective manipulation of BLA NGFC
activity may help to elucidate the role of BLA tonic inhibition
in distinct behaviors by future optogenetic and chemogenetic
interrogations.
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