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The effect of interurban
movements on the spatial
distribution of population

Jiachen Ye1,2,3, Qitong Hu1,4, Peng Ji1,2,3* and
Marc Barthelemy5,6*
1Institute of Science and Technology for Brain-Inspired Intelligence, Fudan University, Shanghai,
China, 2Key Laboratory of Computational Neuroscience and Brain-Inspired Intelligence (Fudan
University), Ministry of Education, Shanghai, China, 3MOE Frontiers Center for Brain Science, Fudan
University, Shanghai, China, 4School of Mathematical Sciences, Shanghai Jiao Tong University,
Shanghai, China, 5Institut de Physique Théorique, Université Paris Saclay, CEA, CNRS, Paris, France,
6Centre d’Analyse et de Mathématique Sociales, (CNRS/EHESS), Paris, France

Understanding how interurbanmovements canmodify the spatial distributionof the

population is important for transport planning but is also a fundamental ingredient for

epidemicmodeling.We illustrate this on vacation trips for all transportationmodes in

China during the Lunar NewYear and compare the results for 2019with the ones for

2020where travel banswere applied formitigating the spread of a novel coronavirus

(COVID-19). We first show that inter-urban travel flows are broadly distributed and

display both large temporal and spatial fluctuations, making their modeling very

difficult. When flows are larger, they appear to be more dispersed over a larger

number of origins and destinations, creating de facto hubs that can spread an

epidemic at a large scale. Thesemovements quickly induce (in about a week for this

case) a very strong population concentration in a small set of cities. We characterize

quantitatively the return to the initial distribution by defining a pendular ratio which

allows us to show that this dynamics is in general very slow and even stopped for the

2020 Lunar New Year due to travel restrictions. Travel restrictions obviously limit the

spread of the diseases between different cities, but have thus the counter-effect of

keeping high concentration in a small set of cities, a priori favoring intra-city spread,

unless individual contacts are strongly limited. These results shed some light on the

statistics of interurban movements and how they modify the national distribution of

populations, a crucial ingredient for devising effective control strategies at a national

level.

KEYWORDS

COVID-19, interurban movements, spatial distribution, transportation modes, baidu
qianxi

Introduction

The 2020 Chinese Lunar New Year period witnessed the outbreak of a novel coronavirus

(COVID-19) in Wuhan, China, which quickly infected other countries before becoming a

pandemic [1]. The proximity of this outbreak with the Chinese Spring Festival, a period of travel

with high traffic loads, provided terrible conditions for the spread of this disease. With an
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increasing amount of confirmed cases, more attention has been

devoted to modeling the spread of COVID-19 from various

aspects such as determining the value of the reproductive number

[2–7], of the incubation period [8–10]. In general, analytical modeling

plays of course an important role in the prediction of the spread and

allows in particular to test control strategies [11], whichwas verified in

this case too [12–22]. Particularly importantwas the estimatimation of

probability to export the disease in other countries [19, 23, 24], and

were how effective travel restrictions inside China [19].

Demographic information and mobility, either under the

form of data or given by transportation models (see for example

the review [25]), are crucial for modeling infectious diseases [26],

including this COVID-19. This sort of data is also useful for

transport planning [27], city livability [28], for congestion

analysis and prediction. Mobility in general concerns either

the global scale with movements between countries [18–21],

or the national scale between cities, or even inside cities

[20–22]. Here we will mostly focus on inter-urban mobility

for all types of transport modes, and in contrast with most of

the epidemiological studies, we will not model the spread of the

disease and instead but will focus on two –interrelated– aspects.

First we will focus on statistical properties of movements between

cities (in a holiday period) and how the population distribution is

affected by these large scale seasonal migrations. This leads us to

the second aspect that we will consider, namely, the possible

impact of these movements on the epidemic spread between

cities. More precisely, we will investigate the statistical properties

of traffic flows between cities during the Chinese Spring Festival

in 2020 and in 2019. These movements are essentially due to

workers coming back to their hometown for the new year

holidays and must not be confused with interurban migration

where individuals change their town residence. An important

point to note is that the comparison of the traffic flows for

2019 and for 2020, where travel restrictions took place, gives us

an opportunity to uncover some fundamental properties of

mobility. This knowledge is fundamental for understanding

and modeling mobility at the national scale. Additionally, it is

worth to note that network measure for spatial-temporal

weighted networks could also provide fundamental

information and deserves future attention [29, 30].

Results

Statistics of interurban flows

We will first study standard statistical properties of

interurban flows, obtained from migration data provided

by Baidu Qianxi (see Material and Methods). This dataset

enables us to monitor the traffic flows between cities. For each

day d (d = 1, 2, . . ., T), we extract the number of individuals N

(i, j, d) going from city i to city j with any travel mode. The

migration data can thus be taken as a directed, weighted

network of flows between the set of n = 296 cities of China

whose populations are also known (see Material and

Methods). We collected the data for the Spring Festival of

2020 (from Jan. 1st to Feb. 12th, 2020), and for assessing the

impact of travel bans, we also collected the data for the Spring

Festival of 2019 (which according to the Chinese lunar

calendar takes place from Jan. 12th to Feb. 23rd, 2019).

Large heterogeneity of flows
We first consider the distribution of all flows of

individuals N (i, j, d) for all cities i and j and all days d, as

shown in Figure 1A. The maximum flow is of order 105 and

the average of order 103 indicates a broad distribution. A

power law fit is consistent with this picture with an exponent

α ≈ 2.3 (Figure 1A). This heterogeneity is confirmed in

Figure 1B which shows both the average value μd and the

standard deviation σd computed over all inter-city flows (for

each day d). For most days, the relative dispersion σd/μd is of

order 5–10. This heterogeneity is probably due to the large

diversity of cities, which serve as origins or destinations of

flows (see below for further analysis). An important feature

that Figure 1B exhibits the sharp drop of the standard

deviation after Jan. 25th, the Lunar New Year (LNY),

which is mainly due to the travel ban (Supplementary

Figures S1, S3 in the Supplementary Material (SM) for a

detailed discussion) as shown below.

FIGURE 1
Statistics of interurban flows. (A) Distribution of all traffic
flows N (i, j, d) in loglog. The line is a power law fit of the form N−α

with exponent α = 2.27 with fitting method described in [29]. (B)
Average and standard deviation of the flowsN (i, j, d) averaged
over traffic flows versus the date d (from 1st January to 12th
February).
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Temporal versus spatial fluctuations
In order to understand the nature of the different

fluctuations affecting the flows N (i, j, d), we compute the

relative standard deviation Δij � σ ij
μij
, where μij and σij are the

average and standard deviation computed over time, and the

relative standard deviation Δd � σd
μd
, average over all flows, for

a given day d. We show on Figure 2A the spatial dispersion Δd

versus time and in Figure 2B the distribution of Δij. We

observe that the spatial dispersion is of order 8.3, while the

temporal dispersion is less (mainly concentrated around 1).

The main reason for heterogeneity thus lies in the flow

fluctuations between different origins and destinations,

while temporal fluctuations are smaller but not negligible.

These two sources of heterogeneity clearly represent a

challenge for modeling these flows, especially with very

simplified models. Our results indicate that the first

modeling step would be to describe the spatial

heterogeneity of flows and then to consider temporal

variations.

The next natural quantities, which can be computed over this

network, are the incoming flowsNin(i, d) and outgoing flowsNout

(i, d) defined by

Nin i, d( ) � ∑n

j�1 N j, i, d( )
Nout i, d( ) � ∑n

j�1 N i, j, d( )
⎧⎪⎨
⎪⎩ (1)

respectively. We measure in the same way as above various

measures of fluctuations, either averaged over cities or over

time, leading to the quantities Δin (out)
d , Δin (out)

i . As these

quantities are sums of random variables, we expect smaller

relative dispersions than for N (i, j, d) which is indeed what

we observe (Figures 2C,D, with typical values of relative

dispersion of order 1 (Supplementary Figures S4, S5 for

additional details). In order to get first insights about the

influence of travel bans, we compare the incoming flows and

outgoing flows versus city population in 2019 and 2020 with

days Nbefore
in, out before and Nafter

out, in after LNY. We first observe that

(Supplementary Figure S2 in SM) basically the number of

outgoing individuals before LNY corresponds approximately

to the number of incoming individuals after LNY with

Nbefore
in (out) ≈ Nafter

out (in) (and vice-versa). These relations thus

correspond roughly to the conservation of the number of

individuals traveling during the Chinese Spring Festival.

Structure of incoming and outgoing flows
The value of incoming or outgoing flows gives information

about the volume of migrations, but not about the number of

important origins or destinations. In order to characterize the

dispersion over different cities, we denote byO(i, d) andD(i, d),
the sets of origin of flows incoming in city i and destinations of

flows from city i (for the day d), respectively. We then use Gini

indices [30] that capture the dispersion of incoming and

outgoing flows and are given by

Gin i, d( ) � 1
2O2 �Nin i, d( ) ∑

p,q∈O i,d( )
|N p, i, d( ) −N q, i, d( )| (2)

FIGURE 2
Temporal versus spatial fluctuations. (A) Relative standard deviation of the flowsN averaged over traffic flows and represented here versus time.
(B)Distribution of the relative standard deviation ofN averaged over time. (C) Relative standard deviation ofNin(i, d) andNout(i, d) averaged over cities
and shown here versus time. (D) Distribution of the relative standard deviation of Nin and Nout averaged over time.
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Gout i, d( ) � 1
2D2 �Nout i, d( ) ∑

p,q∈D i,d( )
|N i, p, d( ) −N i, q, d( )| (3)

where O and D represent the number of elements of the setsO(i, d)
andD(i, d). The quantity �Nin(i, d) � Nin(i,d)

|O(i,d)| is the average incoming

flows and �Nout(i, d) � Nout(i,d)
|D(i,d)| the average outgoing flows. Intuitively,

if all traffic flows to city i are from one single origin city on day d, the

Gini indexGin (i, d) will be 1, while if traffic flows to city i are all equal,

the Gini index Gin (i, d) will be 0 (and similarly for Gout (i, d)).

We plot these Gini indices computed for each city versus the

traffic flows to or from this city. These Figures 3A,B show that on

average the larger the traffic flows are, the more dispersed they are

over a larger number of origins or destinations. In terms of epidemic

control, it is clear that cities with a large flow Nin and a small Gini

indexGin is themost critical, in the sense thatmany people frommany

different cities are converging to the same place. Equally, cities with a

large Nout and a small Gout should be particularly monitored, since

they can act as hubs in spreading the disease over the inter-city

network. Figures 3C,D show the top 5 critical cities, including Beijing,

Shanghai, Chongqing and Guangzhou for both the incoming and

outgoing flows, Shenzhen for the incoming flows, and Dongguan for

the outgoing flows.

Statistical structure of the national
population

An important effect of incoming and outgoing flows is that

they change the population structure. Some cities will receive a

large number of individuals while for others we expect a decrease

of their population. Migration thus affects the statistical structure

of the national population and in this section we will characterize

this effect.

Temporal evolution of population structure
In order to characterize the disparity of the population

distribution and how it varies during seasonal migrations, we

consider the population of city i at time d given by

FIGURE 4
Variation of the Gini index. Temporal variations around the
Spring Festival holidays of the population Gini index for 2019 and
2020. The horizontal dotted line represents the value “at rest”. The
vertical line indicates the day of the LNY.

FIGURE 3
Relationship between Gini index and incoming/outgoing flows. (A)Gin versusNin for all cities and days. (B)Gout versusNout for all cities and days
(shown in loglog). The thick line indicates the average of Gin (Gout) versus of Nin (Nout) and the shaded area represents the standard deviation of the
average. Top 5 critical cities for (C) incoming flows and (D) outgoing flows.
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P i, d( ) � P0 i( ) + ∑
d′#d

Nin i, d′( ) − ∑
d′#d

Nout i, d′( ), (4)

where P0(i) represents the population of city i without incoming

and outgoing flows. The Gini index for the city population of the

whole country at day d is then given by

G d( ) � 1
2n2 �P d( ) ∑

n

i, j�1
|P i, d( ) − P j, d( )|, (5)

where �P(d) � 1
n∑n

i�1P(i, d) is the average population of all cities

at day d. Intuitively, if all people gather in one city, G will be 1,

while if people spread evenly across all cities, G will be 0. For

comparison, we also define the Gini index at rest as

Grest � 1
2n2 �P0

∑
n

i, j�1
|P0 i( ) − P0 j( )|. (6)

This quantity captures the degree of population concentration

without any traffic flows, where �P0 � 1
n∑n

i�1P0(i) is the average

population of all cities without any traffic flows. We show in

Figure 4 the variation of the Gini coefficient when we take into

account migration flows.

We plot both the results for 2019 and 2020. In both cases

we see an important increase of the Gini index in a short time

(about a week): When the LNY is approaching, people go

back from workplaces to hometowns for reunion with

families. A smaller set of cities concentrates these meetings

with the number of important cities reaching its minimum

and the Gini index reaching its peak on the LNY. Based on the

Gini index, we estimate the number of “important” cities

where the concentration takes place through [n (1 − G)],

where [·] denotes the integer part (Supplementary Material

for details where we show in Supplementary Figure S6 this

number versus time and indeed observe an important drop

when approaching the LNY). After the LNY (Jan. 25th),

individuals are going back home and the Gini coefficient

relaxes back to its original value, but much slower. We observe

that in 2020, the increase of the Gini index is larger and, due to

travel bans, the decrease even slower than normal. The reason may

be that after the outbreak of COVID-19, almost all regions have

deferred the time of resuming works and classes after the Spring

Festival holiday. For example, Shanghai proposed that companies

not crucial to the nation should not resume works before Feb. 10th

and that schools should provide online classes. At this point, the

population structure at the national level is far from being back to

normal. These different results show that these seasonal

movements induce a strong concentration of individuals in a

relative small set of cities, and that travel bans tend to keep this

situation of high concentration.

Return to “equilibrium”: Pendular ratio
We observe in Figure 4 that after the LNY there is a

decrease of the Gini index indicating a return to normal state

characterized by a lower concentration of individuals. In

order to characterize quantitatively this return to the

original state (before holidays), we measure the gap

between individuals going out from a city before the LNY

and coming back after it. This gap defines a ‘pendular ratio’

given by

R i, df( ) � ∑d̂<d#d̂+dfNin i, d( )
∑d̂−df#d< d̂Nout i, d( ), (7)

where df is a range of days around the LNY d̂. If this ratio is

much larger than 1, it means that for this city there is a large

incoming flow while for the opposite situation R (i, df) ≪ 1, a

large number of individuals are going out (compared to the

incoming flows). At large times df, we expect that R ≃ 1 since

most of the individuals have come back. We divide cities into

three categories according to the value of R (i, 1): If the value

is larger than 1.5, we classify city i as a “receiver” city. If the

FIGURE 5
Spatial distribution of different categories of cites. (A) Emitter,
receiver and transit cities according to the value of R (i, 1) for
2019 with the number of three categories of cites at lower left
corner. (B) Emitter, receiver and transit cities according to the
value of R (i, 1) for 2020 with the number of three categories of
cites at lower left corner.
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value is less than 0.5, we classify city i as an “emitter” city.

Finally, if the value is between 0.5 and 1.5, we classify city i as

a “transit” city. We represent on Figure 5 the cities of different

types on the map of China. We observe that both receiver and

transit cities are homogeneously distributed in China. In

contrast, emitters cities are in general located in developed

regions, e.g., Beijing, Shanghai, Guangzhou, and so on, as

shown in Figures 5A,B. It is interesting to note that cities of

the Hubei province (within the dashed circle in the figure) are

emitters cities in 2020, essentially due to travel restrictions

that prevented individuals to come back to Wuhan. This is

an important difference compared to the year of

2019 that appears here in the spatial structure of emitters

and receivers.

We show in Figures 6A,B the pendular ratio for 2019 and

2020 for all cities and we highlight 5 cities: Wuhan, Beijing,

Tianjin, Chongqing, and Shanghai, corresponding to the origin

place of COVID-19 and four province-level municipalities. We

note here that the curve corresponding toWuhan is at the bottom

of all cities in Figures 6B, reflecting the success of sealing off

Wuhan from all outside contact to stop the spread of the disease

since Jan. 23rd.

In Figures 6C,D, we show this pendular ratio for 2019 and

2020 for the different types of cities (we average over cities in

a given category, emitter, receiver or transit). Results show

that the standard deviation is small for the three groups

adding credit to their definition. In addition, compared to

2019, the values of R (i, 1) corresponding to 2020 are much

smaller. In 2019, the pendular ratio of all the three types of

cities returns to 1, meaning that the majority of individuals

who went away for the holidays came back. The situation for

2020 is very different with a pendular ratio for all types of

cities that converges to a value less than 1 (even less than 0.5),

indicating that the majority of people who went away for the

holidays did not come back yet. This result remains

consistent with the conclusion of Gini index (Figure 3)

about a larger concentration in cities and the effect of

travel bans.

Finally, we note here that we additionally implemented our

whole analysis at the province level (Supplementary Material)

and the results obtained are similar to those obtained at the city

level.

Discussion

Our findings thus concern four different aspects. First, the

traffic flows between cities are very heterogeneous not only

spatially but also from a temporal perspective. Such a large

heterogeneity could be induced by the large flows observed

during this particular period of the Spring Festival and also by

travel bans. We note here that similar results apply also to an

aggregated level, i.e. the incoming and outgoing flows for

provinces also display important heterogeneities. This

FIGURE 6
Pendular ratio comparison. (A) Pendular ratio for all cities versus days df from LNY in 2019. We highlight five important cities. (B) Pendular ratio
for all cities versus days df from LNY in 2020with highlight of 5 cities. (C)Average values of the pendular ratio over cities according to the classification
(receiver, emitter or transit cities) versus days from LNY in 2019. The colored areas correspond to one standard deviation. (D) Mean value of the
pendular ratio over cities according to the classification versus days from LNY in 2020 with the shaded area representing the corresponding
standard deviation.
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heterogeneity aspect is crucial for understanding and

modeling epidemic spreading for which we know its

importance [31, 32] and more generally for most processes

on networks [33]. We quantify the dispersion of origins/

destinations of the incoming/outgoing flows showing that for

larger flows we have a larger variety of origins and

destinations. We also show that during these seasonal

migrations of the Spring Festival, the national structure of

population changes quickly with a larger concentration in a

small set of cities. This concentration decays normally in time

after the festivities but travel bans slow down this return to

the initial state. It is natural to try to stop the geographical

spread of the disease by interurban movements, but on the

other hand, large concentration in cities can favor the spread

at the city level and increase the number of infected cases.

This concentration can be compensated by a more important

control at the individual contact level which is what was done

in cities such as Wuhan. These results are in line with

epidemic modeling results [21], where travel quarantine is

effective only when combined with a large reduction of intra-

community transmission.

The study presented here focuses on this particular and

very important event of the Chinese Lunar New Year, and it

would be interesting to test these properties for other events

and for other countries where a large fraction of the

population moves within the country. Our results highlight

the importance of mobility studies for modeling a variety of

processes and in particular for understanding and modeling

the spread of epidemics. Effective mitigating strategies need

to take into account the change of population structure that

we exhibited here.

Methods

Data

We obtained the migration data from Baidu Qianxi

(http://qianxi.baidu.com), by using Baidu Location Based

Services, and Baidu Tianyan, for all transportation modes.

It provides the following two datasets: Migration index

reflecting the size of the population moving into or out

from a city/province, and migration ratio capturing the

proportion of each origins and destination. We collected

the data during Chinese Spring Festival period of 2020

(from Jan. 1st to Feb. 12th, 2020). For parallel comparison,

the migration index during the same period of 2019 (re-scaled

according to Chinese lunar calendar, from Jan. 12th to Feb.

23rd, 2019) is also used.

In addition to the migration data, we collected the

demographic from China Statistical Yearbook (http://www.

statsdatabank.com), an annual statistical publication, which

reflects comprehensively economic and social development of

China. It covers key statistical data in recent years at both the city

level and the province level. We collected the data of population

of 31 province-level regions and 296 city-level regions from

China Statistical Yearbook 2019, the latest edition provided.
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The wiener index of the
zero-divisor graph for a new
class of residue class rings

Yinhu Wei and Ricai Luo*

School of Mathematics and Physics, Hechi University, Yizhou, China

The zero-divisor graph of a commutative ring R, denoted by Γ(R), is a graph

whose two distinct vertices x and y are joined by an edge if and only if xy = 0 or

yx = 0. The main problem of the study of graphs defined on algebraic structure

is to recognize finite rings through the properties of various graphs defined on it.

The main objective of this article is to study the Wiener index of zero-divisor

graph and compressed zero-divisor graph of the ring of integer modulo psqt for

all distinct primes p, q and s, t ∈ N. We study the structure of these graphs by

dividing the vertex set. Furthermore, a formula for the Wiener index of zero-

divisor graph of Γ(R), and a formula for the Wiener index of associated

compressed zero-divisor graph ΓE(R) are derived for R � Zpsqt .

KEYWORDS

wiener index, zero-divisor graphs, compressed zero-divisor graph, residue class rings,
equivalence classification

Introduction

The study of graphs defined on algebraic structures has been an active topic of

research in the last few decades. The main question in the area is to recognize finite

rings through the properties of various graphs defined on it. The notion of the zero-

divisor graph of a commutative ring was introduced by I. Beck in (Beck, 1988), where

he considered the set of zero divisors including zero and introduced the concepts

such as diameter, grith and clique number of a zero divisor graph. Then later on in

(Anderson and Livingston, 1999), Anderson and Livingston changed the vertex set of

the zero-divisor graph, they considered only the vertices of the non-zero zero-

divisors. For more details, one may see the survey (Singh and Bhat, 2020) and the

references therein for the vast literature on the study of zero-divisor graphs.

The Wiener index is one of the important graph indices, and has a variety of

applications in pharmaceutical science and in the structure of nanotubes. For results

and applications of Wiener index, see (Devillers and Balaban, 1999; Dobrynin et al.,

2001; Dehmer and Emmert-Streib, 2014; Dobrynin and Iranmanesh, 2020). There

are some works of the Wiener index were done for the ring of integers modulo n. Let

us review some of the work done on the topological indices of the zero-divisor

graphs. Let p, q be distinct prime numbers. Ahmadi et al. (Ahmadi and Nezhad,

2011) in 2011 has provided an algorithm to determining the Wiener index of Zn for

n = p2, pq. In 2018, Mohammad et al. (Mohammad and Authman, 2018) has extended
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the result by determining the Wiener index of a zero-divisor

graph of Γ(Zn) for n = pm and pmq, where m ∈ Z and m ≥ 2

using the Hosoya polynomial. Pirzada et al. (Pirzada et al.,

2020) in 2020 determined the Wiener index of a zero-divisor

graph and a compressed zero-divisor of Zpm for m ∈ N. In

(Asir and Rabikka, 2021), recently a constructed method to

calculate the Wiener index of zero-divisor graph of Zn for any

positive integer n is determined. The authors of (Asir and

Rabikka, 2021) calculated the complete formula through

restrict n as product of distinct primes and the remaining

cases. In 2022, Selvakumar et al. (Selvakumar et al., 2022)

visualized the zero-divisor graph Γ(R) as a generalized

composition of suitable choices of graphs and derived a

formula for the Wiener index of the graph Γ(Zn).
In this paper, we are interested in the parameter Wiener index

of graphs for the rings of integers modulo psqt. Although the

formulas in the general case for the rings of Zn have been obtained

in literatures (Asir and Rabikka, 2021) and (Selvakumar et al.,

2022), compared with their results, our formula is more direct and

convenient for calculation theWiener indexW(Γ(Zpsqt )). We also

get the formula for compressed zero-divisor graph.

Preliminaries

Throughout this paper we assume that R denotes a

commutative ring with identity, Z(R) be its set of zero-

divisors, the (nonempty) set of nonzero zero-divisors and

unit elements denoted by Z(R)* and U(R). We use Z to note

the ring of integers.

Definition 1. Let G be a graph and let u and v be two vertices of

G. The distance between u and v, denoted by dG(u, v), is defined to

be the length of the shortest path between u and v. The Wiener

index of the graph G, denoted by W(G), is defined to be the sum of

all distanced between any two vertices of G.

Let dG(v) denote the sum of distances of the vertex v from all

the vertices of G, then the Wiener index can be redefined as

W G( ) � 1
2

∑
v∈V G( )

dG v( ).

Let R be an arbitrary finite commutative ring with unity. We

define an equivalence relation ~ on Z(R)* as follows. For x, y ∈
Z(R)*, define x ~ y if and only if ann(x) = ann(y) where ann(x) =

{r ∈ R|rx = 0}. We call these classes the equiv-annihilator classes

of the zero-divisor graph Γ(R).
We write d (x, y) to denote the distance between x and y in

Z(R)*, and write x ~ y to denote x and y are adjacent, otherwise

x § y. Let U, V be subsets of the vertex of Γ(R), the U ↔ V shall

denote that each vertex of U is adjacent to every vertex of V, and

UO V denotes that no vertex ofU is adjacent to every vertex ofV.

The so-called compressed zero-divisor graph of a ring was

first defined by the Spiroff et al. in (Spiroff and Wickham, 2011).

Definition 2. For a commutative ring R with 1 ≠ 0, a compressed

zero-divisor graph of a ring R is the undirected graph ΓE(R) with
vertex set Z(RE) − [0] = RE − {[0], [1]} defined by RE = {[x]|x ∈ R},
where [x] = {y ∈ R|ann(x) = ann(y)} and two distinct vertices [x]

and [y] are adjacent if and only if [x][y] = [0] = [xy], that is, if and

only if xy = 0.

In what follows, we use the graph-theoretic notions from

(Douglas, 2001).

Main results

In this section, we first give a structure of R � Zpsqt using the

method of equivalence classification.

Let p, q be distinct prime numbers and s, t ∈ N, the vertex set

of R � Zpsqt be divided into disjoint subsets V00, . . ., Vij, . . ., Vst,

where

Vij �
kpiqj ∈ Zn|p§k and q§k{ } if i< s and j< t
kpiqt ∈ Zn|p§k{ } if i< s and j � t
kpsqj ∈ Zn|q§k{ } if i � s and j< t.

⎧⎪⎨
⎪⎩ (1)

We noted that Vst =∅ and V00?Z(Zpsqt )*. For the

convenience of presentation, we always assumes that V00 and Vst

are empty sets in the following, unless otherwise specified. Therefore

V Γ Zpsqt( )( ) � ⋃
0≤i≤s

⋃
0≤j≤t

Vij( ).

Example 1. Consider the ring R � Z22×32 . The vertex set of

Γ(Z22×32 ) is
V Γ Z22×32( )( ) � V01 ⋃ V02 ⋃ V10 ⋃ V11 ⋃ V12 ⋃ V20 ⋃ V21

� 3, 15, 21, 33{ } ⋃ 9, 27{ } ⋃ 2, 10, 14, 22, 26, 34{ }
⋃ 6, 30{ } ⋃ 18{ } ⋃ 4, 8, 16, 20, 28, 32{ } ⋃ 12, 24{ }.

It is not difficult to see that Vij be the equiv-annihilator

classes of Γ(Zpsqt ), where 0 ≤ i ≤ s and 0 ≤ j ≤ t. If i < s and j < t, for

any x, y ∈ Vij. Let z ∈ ann(x), then z = k′ps−iqt−j. So yz = (kpiqj)

(k′ps−iqt−j) = kk′psqt, that is, z ∈ ann(y). If i < s and j = t, for any x,

y ∈ Vij. Let z ∈ ann(x), then z = k′ps−i. So yz = (kpiqt) (k′ps−i) =
kk′psqt, that is, z ∈ ann(y). If i = s and j < t, for any x, y ∈Vij. Let z ∈
ann(x), then z = k′qt−j. So yz = (kpsqj) (k′qt−j) = kk′psqt, that is, z ∈
ann(y). Thus ann(x) = ann(y) for any x, y ∈ Vij.

Next, we prove some elementary properties of the vertex

subsets Vij.

Lemma 1. For distinct prime numbers p, q, let n = psqt for some

s, t ∈ N and Vij be the equiv-annihilator classes of Γ(Zn)where 0 ≤
i ≤ s and 0 ≤ j ≤ t. Then

(1) |Vij| �
(p − 1)ps−i−1(q − 1)qt−j−1 if i ≠ s and j ≠ t
(q − 1)qt−j−1 if i � s
(p − 1)ps−i−1 if j � t.

⎧⎪⎨
⎪⎩

(2)

Vij ↔ Vi′j′ if and only if i + i′ ≥ s and j + j′ ≥ t.
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Proof. (1) we consider the following cases.

Case 1: i ≠ s and j ≠ t.

Let Sij be the set of all the elements that can be divisible by piqj

in Zn. By the inclusion-exclusion principle,

|Vij| � |Sij| − |pSij| − |qSij| + |pqSij|.

Note that |Sij| = |{kpiqj|0 ≤ k < ps−iqt−j}| = ps−iqt−j. Since

|pSij| � | kpi+1qj|0≤ k<ps−i−1qt−j{ }| � ps−i−1qt−j

|qSij| � | kpiqj+1|0≤ k<ps−iqt−j−1{ }| � ps−iqt−j−1

And

|pqSsj| � | kpi+1qj+1|0≤ k<ps−i−1qt−j−1{ }| � ps−i−1qt−j−1.

Then

|Vij| � ps−iqt−j − ps−i−1qt−j − ps−iqt−j−1 + ps−i−1qt−j−1

� p − 1( )ps−i−1 q − 1( )qt−j−1.
Case 2: i = s.

Since

|Ssj| � | kpsqj|0≤ k< qt−j and q§k{ }|
Then

|Ssj| � qt−j − qt−j−1 � q − 1( )qt−j−1.
Case 3: j = t.

Since

|Sit| � | kpiqt|0≤ k<ps−i and p§k{ }|
Then

|Sit| � ps−i − ps−i−1 � p − 1( )ps−i−1.

(2) Let x = kijp
iqj ∈ Vij, y = ki′j′p

i′qj′ ∈ Vi′j′. If i + i′ ≥ s and j + j′ ≥
t, then

xy � kijki′j′p
i+i′qj+j′ � kijki′j′p

i+i′−sqj+j′−tn ≡ 0 modn( ).

So x is adjacent to y.

Conversely, suppose Vij ↔ Vi′j′. If i + i′ < s or j + j′ < t. We

have xy = kijki′j′p
i+i′qj+j′ can’t be a multiple of n, a

contradiction.

The following result characterized the distance between the

equiv-annihilator classes.

Proposition 1. For distinct prime numbers p, q, let

x, y ∈ V(Γ(Zpsqt )) for some s, t ∈ N. Then d(x, y) = 1, 2 or 3.

Proof. Let V01, V10, / , Vs,t−1, Vs−1,t be the equiv-annihilator

classes of Γ(Zpsqt ), where Vij defined by (1). For x ∈ Vi1j1 and

y ∈ Vi2j2, where 0 ≤ i1, i2 ≤ s and 0 ≤ j1, j2 ≤ t.

If i1 + i2 ≥ s and j1 + j2 ≥ s, then x ~ y and d (x, y) = 1 by lemma

1. So we only need to consider the cases of i1 + i2 < s or j1 + j2 < s

in the following, that is, x§ y. Without loss of generality,we may

assume that i1 + i2 < s. Consider the following cases.

Case 1: 0 < i1, i2 < s.

Let i = s −min{i1, i2}, j = t. We have i1 + i ≥ s and j1 + j ≥ t, also

i + i2 ≥ s and j + j2 ≥ t. Then Vi1j1 ↔ Vij ↔ Vi2j2. Hence, d (x,

y) = 2.

Case 2: i1 = 0 and i2 = 0.

Let i = s, j = t −min{j1, j2}. We have i1 + i ≥ s and j1 + j ≥ t, also

i + i2 ≥ s and j + j2 ≥ t. Then Vi1j1 ↔ Vij ↔ Vi2j2. Hence, d

(x, y) = 2.

Case 3: i1 = 0 and i2 ≠ 0. Consider the following subcases.

Subcase3.1: If j2 = 0. Let i3 = s, i4 = s − i2, j3 = t − j1, and j4 = t.

We have

i1 + i3 � s, i2 + i4 � s, i3 + i4 � s + s − i2( )> s

And

j1 + j3 � t, j2 + j4 � t, j3 + j4 � t − j1( ) + t> t.

Thus Vi1j1 ↔ Vi3j3 ↔ Vi4j4 ↔ Vi2j2.

Since

i1 + i4 � 0 + s − i2( )< s, j3 + j2 � t − j1( ) + 0< t,

Then Vi1j1OVi4j4 and Vi3j3OVi2j2. Therefore, d (x, y) = 3.

Subcase3.2: If j2 ≠ 0. Let i = s and j = t − min{j1, j2}. We

have

i1 + i � s, j1 + j≥ t

And

i + i2 > s, j + j2 ≥ t.

Thus Vi1j1 ↔ Vij ↔ Vi2j2. Therefore, d (x, y) = 2.

Case 4: i1 ≠ 0 and i2 = 0. A similar argument as in Case

3 shows that d (x, y) = 2 or 3.

We have already shown that in any case, d (x, y) = 1, 2 or 3.

Now, we can calculate the Wiener index of Γ(Zpsqt ).

Theorem 1. For distinct prime numbers p, q, and some s, t ∈ N.

The Wiener index
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W Γ Zpsqt( )( ) � ∑
⌈s

2⌉−1

i�0
∑
t

j�0
|Vij| |Vij| − 1( ) +∑

s

i�0

× ∑
⌈t

2⌉−1

j�0
|Vij| |Vij| − 1( ) − ∑

⌈s
2⌉−1

i�0

× ∑
⌈t

2⌉−1

j�0
|Vij |Vij| − 1( ) + ∑

s

i�⌈s
2⌉

× ∑
t

j�⌈t
2⌉

|Vij| |Vij| − 1( )
2

+ 2∑
s

i�0

× ∑
t

j�0
|Vij| ∑

t

j′�j+1
|Vij′| + ∑

s

i′�i+1
∑
t

j′�0
|Vi′j′|⎛⎝ ⎞⎠

− ∑
s

i�⌈s
2⌉

∑
t

j�0
|Vij| ∑

t

j′�max t−j,j+1{ }
|Vij′|⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ −∑

s−1

i�0

× ∑
t

j�0
|Vij| ∑

s

i′�max s−i,i+1{ }
∑
t

j′�t−j
|Vi′j′|⎛⎝ ⎞⎠ +∑

t

j�0

× ∑
s

i′�0
|V0j‖Vi′0| − |Vs0‖V0t|

where

|Vij| �
(p − 1)ps−i−1(q − 1)qt−j−1 if i ≠ s and j ≠ t
(q − 1)qt−j−1 if i � s
(p − 1)ps−i−1 if j � t.

⎧⎪⎨
⎪⎩

Proof. Let n = psqt, we have V01, V10, . . ., Vs−1,t, Vs,t−1 is the

partition of V(Γ(Zpsqt )) ,where Vij defined by (1). For any two

different elements x, y in Vij. By the proof of Proposition 1, there

are the following cases.

Case 1: 0≤ i≤ �s2� − 1 or 0≤ j≤ �t2� − 1.

In this case, we have d (x, y) = 2. Then

∑
x,y∈Vij

d x, y( ) � ∑
|Vij |

k�2
d x1, xk( ) + ∑

|Vij |

k�3
d x2, xk( ) +/ + d x|Vij |−1, x|Vij |( )

� 2 |Vij| − 1( ) + 2 |Vij| − 2( ) +/ + 2

� |Vij| |Vij| − 1( ).

Case 2: �s2�≤ i≤ s and �t2�≤ j≤ t.

In this case, d (x, y) = 1. Then

∑
x,y∈Vij

d x, y( ) � ∑
|Vij |

k�2
d x1, xk( ) + ∑

|Vij |

k�3
d x2, xk( ) +/ + d x|Vij |−1, x|Vij |( )

� |Vij| − 1( ) + |Vij| − 2( ) +/ + 1

� |Vij| |Vij| − 1( )
2

.

Let x and y be the elements in the two different equiv-annihilator

classes, Vij and Vi′j′, respectively. Consider the following cases.

Case 3: i + i′ ≥ s and j + j′ ≥ t.

By Lemma 1, d (x, y) = 1. Then

∑
x∈Vij

∑
y∈Vi′j′

d x, y( ) � |Vij‖Vi′j′|.

Case 4: 0 < i + i′ < s or 0 < j + j′ < t.

Subcase 4.1: i = 0 and j′ = 0.

In this case, we have d (x, y) = 3. Hence

∑
x∈Vij

∑
y∈Vi′j′

d x, y( ) � 3|Vij‖Vi′j′|.

Subcase 4.2: i′ = 0 and j = 0.

In this case, d (x, y) = 3. Hence

∑
x∈Vij

∑
y∈Vi′j′

d x, y( ) � 3|Vij‖Vi′j′|.

Subcase 4.3: If i, j′ are not both equal to 0, and i′, j are not
both equal to 0.

In this case, d (x, y) = 2. Hence

∑
x∈Vij

∑
y∈Vi′j′

d x, y( ) � 2|Vij‖Vi′j′|.

In conclusion, the Weiner index is

W Γ Zpsqt( )( � ∑
s

i�0
∑
t

j�0
∑

x,y∈Vij

d x, y( )⎛⎝ ⎞⎠ + ∑
s

i,i′�0

× ∑
t

j,j′�0
∑
x∈Vij

∑
y∈Vi′j′

d x, y( )⎛⎜⎝ ⎞⎟⎠

� ∑
⌈s

2⌉−1

i�0
∑
t

j�0
|Vij| |Vij| − 1( ) +∑

s

i�0
∑
⌈t

2⌉−1

j�0
|Vij| |Vij| − 1( )

− ∑
⌈s

2⌉−1

i�0
∑
⌈t

2⌉−1

j�0
|Vij| |Vij| − 1( ) + ∑

s

i�⌈s
2⌉

× ∑
t

j�⌈t
2⌉

|Vij| |Vij| − 1( )
2

+ 2∑
s

i�0

× ∑
t

j�0
|Vij| ∑

t

j′�j+1
|Vij′| + ∑

s

i′�i+1
∑
t

j′�0
|Vi′j′|⎛⎝ ⎞⎠

− ∑
s

i�⌈s
2⌉

∑
t

j�0
|Vij| × ∑

t

j′�max t−j,j+1{ }
|Vij′|⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ −∑

s

i�0

× ∑
t

j�0
|Vij| ∑

s

i′�max s−i,i+1{ }
∑
t

j′�t−j
|Vi′j′|⎛⎝ ⎞⎠ +∑

t

j�0

× ∑
s

i′�0
|V0j‖Vi′0| − |Vs0‖V0t|.

Therefore the result holds, by Lemma 1.
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The following Table gives the exact value of W(Γ(Zn)) for
n = 2s3t, where 1 ≤ s ≤ 3 and 1 ≤ t ≤ 3.

The compressed zero-divisor graph of Zpsqt can be

obtained by treating the set Vij, 0 ≤ i ≤ s, 0 ≤ j ≤ t, as a

single vertex. To illustrate, let’s give an example in the

following.

Example 2. Consider the ring R � Z22×33 , the vertex set of

Γ(Z22×33 ) is divided into 10 sets V01, V02, V03, V10, V11, V12,

V13, V20, V21, V22. Then the associated compressed zero-divisor

graph ΓE(Z22×33 ) is shown in Figure 1.

Before proving the next result we need the following lemma.

Lemma 2. For distinct prime numbers p, q, let n = psqt for some

s, t ∈ N and G � ΓE(Zn) be the compressed zero-divisor graph of

Zn. Then

(1) V(G) = {Vij|0 ≤ i ≤ s, 0 ≤ j ≤ t} .

(2) dG(Vij)�

2(s+1)(t+1)+s−j−6 if i�0and0<j<t
2(s+1)(t+1)+s−t−7 if i�0andj� t
2(s+1)(t+1)+t− i−6 if0<i<t andj�0
2(s+1)(t+1)+t−s−7 if i�s andj�0
2(s+1)(t+1)−(i+1)(j+1)−4 if i≥⌈s

2
⌉andj≥⌈t

2
⌉

2(s+1)(t+1)−(i+1)(j+1)−5 otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Proof. (1) Note that

Z Zn( )p � upiqj ∈ Zn|u ∈ U Zn( ) and i, j( ) ≠ 0, 0( ), s, t( ){ },
where U(Zn) be the units set of Zn.

Let x � u1piqj, y � u2pi′qj′ ∈ Z(Zn)p, such that ann(x) =

ann(y). Assume that (i, j) ≠ (i′, j′). Without loss of generality, we

may let i < i′. There are the following cases.

Case 1: i < i′ < s.

Since z = ups−i′qt ∈ ann(y). But xz = u1up
s−i′+iqt+j is not

divisible by n, a contradiction. therefore, (i, j) = (i′, j′) and [x] =

[y] = Vij.

Case 2: i < s < i′.
Since z = ups−i−1qt ∈ ann(y). But xz = u1up

s−1qt+j is not divisible

by n, a contradiction. therefore, (i, j) = (i′, j′) and [x] = [y] = Vij.

Case 3: s < i < i′.
In this case, we have j < t and j′ < t. If j ≠ j′, then z = uqmin

{t−j,t−j′} ∈ ann(x) or z = uqmin{t−j,t−j′} ∈ ann(y) but not both. A

contradiction. therefore, j = j′ and [x] = [y] = Vsj.

Then the result is holds.

(2) Let dkG(Vij) denote the sum of distances of the vertex Vij

from the vertices of G with a distance of k, where k = 1, 2 or

3 by Proposition 1. Then

dG Vij( ) � d1
G Vij( ) + d2

G Vij( ) + d3
G Vij( ).

There are the following cases.

Case 1: i = 0 and 0 < j < t.

By Lemma 1 there areVij↔Vi′j′ if and only if i + i′ ≥ s and j +

j′ ≥ t. So in this case d1G(Vij) � j because i′ = s and j′ = t − 1, . . .,

t − j. By the proof of Proposition 1, d (Vij, Vi′j′) = 3 if and only if

i′ = 1, 2, . . ., s and j′ = 0. So d3G(Vij) � 3s. therefore

d2
G Vij( ) � 2 |V G( )| − d1

G Vij( ) − 1
3
d3
G Vij( ) − | V00, Vij, Vst{ }|( )

� 2 s + 1( ) t + 1( ) − j − s − 3( ).

Hence, dG (Vij) = 2 (s + 1) (t + 1) + s − j − 6.

Case 2: i = 0 and j = t.

As case 1, d1G(Vij) � t because i′ = s and j′ = t − 1, t − 2, . . ., 0.

Since d (Vij, Vi′j′) = 3 if and only if i′ = 1, 2, . . ., s − 1 and j′ = 0.

Then d3G(Vij) � 3(s − 1). Therefore

d2
G Vij( ) � 2 |V G( )| − d1

G Vij( ) − 1
3
d3
G Vij( ) − | V00, Vij, Vst{ }|( )

� 2 s + 1( ) t + 1( ) − t − s − 1( ) − 3( ).

Hence, dG (Vij) = 2 (s + 1) (t + 1) + s − t − 7.

Case 3: 0 < i < s and j = 0.

A similar argument as in Case 1 shows that, dG (Vij) = 2 (s + 1)

(t + 1) + t − i − 6.

Case 4: i = s and j = 0.

A similar argument as in Case 2 shows that, dG (Vij) = 2 (s + 1)

(t + 1) + t − s − 7.

Case 5: 0< i≤ �s2� − 1 and j ≠ 0, or 0< j≤ �t2� − 1 and i ≠ 0.

Since d (Vij,Vi′j′) = 1 if and only if i′ = s, s − 1, . . ., s − i and j′ =
t, t − 1, . . ., t − j except Vst. So d1G(Vij) � (i + 1)(j + 1) − 1. In

this case, d3G(Vij) � 0. Therefore

FIGURE 1
the compressed zero-divisor graph ΓE(Z22×33 ).
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d2
G Vij( ) � 2 |V G( )| − d1

G Vij( ) − 1
3
d3
G Vij( ) − | V00, Vij, Vst{ }|( )

� 2 s + 1( ) t + 1( ) − i + 1( ) j + 1( ) − 1( ) − 3( )

Hence, dG (Vij) = 2 (s + 1) (t + 1) − (i + 1) (j + 1) − 5.

Case 6: i≥ �s2� and j≥ �t2�.
Since d (Vij,Vi′j′) = 1 if and only if i′ = s, s − 1, . . ., s − i and j′ =

t, t − 1, . . ., t − j except Vst,Vij. So d
1
G(Vij) � (i + 1)(j + 1) − 2. In

this case, d3G(Vij) � 0. Therefore

d2
G Vij( ) � 2 |V G( )| − d1

G Vij( ) − 1
3
d3
G Vij( ) − | V00, Vij, Vst{ }|( )

� 2 s + 1( ) t + 1( ) − i + 1( ) j + 1( ) − 2( ) − 3( )

Hence, dG (Vij) = 2 (s + 1) (t + 1) − (i + 1) (j + 1) − 4.

This completes the proof of the lemma.

Remark 1. From the above lemma, it can be easily

seen that the cardinalities of the vertex set of G, that is, |

V(G)| = (s + 1) (t + 1) − 2. So |V(Z22×33 )| � 10 as shown in

Example 1.

The following theorem gives the Wiener index of ΓE(Zpsqt ).

Theorem 2. For distinct prime numbers p, q, and some s, t ∈ N.

The Wiener index of the compressed zero-divisor graph

Γ(Zpsqt ) is

W ΓE Zpsqt( )( ) � 1
2

2 s + 1( ) t + 1( ) s + t + st( )(

−1
2
s s + 1( ) − 1

2
t t + 1( )

− s s + 3( )t t + 3( )
4

−4st + s − ⌈s
2
⌉ + 1( ) t − ⌈t

2
⌉ + 1( )

−7 s + t( ) + 1).

Proof. Let n = psqt, and G � ΓE(Zn). we have V01, V10, . . .,

Vs−1,t, Vs,t−1 are all the vertices of G by Lemma 2, where Vij

defined by (1). Then

W G( ) � 1
2

∑
t

j�1
dG V0j( ) +∑

s

i�1
dG Vi0( ) +∑

s

i�1
∑
t

j�1
dG Vij( ) − dG Vst( )⎛⎝ ⎞⎠

� 1
2

∑
t

j�1
2 s + 1( ) t + 1( ) + s − j − 6[ ] +∑

s

i�1
2 s + 1( ) t + 1( ) + t − i − 6[ ] − 2⎛⎝

+∑
s

i�1
∑
t

j�1
2 s + 1( ) t + 1( ) − i + 1( ) j + 1( ) − 5[ ] + ∑

s

i�⌈s
2⌉

∑
t

j�⌈t
2⌉
1 − i + 1( ) j + 1( ) − 4[ ]

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� 1
2

2 s + 1( ) t + 1( ) s + t + st( ) − 1
2
s s + 1( ) − 1

2
t t + 1( ) − s s + 3( )t t + 3( )

4
− 4st(

+ s − ⌈s
2
⌉ + 1( ) t − ⌈t

2
⌉ + 1( ) − 7 s + t( ) + 1).

Example 3. Consider the ring R � Z22×33 . The Wiener index of

the compressed zero-divisor graph ΓE(Z22×33 ) is
W ΓE Z22×33( )( ) � 78

By Theorem 2.

Conclusion

In this paper, we have described the structure of the graph

Γ(Zps×qt ) for all distinct primes p, q and s, t ∈ N by partition of

the vertex set. Consider the partition of the vertex set into the

subsets V01, V10, . . ., Vij,/ , Vs−1,t, Vs,t−1 as seen (1). Then Vij ↔
Vi′j′ if and only if i + i′ ≥ s and j + j′ ≥ t. Based on this structure, we

proved that the distance of two vertices of Γ(Zps×qt ) are contained
in the set {1, 2, 3}, and derived an explicit formula for Wiener

index of the graph in Theorem 1 using the basic counting

principles.

In addition, we run the formula obtained through MATLAB

software and get the data in Table 1. Then, we studied the

structure of the compressed zero-factor graph of Zpsqt by

treating the set Vij as a single vertex of the compressed zero-

divisor graph ΓE(Zpsqt ). We showed that the degree of vertex Vij

generally includes six cases, with the number of the vertices of the

graph be (s + 1) (t + 1) − 2. Finally we derive the corresponding

formula for Wiener index W(ΓE(Zpsqt )) in Theorem 2. Of

course, we can also implement it in software if needed.

TABLE 1 The Wiener index of Γ (Zn) for n = 2s3t.

Zn 2 × 3 22 × 3 23 × 3 2 × 32 22 × 32 23 × 32 2 × 33 22 × 33 23 × 33

W(Γ(Zn)) 4 38 210 109 504 2294 1267 5152 22136
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Higher-order networks can be used to describe the interaction of multiple

entities in real-world collective behaviors such as dining, conference

attendance, and public transportation use. Collective behavior is often one

of the main reasons for “super-spreading events” during epidemics. How to

propose effective immunization strategies is a Frontier research topic in

network science and public health. To the best of our knowledge, there is a

lack of systematic research on immunization strategies for epidemics on

higher-order networks. We use synthetic networks and real-world networks

as underlying structures to construct simplicial complexes to describe higher-

order interaction networks, including pairwise and group interactions, and then

propose a simplicial irreversible epidemic spreading model (i.e., simplicial

Susceptible-Infected-Removed model). The temporal evolution process of

nodes in different states in the system is described by extending the

Microscopic Markov Chain Approach. Based on the node degree index and

betweenness index, immunization strategies are proposed on the higher-order

networks. Through theoretical analysis and numerical simulations, we discuss

the effects of different higher-order infection rates, immunization ratios, and

immunization strategies on the simplicial irreversible epidemic spread. Under

some specific parameter configurations, we observe continuous growth,

discontinuous growth, reduction of outbreak threshold, etc.

KEYWORDS

immunization strategy, simplicial irreversible epidemic, simplicial complex, higher-
order network, epidemic spread

1 Introduction

With the rapid expansion of computer science and data science in recent years, the

research on the spread of network epidemics has entered a golden era, garnering

significant interest from academics in mathematics, physics, and public health [1–3].

Complex network theory provides a good framework for studying the structure and

dynamics of complex interactive systems, can effectively demonstrate the essential

characteristics of real-world social systems, demonstrates excellent mathematical
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performance, and is capable of performing rigorous

mathematical calculations [4–7]. In 2001, Pastor-Satorras et al.

[8] utilized complex networks to study for the first time the

dynamic spread process of computer viruses. This new

epidemiological framework ushered in the era of complex

network epidemic spread dynamics and received a great deal

of scholarly interest domestically and internationally. Since then,

complex network-based epidemiological spread research has

been the dominant approach in the field of epidemiological

spread research [9–12]. However, the majority of past

research has focused on the spread process of epidemics on

complex networks in order to provide quantitative analysis for

policy-making in the field of public health.

The Susceptible-Infected-Removed (SIR) model is one of the

classic models of epidemic spread. It is frequently applied to

epidemics with irreversible spread processes, such as chickenpox,

measles, whooping cough, etc. After the treatment of such

epidemics, patients can develop lifelong immunity, which is

prevalent in the actual world [13]. Nesteruk [14] predicted the

coronavirus epidemic in South Korea using the SIR model. Guo

et al. [15] investigated the impact of discontinuous treatment

strategies on the spread dynamics of SIR epidemics.

The majority of previous studies on network epidemic spread

dynamics are based on simple networks (i.e., classical complex

networks), but an increasing number of studies have

demonstrated that higher-order network structures have a

substantial effect on the epidemic spread process [16–18]. For

instance, Althouse et al. [19] discovered that the collective

behavior in higher-order networks is the primary cause of

“super spreading events” during the Covid-19. Higher-order

networks can be used to describe the interaction of multiple

entities in real-world collective behaviors such as dining,

conference attendance, and public transportation use.

Numerous attempts have been made by scientists to describe

networks with both pairwise and higher-order interactions.

Newman et al. [20] attempted to use a bipartite graph to

describe, and other researchers attempted to use clique

expansion and the threshold model to describe [21–24], but

neither method produced satisfactory results. To better

characterize higher-order network structures, scientists

propose simplicial complex, which describe higher-order

interactions by sets of interactions as opposed to pairs of

edges [25–27]. A simplicial complex Z is consisted of several

simplexes, and if a simplex θ is contained within Z, then all the

sub-simplexes σ ⊂ θ of simplex θ are also included in Z [28,29].

The purpose of studying the pathogenesis and spread rules of

epidemics is to control the wanton spread of epidemics, so as to

reduce or avoid the harm caused by them. The spread of

epidemics depends to a large extent on the structure of

population contact networks. The strategy of how to screen

out some key points for immunization based on network

information (local or global), so as to suppress the large-scale

spread of epidemics is called immunization strategy.

Immunization is a crucial topic in the field of epidemiology

and has been investigated for a variety of epidemiological models

in complex networks [30–34].

Pastor-Satorras et al. [35] were the pioneers in investigating

immunization strategies in uniform and scale-free networks. For

a uniform network, the nodes are roughly equivalent, so they

proposed a simple and effective immunization strategy, random

immunization, in which each node in the network has the same

probability of being immune, and disease cannot continue to

spread in the network when the immunization ratio exceeds a

certain critical value. For a scale-free network with an uneven

degree distribution of nodes, the random immunization strategy

is currently invalid. They proposed a another effective

immunization strategy, target immunization, which involves

selecting the network nodes with the higher degree for

immunization [36]. Target immunization needs to obtain the

global information of the network, and it is often difficult to

obtain the global information of the real population exposure

network, which severely limits the practical application of this

method. By randomly selecting a certain proportion of nodes as

auxiliary nodes and then randomly selecting a neighboring node

for immunization for each auxiliary node, a new immunization

strategy known as acquaintance immunization was proposed by

Cohen et al. [30]. The acquaintance immunization strategy does

not require global network information and is simple to

implement, but its immune effect is not the best. Gallos et al.

[37] enhanced the acquaintance immunization strategy, which is

to randomly select a certain proportion of individuals and then,

for each individual, select the individual whose degree in the

neighbor node is greater than its own or greater than a given

threshold as the final immune object. The structure of the contact

network often determines the efficacy of the immunization

strategy. Bridge nodes are the two end nodes that connect the

edges of different modules in a network; bridge nodes do not

necessarily have a high degree value, so the degree-based target

immunization strategy or the acquaintance immunization

strategy may fail [38]. Considering that bridge nodes often

have high betweenness, Freeman [39] proposed another

effective immunization strategy, betweenness immunization,

that is, selecting nodes with larger network betweenness

values for immunization. In addition, Newman [40] proposed

a random walk-based node-centricity immunization strategy,

Salathe et al. [41] proposed the Community-Bridge-Find

algorithm, and a novel utility model of vaccination game was

formulated by Jin et al. [42], etc.

The development of higher-order networks has aroused great

interest in the research community. Jhun [43] investigated the

spread of epidemics on hypergraphs and proposed an

immunization strategy for hyperedges with high simultaneous

infection rate (SIP), i.e., the probability that all nodes in a

hyperedge are in the infected state, which is derived from

individual-based mean-field theory. To the best of our

knowledge, there is a scarcity of systematic study on
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epidemiological immunization strategies on higher-order

networks.

The main contributions of this paper are as follows: 1) We

characterize higher-order networks by constructing simplicial

complex and present a simplicial model for the spread of

irreversible epidemic on simplicial complex. 2) On the basis of

this model, we validate and compare the performance of

traditional random immunization, target immunization, and

betweenness immunization strategies, and we investigate the

impact of higher-order network structures on their immune

effects.

This paper is structured as follows: In Section 2, we describe

how to construct simplicial complex using synthetic

(heterogeneous network) and real-world networks, and then

we present a simplicial irreversible epidemic spread model on

the simplicial complex. Next, we perform numerical simulations

in Section 3 to investigate the influence of higher-order network

topologies on the spread process and the immune effects of

various immunization strategies. In addition, we introduce the

theoretical model framework in Section 4 and derive the

temporal evolution equations of individuals in different states

in the network. Conclusions are drawn and discussed in

Section 5.

2 Model description

In this paper, a simplicial complex is constructed to

characterize higher-order networks containing both pairwise

interactions (i.e., 1-simplex) and higher-order interactions

(e.g., 2-simplex), and a simplicial irreversible epidemic spread

model is proposed on it. Next, we first introduce the basic

concepts of simplicial complex, and then describe how to

build simplicial complex with synthetic and real-world

networks as the underlying network structures. Finally, to

describe the spread dynamics of irreversible epidemics and

explore the impact of higher-order network structure on the

immune effect of different immunization strategies, a new spread

model is proposed on the higher-order network based on the

simplicial complex.

2.1 Simplicial complex

A simplicial complex Z is specified by two parameters (N,

M), where N is the set of nodes and M is the set of simplexes

constituting Z. A m-simplex θ ⊂ Z is made up of a filled clique

of a set ofm + 1 nodes (i.e., θ = [n0, n1, . . . nm]), which defines a

(m + 1)-body interaction. Specifically, a m-simplex describes

the simultaneous interaction between m + 1 nodes, where a 0-

simplex designates an separate node without any interaction

(e.g [n0], [n1],. . . [nm]), a 1-simplex illustrates the pairwise

interaction between two nodes (e.g [n0, n1], [n0, nm]), a 2-

simplex describes three nodes connected pairwisely by edges

and form a ‘full’ triangle (e.g., [n0, n1, nm]), and so on, as

shown in Figure 1A. A simplicial complex Z consisted of a set

of nodes is a set of simplexes, matching the following

requirements: If a simplex θ ⊂ Z, then any simplex σ

composed of subsets of simplex θ are also included in Z,

e.g., a 2-simplicial complex Z is a collection of 0-, 1- and 2-

simplexes.

2.2 Synthetic simplicial complex

We build a simplicial complex with heterogeneous

network and real-world network as the underlying network

structure, respectively. The Random Simplicial Complex

(RSC) model permits the formation of simplicial complex

with a specified average degree [29], we initially employed this

model to construct synthetic simplicial complex. Using the

RSC model to generate a K-simplicial complex requires K + 1

parameters, which are N vertices and K probabilities

p1, . . . , pK{ } p1 and pK govern the creation of 1-simplex

and K-simplex, respectively. In this paper, K = 2, hence the

generation of a 2-simplicial complex necessitates three

parameters (N, p1, p2). For a given collection V of N nodes,

1-simplexes are constructed by linking any pair of nodes o, p ∈
V with probability p1 ∈ [0, 1], where the average degree of the

1-simplexes is k+ = (N − 1)p1. Then, 2-simplexes are

constructed by linking any three nodes o, p, q ∈ V with

probability p2 ∈ [0, 1], where the average degree of 2-

simplexes is k* = (N − 1) (N − 2)p2/2 (i.e., the average

amount of ‘full’ triangles connecting to a node). Since the

2-simplicial complex is composed of 1-simplexes and 2-

simplexes, the average degree κ of the final network is

jointly determined by k+ and k*, k ≈ (N − 1)p1 + 2k*(1 − p1).

2.3 Real-world simplicial complex

Using a publicly available dataset that depict face-to-face

interactions between individuals collected by the

SocioPatterns Collaboration [44], we then design a real-

world simplicial complex. We use data collected from two

real social scenarios: a conference (SFHH) and a workplace

(InVS15). Every 20 seconds, face-to-face interaction data is

gathered for each scenario. We begin by aggregating the data

using a sliding time window with a period of Δt = 5 min, then

search for 2- and 3-cliques in each window and weight them

according to the frequency with which they occur. Then, 20%

of the most frequent simplexes are preserved and aggregated

to produce the 2-simplicial complex. The size of each real

simplicial complex is 403 and 214, with the average degree of

2-simplexes κ* = 9.4, 5.8 and the average degree of 2-simplicial

complex κ = 26.6, 20.8.
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2.4 Simplicial spread model

Peer effects and reinforcement effects are extremely prevalent

in social contagion, from which emerge higher-order network

interactions. With this in mind, we propose an epidemic spread

model on the simplicial complex, assuming that the spread of the

disease conforms to the Susceptible-Infected-Removed (SIR)

model. There are three possible states for a node in the

network: Susceptible state S, infected state I and removed state

R, as shown in Figure 1B. The spread of the epidemic is controlled

by two parameters β and β*. Initially, a proportion ρ0 of nodes are

infected. If a node o is in S state, an infected neighbor p can infect

it via their pairwise interaction (o, p) with rate β, as shown in

Figure 1C. Node o can also get infection from node p and q via a

2-simplex (o, p, q) with rate β*, where both node p and q are in the

infected state, and this event can be seen as a synergistic

reinforcing effect, as shown in Figure 1D. In addition, infected

nodes can recover to the removed state with rate μ, as shown in

Figure 1E. Individuals who reverted to the R state are immune to

future infections.

3 Numerical simulation

Taking into account the varying average degrees of 1-

simplexes and 2-simplexes across networks, we combine k+,

k*, β, β*, and μ into a single infection rate parameter.

Specifically, there are λ = βk+/μ and λ* = β*k*/μ. λ and λ*

denote the 1-simplex infection rate and 2-simplex infection rate,

respectively. Next, based on the simplicial complex constructed

from heterogeneous network and real-world networks, we

investigate the effect of higher-order interactions on the

process of irreversible epidemic spread and the immune

effects of various immunization strategies. We stipulate that

every node joining the network chooses M = 4 vertices to

connect links, up until the network size N reaches 500, when

building simplicial complex based on heterogeneous network. Set

k+ = 20 and k* = 6 to change the connection probability p1 and p2.

Finally, the average degree of the network κ is determined to

be 20.

In this study, epidemic spread from initial infection seed

density of ρ0 = 0.02, and we set the recovery rate μ = 0.02. The

final infection density ρ* in the figure represents the density of

nodes in the R state in the network when the spread process

reaches the ultimate state. The symbols in the figures represent

the average results of 200 numerical simulations, and the solid

lines represent the theoretical results calculated from Eq. 9.

Due to a shortcoming intrinsic to the theoretical approach, the

results of theory and simulation cannot match precisely. We

employed the Microscopic Markov Chain Approach, which

assumes that the probability of two neighbors infecting the

same individual is independent and disregards the dynamical

correlations between the states of nodes. Higher-order

interactions serve to exacerbate these dynamical

correlations, making it difficult for theory to represent the

simulation process in its entirety. The observable phenomena

in the figures is primarily demonstrated by theoretical results

in our explanation.

3.1 The effect of 2-simplex infection rates

To study the effect of higher-order interactions on the

irreversible epidemic spread process, we investigate the

epidemic final infection density ρ* as a function of the 1-

simplex infection rate λ on synthetic and real-world simplicial

complex, as shown in Figure 2. This figure displays both

continuous and discontinuous growth. In addition, the 2-

simplex infection rate exerts varying degrees of effect on the

spread process in different ranges of 1-simplex infection rate. As

depicted by the red solid lines and circles in the figure, we first

conduct theoretical analysis and numerical simulations on the

heterogeneous network. As illustrated in Figures 2A,B,C, when

the 2-simplex infection rate is relatively low, the growth of ρ*

FIGURE 1
Illustration of the model description. The composition of the simplicial complex is shown in (A). (B) Depicts the classic SIR model. Epidemic
infection and recovery processes are shown in (C–E). The “full” triangle denotes the 2-simplex structure, while the green, red, and yellow circles
indicate susceptible, infected, and removed individuals, respectively, as shown in (F).
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with λ is always continuous. As depicted in Figure 2D, when the

2-simplex infection rate is high, there is a discontinuous increase

in the growth of ρ* with λ. In particular, as demonstrated by

Figure 2D, when λ* = 12 and 0 < λ < 0.5, the growth of ρ* with λ is

continuous. When 0.5 < λ < 1, growth of ρ* with λ goes from

continuous to discontinuous as λ increases. We also find that as

λ* increases, the outbreak threshold of the epidemic decreases, as

shown in Figures 2A–D. For instance, when λ* = 0.5, λ needs to

increase to around 3 for the epidemic to break out, as shown in

Figure 2A. When λ* = 12, λ only has to increase to about 1 for the

outbreak of the epidemic, as shown in Figure 2D.

In addition, we find that the 2-simplex infection rate exerts

varying degrees of effect on the spread process of the epidemic in

different ranges of λ. When the 1-simplex infection rate is small

(e.g., λ = 0.5), the increase in the 2-simplex infection rate has

almost no effect on the spread process, as shown in Figures

2A–D. When 0.5 < λ < 1.5, the 2-simplex infection rate has the

greatest impact on the spread process, which causes the growth of

ρ* with λ to gradually become discontinuous with the increase of

λ*, as shown in Figures 2A–D. When 1.5 < λ < 3, the 2-simplex

infection rate has less of an impact on the spread process, as

shown in Figures 2A–D.

Next, we repeat the same investigation on real-world

simplicial complex constructed from a conference and

workplace, respectively, and observe similar phenomena as on

synthetic simplicial complex. Due to the small size and complex

structure of real-world networks, a high 2-simplex infection rate

leads to large error fluctuations in the simulation results. On the

real-world networks, we reduce the 2-simplex infection rate, so

no obvious discontinuous growth is observed.

3.2 The effect of immunization strategies

Then, we investigate the impact of higher-order interactions

on epidemic spread under various immunization strategies. Based

on the node degree index and betweenness index, we categorize

network nodes. First, we select 10% of the nodes at random for

immunization, which is the random immunization strategy

(Random). Select 10% of the nodes with the greatest degree, the

smallest degree, the greatest betweenness, and the smallest

betweenness for immunization, i.e., the maximum degree

strategy (Degree _ max), the minimum degree strategy (Degree

_ min), the maximum betweenness strategy (Betweenness _ max),

and the minimum betweenness strategy (Betweenness _ min).

Figure 3 shows the evolution of ρ* with λ under different

immunization strategies and 2-simplex infection rates.

We first perform theoretical analysis and numerical

simulations on the heterogeneous network, as shown in

Figures 3A–D. We find that the immunization strategy based

on node degree has the same immune effect as the betweenness

immunization strategy. When selecting the node with the highest

degree and betweenness for immunization, the effect is definitely

superior to when selecting the node with the lowest degree and

betweenness for immunization, however the effect of the random

immunization strategy is intermediate. Furthermore, in some

special parameter scenarios, we observe similar phenomena to

those in Figure 2. When the node with the smallest degree or

betweenness of 10% is selected for immunization, the increase in

the 2-simplex infection rate has a significant impact on the spread

of the epidemic. When the 2-simplex rate is large enough, there is

an obvious discontinuous growth in the growth of ρ* with λ, as

FIGURE 2
Evolution of the final infection density ρ* with λ under varying rates of 2-simplex. The spread of the epidemic on the heterogeneous network and
two real-world networks are represented by circles, triangles and squares, respectively. For the spread on the heterogeneous network, we set λ* =
0.5 in (A), λ* = 3.5 in (B), λ* = 6.5 in (C) and λ* = 12 in (D). For the spread on the real-world networks, we set λ* = 0.5 in (A), λ* = 1.5 in (B), λ* = 2.5 in (C)
and λ* = 4.5 in (D).
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FIGURE 3
Evolution of the final infection density ρ* with λ under varying 2-complex infection rates and immunization strategies. Subgraphs (A–D), (E–H)
and (I–L) represent the spread of epidemics on the synthetic network and two real-world networks, respectively. Different colors and symbols have
been used to depict different immunization strategies. For the spread on the heterogeneous network, we set λ* = 0.5 in (A), λ* = 3.5 in (B), λ* = 6.5 in
(C) and λ* = 12 in (D). For the spread on the real-world networks, we set λ* = 0.5 in (E) and (I), λ* = 1.5 in (F) and (J), λ* = 2.5 in (G) and (K), λ* = 4.5
in (H) and (L).
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shown by the green and yellow lines in Figures 3A–D. When 10%

of nodes are randomly selected for immunization, the effect of the

increase in the 2-simplex rate on the spread of the epidemic is

diminished, and the growth of ρ* with λ gradually becomes

discontinuous, as illustrated by the gray lines in Figures 3A–D.

When the node with the largest degree and betweenness of 10% is

selected for immunization, the increase in 2-simplex infection rate

has no discernible effect on the spread of the epidemic, and the

growth process of ρ* with λ is always continuous, as depicted by the

red and blue lines in Figures 3A–D. Regardless of the

immunization strategy, an increase in the 2-simplex infection

rate leads to a reduction in the outbreak threshold of the

epidemic. Similar to the phenomenon depicted in Figure 2, the

increase in the infection rate of the 2-simplex has varying degrees

of impact on the spread process of the epidemic in various λ

ranges. Furthermore, when λ is small (e.g., λ = 0.5), the epidemic

cannot break out under either immunization strategy. When 2 <
λ < 3, λ* = 12, the epidemic spread under different immunization

strategies has the same spread size. In other words, when both the

1-simplex rate and the 2-simplex rate are large and 10% of the

nodes are selected for immunization, alternative immunization

strategies have the same effect, as shown in Figure 3D.

Likewise, we conduct research on two real-world networks, a

conference and workplace, and observe similar phenomena.

However, as shown in Figures 3H,L, when the infection rates

of 1-simplex and 2-simplex are both large, the spread size of

epidemics under various immunization strategies varies, which

may be related to the ratio of immunized nodes and the network

structure. Furthermore, since we set the 2-simplex infection rate

relatively small on real-world networks, we do not observe

obvious discontinuous growth.

3.3 The effect of immunization ratios

Finally, to further investigate the effect of different

immunization strategies on the spread of the epidemic on

higher-order networks, we examine the effect of different

immunization strategies on the spread size of the epidemic under

different 2-simplex infection rates and different immunization ratios

on the simplex complex constructed based on the heterogeneous

network. Figure 4 depicts the evolution of final infection density ρ*

as a function of immune ratio g and 1-simplex infection rate λ for

various 2-simplex infection rates λ*. We first investigate the case of

random immunization strategy, as shown in Figures 4A–D. We

discover that when g is small (about less than 0.3), the increase of λ*

will cause the growth of ρ* to become discontinuous with the

increase of λ, hence decreasing the outbreak threshold. When

both g and λ* are small, the interval between different colors is

large, and the growth of final infection density with λ is continuous,

as shown in Figures 4A–C.When g is small and λ* is large, brown is

squeezed toward blue, and the interval between different colors

becomes smaller. At this time, the growth of final infection density

with λ is discontinuous, and a slight change in λ can lead to the

FIGURE 4
Evolution of the final infection density with λ and g under varying 2-simplex infection rates. g represents the ratio of immune nodes. Colors
indicate theoretical results for final infection density. Four subgraphs (A–D) at the top represent random immunization strategy, four subgraphs
(E–H) in the middle represent the maximum degree immunization strategy, and four subgraphs (I–L) at the bottom represent the maximum
betweenness immunization strategy. From the left to the right, λ* corresponds to 0.5, 3.5, 6.5 and 12.
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outbreak of the epidemic. When g exceeds around 0.3, the increase

of λ* has little effect on the increase of ρ* with λ. In addition, we

discover that the epidemic cannot spread when g is approximately

0.8 or when λ is small (approximately less than 0.5).

Next, we discuss the case of the maximum degree strategy

and the maximum betweenness strategy, as demonstrated in

Figures 4E–L. Similar phenomena are observed as with the

random immunization strategy. When g is relatively small, the

increase of λ* will cause the process of ρ* to grow discontinuously

with λ, as shown in Figure 4H. When g is relatively large, an

increase in λ* will have little effect on the process of increasing ρ*

with λ, as shown in Figures 4E–H. Compared with the random

immunization strategy, the g required to fully sustain the

epidemic outbreak with the maximum degree immunization

strategy is smaller, about 0.5. When g is small (about 0.1) and

both λ* and λ are large, different immunization strategies have

the same immune effect and have less impact on the spread size

of the epidemic, as shown in Figures 4D,H,L when λ* = 12 and

λ = 3. In addition, the maximum degree immunization strategy

and the maximum betweenness immunization strategy have the

same immune effect.

4 Theoretical method

To the best of our knowledge, existing studies mostly use

Mean-Field theory to study the dynamics of epidemic spread on

higher-order networks. This method regards the individuals in

the network as equivalent nodes, which ignores the heterogeneity

between individuals, cannot fully reflect the complete structural

information of the contact network, and cannot track the

evolution of individual nodes. In order to more accurately

describe the irreversible epidemic spread process on higher-

order networks and track the state evolution of each node in

the network, we use the Microscopic Markov Chain Approach to

construct the theoretical model [45–47].

As mentioned in Section 2, our model contains a total of N

nodes, each node has three possible existence states (S, I, R) at any

time. The spread process can be performed by 1-simplex or 2-

simplex. We use pT
i (t), T ∈ S, I, R{ } to denote the probability that

a node i is in state T at time t. The temporal evolution process of

pT
i (t) is as follows:

pS
i t + 1( ) � pS

i t( ) 1 −mi( )Zi t( )Zt
i t( ) (1)

pI
i t + 1( ) � pI

i t( ) 1 −mi( ) 1 − μ( ) + pS
i t( ) 1 −mi( )

1 − Zi t( )Zt
i t( )[ ] (2)

pR
i t + 1( ) � pR

i t( ) 1 −mi( ) + pI
i t( ) 1 −mi( )μ (3)

The left side of Eq. 1 represents the probability that a node i in

the system is in the S state at time t + 1, the right side represents the

probability that a node i is in the S state at time t and is not infected

and immune. Zi(t) and Zti(t) represent the probability that an S

state node i is not infected by an I state node through the 1-simplex

and 2-simplex at time t, respectively. mi is the immunization

coefficient, mi = 1 when node i is selected as the immune node,

otherwisemi = 0. For Eq. 2, the left side represents the probability

that a node i in the system is in the I state at time t + 1, the first term

on the right side represents the probability that the node i is in the I

state at time t and has not recovered and been immune, the second

term represents the probability that an S state node i is not immune

but is infected at time t. For Eq. 3, the left side represents the

probability that a node i in the system is in R state at time t + 1, the

first term on the right side represents the probability that node i is

in R state at time t and is not immune, the second term represents

the probability that a node i in state I is not immune at time t but

returns to state R. The expressions for Zi(t) and Z
t
i(t) are as follows:

Zi t( ) � ∏
m∈τi

1 − βpI
m t( )[ ] (4)

Zti t( ) � ∏
m,n∈Δi

1 − βtpI
m t( )pI

n t( )[ ] (5)

For Eq. 4, the right side represents the probability that an S

state node i is not infected by its I state neighbor nodem through

1-simplex at time t, τi represents the set of neighbor nodes

connected by node i through 1-simplex. For Eq. 5, the right

side represents the probability that an S state node i is not

infected by its two I state neighbors m and n through a 2-

simplex at time t, and Δi represents the set of neighbor nodes

connected by node i through 2-simplex.

When N is large enough, we define ρT(t) to represent the

proportion of individuals who are in state T at time t in the

system, which can be approximated as the average of the

probability that individuals are in state T, T ∈ S, I, R{ } ρT(t)

can be expressed as:

ρT t( ) � 1
N

∑
N

i�1
pT
i t( ) (6)

Correspondingly, the proportion of nodes in the S, I and R

state in the system at time t can be expressed as:

ρS t( ) � 1
N

∑
N

i�1
pS
i t( ) (7)

ρI t( ) � 1
N

∑
N

i�1
pI
i t( ) (8)

ρR t( ) � 1
N

∑
N

i�1
pR
i t( ) (9)

When t → ∞, the system reaches the final state, we denote

ρ(t → ∞) as ρ, at this time, ρI = 0.

5 Conclusion

In this work, we construct simplicial complex to represent

higher-order networks and propose a simplicial irreversible
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epidemic spread model (SIR) on it. On the basis of the degree

index and betweenness index of nodes, we compare and analyze

the impacts of five different immunization strategies on the

spread of the epidemic using this model. We first construct

simplicial complex containing both pairwise interactions and

higher-order interactions on synthetic networks and real-world

networks. By extending the Microscopic Markov Chain

theoretical analysis model, the temporal evolution equations of

nodes in three distinct states are then determined. Finally, the

effects of 1-simplex infection rate, 2-simplex infection rate, and

different immunization strategies on the epidemic spread process

are examined by numerical simulations.

We first investigate the effect of different 2-simplex

infection rates on the process of epidemic spread in the

absence of immunization strategies. We discover that when

λ* is relatively small, the growth of ρ* with λ is always

continuous. When λ* is relatively large, there is a

discontinuous growth of ρ* along with the growth of λ. As

λ* increases, the outbreak threshold of the epidemic decreases.

In addition, we discover that the 2-simplex infection rate

exerts variable degrees of effect on the spread process of

the epidemic in different ranges of λ.

Then we discuss the impact of higher-order interactions on

the spread of the epidemic under five different immunization

strategies with a fixed immunization ratio of 10%. We find that

the immunization strategy based on the node degree index has

the same immune effect as the one based on the node

betweenness index. Selecting the node with the largest degree

and betweenness for immunization has the best effect, followed

by the random immunization strategy, and finally the

immunization strategy with the smallest degree and

betweenness. When nodes with a ratio of 10% are selected for

immunization, the increase in 2-simplex infection rate has a

significant impact on the spread of epidemics under the degree

and betweenness minimum immunization strategy, resulting in

discontinuous growth in the system. The impact on the epidemic

spread under the random immunization strategy is weakened,

and there is no significant impact on the epidemic spread under

the degree and betweenness maximum immunization strategy.

Regardless of the immunization strategy, an increase in the 2-

simplex infection rate leads to a reduction in the outbreak

threshold of the epidemic.

Finally, we examine the evolution of the final infection

density with the immunization ratio and the 1-simplex

infection rate for various 2-simplex infection rates. We find

that when the immunization ratio and 2-simplex infection

rate are both small, the growth of the final infection density is

always continuous with 1-simplex infection rate. When the ratio

of immune is small and the infection rate of 2-simplex is large,

there will be a discontinuous growth in the growth of final

infection density with the 1-simplex infection rate. Compared

with the random immunization strategy, the ratio of

immunization required to fully sustain the outbreak of the

epidemic is smaller when the degree and betweenness

maximum immunization strategies are adopted. When the

immunization ratio is small and both the 2-simplex and 1-

simplex infection rate are large, different immunization

strategies have the same immune effect and have less impact

on the spread size of the epidemic.

In summary, this paper investigates the effects of different

immunization strategies, 2-simplex and 1-simplex infection rates

on the spread of the irreversible epidemic on higher-order

networks. This research has certain practical significance for

epidemic prevention and control. For example, in the early stage

of an outbreak, when vaccines are lacking, it is more effective to

immunize a large number of exposed persons than to randomly

choose individuals for immunization. This work has limitations

as well. Our conclusions are primarily supported by theoretical

analysis. However, due to the inherent limits of the theoretical

method, our theoretical results do not precisely correspond to the

simulation results. How to develop a more accurate theoretical

method to simulate the spread process is a direction worthy of

consideration.
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Modern war is highly dependent on intelligent, unmanned combat systems.

Since many intelligent, unmanned combat systems have network attributes,

it is meaningful to research combat systems from the perspective of

complex network. Heterogeneous network provides a suitable model to

describe real combat network. Previous studies of combat network only

concentrate on homogeneous networks. However, on the real battlefield,

military networks are composed of a large number of heterogeneous nodes

and edges with different functions. In the paper, a superior, intelligent,

heterogeneous combat network disintegration strategy (HDGED) are

obtained by DQN, which embeds heterogeneous networks into a low-

dimensional representation vector as input, rather than ignore the

differences of the nodes and their connections. A method of

heterogeneous graph embedding is first introduced, which adopts type

encoding and aggregation. Besides, a normalized combat capability index

was designed, which could assess the performance of the dynamic

heterogeneous combat networks. On this basis, HDGED was

experimented on networks with uneven node combat capabilities and the

results show that HDGED has improved disintegration effectiveness for

heterogeneous networks of different sizes compared with traditional

methods. Our work provides a new approach to realize the disintegration

of heterogeneous combat networks by deep reinforcement learning, which

is of great significance for optimizing the command operation process, and

deserves further study.
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1 Introduction

Complex network is a research paradigm that represents a

complex system as a network structure, in which nodes represent

objects in a complex system, and edges represent the relationship

between objects. The traditional complex network

predominantly takes the homogeneous network as the

research object. However, the ubiquitous networks in the real

world, such as citation networks in [1], social networks in [2],

recommendation systems in [3], cybersecurity in [4] and military

combat networks, are heterogeneous networks composed of

various types of entities and relationships which can more

accurately describe different types of entities and relationships

in the network.

Compared with the homogeneous network, the

heterogeneous network has multiple types of entities and

relationships, and contains rich structural information and

semantic information, which provides a way to discover the

deeply hidden information in the network. However, due to

the heterogeneity of objects and relationships, many

homogeneous network analysis methods cannot be directly

applied to heterogeneous networks, which complicates the

study of heterogeneous networks. First, the complex structure

of heterogeneous networks makes data processing and

semantic mining more difficult. Second, how to represent

different types of entities and relationships and how to

integrate heterogeneous information is a considerable

challenge. Third, current studies on heterogeneous

networks mainly focus on downstream tasks such as

classification [5], clustering [6], link prediction [7], and so

on, and studies on heterogeneous network disintegration and

heterogeneous network performance evaluation are

insufficient.

The heterogeneous network disintegration such as

terrorist networks, disease transmission networks, and

military warfare networks has important practical

significance. The performance of these complex networks is

mainly affected by a small number of critical nodes, and the

removal of these critical nodes will significantly weaken

certain network functions. Therefore, the core of complex

network disintegration is to find an optimal set of critical

nodes. It is proved that the network disintegration problem is

a typical NP-hard problem [8]. If a network contains many

nodes, it will be tough to find the optimal network

disintegration strategy directly. At present, the research of

complex network disintegration mainly focuses on

homogeneous networks. According to the algorithm

principle, it can be divided into four kinds: 1) The method

based on node centrality uses the centrality ordering of nodes

to solve the network disintegration strategy. Firstly, the

centrality indexes of various nodes are defined, then the

critical nodes in the current network are mined according

to the centrality ranking of nodes, and finally, the network is

disintegrated by removing the nodes with high centrality first.

The methods based on node centrality mainly include:

Romualdo Pastor-Satorras et al. proposed HDA (High

Degree Adaptive) method [9]. Proposed an algorithm called

CI (Collective influence) to measure the influence of nodes

[10]. By defining a specific influence range, the direct and

indirect neighbors of each node in the range were used to

describe the influence value of nodes quantitatively. Then the

node is removed based on the descending order of the node

influence value. The centrality index calculation of this kind of

method is complicated, so it is difficult to apply to large-scale

networks. 2) The method based on optimal breakage aims to

remove all the rings in the network with the least number of

nodes so that the network is broken down into small modules,

mainly including Alfredo et al. proposed a third-order Min-

sum algorithm [11], and proposed a probability model called

BPD (Belief Propagation guided Decimation) to measure the

removal probability of each node in the current network [12].

Nodes are removed based on the probability of removal. Lenka

et al. proposed the CoreHD algorithm to disintegrate the

network [13]. The algorithm’s core is to strip all first-order

nodes of the network based on the K-core decomposition

mechanism and then remove the remaining nodes in the

network in descending order according to the node degree

sequence. This method completely disintegrates the network

and does not apply to the universal network disintegration. 3)

The main idea of the method based on graph segmentation is

to divide the graph into two or more pieces of equal size with

the least number of points, and then continue to decompose

the graph with the same method, and finally wholly divide the

graph, mainly including the RatioCut method proposed by

Lars Hagen obtains the final solution by calculating the

eigenvector corresponding to the second smallest

eigenvalue of the unnormalized Graph Laplacian matrix

[14]. The GND method proposed by Xiao-long Ren deals

with the graph attack problem with node removal cost by

adding the information of point weight to the Graph Laplace

matrix in RatioCu [15]. However, this method takes the

second smallest eigenvalue of Tulapras matrix as the

solution has some limitations. 4) Meta-heuristic-based

algorithms view the network tiling problem as a combined

optimization problem with different objective functions and

constraints, mainly including Deng Ye proposed an optimal

disintegration strategy based on tabu search [16]. This

approach is mainly limited by computing power.

The above methods are limited to homogeneous networks,

and the computational performance limits the disintegration

effect. Moreover, most of the methods are designed only for a

certain problem scenario. Therefore, there is still a lack of an

efficient heterogeneous network disintegration solution

framework. In recent years, some work has tried to use

deep neural networks to study heterogeneous network

representation learning [17–19]. Among them, the shallow
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model decomposed the heterogeneous network into single

networks, respectively represented these networks, and then

integrated the information. For example, HERec uses meta

path to extract multiple homogeneous networks from

heterogeneous networks, represents these homogeneous

networks and aggregates them [3]. The model based on

autoencoder aims to use a neural network to construct the

encoder learning node attribute representation while

maintaining the network structure characteristics. For

example, SHINE obtained feature representations by

compressed coding of heterogeneous information in social

networks, sentiment networks, and pictorial networks,

respectively, and fused them by aggregation functions [20].

The core of the generative adversarial network-based

approach is to obtain robust node representations using

games between generators and discriminators. The method

proposed by uses relational perception to train discriminator

and generators, and improves negative sampling by learning

the potential distribution of nodes [21]. The deep model based

on deep reinforcement learning focuses on the meta-path

selection dilemma and optimizes the overall framework by

taking the downstream task performance as a reward, so as to

learn the node representation while avoiding the meta-path

selection. For example, transformed the node representation

learning of the star network into a Markov decision process,

where the action is to select a specific type of link for learning

or termination of training, and the state is the order of the

selected link types [22]. The key of heterogeneous graph

neural network is how to design an appropriate

aggregation function to capture the semantics contained in

the neighborhood, including structure2vec [23], GCN [24],

GraphSAGE [25], GAT [26], GIN [27], etc., Among them, use

machine learning to learn network dismantling [28]. First

proposed the FINDER operator based on the framework of

graph neural network, and applied the combination of graph

neural network and deep reinforcement learning to find the

critical nodes in the network to solve the optimal

disintegration strategy [29]. But this research object was

still homogeneous network.

In summary, to make up for the shortcomings of traditional

network disintegration methods in solving the heterogeneous

network disintegration problem, this paper first presents the

Heterogeneous network Disintegration strategy based on

Graph Embedding via DQN, called HDGED to solve the

heterogeneous network disintegration problem. The method is

not restricted by the problem scenario and can make full use of

the heterogeneous information and network structure

information of the heterogeneous network to find the critical

nodes in the heterogeneous combat network more effectively to

achieve the optimal network disintegration.

The structure of this paper is as follows: the second section

summarizes the work related to the modeling of combat

networks. The third section introduces the optimal

disintegration strategy for heterogeneous operational networks,

HDGED, proposed in this paper. The fourth section shows the

comparison experiment between HDGED and the baseline

algorithm and provides a detailed analysis of the experimental

results. Finally, the fifth section discusses the conclusions and

future work.

2 Modeling

2.1 Heterogeneous network

As shown in Figure 1, heterogeneous networks are composed

of different types of entities (i.e., nodes) and different types of

relationships (i.e., edges), which are defined as follows.

Definition1: Heterogeneous Networks (or Heterogeneous

Graphs) [17]. Let G = (V, E) be a heterogeneous network,

where V and E represent node sets and edge sets, respectively.

Each node v ∈V and each edge e ∈ E is associated with its function
ϕ(v): V → A and φ(e): E → R, A and R represent node type and

edge type respectively, where |A| + |R|> 2.

2.2 Heterogeneous combat network
model

The combination of different types of combat entities with

various capabilities required for combat forms a heterogeneous

FIGURE 1
An example of a heterogeneous network. Different colors
represent different types of nodes and edges.
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combat network (HCN). In this paper, we mainly study the

problem of how to quickly dismantle the combat network of the

defender from the attacker’s point of view, without considering

the attacker’s entities, so we adopt the model of FINC proposed

in [30] by Dekker to classify the combat forces on the battlefield

into three categories. Based on the roles of various entities in the

combat process, the entities in the weaponry system can be

classified into the following three categories.

1) Sensor entities (S): Reconnaissance, surveillance, and early

warning equipment, such as reconnaissance satellite, unmanned

reconnaissance aircraft, early warning aircraft, radar, and other

operating equipment for early warning, detection, and

reconnaissance missions.

2) Decider entities (D): Communication and command and

control equipment entity, such as command and control system,

communication system, data chains, aerospace information

system, command vehicle, etc.,

3) Influential entities (I): Joint fire attack and interference

entities, such as missiles, cruise missiles, ships, aircraft, attack

helicopters, tanks, network attack, and electronic

interference, etc.,

In military operations, sensor entities are responsible for

detecting enemy targets and transmitting intelligence about

enemy targets to decision entities. The decision entity

performs data fusion and information analysis of target

information from the sensor entity or other decision

entities, makes operational decisions and orders the

influence entity to conduct an attack. The influence entity

receives orders from the decision entity and conducts strikes

on enemy targets. The entire combat process forms a chain,

called the operational chain.

2.2.1 Operational chain
In this paper, the operational chain (OC) is used to represent

the information flow between entities involving various types of

functions.

Definition 2: Operational Chain (OC) [6]. In order to

accomplish a specific combat mission, sensor entities, decision

entities, and influence entities cooperate with each other in an

orderly manner to construct an operational chain (OC).

According to the different types and numbers of entities,

this paper mainly studies the following four operational

chains, which can be divided into basic type and general

type. The basic type, as shown in Figure 1, consists of the

direct connection of sensor entity, decision entity and impact

combat unit. Since any combat unit can act as an intermediary

for information transfer, we extend the basic type into a

general type with intermediary communication nodes.

Considering the timeliness of combat information, we only

consider the case where there is a one-hop intermediary node

in the information transfer process of S-D and D-I. The

general type of OC is shown in Figure 1.

FIGURE 2
Heterogeneous operational chain. As shown in Figure, the OC can be divided into basic type and general type. The basic type, as shown in (A),
consists of sensor operation unit, decision operation unit and influence operation unit directly connected. Since any combat unit can also act as an
intermediary for information transfer, we extend the basic type to a general type with mediated communication nodes, i.e., (C).Considering the
timeliness of operational information, we only consider here the case where there is a one-hop intermediary in the SD and DI information
transfer process, and the general type of OC is shown in (B–D).

FIGURE 3
Heterogeneous combat network. Node S denotes the sensor
entity, node D denotes the decision entity, and node I denotes the
impact entity.
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The Operational Chain can be divided into basic type and

general type. The basic type, as shown in Figure 2A, consists of

a sensor combat unit, a decision-making combat unit, and an

impact combat unit directly connected. Since any combat unit

can act as an intermediary for information transmission, we

extend the basic type to a general type with an intermediary

communication node. Considering the timeliness of

operational information, only the presence of a hop

intermediary node in the process of information

transmission is considered here, and the general type of

OC is shown in Figures 2B–D.

The belligerents in a war establish OCs with enemy

entities as targets, and the operation chains intertwine to

form an operational network eventually. Figure 3 shows the

heterogeneous combat network built by combat chains.

2.2.2 Heterogeneous combat network modeling
Consisting of different types of nodes and edges, heterogeneous

combat networks (HCN) are used to represent various information

flows among sensor entities, decision entities, and influence entities.

Definition 3 Heterogeneous Combat Network (HCN) [6]: aG =

(V, E) whereV � S ∪ D ∪ I � v1, v2, v3/ , vn{ } represents node set
and edge set E � e1, e2, e3, . . . , ew{ } ⊆ V × V represents

information flow between functional entities. Specifically, all

functional entities are divided into a set of sensor entities

S � vS1, v
S
2, v

S
3, . . . , v

S
k{ }, a set of decision entities

D � vD1 , v
D
2 , v

D
3 , . . . , v

D
l{ }, and a set of influence entities

I � vI1, v
I
2, v

I
3, . . . , v

I
p{ }. The variable N = |V| and W = |E| denote

the number of nodes and edges in the combat network, and K = |S|,

L = |D|, P = |I| respectively the number of sensor entities, the number

of decision entities, and the number of influence entities. Different

FIGURE 4
Modeling steps of heterogeneous combat network. Firstly, determining the combat objectives according to the combat tasks and determining
the nodes and edges of the combat network. Finally, the combat network model is generated from the nodes and the edges identified by the
information flow.

FIGURE 5
Framework of the HDGED.
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types of nodes provide different functions during combat. The

operational capabilities of the sensor entity, decision entity, and

impact entity are denoted as CAS, CAD and CAI. The modeling steps

of the heterogeneous combat network model are shown in Figure 4.

3 Optimal disintegrating strategy of
heterogeneous combat network

This paper first proposes the Heterogeneous network

Disintegration strategy based on Graph Embedding via

DQN, called HDGED. Furthermore, we combine graph

embedding with deep reinforcement learning to solve the

optimal disintegrating strategy of heterogeneous networks.

Among them, the graph embedding part contains two parts:

encoding and decoding. In the encoding part, we embedded

different types of nodes in the way of type encoding and

designed a multi-layer GCN network to aggregate the

structural features and type features of nodes so as to

obtain the representation vectors and graph representation

vectors of different types of nodes. The decoding process is

designed as a deep Q network, and the encoded

representation vector is decoded into the Q value of deep

reinforcement learning. Then, we train the optimal

disintegrating strategy based on the computed Q value

through deep reinforcement learning. The overall

framework is shown in Figure 5.

3.1 Heterogeneous network encoding

First, we encode the current heterogeneous combat network,

and we take the removal of nodes as the executive action and the

remaining graph after the removal of nodes as the state. An

action (remove node) and a state (remaining graph) is

represented as a set of representation vectors. These

representation vectors capture the structural information, type

information and connections between other nodes of this node

and are used to efficiently estimate the expected future benefits Q

(s, a) of current action for this state.

The key to heterogeneous network encoding is to solve the

following two problems:

1) Node heterogeneity. How to design node feature encoding

for different nodes with heterogeneous information in

heterogeneous networks is a tough problem.

2) Fusion of heterogeneous neighbor feature information

representation. It is also a challenge to obtain a comprehensive

node representation considering the influence of different node

types in aggregating heterogeneous neighbor feature

information.

For problem 1), we first encode the heterogeneous features of

different types of nodes by using one-hot representation. The

length of the vector of one-hot representation is the number of

node types, where the corresponding type component is 1 and

the rest components are 0. This encoding approach is concise and

effective in adding discrete type features to the node feature

vector. Secondly, in order to maintain the graph structure

information, we add the structural features of the nodes into

the node feature vectors, which finally form the node feature

vectors.

For problem 2), in the process of aggregating heterogeneous

neighbor feature information, we convolve the adjacency matrix

and feature matrix of different types of neighbor nodes separately

to obtain the representation of each type of neighbor node. Then,

we aggregate the representations of different types of neighbors

by nonlinear functions. Finally, in order to maintain the

neighborhood structure information of different types of

nodes, we convolve the aggregated representation matrices

FIGURE 6
Framework of node representation vector encoding.
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with the adjacency matrices to obtain the final representation

vector.

3.1.1 Node representation vector
Figure 6 is the overall framework of the node

representation vector. Firstly, the type adjacency matrix is

calculated respectively according to S, D, and I node types,

i.e., AS, AD, AI. Secondly, the feature matrixs of three node

types S, D, and I are constructed respectively according to the

type features and structural features of nodes:FS, FD, FI. The

feature matrix contains the structure information and type

information of the node. We convolve the type adjacency

matrix with the feature matrix, after that, we take the result of

the convolution through the nonlinear activation function. In

order to maintain the neighborhood structure information of

different types of nodes, the results are convolved with the

adjacency matrix again, and finally obtain the node

representation vector through the nonlinear activation

function, which is the action representation vector XN in

the deep reinforcement learning process. In addition, if the

node is weighted, we need to multiply the weight of the node

when getting the embedding vector. As shown in Eq. 1.

Hj � σ gcn1 Aj, Fj( )[ ], j � S, D, I
XN � σ gcn2 A,HS HD‖ ‖HI( )[ ]{ (1)

Where, Aj, j = S,D, I are the adjacency matrices of nodes of S, D

and I, Fj, j = S, D, I are the feature matrix of nodes of S, D and I, σ is

the activation function,A is the adjacencymatrix of the whole graph,

‖ is the stitching operation, andXN is the node representation vector.

3.1.2 Graph representation vector
Figure 7 is the overall framework of the graph representation

vector. The graph representation vector represents the current

state of the graph and contains heterogeneity information and

structure information. We obtain the type feature vector Rj, j = S,

D, I by nonlinear aggregation of each of the three type node

feature matrices Fj, j = S, D, I. After that, we connect the type

feature vectors and map them nonlinearly to a latent space to

obtain the graph feature vector L. Finally, we let the graph feature

vector L through the multilayer perceptron and get the graph

representation vector XG. As shown in Eq. 2.

Rj � σ WjFj + bj( ), j � S, D, I
L � σ Wk RS RD‖ ‖RL( )[ ]
XG � σ Wmσ WnL + bn( ) + bm[ ]

⎧⎪⎨
⎪⎩ (2)

Where, Fj, j = S, D, I is node feature matrix, Rj, j = S, D, I is

type feature vector, L is graph feature vector, and XG is graph

representation vector. The algorithm flow of the encoding is

shown in Algorithm 1.

Algorithm 1. Heterogeneous network encoding.

3.2 Heterogeneous network decoding

In the decoding stage, we decode the graph state

representation vector XG and node action representation

vector XN into the value Q in DQN, that is, the mapping of

state-action (XG,XN) to Q(XG,XN). Q(XG,XN) can predict

the maximum cumulative benefit of the action XN performed in

FIGURE 7
Framework of graph representation vector encoding.
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the state XG. We use multilayer perceptrons to parameterize the

Q function. More specifically, it is defined as Eq. 3:

Q XG,XN( ) � Whσ XT
N ·XG ·Wi( ) (3)

Where,Q(XG,XN) is the Q value obtained by decoding, σ is

the activation function, XG is the vector representing graph state,

and XN is the vector representing node action. The algorithm of

the decoding is shown in Algorithm 2.

Algorithm 2. Heterogeneous network decoding.

3.3 Heterogeneous network performance
evaluation

For heterogeneous networks, the evaluation metrics of

homogeneous networks, such as gaint connected component

size do not accurately reflect the characteristics of

heterogeneous networks. For heterogeneous combat networks,

we need to evaluate not only the connectivity of the network but

also the operational capability of the network. Therefore, in this

paper, based on the “Rescaling Combat Capability Index” in [6],

we propose the normalized operational capability index R to

evaluate the operational performance of heterogeneous combat

networks based on the characteristics of heterogeneous combat

networks.

First, we define the combat capabilities of the three types of

entities. Since the battlefield environment is dynamic and the

performance of various types of weapons and equipment is

constantly changing, we believe that the performance of

weapons and equipment is closely related to the network

structure, and in a complete combat network, each combat

entity cooperates with each other and can give full play to the

capabilities of each entity. On the contrary, if the combat network

is attacked, the capabilities played by the combat entities will be

limited accordingly. Therefore, in order to model the combat

capabilities of individual entities more realistically and

accurately, we define combat capabilities as CAi, i = S, D, I,

where i is the entity type. Suppose li is a operational chain OC,

including sensor entity S � sj{ }, decision entity D � dj{ }and
influence entity I � ij{ } li can be calculated as Eq. 4:

U lj( ) � 1

lj
∣∣∣∣ ∣∣∣∣ ∑sj∈S

CAS sj( ) ∑
dj∈D

CAD dj( )∑
ij∈I

CAI ij( ) (4)

Where, CAS(sj), CAD(dj), CAI(ij) represents the detection
ability of the sensor entity, the decision-making ability of the

decision entity and the attack ability of the influence entity

respectively in the weapon system, and |lj| represents the

length of the operational chain.

FIGURE 8
Topology diagram of the typical military network: FINC.
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In this paper, we assume that the attacker has complete

information about the defender’s operational network and the

attack is a node attack, if a node is attacked, the edges it is

connected to will be removed together. If ~V ∈ V denotes the set of

nodes attacked and ~E ∈ E denotes the set of edages removed, then

the network obtained after the node attack is ~G � (V − ~V, E − ~E).
We define the ratio fN � | ~V|/N ∈ [0, 1] as the attack intensity.

For a heterogeneous combat network G, and a group of

operational chains OCs, LG � lk{ }, k � 1, 2, . . . , m, the combat

capability can be expressed as Eq. 5:

O G( ) � ∑U lk( ) (5)

Among them, O(G) is the combat capability index known as

G. When the node sequence ~V � v1, v2, . . . , vj{ } is removed, we

normalize O(G) as shown in Eq. 6 to represent the connectivity

performance of the attacked network,

P ~V( ) � P v1, v2, . . . , vj( ) � O G\ v1, v2, . . . , vj{ }( )
O G( ) (6)

One of the key issues related to attack strategies is an

evaluation method for attack effectiveness. We used to

calculate the mean value R of the combat capability index

after being attacked to assess the attack efficiency of the attack

strategy on the heterogeneous combat network. We draw on the

evaluation method of network robustness and propose a

heterogeneous network combat cumulative normalized combat

effectiveness as the evaluation index of the strategy. Our goal is to

learn an optimal node removal sequence to make the network

disintegrates rapidly, i.e., to minimize the R value as shown in

Eq. 7:

R v1, v2, . . . , vN( ) � 1
N

∑
N

j�1
P ~V( ) � 1

N
∑
N

j�1

O G\ v1, v2, . . . , vj{ }( )
O G( )

(7)
Where N is the number of nodes in the G, and

O(G\ v1, v2, . . . , vj{ }) is the combat capability index after

removing the set of nodes v1, v2, . . . , vj{ } from the G.

In some cases, the attack cost (cost of attacking resources,

cost of attacking time, etc.,) of different nodes is different. Our

formula for defining the weighted R is as Eq. 8:

Rcost v1, v2, . . . , vN( ) � 1
N

∑
N

j�1
P ~V( )c vj( )

� ∑
N

j�1

O G\ v1, v2, . . . , vj{ }( )
O G( ) c vj( ) (8)

Among them, c(vk) represents the normalized attack cost of

the node,∑N
j�1c(vj) � 1.

3.4 Attack strategy learning

After the encoding-decoding is completed, we use the deep Q

network algorithm in deep reinforcement learning to find the key

nodes in the combat network. We view it as a Markov process:

interacting with the environment to produce a series of states,

FIGURE 9
The performance of HDGED on the test set under two scenarios as the training progresses. The reward function is represented by the R value.

Frontiers in Physics frontiersin.org09

Chen et al. 10.3389/fphy.2022.1021245

38

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1021245


actions, and rewards. The environment is the input combat

network, the state is defined as the remaining network after

attacking node, the action is defined as the removal of the critical

node under attack, and the reward is defined as the reduction

value of the combat network disintegration evaluation index R

after taking action.

We decode each vector pair (state, action) into a real Q value,

which is used to predict the expected future payoff if this node is

selected. Based on the calculated Q value, in the training stage, we

adopt the greedy selection strategy ϵ, that is, each time with

probability (1 − ϵ) to select the highest Q value of the node, with

probability randomly selected node. When a round is over (i.e., the

remaining graph become isolated nodes),n transfer tuples are

collected, i.e., (Si,Ai, R(i,i+n), S(i+n)) and R(i,i+n) = ∑i+nRk, into the

experience replay pool. At the same time, we update the learning

parameters of the encoding process and decoding process through

the batch training samples from the experience replay pool. See

Algorithm 3 for the algorithm process.

Algorithm 3. DQN training.

We require the embedded vectors can thoroughly learn both the

heterogeneous information of the network and make full use of the

structural information of the network. Therefore, we design the training

loss function as Eq. 9.

FIGURE 10
Comparison of disintegration capability of HDGED and baseline algorithms on scale-free HCN of four different scales without considering the
cost of network attacks.

Frontiers in Physics frontiersin.org10

Chen et al. 10.3389/fphy.2022.1021245

39

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1021245


L � LQ + αLG

LQ � rt,t+n + γmax Q̂ st+n, â( ) − Q st, at( )( )2

LG � ∑
N

i,j

si,j xi − xj

���� ����22

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(9)

Where, LQ is Q learning loss, rt,t+n is the reward after n steps,

Q(st , at) is the predicted value of Q, LQ is graph reconstruction loss,

and α is weight coefficient.

4 Experimental comparison and
analysis

4.1 Experimental setting

Based on the characteristics of military operations,

200 scale-free Heterogeneous Combat Networks (HCNs) of

20–50 nodes are synthesized as training set, where the

synthesized networks are generated using the Barabási-

Albert (BA) model (Barabási and Albert, 1999). Among

them, 100 networks have no weights for nodes, and the

nodes of the other 100 networks are randomly assigned

weights which represents the attack cost of the nodes. The

two groups are trained and applied separately. In order to test

the disintegration effect of the algorithm on HCNs of

different sizes and the migration ability of the algorithm

on different networks, we generated two types of networks

as test sets, i.e. scale-free network and small-world network.

Four different scales were generated for each type of network,

the number of nodes was 90–150, 150–300, 300–600 and

600–900, and 100 networks were randomly generated for

each scale, and then evaluate the average performance of

the algorithm on these 100 networks. And experiments were

carried out on the typical military network, FINC, which is

from the paper “An efficient link prediction index for complex

military organization” published by [31]. It contains

89 combat entities, including 12 Decider entities (D),

26 Influential entities (I) and 51 Sensor entities (S), and

150 communication links linking the entire military

network. The topology of the military network is shown in

FIGURE 11
Comparison of disintegration capability of HDGED and baseline algorithms on small world HCN of four different scales without considering the
cost of network attacks.

Frontiers in Physics frontiersin.org11

Chen et al. 10.3389/fphy.2022.1021245

40

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1021245


Figure 8, where the red nodes represent Decider entities (D),

the green nodes represent Sensor entities (S), and the yellow

nodes represent Influential entities (I). Depending on the

information flow on the HCN, the edges of the HCN are

classified into five types, including S − S, S − D, D − D, D − I,

and I − S. We set the initial combat capability of each entity to

be the same, and CAS, CAD and CAI are both set to 2.

As for the baseline algorithms, considering that there are

relatively few researches on disintegration for heterogeneous

operational networks, and we evolve some existing attack

strategies against homogeneous networks so that they become

baseline strategies applicable to heterogeneous operational

networks. These include strategies that attack only a single

type of node: HDSA (high-degree sensor node adaptive),

HDDA (high-degree decision node adaptive) and HDIA

(high-degree influential node adaptive). HDA (high degree

adaptive) and HPA (high PageRank adaptive) are strategies

that rank the networks according to their degree attributes

and PageRank attributes.

4.2 Experimental results and analysis

During the training phase, the parameters were stored for every

250 iterations. The value of the loss function gradually tends to be

stable as the training progress. We load the parameters recorded

every 250 iterations into the HDGED, and then applied HDGED on

a test set contains 200 different networks with 60–90 nodes. The R

value of each network disintegration during testing is calculated and

averaged, which can be regarded as the performance of HDGED.

For validation the convergence of the learning process, the results of

the reward function obtained each time are drawn into a curve as

shown in Figure 9. It can be found that with the progress of training,

the average R value obtained by HDGED on the test set became

lower and lower until it is stable. This phenomenon shows that the

effect of HDGED is getting better and better. Subsequently, we apply

the algorithm to other various scenarios as follows.

In Figures 10, 11, we show the HDGED and four baseline

algorithms on four scale-free HCNs and small worlds, respectively,

without considering the attack cost. Compared with the average

FIGURE 12
Comparison of disintegration capability of HDGED and baseline algorithms on scale-free HCN of four different scales with considering the cost
of network attacks.
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effect on HCN, it can be seen that our method has the smallest R

value and the smallest variance, and achieves the effect of SOTA on

two types of four different scale networks.

In Figures 12, 13, we show the HDGED algorithm and four

baseline algorithms on four scale-free HCNs and small-world HCNs,

respectively, considering the attack cost. Compared with the average

effect on the above, the attack cost here is obtained by random

assignment. It can be seen that our method has achieved SOTA in

various scenarios.

In order to further verify the algorithm, we conducted

experiments on the real military network FINC, as shown in

Figure 14, respectively showing the cases where the attack

cost is not considered and the attack cost is randomly

assigned (node weights are random) effects of the

following methods. The X-axis is the attack strength (fN),

and the Y-axis is the normalized combat capability index

P( ~V). In the initial stage of decomposition, the curve of the

HDGED algorithm declines the fastest, and the curve of the

HDSA algorithm declines the slowest. It can be seen that the

HDGED decomposition efficiency is the highest. The area

enclosed by each curve is the R value of the algorithm. The

smaller the area, the better the performance of the algorithm.

The results show that under the same conditions, the HDGED

algorithm achieves the SOTA effect and has higher

decomposition efficiency.

Figure 15 shows the disintegration results of the HDGED

algorithm and HDA algorithm on a scale-free heterogeneous

combat network of size 97. We can see that the HDGED

algorithm finds the critical nodes in the combat network that

affect the combat capability and disintegrates them. The

results show that the HDGED algorithm disintegrates the

network combat capability to 0 after attacking 13 nodes.

However, the network structure is heavily damaged after

HDA attacks 13 nodes, but the network still has combat

capability. Analyzing the reason, the decision nodes in the

heterogeneous combat network have more influence on the

combat capability of the network than the sensor nodes and

the influence nodes, so the HDGED algorithm first

disintegrates the decision nodes in the heterogeneous

combat network. On the other hand, the HDA algorithm

FIGURE 13
Comparison of disintegration capability of HDGED and baseline algorithms on small world HCN of four different scales with considering the
cost of network attacks.
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FIGURE 15
Comparison of disintegration capability of HDGED andHDAon a scale-free HCNof scale 97. (A) is the HCNof scale 97, in which the blue node is
the sensor entity, the green node is the decision entity, the red node is the influence entity, the numbers of the three of them are 55, 12, and 30,
respectively. (B) shows the result after HDGED attacks the 13 nodes in the original network, and the gray node is the attacked entity, P(~V) = 0. (C)
shows the result after HDA attacks the 13 nodes in the original network, P( ~V) = 0.63.

FIGURE 14
The performance of HDGED on the FINC military network without considering the attack cost and considering the attack cost. It can be seen
that with the removal of nodes, the network performance gradually decreases. (A, B) Shows specifically the degradation of the operational
performance of the FINC network when facing HDGED and other baseline strategies.
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attacks according to the node degree ranking and does not

consider the influence of nodes on the combat capability, so

the disintegration efficiency is lower than HDGED.

5 Conclusion

Research on the disintegration of heterogeneous networks

such as terrorist networks, disease transmission networks, and

military combat networks is of great significance in the real

world. However, the current network disintegration strategies are

limited to homogeneous networks and cannot be directly applied

to heterogeneous networks. Therefore, this paper takes the

heterogeneous combat network as the research object to study

the heterogeneous network disintegration strategy, and the main

contributions are as follows.

Firstly, this paper presents a optimal disintegration strategy of

heterogeneous combat networks based on the combination of graph

embedding and deep reinforcement learning. Through training, our

proposed HDGED algorithm can fully exploit the heterogeneous

and structural information of the heterogeneous network and

quickly find the critical nodes affecting the network function.

Secondly, our approach can be extended to heterogeneous

combat networks of different scales. We have conducted

comparative experiments on heterogeneous combat networks of

different scales. And experiments were carried out on the FINC

network. Ourmethod is able tomaintain stable disintegration effects

for heterogeneous combat networks of different sizes, and its

disintegration effects are all better than the baseline algorithm.

Thirdly, our method has good mobility for heterogeneous

combat networks with uneven combat capabilities. Through

extensive training for combat networks with uneven combat

capabilities, our method can discover the critical nodes that

affect the global network combat capabilities without getting

caught in a few localized nodes with extensive individual

combat capabilities, thus maintaining a stable disintegration

effect.

Fourthly, we design the normalized operational capability

index to more accurately assess the connectivity and operational

capability of the dynamically changing heterogeneous combat

network.

Finally, the research in this paper fills the gap in the study of

heterogeneous network disintegration, which has some

significance for exploring general heterogeneous network

disintegration and has necessary guidance for the future

intelligent combat. In the future, we will further study the

disintegration of HCNs under incomplete information

conditions.
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As one of the key proteins, wild-type p53 can inhibit the tumor development

and regulate the cell fate. Thus, the study on p53 and its related kinetics has

important physiological significance. Previous experiments have shown that

wild-type p53-transcribed phosphatase one protein Wip1 can maintain the

continuous oscillation of the p53 network through post-translational

modification. However, the relevant details are still unclear. Based on our

previous p53 network model, this paper focuses on the modification of

Wip1 dephosphorylated ataxia telangiectasia mutant protein ATM. Firstly, the

characteristics and mechanism of p53 network oscillation under different

numbers of DNA double strand damage were clarified. Then, the influence

of ATM dephosphorylation by Wip1 on network dynamics and its causes are

investigated, including the regulation of network dynamics transition by the

mutual antagonism between ATM dephosphorylation and

autophosphorylation, as well as the precise regulation of oscillation by ATM-

p53-Wip1 negative feedback loop. Finally, the cooperative process between the

dephosphorylation of ATM and the degradation of Mdm2 in the nucleus was

investigated. The above results show thatWip1 interacts with other components

in p53 protein network to form a multiple coupled positive and negative

feedback loop. And this complex structure provides great feasibility in

maintaining stable oscillation. What’s more, for the state of oscillation, the

bottleneck like effect will arise, especially under a certain coupled model with

two or more competitive negative feedback loops. The above results may

provide some theoretical basis for tumor inhibition by artificially regulating the

dynamics of p53.

KEYWORDS

network, oscillation, feedback loop, kinetics, p53, bottleneck effect, protein

OPEN ACCESS

EDITED BY

Cong Li,
Fudan University, China

REVIEWED BY

Xiao-Peng Zhang,
Nanjing University, China
Peng Ji,
Fudan University, China

*CORRESPONDENCE

DaoGuang Wang,
xznuwang@jsnu.edu.cn

SPECIALTY SECTION

This article was submitted to
Interdisciplinary Physics,
a section of the journal
Frontiers in Physics

RECEIVED 11 August 2022
ACCEPTED 28 October 2022
PUBLISHED 09 November 2022

CITATION

Wang D, Wang Y, Lü H, Wu Z and Liang X
(2022), Resembling the bottleneck
effect in p53 core network including the
dephosphorylation of ATM by Wip1: A
computational study.
Front. Phys. 10:1017218.
doi: 10.3389/fphy.2022.1017218

COPYRIGHT

© 2022 Wang, Wang, Lü, Wu and Liang.
This is an open-access article
distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original
publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or
reproduction is permitted which does
not comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 09 November 2022
DOI 10.3389/fphy.2022.1017218

46

https://www.frontiersin.org/articles/10.3389/fphy.2022.1017218/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1017218/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1017218/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1017218/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2022.1017218&domain=pdf&date_stamp=2022-11-09
mailto:xznuwang@jsnu.edu.cn
https://doi.org/10.3389/fphy.2022.1017218
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2022.1017218


1 Introduction

As the basic unit of life, cells can regulate their own

behavior to adapt to intra- and extracellular stress signals,

depending on the protein interaction networks [1]. The

p53 signaling network, with protein p53 at its core, is one

of the key components of the cell, being a popular research

topic in physiology for the last 4 decades [2–4]. Studies have

shown that p53 is strongly associated with many types of

cancer, such as liver, lung, breast, stomach, colon and prostate

cancers [4–6]. To mitigate threatens from these troubles, there

is an urgent need to improve the understanding of p53. In

resting state, the E3 ubiquitin ligase Murine Double Minute 2

(Mdm2) can promote rapid degradation of p53, resulting in

low p53 expression levels [7]. Under stressful conditions, such

as ionizing radiation, UV irradiation, drug induction or

metabolic stress, p53 is activated and maintained at high

levels [8–11]. As a multifunctional transcription factor,

p53 can induce the expression of various downstream

proteins involved in the cell cycle, metabolism or apoptosis

[12, 13]. In particular, for cell fate decision, p53 dynamics are

showing great effect in different environments [14–16].

Studies have shown that pulsed oscillations in the

p53 network are widespread [17, 18], determining the

survival probability of cell, and it needs to be studied in

detail. Therefore, the generation and maintenance of stable

oscillations deserves further investigation. What’s more, the

related process in oscillation like gene transcription and

protein post-translational modifications, which can form

coupled multi-feedback loops, still needs to be investigated.

In this paper, we focus on the phosphorylation and

dephosphorylation of the ataxia-telangiectasia mutated

protein (ATM) at site of Ser1981 [19, 20] and provide

insight into the dynamics of the associated p53 signaling

network.

Induced by ionizing radiation or drugs, undamped

periodic oscillations in single cells or cell populations are

the typical feature of protein p53, in which the radiation

doses are correlated with the number of oscillatory pulses

[21, 22]. For this phenomenon, many theoretical models

have been established, which are based on the p53-Mdm2

negative feedback loop [22] (NFL). For example, the model

designed by [23], including the p53-Mdm2 NFL as the main

structure, has investigated the global stability of

p53 network. Based on the NFL of p53-Mdm2, some

models considered multiple NFLs, such as the models in

Refs. [18, 24], which added the NFL of p53-Wip1-ATM to

investigate the stable, oscillations and biorhythms in the

signaling transduction network; the Yang’s model [25],

which examined the phosphorylation of the Ser395 site of

Mdm2, analyzed the coupled positive feedback loop (PFL)

and NFL of p53-Mdm2 and related kinetics; the Ouattara’s

model [26], which distinguished the nucleus and cytoplasm

of p53, found the amplitude and height of p53 were variable,

while the peak width and period were less affected by noise.

In addition to these deterministic models, stochastic kinetic

models have also been widely used, e.g., the model

constructed by Ma et al. [27] includes differential

equations and stochastic repair processes to reproduce the

pulsing release behavior of p53; the model by Xia and Jia [28]

includes a p53 oscillation module and a DNA repair module,

successfully explained the possible mechanism of ion

radiation dose regulation of the p53 pulse number.

Another stochastic model [29] introduced the τ-leap

algorithm to reproduce the response details of the

p53 protein network and discusses the effects of intra/

extracellular noise and cellular variability on the stability

of oscillations. These models provided a comprehensive

analysis of p53-related dynamics and yield important

results. However, some details of the network still need to

be investigated in depth, e.g., how to regulate the single

feedback loop, coupled positive and negative feedback loops

[30–33] or coupled double NFLs within the structure of co-

existence of multiple feedback loops.

In order to answer these questions, this paper takes the

phosphorylation and dephosphorylation processes of ATM

as a starting point, and investigates the changes of

p53 network dynamics. Basing on a simple p53 network

structure, the kinetic equations of the model are given.

Then, through numerical analysis, the relationship

between the network system and the degree of damage

and other parameters is found, and the bifurcation point

and the state characteristics of the system are clarified;

together with the bifurcation curve, the oscillation region

on the two-parameter bifurcation diagram can be

determined. Numerical analysis showed that the different

response patterns of the cells under UV and IR radiation were

closely related to the strength of the positive feedbacks and

negative feedbacks [34] on ATM, indicating that

dephosphorylation of Wip1 is a critical part of the

network and its presence increases the regulatory pathway.

The computational results show that the negative feedback of

p53-Mdm2 is fundamental to the oscillations of the

p53 network, while other feedbacks have a regulatory

effect on the p53 oscillations and can maintain the

stability of the oscillations. In conclusion, the model

demonstrates that the p53 oscillations occur as a result of

the coupling and compromise between NFL and PFL/NFL in

close proximity to each other. In contrast to the conclusions

of other models, we believe that the antagonistic strengths

acting on different components of the same loop need to be of

the same magnitude, and the strengths of the coupled

positive and negative feedbacks in different loops need to

be matched, and the formation of a competitive relationship

between the coupled double negative feedbacks needs to be

coordinated.
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2 Model and methods

2.1 Model

2.1.1 The p53 core network model
Based on previous studies [15, 16, 24, 29], we constructed a

simplified model containing the core components associated

with p53 oscillations, as shown in Figure 1. The model takes

into account the action of ionizing radiation (IR) or DNA

damage agents [35] (e.g., etoposide). The DNA double strand

break (DSB) occurs and DNA repair proteins are then recruited

to repair the damage. At the same time, rapid

autophosphorylation of ATM is induced in cells [36], causing

the conversion of ATM dimers (ATM2) into active

phosphorylated ATM monomers (ATMp) [36, 37]. ATMp

further phosphorylates p53 and Mdm2, accelerates the

degradation of nuclear Mdm2, and enhances the stability and

transcriptional activity of p53 [37]. In non-stressed cells,

p53 remains at a low level due to the negative regulation of

the E3 ubiquitin ligase Mdm2. However, the p53 protein

concentration can be maintained at high levels at this time.

Phosphorylation of p53 (p53p) induces the production of

Mdm2 and Wip1 [19], while Wip1 dephosphorylates p53 and

ATMp. In the abstract, there are two negative feedbacks and one

positive feedback in themodel. Practical experiments have shown

that p53 oscillations can last for a long time [23]. Considering

that DNA damage repair may be defective in some cells, the

repair process is not added to the model and the initial number of

DNA damages is used as input.

2.1.2 Deterministic equations
The dynamics of the model is described by a system of

ordinary differential equations (ODES). The kinetic equations for

ATM activation are as follows.

d ATM2[ ]
dt

� kdim · ATM[ ]2 − kudim · ATM2[ ], (1)
d ATMp[ ]

dt
� kbasal ·H+ ATM[ ], jatms( ) − kdeatm

·H+ ATMp[ ], jdeatm( ) + kacatm · ATMp[ ]
· Ndsb

Ndsb + jdsb
·H+ ATM[ ], jacatm( ) − kdeatmwip

· Wip1[ ] ·H+ ATMp[ ], jdeatmwip( ). (2)

Where, [−] represents the concentration of the component,

the function H+(A,B) is defined as A/(A+ B). It has been

shown that the total amount of ATM does not change much

after IR [19], so [ATM]tot = [ATM] + [ATMp] + 2 [ATM2] is a

constant in the model. The binding and dissociation

reactions of proteins in the model are described by the

law of mass action, while the enzymatic reactions are

characterized by Michaelis-Menten kinetics (MM). In

undamaged cells, ATM appears as dimers or oligomers.

And the ATM dimer can spontaneously polymerize or

dissociate into inactive monomers, of which the reaction

intensity is reflected by kdim and kudim correspondingly. After

DNA damage, ATM dimmers are recruited to the damaged

DNA and the ATM autophosphorylation [20] will be

accelerated, involving the basal activation and the DNA

damages induced activation, of which the strengths are

represented by kbasal and kacatm respectively. The process

is summarized by the first and third term on the righ-hand

side of Eq. 2, where Ndsb represents the amount of DNA

damage.

The p53-related kinetics include the basic transcriptional,

translational, phosphorylation and reversible phosphorylation

processes, as described below.

d p53m[ ]
dt

� ksp53 − kdp53m · p53m[ ], (3)
d p53u[ ]

dt
� krp53 · p53m[ ] + kwip53s · Wip1[ ] ·H+ p53p[ ], jwip53s( )

− kdep53 · p53u[ ] − kacp531 · ATMp[ ]
·H+ p53u[ ], jap53( ) − kdp53 · Mdm2n[ ]
·H+ p53u[ ], jp53( ),

(4)
d p53p[ ]

dt
� kacp531 · ATMp[ ] ·H+ p53u[ ], jap53( ) − kdep53s · p53p[ ]
−kdp53s · Mdm2n[ ] ·H+ p53p[ ], jp53s( )
−kwip53s · Wip1[ ] ·H+ p53p[ ], jwip53s( ).

(5)
The Mdm2-related dynamics are stated as follows:

FIGURE 1
Schematic diagram of the p53 protein network model. After
irradiation, DNA damage activates ATM, which can phosphorylate
and accelerate the degradation of nuclear Mdm2, thereby
stabilizing and activating p53 phosphorylation. Then, p53 will
induce the production of Mdm2 and Wip1, while Wip1 can
dephosphorylate ATM and p53 in turn. The symbol Φ represents
the degradation process.
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d mdm2m[ ]
dt

� ksmdm20 + ksmdm2 ·H +,4( ) p53p[ ], jsmdm2( ) − kdmdm2m

· mdm2m[ ],
(6)

d Mdm2c[ ]
dt

� krdmdm2 · mdm2m[ ] − kdmdm2c · Mdm2c[ ]
+ko · Mdm2n[ ] − ki · Mdm2c[ ],

(7)

d Mdm2n[ ]
dt

� ki · Mdm2c[ ] − ko · Mdm2n[ ] − kdmdm2n0 · Mdm2n[ ]
−kdmdm2n1 · ATMp[ ] ·H+ Mdm2n[ ], jmdm2n( ).

(8)
For Mdm2, the model considers Mdm2 in two forms:

intracytoplasmic Mdm2 (Mdm2c) and intra-nuclear

Mdm2 (Mdm2n). And the p53 transcription of mdm2m is

characterized by the Hill function with the form of H+,n (A,B)

defined as An/(An + Bn), where n indicating the degree of synergy.

The nuclear input and output Mdm2 are expressed as linear

terms of the rate constant, respectively.

Similarly, the kinetic behavior of Wip1 is described by the

following equation, and the transcription of Wip1 by p53 is

portrayed by the Hill equation.

d wip1m[ ]
dt

� kswip10 + kswip1 ·H +,3( ) p53p[ ], jswip1( ) − kdwip1m

· wip1m[ ], (9)
d Wip1[ ]

dt
� krwip1 · wip1m[ ] − kdwip1 · Wip1[ ]. (10)

The unit of time is minute, while concentrations are divided

by some certain standard concentrations, thus being

dimensionless. And, all the parameters are listed in Table 1.

2.2 Material and methods

p53 related network in cell lines has rich dynamics with non-

linear characteristics, and the bifurcation analysis method is an

effective means to probe the reason for such non-linear dynamics

behaviors of cells. When the parameters of the system change, the

system will undergo sudden changes, such as the transformations

from stable to unstable state, the appearance of limit cycle, chaos,

and so on. These changes can be called bifurcations. As a typical

non-linear system model, p53 core network model has rich and

complex dynamics, associating with many types of bifurcation. For

example, when the protein is activated, its expression can change

from a low level to a stable high level, corresponding to Saddle-Node

bifurcation. If stimulated by the external signal, the protein

concentration in the cell can transform from a stable equilibrium

state to a limit cycle oscillation, suggesting the Hopf bifurcation.

Thus, the parameters in the p53 network model can affect the non-

linear dynamics greatly. To reveal the principle of how to regulate

the p53 network, it is meaningful to make the bifurcation analysis.

For bifurcation analysis, such software as Oscill8 [38] and

MatCont [39] are commonly used to draw the trajectory diagram

of the variables when the parameters change. In this study, the

Oscill8 software is introduced to make one or two parameter

bifurcation analysis, while MatCont is used to check the two

parameter bifurcation analysis results. In the bifurcation analysis

diagrams, this study only shows the results in the case of positive

values, such as the reaction rates and protein levels, and discards the

negative results, although they are mathematically meaningful.

Given a fixed parameter of external inputs in the model, the

time series can be obtained. With the method of peak detection,

the amplitude and period can be calculated. Comparing with the

Fourier transformation, the oscillation period can be quite

accurate. In numerical calculation of the differential equations,

the Runge-Kutta method is introduced with a time step of

0.001 s [40].

3 Results

In this part, we first obtain the typical time series diagram

and one-dimensional parameter bifurcation diagram of the

TABLE 1 Default values of parameters.

Parameter Values Parameter Values Parameter Values Parameter Values Parameter Values

Ndsb 175 jdsb 150 [ATMtot] 1 kacatm 0.136a kdeatmwip 0.24

kudim 0.016a kdim 0.008a kbasal 0.016a jacatm 0.1a jdeatm 0.2a

jatms 0.1a kdeatm 0.001a jdeatmwip 0.2a ksp53 0.008a kdep53 0.04a

kdep53s 0.0008a kdp53 0.24a kdp53s 0.012a kacp531 0.08a kwip53s 0.004a

jap53s 3.0a jwip53s 0.1a jp53 0.1a jp53s 0.02a kswip10 0.0008a

kswip1 0.008a jswip1 0.7a kdwip1 0.096a kdp53m 0.08a krp53 0.32a

ksmdm20 0.0016a ksmdm2 0.016a jsmdm2 1.0a kdmdm2c 0.0064a ki 0.08a

ko 0.04a kdmdm2n0 0.0032a kdmdm2n1 0.096a jmdm2n 1.0a kdmdm2m 0.048a

krmdm2 0.16a kdwip1m 0.048a krwip1 0.48a

aRefs. [26, 27, 29].

Frontiers in Physics frontiersin.org04

Wang et al. 10.3389/fphy.2022.1017218

49

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1017218


network system, and prove the existence of stable limit cycle

oscillation in the system through the phase trajectory. We found

that the DNA damage caused by pressure plays an important role

in regulating the oscillation. Then, we found the importance of

Wip1 dephosphorylation on the network. The one-dimensional

and two-dimensional parametric bifurcation diagrams clearly

show the complex characteristics of system dynamics.

Meanwhile, the possible reasons for the oscillation

phenomenon observed in the experiment are also analyzed.

We found that in the complex coupled network model,

especially in the coupled NFLs model, DNA damage shows a

bottleneck-like effect on the oscillatory parameter regions.

Finally, by means of biochemical reaction dynamics, we

examined the influence of double negative coupling

competition effect on oscillation.

3.1 General overview of p53 dynamics

Considering the above model, the level of DNA damage was

investigated firstly. Calculations show that in the absence of damage,

i.e., Ndsb = 0, the system is in a stable steady state with a low

p53 expression level. When Ndsb = 8, the system will goes across the

Hopf Bifurcation (HB) (Figure 2A). When Ndsb > 8, the system

destabilizes and then exhibits stable limit cycle oscillations. That

means the fixed point of the high-dimensional system changes from

a stable focus to an unstable focus surrounded by the limit cycle. The

amplitude of the p53 protein increases with the Ndsb value,

accompanied by a decrease in the period as seen in Figure 2B. In

particular, for Ndsb = 175 (about 5 Gy IR dose), the period of

oscillation was 315 min (5.3 h) (Figure 3), which is in good

agreement with the experimental results [18, 23]. Here, a slight

DNA damage can cause p53 oscillation, mainly due to the rapid

activation of ATM. But, if Ndsb is quite small, the positive feedback

effect on ATM will be too weak, and a long time is needed for the

other components of the network to receive and respond to the

stimulus signal, which brings an obvious long time delay, thus

generating a larger oscillation period. On the contrary, a higher Ndsb

can bring about high frequency and low amplitude oscillations.

Especially, the flat period range is quite wide with largerNdsb values,

showing the high occurring probability of stable oscillation.

3.2 Bifurcation analysis of the negative
feedback strength

The classical pathway for the negative regulation of p53 by

Wip1 is the dephosphorylation of ATM at the Ser1981 site [18,

19], which corresponds to the parameter kdeatmwip. That is, the

FIGURE 2
Deterministic analysis of the model. (A) The bifurcation
diagram of total p53 concentration with Ndsb, the black solid line
and dotted line represent stable and unstable states respectively,
the solid circle represents the HB point, and the blue curve
represents the maximum and minimum of [p53] in the limit cycle.
(B) The change of [p53] with Ndsb. Here [p53] = [p53u]+[p53p].

FIGURE 3
Time evolutions of [ATMp], [p53p], [Mdm2n], [Wip1] with
Ndsb = 175.

FIGURE 4
Time evolutions of [p53p], with different kdeatmwip. From top to
down, kdeatmwip = 0.05, 0.3, 0.62 respectively. The parameter
Ndsb = 175.
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value of kdeatmwip affects the strength of the ATM-p53-

Wip1 negative feedback loop. In order to explore the

influence of this parameter on the network system, the value

of kdeatmwip was changed independently. The results show that

this parameter exerts great influence on the system state. For

example, if kdeatmwip is taken as 0.05, 0.3 and 0.62 respectively, the

state of the system variable changes significantly. As shown in the

Figure 4, the time series of [p53p] can show stable high level,

periodic oscillation state and stable low level changes

respectively. Here, the parameter Ndsb = 175.

Next, in order to obtain a more comprehensive understanding,

the one-dimensional parameter bifurcation diagram of the system

is calculated by changing the value of Ndsb. The calculation results

show that the system state changes greatly withNdsb. Regardless of

the global solution in mathematics, the case of Ndsb > 0 is

considered here. It is found that the system can present two

forms of solutions: steady-state solution or oscillatory solution.

Taking different values of kdeatmwip, the bifurcation diagram

changes obviously, as shown in Figure 5. This shows the

potential ability of parameter kdeatmwip in regulating cell state

under different IR doses.

Furthermore, the regulation of parameter kdeatmwip on the

system state been focused. After numerical analysis, the

equilibrium state of [p53p] was obtained in relation to the

variation of the parameter kdeatmwip, i.e., Figure 6. On the

bifurcation diagram, three bifurcation points can be observed

sequentially with increasing kdeatmwip: Hopf bifurcation point

(HB), Saddle Node bifurcation point (SN) and Saddle Node

Homoclinic bifurcation point (SNIC), same as the results in

model [25]. The line between HB and SN is the unstable focus

and saddle point, the line between SN and SNIC is the unstable

saddle point, while the line outside HB and SNIC represents the

stable point of the system.What is interesting is that a stable limit

cycle can be found in the system, which is located between HB

and SNIC, where stable periodic oscillations will occur. Here the

[p53p] concentrations changes differently. For example, when

Ndsb = 175, the bifurcation diagram shows that the parameter

kdeatmwip is in the (0, HB) interval and the negative feedback

strength is relatively weak, [p53p] is in the high state; the

parameter kdeatmwip is in the (SNIC, + ∞) interval and the

negative feedback strength is relatively high, [p53p] is in the

low steady state; the parameter kdeatmwip is in the (HB, SNIC)

interval and the negative feedback strength is relatively weak

[p53p] is in the changeable steady state. The parameter kdeatmwip

was in the (HB, SNIC) interval and produced stable non-

decaying periodic oscillations. This indicates that Wip1-

mediated negative feedback is important for p53 oscillations,

which is consistent with the article [24]. Under different value of

Ndsb, for instance Ndsb = 10, 35, 175, 350, the patterns of

bifurcation diagrams vary greatly. This shows that kdeatmwip

and Ndsb can affect the system together.

Here, the synergistic effect of positive and negative feedback

is responsible for this change on the bifurcation diagram. When

kdeatmwip is very small, the positive feedback effect on ATM will

be quite strong, which can make ATM activated quickly. As the

phosphorylation of p53 is mainly dominated by ATM, thus

p53 can rise to a high level quickly, even Ndsb is quite small.

So there is no oscillation. Next, when kdeatmwip increases, the

positive feedback effect on ATM is weakened, and the negative

feedback effect is strengthened, thus the periodic oscillation

appears. The kdeatmwip value continues to rise, the positive

feedback effect on ATM is weakened too, and the level of

p53 rises slowly with Ndsb. As the oscillation needs a proper

range of [p53p], so the HBmoves right at theNdsb axis in Figure 5.

If kdeatmwip value is very large, the positive feedback effect on

ATM will be seriously weakened. So, given a quite large Ndsb

value can ATM starts to activate and the periodic oscillation

begins appear. Meanwhile, with the increasing Ndsb value, the

equilibrium point of the system may changes from the stable

node towards an unstable focus, thus evolving into the SNIC.

The changes of oscillation period can also be obtained with

different parameters of kdeatmwip, which shows a same trend: first

is rapid increasing, following with a flat platform and final is

rapid increasing (seen in Figure 7). Without losing generality, we

select a flat period region with up limit of 332.5 min, and

determine the kdeatmwip region for oscillation, where a wide

range can be seen for high Ndsb values. Especially, they are

kdeatmwip = 0.445 and 0.5273 with Ndsb = 175 and

350 respectively. The flat period region means the period

value can be observed in the experiment with high

probability. For relevant cell experiments, that means a

suitable negative feedback strength should be required for a

realistic and stable oscillation period.

FIGURE 5
The bifurcation diagram of [p53p] with Ndsb, the black solid
line and dotted line represent stable and unstable states
respectively, the symbol ‘HB’ represents the Hopf bifurcation
point, and the symbol ‘SN’ represents the Saddle-Node
bifurcation point. From top to down, kdeatmwip = 0.04, 0.15, 0.40,
0.63 respectively. The parameter Ndsb = 175.
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The above results were obtained only for Ndsb = 10, 35, 175,

350, but practical experiments [18] indicate that periodic

oscillations of p53 can be detected when the iron-radiation

dose exceeds a certain threshold, i.e., when the amount of

DNA damage is greater than a certain value. A more

complete understanding can be obtained by the distribution of

network states on a two-dimensional parameter plane. Taking

the kdeatmwip-Ndsb two-dimensional parameter space as an

example, the relevant bifurcation curves were obtained in

Figure 8. In this two-dimensional parameter space there are

three states: stable steady state I, stable oscillatory state II and

excitable state III. Among them, excitable state III can only be

found if kdeatmwip and Ndsb are above a certain value (0.5246, 80).

The results in Figure 8 also show that only if the strength of

kdeatmwip is appropriate can stable p53 oscillation will appear. If

kdeatmwip is too low or close to zero, there is no oscillatory state II,

which is consistent with the experimental phenomenon in UV-

irradiated cells [18], where the Wip1-ATM pathway is not

activated. The results in Figure 8 may also provide some

theoretical explanation for the experiments of Chen et al [35].

FIGURE 6
The bifurcation diagram of [p53p] with kdeatmwip, the black solid line and dotted line represent stable and unstable states respectively, the symbol
‘HB’ represents the Hopf bifurcation point, the symbol ‘SN’ represents the Saddle-Node bifurcation point, and the symbol ‘SNIC’ represents the
Saddle Node Homoclinic bifurcation point. (A) From left to right,Ndsb = 10 and 35 respectively. (B) From left to right,Ndsb = 175 and 350 respectively.
Either in (A) or (B), the same ordinate system is used for the left and right graphs.

FIGURE 7
The dependence of period on the parameter kdeatmwip with
different Ndsb. From left to right, Ndsb = 10, 35, 175,
350 respectively. The horizontal dots line denotes the period of
332.5 min. The vertical dots lines indicate kdeatmwip = 0.4445,
0.5273 respectively.

Frontiers in Physics frontiersin.org07

Wang et al. 10.3389/fphy.2022.1017218

52

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1017218


Namely that the strength of kdeatmwip in cells is in a specific range

and that p53 oscillations can only occur when the dose of

etoposide (amount of DNA damage) is moderate.

3.3 Self-antagonism of the ATM-p53-
Wip1 NFL

The above results mainly reflect the situation in the ATM-

p53-Wip1 negative feedback loop after changing the strength of a

single feedback. In the actual cellular setting, there may be other

antagonistic effects in the same loop that are worth considering.

For example, in this model the dephosphorylation of Ser1981 by

Wip1 on ATM and the phosphorylation of Ser15 by ATM on

p53 [41]. In this model, the parameter kacp531 is used to represent

the strength of ATM phosphorylation on p53. Numerical

analysis yielded the equilibrium state of [p53p] in relation to

the parameter kdeatmwip, i.e., in Figure 9. When kacp531 = 0.08,

with Ndsb = 175 the bifurcation diagrams are consistent with

FIGURE 9
Influences of the ATM regulated p53 phosphorylation on the network dynamics with different strengths. (A)One parameter bifurcation diagram
of [p53p] on the parameter kdeatmwip. From left to right, kacp531 = 0.08 and 0.20 respectively. The schematic diagram shows the relationship between
the period and the parameters kdeatmwip. (B) The two-parameter bifurcation with respect to kdeatmwip and kacp531. The symbols ‘I’, ‘II’ and ‘III’ represent
monostable state, oscillation state and excited state respectively. From left to right, Ndsb = 50 and 175 respectively. Either in A or B, the same
ordinate system is used for the left and right graphs.

FIGURE 8
The two-parameter bifurcation with respect to kdeatmwip and
Ndsb. The symbols ‘I’,‘II’ and ‘III’ represent monostable state,
oscillation state and excited state respectively. The vertical dots
line indicates kdeatmwip = 0.5246.
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Figure 6. But, when kacp531 = 0.2, only two Hopf bifurcation

points can be observed as kdeatmwip increases, indicating a sudden

change in the equilibrium state of the system. As the parameter

kdeatmwip increases, the period exerts the same tends as in Figure 7

when Ndsb = 175.

The above changes can be interpreted from the relevant

dynamics in detail. When the parameter kdeatmwip is in the

range (0,HB), indicating relative low negative feedback

strength, which may benefit the high level of

p53 phosphorylation, thus there is only stable equilibrium

state. On contrary, when kdeatmwip is in the range (SNIC, +∞)

(kacp531 = 0.08) or the range (HB, +∞) (kacp531 = 0.2), the

p53 phosphorylation will be suppressed, the system will also

go to stable equilibrium state. Only when kdeatmwip is in the range

(HB, SNIC) or (HB, HB), the stable oscillation can appears. This

may indicate the importance of the appropriate feedback strength

for p53 oscillation. And the emergence of SNIC when kacp531 =

0.08 suggests that the antagonism increases the complexity of the

same feedback loop. When kacp531 = 0.2, the kdeatmwip range for

p53 oscillation becomes larger, suggesting that the increased

phosphorylation on p53 at Ser15 may contribute to the arise

of stable oscillatory states. It is worth nothing to mention that,

due to the nonlinear synergistic effect, with a higher

phosphorylation strength on p53, the a stable limit loop will

surround an unstable focus instead of unstable node, which

causes the change from SNIC to HB, as in Figure 9A.

Furthermore, a more clear understanding can be obtained by

two-dimensional bifurcation diagram. Within different DNA

damage, the kdeatmwip-kacp531 bifurcation diagram can be

obtained by extending each bifurcation point, i.e., Figure 9B.

For Ndsb = 50, the system oscillation state II corresponds to a

smaller value of kdeatmwip and a larger range of kacp531 values,

indicating that the amount of Ser15 phosphorylation of p53 is

important, i.e., a stable periodic oscillation can also be

maintained by weak Ser15 phosphorylation of p53. At Ndsb =

175, the parameter range of systemic oscillation state II was

relatively broadened, indicating a high correlation between the

amount of DNA damage and the stable oscillation state.

Comparing the above results, a more plausible explanation is

that DNA damage acts directly on ATM, and ATM can

phosphorylate p53, as DNA damage amplifies the signal

through positive feedback from ATM, which facilitating the

emergence of oscillations, in consist with the findings in the

study [25, 31, 32, 42]. These founds also indicate the need of

coordinated mutual antagonism in the same feedback loop in

order to maintain stable periodic oscillations.

3.4 Synergies of coupled PFL and NFL

Different from the above discussion in the same feedback loop,

we further analyzed a pair of opposite effect on the same protein,

e.g., the phosphorylation and dephosphorylation on ATM. In this

model, the ATM autophosphorylation is considered, different

from the phosphorylation of Mdm2 at Ser395 [25], as in

research it is confirmed that ATM autophosphorylation

happens more often, which can accelerate the ATM activation

to a higher level quickly [36], forming a PFL. To test whether DNA

damage amplifies the signal through ATM’s PFL more conducive

to oscillations, we make a test by comparison. Generally, in

coupled PFL and NFL, oscillation is dominated by NFL, and

PFL exerts a gain effect on NFL [32]. In this model, p53-Wip1-

ATM and p53-Mdm2NFLs coexist. Numerical analysis shows that

the value range of the oscillation parameter kdeatmwip of the system

becomes wider by increasing of the positive feedback strength

parameter kacatm, as shown in Figure 10. Although the value of

kacatm is zero representing no phosphorylation on p53, the

oscillation range can also be found with proper kdeatmwip values,

indicating that the oscillation is dominated by p53-Mdm2 loop. In

the two-parameter bifurcation diagram, the oscillable kdeatmwip

interval widens with the increase of kacatm, indicating that the

increase of positive feedback amplifies the signal and is conducive

to p53 oscillation.

The more damage, the more oscillating region will appear in

the system, as well as the excitable state III. The possible reason is

that DNA damage directly acts on substrate ATM, which changes

the positive feedback intensity of ATM. The change of positive

feedback strength leads to the change of equilibrium property of

the system, causing the change of system state. That means the

positive feedback increases the complexity of system state. Since

the appearance of the oscillating state requires a specific range of

positive and negative feedback intensity, it also indicates that the

FIGURE 10
The two-parameter bifurcation with respect to kdeatmwip and
kacatm. The symbols ‘I’,‘II’, and ‘III’ represent monostable state,
oscillation state and excited state respectively. (A) From left to
right, Ndsb = 10,35 respectively. (B) From left to right, Ndsb =
175, 350 respectively. Either in A or B, the same ordinate system is
used for the left and right graphs.
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oscillation is the result of the coordination of positive and

negative feedback. General research models also confirm [31,

32, 42] that the network model coupled with PFLs and NFLs has

better robustness and better response in the p53 network.

3.5 Bottleneck like effect of p53-Wip1-
ATM and p53-Mdm2 NFLs

Further, in addition to the coupled PFL and NFL in a single

loop discussed above, there are also coupled NFLs in this system,

deserving much attentions. For example, the negative feedback

collaboration between p53-Wip1-ATM and p53-Mdm2. Here,

we first paid special attention to the degradation of intranuclear

Mdm2 regulated by phosphorylated ATM, which essentially

constitutes a nested ATM-Mdm2-p53-Wip1 NFL that partially

overlaps with the pathway of the p53-Wip1-ATM and p53-

Mdm2 NFL. In contrast to the previous use of the

Mdm2 inhibitor Nutlin-3 to activate the p53 signaling

pathway [43], here, regulating the coupled NFLs to achieve

state transition can be a new try. In this model, the strength

of Mdmn degradation by ATM is reflected in the key parameter

kdmdm2n1. Within different conditions, the 1-D bifurcation

diagrams of kdmdm2n1 can be obtained. As shown in

Figure 11A, the parameter range of the scalable kdmdm2n1 was

found to change significantly after fixing the intensity of

dephosphorylation of ATM by Wip1, and the corresponding

oscillation period varied in the same trend with kdmdm2n1. The

scalable kdmdm2n1 range was larger for smaller values of kdeatmwip

(kdeatmwip = 0.15) and smaller for larger kdeatmwip (kdeatmwip =

0.24), indicating their mutually exclusive nature. Thus, the

competitive involution may cause the limitation of oscillation,

showing a bottleneck like effect on Ndsb. In the kdeatmwip-

kdmdm2n1 two dimensional bifurcation diagrams, this effect

was very obvious. For different Ndsb, e.g., Ndsb = 50 and

175 respectively, oscillation regions tending to be concave

towards the origin, as in Figure 11B. This change in the

oscillable parameter region reflects the competing effects of

FIGURE 11
Influences of the ATM regulated Mdm2n degradation on the network dynamics with different strengths. (A)One parameter bifurcation diagram
of [p53] on the parameter kdmdm2n1. From left to right, kdeatmwip = 0.15 and 0.24 respectively. The schematic diagram shows the relationship between
the period and the parameters kdmdm2n1. (B) The two-parameter bifurcation with respect to kdeatmwip and kdmdm2n1. The symbols ‘I’,‘II’ and ‘III’
representmonostable state, oscillation state and excited state respectively. From left to right,Ndsb = 50 amd 175 respectively. Either in A or B, the
same ordinate system is used for the left and right graphs.
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the two NFLs. The scalable parameter region is different,

indicating that the amount of DNA damage dominates the

neck of p53 oscillation.

This bottleneck like effect is most likely due to the fact that

ATM-promoted degradation of Mdm2, in which larger values of

kdmdm2n1 implying higher levels of p53, when the system is prone

to oscillation or instability. The higher dephosphorylation on

ATM tends to disrupt the equilibrium, thus lowering the

p53 expression and making the system monostable, also the

lower dephosphorylation intensity on ATM tends to raise the

p53 expression and make the system tends to the other extreme.

Only when the two are coordinated can stable oscillations be

generated. For Ndsb = 50, the oscillatory region in the two

dimensional bifurcation diagram has no intersection with

either axis, indicating that the p53-Mdm2 pathway and the

p53-Wip1-ATM pathway are equally important for

oscillations. So, this nested coupling of the dual NFls

constrains each other and creates a competitive effect, limiting

the scale of the parameters region.

3.6 Theoretical analysis

In this subsection, we further conduct a theoretical analysis

on the above results, aim at revealing the underlying physical

mechanism. As far as we know, such feedback loops as coupled

PFL and NFL have been widely studied in the literature. Here, we

are more concerned with the special pathway of coupled NFLs.

By simplifying the biochemical reaction process between

different proteins, we obtained the abstract structural diagram

of p53 core network, as shown in Figure 12.

For such a simplified network model, we can infer that its

responding capacity for stress signals depends on the short board

in the signaling pathway, e.g., the node with the weakest

interaction ability, reflecting as the bottleneck effect on

strength. Assuming that each node protein in the network can

equally participate in the reaction, the core node protein, as the

busiest one, is easier to become a short board. In this coupled

NFLs model, considering the reaction process that p53 actually

participates in, we introduced anti-competitive inhibition

dynamics to analogize the related dynamics. The mechanism

of anti-competitive inhibition can be expressed as,

W + P#
k−1

k+1
WP[ ]→k+2 W + P′

WP[ ] +M#
k−3

k+3
WMP[ ]

where, W,P and M can represents Wip1, p53 and

Mdm2 respectively.

Based on the steady-state assumption, the following

equations can be listed:

d[WP]
dt

� k+1 W[ ] P[ ] − k−1 + k+2( ) WP[ ] � 0, (11)
d[WMP]

dt
� k+3 WP[ ] M[ ] − k−3( ) WMP[ ] � 0, (12)

W0[ ] � W[ ] + WP[ ] + WMP[ ], (13)
rWP � k+2 WP[ ], (14)

After integration, one can get

rWP � rmax P[ ]
Km + P[ ] + P[ ] M[ ]/KM

� rmax* P[ ]
Km* + P[ ], (15)

where,

Km* � Km

1 + M[ ]/KM
, rmax* � rmax

1 + M[ ]/KM
. (16)

FIGURE 12
Simplified system network structure diagram. N represents
the DNA damage number. FIGURE 13

The dependence of rPM on [P] under anti-competitive
inhibition. Without losing generality, Km = 0.5, rmax = 1.0, KM = 0.5
and [M] = 1.0. So, Km* � 0.167, rmax* � 0.333.
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Here, Km* is the apparent Michaelis constant in the presence of

inhibitors, KM is the dissociation constant of inhibitor, rmax is the

maximum initial rate without inhibitor, and Km is the apparent

Michaelis constant without inhibitors. It can be seen from the Eq. 15

that when [M] increases or KM decreases,Km* will increase, thereby

inhibiting the decline of substrate P reaction rate. The relationship

between reaction rate rPM and substrate concentration P is shown in

Figure 13. It can be seen that with the increasing substrate

concentration [P], the degree of competitive inhibition will

decrease, but it will gradually show a saturated state.

In order to reflect the inhibition degree of the inhibitor on the

reaction, we define a physical quantity: i,

i � rP − rPM
rP

· 100%, (17)

where, rP = rmax [P]/(Km + [P]) is the production rate of P′
without inhibitor.

For this model, it has

i � P[ ] M[ ]
KM P[ ] +Km( ) + [P][M] · 100%. (18)

So, from the Eq. 18 it can be inferred that the inhibition degree

of inhibitors can be reduced by increasing [P] and the competitive

oscillations can bemitigated. But increasing [P] can only alleviate the

inhibition in a certain range. As, given larger [P] the oscillation will

be destroyed. Through comparison, it can be seen that without the

inhibitor [M], the NFL of AMT-p53-Wip1 can run well, e.g., the

oscillation of a single negative feedback loop network seems to have

more control advantages, but the disadvantages are also obvious:

poor robustness. Therefore, we suggest that adding multiple positive

feedback pathways to this p53 network may be a better choice.

4 Discussion

Classical theories suggest that multiple NFLs in the cell

network combined with time delays in such process as gene

transcription, protein translation and protein entry or exit from

the nucleus, are the main causes of oscillations in the p53 protein

network [21]. And it also demonstrated that positive feedback

regulates the gain of negative feedback, which can be used to

regulate this present model. In contrast to the positive feedback

between p53 and Mdm2 mentioned in the article [25], the

positive feedback in this model comes from the

phosphorylation of ATM. The positive feedback of ATM up-

regulates the p53-Mdm2 negative feedback loop, thus facilitating

the threshold effect on the amount of DNA damage. The coupled

positive-negative or negative-negative feedback enriches the

kinetic behavior of the p53 protein network. What’s more, the

bottleneck effect caused by coupled NFLs firstly proposed by us

in this model is still deserves further attention. Whether this

effect only appears in p53 network or in other networks needs

further confirmation. It is undeniable that the appearance of this

coupled NFLs motif limits the overall response range, and new

methods need to be considered for improvement, as it is still an

effective way in clinical medicine to achieve tumor inhibition by

regulating p53 network and related components [44, 45]. In any

case, the understanding from the details of this model can be

more generalizable for other network models with feedback

loops. In addition, it is worth nothing that the system of

ordinary differential equations and the Hill function in the

deterministic model can only characterize the statistical

behaviour of proteins in subcellular levels. To achieve more,

molecular-level modelling is required, as well as the

corresponding molecular dynamics methods. What’s more,

from an abstract perspective, p53 network consists of nodes,

edges, and typical topological motifs, which can form a small

scale-free network. Stimulated by the external signals, the self-

dynamics and interaction dynamics of p53 network will change

accordingly, reflecting the adaptability of cells. Understanding

the spatiotemporal signal propagation [46–48] in this network

with perturbations ideas may bring some inspiration.

5 Conclusion

In summary, this paper focuses on the dephosphorylation of

ATM by Wip1 and discusses the this modification process on

ATM, p53 andMdm2, as well as the p53 oscillation phenomenon

in detail. After constructing a mathematical model of the

p53 protein network in accordance with the classical

understanding, we investigated the regulation of p53 network

oscillations by Wip1 dephosphorylation on ATM using the

ordinary differential equations as the main concern for

parametric bifurcation analysis. The results showed that: 1)

the Wip1-ATM-p53 loop, where Wip1 dephosphorylation and

p53 phosphorylation can form an internal mutual antagonism, is

necessary to maintain stable limit cycle oscillations. And the

different intensity of Wip1 dephosphorylation can provide a

partial explanation for the response of p53 protein under UV or

IR radiation; 2) the PFL of ATM autophosphorylation is coupled

with theWip1-ATM-p53 NFL, which can increase the gain of the

NFL [32], ensuring robust oscillations; 3) the p53-Wip1-ATM

loop and the p53-Mdm2 loop can form a coupled double NFL,

which resists each other and suppresses the expansion of the

oscillable parameter region, creating an Bottleneck-like effect. In

order to alleviate this constraint, we suggest adding a positive

feedback signal pathway to achieve better oscillation stability.

Overall, this paper shows that either antagonism of the same loop

or coupling of different loops can regulate the p53 network, and

that periodic oscillations are the result of the coordination of

various strengths in the structure of the coupled network. This

conclusion has implications for other network models where

oscillations occur. In addition, the downstream related genes and

proteins of the p53 protein network are closely related to cell

cycle, apoptosis and cellular senescence [13], is worth further
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analysis. It is also hoped that the results of this study will provide

a useful reference for researches on related cellular diseases.
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Multiplex networks are generally considered as networks that have the same set

of vertices but different types of edges. Multiplex networks are especially useful

when describing systems with several kinds of interactions. In this paper, we

study the analytical solution of the k-core pruning process on multiplex

networks. k-Core decomposition is a widely used method to find the dense

core of the network. Previously, the Non-Backtracking Expansion Branch

(NBEB) has been found to be able to easily derive the exact analytical results

in the k-core pruning process. Here, we further extend this method to solve the

k-core pruning process on multiplex networks by designing a variation of the

method called theMulticolor Non-Backtracking Expansion Branch (MNEB). Our

results show that, given any uncorrelated multiplex network, the Multicolor

Non-Backtracking Expansion Branch can offer the exact solution for each

intermediate state of the pruning process.

KEYWORDS

complex network, complex system, k-core, multiplex network, network theory

1 Introduction

Graphs are often used to model systems that consist of interacting people or entities,

where the vertices represent people or entities and the edges represent connections.

Nowadays, many graphs are built in this way, from a variety of systems and applications,

such as online social networks, e-commerce platforms, and even protein interaction

networks. One of the most important tasks in analyzing these graphs is to find the densest

part of the network where the vertices are closely related to each other [1–4]. The most

commonly used algorithm for this problem is called the k-core decomposition [5], in

which the goal is to find the subgraph consisting of the vertices that are left after all vertices

whose degrees less than k are removed. k-Core decomposition is widely used to identify

the important nodes of networks [6–8], help visualize network structures [9,10],

understand and explain the collaborative process in social networks [11,12], describe

protein functions based on protein–protein networks [13,14], and promote network

methods for large text summaries [15].

Previously, many researchers [12,16–18] have focused on solving the k-core

decomposition problem on a single-layer network. Wu [19] showed that the Non-

Backtracking Expansion Branch can be used to obtain the exact results of the k-core
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pruning process on single-layer networks. The Non-

Backtracking Expansion Branch is an alternative

representation to the usual adjacency matrix of a network,

which is constructed as an infinite tree having the same local

structural information as the given network when observed by

non-backtracking walkers.

These findings are important for our understanding of the

structure of complex networks. Meanwhile, in real-world

scenarios, it is common that we have to deal with systems

that consist of many different types of interactions. As a

result, systems cannot be represented by a single-layer

network. For systems with multiple kinds of connections, we

naturally use multiplex networks [20] that have the same set of

vertices but different kinds of edges to represent these systems.

Multiplex networks are also called multirelational networks, in

which the edges between vertices can represent several different

types of interactions. These multiplex networks can be used to

describe real networks [21] or dynamic processes [22]. In recent

years, there has been a trend in network research to study

k-kernels on multiplexed networks. Azimi-Tafreshi [23]

derived the self-consistent equation, obtained the birth point

and relative size of the k-core of the uncorrelated multiplex

networks with arbitrary degree distribution, and found hybrid

phase transition. Subsequently, by analyzing different real

multiplex networks, Osat [24] proposed a new multiplex

network model and showed that interlayer correlations are

important in characterizing their k-core structure, that is, the

organization in the shell layers of nodes with increasing degrees.

Radicchi [25]found that for larger numbers of layers, adding new

layers increases the robustness of the system by creating

redundant interdependencies between layers. Shang [26]

revealed that there is a tipping point in the number of layers

beyond which the multilayer k-core suddenly collapses.

Boccaletti [20] proposed a comprehensive overview of the

organization and dynamics between the components (layers)

is given and several related issues are covered, ranging from a

complete redefinition of fundamental structural measures to

understanding how the multilayered nature of networks

affects processes and dynamics. In a multiplex network, each

kind of connection is represented by a unique layer, and the same

vertex is allowed to have different network structures in different

layers. Figures 1A–C show a simple example of a multiplex

network.

These existing papers show that both intra-layer and

inter-layer correlations have important effects on k-core

phase transition. For a long time, due to the lack of

mathematical tools, theoretical analysis of the k-core

process on multiplex networks has been rare. Here, we

show that by assigning different colors to distinguish the

types of interactions, we can use the Multicolor Non-

Backtracking Expansion Branch (MNEB) method to

analytically obtain the results of each step in the k-core

pruning process in a multiplex network.

2 Materials and methods

k-Core decomposition on multiplex networks is used to find

the largest subgraph in which the degree of each vertex is at least

ki in the ith layer (here k is a non-negative integral vector). In the

previous paper [23], the researchers gave the analytical result of

the final size of the k-core on multiplex networks. Here, we show

that the Non-Backtracking Expansion Branch (NBEB) method

can be used to obtain the complete solution of k-core

decomposition on the multiplex, in which not only the final

FIGURE 1
Example of a two-layer network. (A) First layer; (B) second
layer; (C) two-layer network consists of the two layers (A) and (B).
(D) Multicolor Non-Backtracking Expansion Branch B(e[2],(1,2), 2)of
the two-layer network is shown (B). Here, e[h],(i,j) denotes the
edge that connects the vertex i and vertex j in the hth layer. The
purple, green, and red boxes represent the first, second, and third
strata of the MNEB, respectively. It should be noted that the excess
neighbor stub set S(e[2],(1,2), 2) = {(e[2],(2,3), 3), (e[1],(2,1), 1), (e[1],(2,3), 3)}.
The child stubs of the stub (e[2],(1,2), 2) are all the elements in
S(e[2],(1,2), 2), as shown in the green box. The three blue boxes
represent the child stubs of the three corresponding stubs in the
second stratum, respectively.
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state but also each intermediate state of the pruning process can

be obtained analytically.

Given a multiplex network in which each layer is a simple

graph, the standard pruning algorithm for k-core decomposition

is as follows: for a given sequence of ki, at each step, we remove

these nodes whose degrees in any of these layers are less than the

corresponding k. In the following, we analyze, in detail, the

pruning process and attempt to give the size of the remaining

vertices after each step.

First of all, we introduce the definitions of the terms that are

used in the remainder of the paper. Suppose a given multiplex

network has R layers. For convenience, we assign each layer

with a color ci to distinguish the edges that belong to different

network layers. A “stub” is defined as a combination of an edge

e[i] and one of its end vertex V, denoted by (e[i], V), where the

subscript [i] here means that it belongs to the ith layer, and i

can be any integer in [1, R]. Obviously, the stub (e[i], V) has the

color ci. We denote by ki the degree of the vertex V in the ith

layer. In the ith layer, we define the neighbor stub set of the

vertex V: Si(V) � {(e[i],1, V[i],1), (e[i],2, V[i],2), . . . (e[i],ki, V[i],ki)};
here, {V[i],1, V[i],2, . . . , V[i],ki} are the neighbors of V in the ith

layer, and {e[i],1, e[i],2, . . . , e[i],ki} are the edges connecting them
to V, and the excess neighbor stub set of any stub (e[i], V) in the

ith layer is found to be the complementary set of {(e[i], V*)} in

Si(V), which is Si(e[i], V) = Si(V)/{(e[i], V*)}(V* is the neighbor

of V via e[i]).

Consequently, for the whole multiplex network, we define the

neighbor stub set of the vertex V as

S V( ) � ⋃
R

j�1
Sj V( ) (1)

and the excess neighbor stub set of (e[i], V) as

S e i[ ], V( ) � ⋃
R

j�1,j≠i
Sj V( )( ) ∪ Si e i[ ], V( ). (2)

It should be noted that the aforementioned expression of the

excess neighbor stub set S(e[i], V) is equivalent to the

complementary set of {(e[i], V*)} in S(V).

Similar to the definition of the Non-Backtracking Expansion

Branch (NBEB) in one layer network, starting from any stub (e[i],

V), we can define such a tree-like structure, which we call the

Multicolor Non-Backtracking Expansion Branch(MNEB).

The chosen stub (e[i], V) (with color ci) is the root of the MNEB,

regarded as thefirst stratum. For any knownnth stratumof theMNEB,

we can further find the child stubs of each stub in the nth stratum that

are all the elements in its excess neighbor stub set, and all these child

stubs constitute the (n+1)th stratum of the MNEB. For example, if we

have a stub (e[i]* ,V*) in the nth stratum, its child stubs are all the stubs

that belong to S(e[i]* ,V*). We can continue this process so that we

obtain theMNEB of the stub (e[i],V), denoted by B(e[i],V). Obviously,

there can be different colored stubs in oneMNEB. Figure 1D provides

an illustration of how the MNEB is constructed.

For a given R-dimensional positive integral vector k = (k1, k2,

. . ., kR), we can find a set of MNEBs Y[i],n (n is a positive integer)

for each 1 ≤ i ≤ R that meet the following two conditions: 1. the

root of the MNEB is colored with ci; 2. there exists a sub-branch

of the MNEB that contains the root stub; for each vertex colored

with cj in the first n strata of this sub-branch, it has at least kj−1

child vertices colored with cj and at least kl child vertices colored

with cl for every l ≠ j(1 ≤ l ≤ R). Figure 2 shows the details of how

to decide whether an MNEB belongs to Y[i],n. When n = 0, for

each 1 ≤ i ≤ R, we define Y[i],0 as all the MNEBs whose roots are

colored with ci. Obviously, Y[i],0 ⊃ Y[i],1 ⊃/ ⊃ Y[i],n ⊃. . . . We

denote SMNEB(V) as the set of MNEBs of all the stubs in S(V) and

SMNEB(e[i],V) as the set of MNEBs of all the stubs in S(e[i],V). It is

easy to obtain the following theorem from the definition of Y[i],n:

FIGURE 2
Graphic illustration of Y[1],n of the two-layer network shown in
Figure 1. The MNEB B(e[1],(1,3), 3) has the root colored with c1 =
black. For example, we perform k = (1, 2)-core decomposition on
the network. The green dashed line is the indication line of
the first n stratum of the MNEB. The solid lines in the MNEB
represent the stubs that fulfill condition 2 under the given k. The
condition that an MNEB belongs to Y[1],n is then decided by
whether the MNEB has a solid sub-branch crossing the green
dashed indication line. (A) shows that B(e[1],(1,3), 3) ∈ Y[1],1. (B) shows
that B(e[1],(1,3), 3) ∈ Y[1],2. (C) shows that B(e[1],(1,3), 3) ∈ Y[1],3. In
addition, for k = (2, 2), we can also see that B(e[1],(1,3), 3) ∈ Y[1],1 (A)
and B(e[1],(1,3), 3) ∈ Y[1],2 (B). But for n= 3, we cannot find such a sub-
branch that for each black vertex in the first three strata of this sub-
branch, the number of red child vertices is no less than 2, and the
number of black child vertices is no less than 1, and for each red
vertex in the first three strata of this sub-branch, the number of red
child vertices is no less than 1, and the number of black child
vertices is no less than 2. Therefore, B(e[1],(1,3), 3)∉Y[1],3. Here, the
discs represent the vertices that have child vertices, and the
squares represent the vertices without child vertices.
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Theorem 1. For a stub (e[i],V) in the i
th layer, the MNEB B(e[i],V)

belongs to Y[i],n if and only if among all the MNEBs in SMNEB(e[i],

V), at least ki−1 MNEBs belong to Y[i],n−1 and kl MNEBs belong

to Y[l],n−1 for every l ≠ j (1 ≤ l ≤ R).

Let Sn be the set of the remaining vertices after nth pruning,

and the following theorem can be established.

Theorem 2. It is denoted byV, a vertex in the network,V ∈ Sn,
if and only if among the MNEBs in SMNEB(V), for every 1 ≤ l ≤ R,

at least kl MNEBs belong to Y[l],n−1.

The proof of Theorem 2 is given in Appendix. An illustration

of the five MNEBs in SMNEB(1) of the network from Figure 1

along with a short exemplary analysis using Theorem 2 is

presented in Appendix as well.

3 Analysis on large uncorrelated
multiplex networks

As a special case, we start with the partly uncorrelated

multiplex networks, in which the degrees of vertices are

uncorrelated in each layer but the degrees of vertices in

different layers are allowed to be interdependent.

For a random vertex V, it has the degree series (i1, i2, . . .,

iR) on a large uncorrelated multiplex network, where i1, i2, . . .,

iR represent the degrees of a vertex in 1, 2, . . ., R layers of the

network, respectively. The joint degree distribution

probability of the vertex is denoted by pi1 ,i2 ,...,iR, and the

joint excess degree distribution of the vertex in the jth layer

is denoted by q[j]i1 ,i2 ,...,iR , which is the probability that follows a

randomly chosen edge in the jth layer, and one of its endpoints

has the excess degree ki, while in the hth layer(h ≠ j), its degree

is ih. After that, we can define the following two generating

functions:

G0 z1, z2, . . . , zR( ) � ∑
∞

i1�0
. . . ∑

∞

iR�0
pi1 ,i2 ,...,iRz

i1
1 ·/ · ziRR , (3)

G
j[ ]

1 z1, z2, . . . , zR( ) � ∑
∞

i1�0
. . . ∑

∞

iR�0
q

j[ ]
i1 ,i2 ,...,iR z

i1
1 ·/ · ziRR , (4)

where the superscript in the second definition indicates the

generating function defined in the jth layer.

These two generating functions are related by

G
j[ ]

1 z1, z2, . . . , zR( ) � 1
cj

zG0 z1, z2, . . . , zR( )
zzj

, (5)

where cj is the average degree of the jth layer network. For

convenience, we introduce the following denotation:

∑
t

i�x
� ∑

t1

i1�x1
∑
t2

i2�x2
. . . ∑

tR

iR�xR
,

where x and t are two fixed integral R dimensional vectors. The

aforementioned denotation means to take the sum for i from the

first component to the last component. Of course, there must be

tj ≥ xj for each 1 ≤ j ≤ R.

Let y[j],n be the probability that an MNEB whose root is

colored with cj belongs to Y[j],n, then from Theorem 1, we can

obtain the recursive relationship:

y j[ ],n � ∑
∞

i�kj
q

j[ ]
i ∑

i

m�kj
∏R

l�1
il
ml

( ) y l[ ],n−1( )ml 1 − y l[ ],n−1( )il−ml

� ∑
∞

m�kj

z m1+/+mR( )G
j[ ]

1

zzm1
1 . . . zzmR

R

∣∣∣∣∣∣∣∣∣∣z�1−yn−1
∏
R

l�1

y l[ ],n−1( )ml

ml!
,

(6)
where y[j],0 = 1 for every 1 ≤ j ≤ R. In the aforementioned

equation, it should be noted that the summation indexes i = (i1,

i2. . .iR) and m = (m1, m2. . .mR) are vectors. When performing a

k-core on the multiplex network (k is a vector), we define an R-

dimensional integral vector kj = (k1, . . ., kj−1, kj−1, kj+1. . .kR). yn−1
denotes the R-dimensional vector (y[1],n−1, y[2],n−1. . .y[R],n−1).

Therefore, 1−yn−1 is the R- dimensional vector (1 − y[1],n−1,

1 − y[2],n−1, . . .1 − y[R],n−1).

Then, we denote by sn the probability that a randomly chosen

vertex belongs to Sn.

sn � ∑
∞

i�k
pi ∑

i

m�k
∏
R

l�1

il
ml

( ) y l[ ],n−1( )ml 1 − y l[ ],n−1( )il−ml

� ∑
∞

m�k

z m1+/+mR( )G0

zzm1
1 . . . zzmR

R

∣∣∣∣∣∣∣∣∣z�1−yn−1
∏
R

l�1

y l[ ],n−1( )ml

ml!
.

(7)

In the completely uncorrelated multiplex network, where

there exists no correlation in different layers, we have

pi1 ,...,iR � pi1 · pi2/piR; hence, the generating function can be

simplified:

G0 z1, z2, . . . , zR( ) � ∏
R

j�1
G j[ ],0 zj( ), (8)

G
j[ ]

1 z1, z2, . . . , zR( ) � G j[ ],1 zj( ) ∏
R

h�1,h≠j
G h[ ],0 zh( ). (9)

Here, G[j],0(zj) and G[j],1(zj) are the generating functions of

the degree distribution and excess degree distribution of the jth

layer network, respectively. Substituting these two generating

functions into Eqs 6, 7, we obtain

y j[ ],n � 1 − ∑
kj−2

m�0

y j[ ],n−1( )m

m!
G m( )

j[ ],1 1 − y j[ ],n−1( )⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

× ∏
R

h�1,h≠j
1 − ∑

kh−1

m�0

y h[ ],n−1( )m
m!

G m( )
h[ ],0 1 − y h[ ],n−1( )⎡⎣ ⎤⎦

(10)

and:

sn � ∏
R

h�1
1 − ∑

kh−1

m�0

y h[ ],n−1( )m
m!

G m( )
h[ ],0 1 − y h[ ],n−1( )⎡⎣ ⎤⎦. (11)

Frontiers in Physics frontiersin.org04

Wu et al. 10.3389/fphy.2022.1076314

63

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1076314


We further perform several numerical simulations to validate

the theoretical results, as given in Section 4.

4 Numerical simulations

To validate our method, we perform several k-core

decompositions on completely uncorrelated multiplex

Erdős–Rényi networks (ER networks) and scale-free

networks (SF networks). The ER networks are randomly

generated with the parameter c to denote the average

degree of vertices, and the order of power–law

distribution on SF networks is denoted by γ. In the

numerical simulation, we build a multiplex network for

the same group of vertices, and different layers of the

network have different interaction topologies. At each

pruning step, we examine the changes of all layers at the

same time; as long as the degree of a vertex in a certain layer

is less than the corresponding k of that layer, this node will be

removed from all layers. The results are shown in Figure 3. It

can be observed that our theoretical results are in perfect

accordance with the numerical simulations. Figures 3A-D

show the theoretical results and numerical results on 4 types

of pruning process on several networks. Interestingly, we can

find that on ER networks, (1,1)-core pruning is a continuous

phase transition. Compared to this, Figure 3B shows that in

the three-layer ER network, the phase transition of the k-core

near the critical point shows a discontinuous phase

transition, which is also reflected in [26], in which it is

observed that as the number of layers of the network

FIGURE 3
Theoretical results (solid lines) and numerical simulation results (dots) for k-core decompositions on multiplex networks with identical
parameters. All simulations are performed on networks with 107 vertices, except that in the simulations of c = 2.45 (B), c = 3.81 (C), and γ= 2.1 (D), the
networks contain 5 × 107 vertices. (A) Results of the (1,1)-core pruning process on three different two-layer uncorrelated ER networks. It should be
noted that in this case, it shows a continuous phase transition. (B) Results of the (1,1,1)-core pruning process on three different three-layer
uncorrelated ER networks. In this case, the networks exhibit a discontinuous phase transition. (C) Results of the (2,2)-core pruning process on three
different two-layer uncorrelated ER networks. It should be noted that in this case, the networks exhibit a discontinuous phase transition, different
from the case shown (A). (D) Results of the (2,2)-core pruning process on three different two-layer uncorrelated SF networks. In this case, the (2,2)-
core does not exist for γ > 2.
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increases, the system tends to collapse drastically. In

addition, as shown in Figure 3C, discontinuous phase

transitions also occur in the (2, 2)-core of the two-layer

network. The same is shown in Figure 3B; the k-core pruning

process also exhibits rich critical behavior when c is slightly

lower than the critical point. The system will go through a

long-term transient process and finally collapse, forming a

discontinuous phase transition.

5 Conclusion

Overall, in this paper, we derive a new variation of the

Non-Backtracking Expansion Branch called the Multicolor

Non-Backtracking Expansion Branch, specially designed to

solve the k-core pruning process on multiplex networks. In a

multiplex network, each layer of the network is assigned a

unique color, and then, the Multicolor Non-Backtracking

Expansion Branch is constructed as an infinite tree having

the same local structural information as the given multiplex

network, when observed by non-backtracking walkers. We

find that with this representation, one can obtain the

analytical results of the k-core pruning process on any

given multiplex network, regardless whether the correlation

exists or not. The theoretical results obtained by our method

are further validated by numerical simulations. Due to the

diversity of edges in multiplex networks, the types of

interactions that can be expressed will be much richer than

those in a single-layer network. Many characteristic behaviors

lacking in single-layer networks emerge in multilayer

networks. For example, the phase transition of the k-core

in a multi-layer network shows a different behavior compared

to that of a single-layer network, as shown in Figure 3, and our

method can be used for both single-layer and multi-layer

networks and can obtain the analytical results of its k-core.

Our method opens new possibilities to analytically solve the k-

core pruning process on any given multiplex network, which is

valuable for both theoretical studies and real-world

applications.
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Appendix

6.1 Proof of Theorem 2

We use mathematical induction to prove the theorem. It

is obvious that the theorem holds for n = 1. Now, we prove

that if the theorem is true for n−1, the theorem can be

established for n.

First, we prove the sufficiency, that is, for every 1 ≤ l ≤ R,

when at least klMNEBs in SMNEB(V) belong to Y[l],n−1, there must

beV ∈ Sn. Since for every 1 ≤ l ≤ R, Y[l],n−1 ⊂ Y[l],n−2, we obtainV ∈
Sn−1, and in any given layer (for instance, the ith layer), suppose

that {B(e[i],j1, Vj1), . . . , B(e[i],jm, Vjm)} ⊂ SMNEB(V) belong to

Y[i],n−1, here m ≥ ki; so for each 1 ≤ r ≤ m, in

SMNEB(e[i],jr, Vjr), at least ki−1 MNEBs belong to Y[i],n−2, and

klMNEBs belong to Y[l],n−2 for every l ≠ j(1 ≤ l ≤ R). On the other

hand, B(e[i],jr, V) ∈ Y[i],n ⊂ Y[i],n−2, so in SMNEB(Vjr), for every
1 ≤ l ≤ R, at least kl MNEBs belong to Y[l],n−2. The induction

hypothesis gives Vjr ∈ Sn−1. Therefore, in (n−1)th pruning, in any

given ith layer, at least ki neighbors of V are retained. We can

conclude that V is still retained in the nth pruning.

Next, we prove the necessity. We attempt to prove that

when there exists an l in [1, R], which satisfies that at most kl−1

MNEBs in SMNEB(V) belong to Y[l],n−1, there must be V∉Sn.
Since for an MNEB B(e[l],r, Vr) whose root is colored with cl in

SMNEB(V) that does not belong to Y[l],n−1, from Theorem 1, we

know that in SMNEB(e[l],r, Vr), either at most kl−2 MNEBs

belong to Y[l],n−2, or there exists h ≠ l, 1 ≤ h ≤ R that at most

kh−1 MNEBs belong to Y[h],n−2. Therefore, in SMNEB(Vr), there

exists 1 ≤ h ≤ R that at most kh−1 MNEBs belong to Y[h],n−2.

From the induction hypothesis, we know that Vr∉Sn−1, which
means after (n−1)th pruning, in the lth layer, at most kl−1

neighbors of V survived. So either V has been pruned in

(n−1)th pruning or even before, or it survived in the (n−1)th

pruning but would be deleted in the nth pruning since its

remaining neighbors in the lth layer are less than kl after the

(n−1)th pruning; then, we have V∉Sn.
At this point, sufficiency and necessity are proved, and

Theorem 2 can be established.

6.2 An example of Theorem 2

Figure A1 are B(e[1],(1,3), 3), B(e[1],(1,2), 2), B(e[2],(1,2), 2),

B(e[2],(1,5), 5), and B(e[2],(1,8), 8), respectively. For k = (2, 1)

core decomposition, we can find B(e[1],(1,3), 3) ∈ Y[1],∞,

B(e[1],(1,2), 2) ∈ Y[1],∞, B(e[2],(1,2), 2) ∈ Y[2],∞, B(e[2],(1,5), 5) ∈
Y[2],∞, and B(e[2],(1,8), 8)∉Y[2],1. So in SMNEB(1), there are two

MNEBs that belong to Y[1],∞ and two MNEBs that belong to

Y[2],∞. So we have the vertex 1 ∈ S∞. For k = (2, 2), we can find

that B(e[1],(1,3), 3) ∈ Y[1],2, but it does not belong to Y[1],3.

B(e[1],(1,2), 2) ∈ Y[1],3, but it does not belong to Y[1],4.

B(e[2],(1,2), 2) ∈ Y[2],3, but it does not belong to Y[2],4.

B(e[2],(1,5), 5) ∈ Y[2],1, but it does not belong to Y[1],2.

B(e[2],(1,8), 8)∉Y[2],1. So we can conclude that vertex 1 survives

in the first two steps but will be deleted in the third pruning step.

FIGURE A1
All five MNEBs in SMNEB(1) of the network shown in Figure 1.
(A–E) represent the MBEB of e[1],(1,3), e[1],(1,2), e[2],(1,2), e[2],(1,5),
e[1],(1,8), respectively.
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Introduction:Differential equations governedcompartmentalmodels are known for

their ability to simulate epidemiological dynamics and provide highly accurate

descriptive and predictive results. However, identifying the corresponding

parameters of flow from one compartment to another in these models remains a

challenging task. These parameters change over time due to the effect of

interventions, virus variation and so on, thus time-varying compartmental models

are required to reflect the dynamics of the epidemic and provide plausible results.

Methods: In this paper, we propose an Euler iteration augmented physics-

informed neural networks(called Euler-PINNs) to optimally integrates real-

world reported data, epidemic laws and deep neural networks to capture

the dynamics of COVID-19. The proposed Euler-PINNs method integrates

the differential equations into deep neural networks by discretizing the

compartmental model with suitable time-step and expressing the desired

parameters as neural networks. We then define a robust and concise loss of

the predicted data and the observed data for the epidemic in question and try to

minimize it. In addition, a novel activation function based on Fourier theory is

introduced for the Euler-PINNs method, which can deal with the inherently

stochastic and noisy real-world data, leading to enhanced model performance.

Results and Discussion: Furthermore, we verify the effectiveness of the Euler-

PINNsmethod on 2020COVID-19-related data inMinnesota, the United States,

both qualitative and quantitative analyses of the simulation results demonstrate

its accuracy and efficiency. Finally, we also perform predictions based on data

from the early stages of the outbreak, and the experimental results demonstrate

that the Euler-PINNs method remains robust on small dataset.

KEYWORDS

parameter estimation, physics-informed neural network, Euler iteration, SIRD
compartmental model, fourier feature mapping
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1 Introduction

Mathematical models have proved invaluable to

understanding and analyzing the transmission of infectious

diseases, and many efforts have been made in epidemiological

field [1]. Epidemic compartmental models governed by a system

of differential equations can capture epidemiological dynamics

and provide highly accurate descriptive and predictive results.

Thus, the compartmental models served as the most widely

applied modeling approach to analyze the transmission and

evolution of infectious diseases [2, 3]. They also play a critical

role in evaluating the effectiveness of interventions implemented

by authorities in response to epidemic viruses [4]. The

coronavirus disease 2019 (COVID-19) has overwhelmingly

shocked and shaken the entire world continuously and

unexpectedly, the World Health Organization (WHO)

declared COVID-19 as a pandemic on 11 March 2020 [5].

Many people become sick, suffer from the Long Covid, and

even lost their lives after being infected. Various interventions

were implemented to fight the pandemic, specifically to reduce

transmission and its impact on healthcare systems [6]. Epidemic

compartmental models categorized the population into different

compartments based on disease status and subsequently written

mathematical equations to model infectious diseases. The basic

Susceptible-Infectious-Removed (SIR) model was proposed by

Kermack and McKendrick to model the dynamics of the Black

Death in London in the year 1927 [7]. Since the start of COVID-

19, epidemic compartmental models have been at the forefront of

understanding and predicting the situation for supporting

decision-making. Various compartmental models have been

proposed to characterize the evolution of COVID-19 by

adding customized compartments to the classical SIR model,

such as the SEIR model with incubation period (E), the SEAIR

model with the symptomatic carrier (A), the SEIRS model

considering recurrent infection [8–10]. Wang et al use a

modelling approach to reconstruct the full-spectrum dynamics

of COVID-19 in Wuhan between 1 January and 8 March

2020 across 5 periods defined by events and interventions,

identified the high covertness and high transmissibility

features of the outbreak [11]. Wei et al. proposed an extended

SEIR mode to evaluate how the implementation of clinical

diagnostic criteria and universal symptom survey contributed

to epidemic control in Wuhan [12].

Once a compartmental model is constructed to simulate a

given scenario, the key task is to estimate the related parameters

that govern its behavior. Many research efforts focus on

parameter estimation of epidemic compartmental models,

which fall into two main groups: deterministic and

probabilistic, such as maximum likelihood estimation, Markov

Chain Monte Carlo (MCMC)-based Bayesian inference [13–15],

finite element methods [16], and so on. The deterministic

approach uses optimization techniques to find a set of optimal

parameters which satisfy the minimization of the difference

between simulated and real data. The probabilistic approach

especially Bayesian inversion techniques can obtain the

probability distribution for each of those parameters to

measure the uncertainty [17]. However, these methods suffer

from important limitations, such as the problem being non-

unique due to the higher number of unknowns than

observations, and computational cost increasing exponentially

with the complexity of the parameters andmodels, which hinders

their application. Moreover, the fact is that related parameters

may change over time in real-world scenarios due to

interventions implemented by authorities, population

behavioral changes, and/or mutations of the virus.

Accordingly, compartmental models require time-varying

parameters to capture the evolution of COVID-19

epidemiological attributes including time-varying infection,

recovery, and mortality rate. Several research works have

attempted to estimate time-varying parameters of the model

using complex regression methods [18–20]. These methods for

identifying time-varying parameters are in the context of the

regression framework in which the time-varying parameters are

defined as combinations of basis functions. Such a framework

contains numerous parameters and employing intelligent

algorithms to determine the parameters can not guarantee an

optimal solution. In most instances, finding local optimum can

be extremely hard, let alone the global optimum. In addition, the

random initialization and following search strategies of such

algorithms may lead to different solutions for each execution.

Deep learning, also commonly referred to as deep neural

networks (DNNs), has been used for dynamical system

simulations indicating the strong potential of this

computational method to address a wide variety of parameter

identification tasks [21]. Neural networks can be viewed as

discretizations of continuous dynamical systems, making them

well-suited for dealing with dynamic systems. Moreover, the

universal approximation theorem guarantees that arbitrary

continuous functions can be approximated by neural networks

with a sufficient number of hidden units. These two mentioned

reasons facilitate DNNs achieved outstanding performance in

scientific computation and parameter evaluation. It is important

to note that the Physics-informed neural networks (PINNs)

framework was originally developed for time-dependent

partial differential equations (PDEs) and had been widely

used in various domains [22–24]. The PINNs framework

perfectly integrates data and mathematical models, it performs

accurately and efficiently in the context of the dynamical system

when partial spatio-temporal data are available. Recently,

exploring the application potential of the PINNs framework

in compartmental models has received attention, as many

studies have demonstrated the capacity of the PINNs

framework to be stable, efficient, and accurate in parameter

estimation [25–28]. For example, Kharazmi et al analyze

several variations of the classical SIR model through the lens

of PINNs to identify time-dependent parameters for
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compartmental models [29]. Hu et al proposed a modified

PINNs approach to estimate the unknown infected

compartment I, and several unknown parameters [30].

In this paper, by skillfully incorporating the idea of Euler

iteration and the Physics-informed neural networks, we propose

an Euler iteration-based deep neural networks (called Euler-

PINNs) to estimate the time-varying parameters for epidemic

compartmental models. Firstly, we constructed a susceptible-

infected-recovered-deceased (SIRD) compartmental model

following the transmission behaviour of COVID-19. Next,

several separate deep neural networks are built to express

corresponding parameters in the SIRD model, and Euler

iteration is applied to solve the equations. Lastly, we define a

loss as the discrepancy between the predicted and the observed

data of the epidemic in question and try to minimize it. After

that, we applied the proposed Euler-PINNs method to the

COVID-19 reported data from the state of Minnesota, in the

United States. The experimental findings on the synthesized data

have revealed that the proposed Euler-PINNs method can

estimate reliable time-varying parameters that explicitly

depicted the transmission trend of an infectious dynamical

system over time. Specifically, both quantitative and

qualitative analyses of estimated parameters in the context of

the corresponding interventions are consistent with expected

dynamics and previous publications. Furthermore, the proposed

Euler-PINNs method is applied to predict early outbreaks,

demonstrating its reliable prediction as well as robust

performance on a small dataset. The main contributions of

this paper are as follows:

• We proposed an Euler-PINNs method to estimate the time-

vary parameters of the compartmental model. To the best of

our knowledge, it is the first method to explore integrating

compartmental model and Euler iteration into deep neural

networks to model the dynamic of the infectious disease.

Different from directly modeling all the compartments and

parameters using neural networks, leveraging the Euler

iteration in forward process provides more constraints to

the network. As a result, this makes the network easier to

converge and increases the explainability of the network as

well as the plausibility of the results.

• We transform the continuous-time differential equations into

discrete-time difference equations and build corresponding

neural networks for each time-varying parameter in the

equations. Then applying Euler iteration to integrate the

neural networks and the differential equations to estimate

the time-varying parameters in the equations. In addition, we

add Fourier transformation for the input data before feed it to

the network, considering that COVID-19 epidemic-related

data is from real-world report, which is inherently, stochastic,

and noisy.

• We applied the proposed Euler-PINNs method to

2020 COVID-19 data from the state of Minnesota, the

United States, to analyze the effectiveness of the

interventions. The estimated time-varying parameters of

the SIRD compartmental model well explained the

COVID-19 evolution under the light of government

interventions that were taken, showing consistency in

comparison with published works. More importantly,

the proposed Euler-PINNs method can provide a

reliable prediction for an early outbreak.

The rest of the paper is organized as follows. In Section 2, we

briefly introduce Fourier neural networks, including the

fundamental theory of neural networks, activation functions

and Fourier mapping. Section 3 presents the SIRD

compartmental model constructed for a given COVID-19

transmission scenario, and the Eulerian iteration to discretise

the model. Moreover, a detailed description of how to integrate

the compartmental model and Euler iteration into the neural

network and how to design the loss function is provided. In

Section 4, we test the proposed Euler-PINNs method with

2020 COVID-19 data from the state of Minnesota, discuss the

results obtained and perform prediction for early stage outbreaks.

Section 5 wraps up this work with a summary of conclusions,

opportunities, and limitations.

2 Fourier induced deep neural
networks

2.1 Deep neural networks

This section briefly introduces the relevant concepts and

mathematical formulation of DNNs. Mathematically, the DNNs

defines a mapping of functions

F : x ∈ Rd0y � F x( ) ∈ Rc, (1)

where d and c are the dimensions of input and output,

respectively. At first, a standard neural unit of DNNs with an

input x ∈ Rd and an output y ∈ Rm is in the form of

y � σ Wx + b( ) (2)
where W ∈ Rd×m and b ∈ Rm stand for weight matrix and bias

vector, respectively. σ(·) is an element-wise non-linear unit,

generally referred to as the activation function such as

sigmoid, rectified linear units, and hyperbolic tangents

through the DNNs [31]. The DNNs with L layers can be

regarded as the nested composition of sequential standard

neural units. Specifically, we let y[ℓ]
j represent the jth neuron

in ℓ layer, then

y ℓ[ ]
j � ∑

N ℓ−1[ ]

k�1
w ℓ[ ]

jk × σ ℓ−1[ ] y ℓ−1[ ]
k( ) + b ℓ[ ]

j , (3)

where
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• y[ℓ−1]
k : the value of kth neurons in ℓ−1 layer

• N[ℓ−1]: the number of neurons in ℓ−1 layer

• σ[ℓ−1]: the activation function in ℓ−1 layer

• w[ℓ]
jk : the weights between kth neuron in ℓ−1 layer and jth

neuron in ℓ layer

• b[ℓ]j : the bias of jth neuron in ℓ-1 layer

We denote the output of the DNNs by y (x; θ) with θ

representing the parameter set of all weights and biases. The

hyper-parameter N[ℓ−1], L and the activation functions σ[ℓ−1]

should be defined before training.

2.2 Activation function

Non-linear activation functions such as ReLU(z) = max{0, z}
and tanh(z) enhance the ability of DNNs to model various non-

linear problems such as non-linear PDEs and classification.

Therefore, selecting the suitable activation function matters

greatly for DNNs applied in all domains. Recent work has

shown that Fourier feature mapping as an activation function

enables the network to learn the objective function better

[32–34]. Since the Fourier feature mapping of sine and cosine

can mitigate the spectral bias or frequency preference

phenomenon of DNNs [35, 36]. It is

σ z( ) � cos κz( )
sin κz( )[ ], (4)

where κ = (a1, a2, /) is a user-specified vector (trainable or

untrainable) that is consistent with the number of neural units in

the first hidden layer of the DNNs. By performing a Fourier feature

mapping of the input data, the input points inΩmay be mapped to

the range [−1, 1]. Then, the following blocks of the DNNs can nicely

handle the feature information, as shown in Figure 1.

Deep neural networks are now consistently used as the non-

linear function approximation method and have shown their

powerful capacity in the fields of scientific computation and

engineering application. Therefore, this paper intends to explore

the application of integrating DNNs into epidemic

compartmental models for modeling the complex dynamics of

COVID-19.

3 Methodology

3.1 Epidemiology model

Epidemic compartmental models enable the simulation of

multi-state population transitions by incorporating domain

knowledge and mathematical assumptions to characterize the

dynamics of the infectious disease. The dynamics of the infection

can be described approximately by a variation of the Kermack-

McKendrick Eq. 7. We consider a geographical region, assumed

as isolated from other regions, and within the such region, we

define a time-dependent SIRD model which covers the most

important features in modeling the dynamics of COVID-19. The

transmission rate determines the dynamic of the epidemic and

reflects the effectiveness of the interventions implemented by the

authorities. The recovery rate and death rate reflect the capacity

of the healthcare system to fight against COVID-19. This

hypothesis is a reasonable assumption when interventions are

well performed.

dS t( )
dt

� −β S t( )I t( )
S t( ) + I t( ),

dI t( )
dt

� β
S t( )I t( )

S t( ) + I t( ) − γI t( ) − μI t( ),
dR t( )
dt

� γI t( ),
dD t( )
dt

� μI t( ),
N � S t( ) + I t( ) + R t( ) +D t( )

(5)

where S(t), I(t), R(t), D(t) denote the number of susceptible,

infected, recovered and deceased individuals over time,

respectively. β ≥ 0 represents the transmission rate of the

disease, which is the average number of contacts of an

infected individual per unit of time, multiplied by the

probability of disease transmission. γ ≥ 0 represents the

recovery rate, which is the proportion of infected individual

that recover from the disease per unit of time. μ ≥ 0 is the

death rate. Note that S(t) + I(t) + R(t) + D(t) = N, where N is the

initial population and remains constant in time (e.g., dN/dt = 0).

The model is initialized at some conventional t = t0 with values S

(t0) = S0 > 0, I (t0) = I0 > 0, R (t0) = R0 ≥ 0, andD (t0) =D0 ≥ 0. R(t)

+D(t) denote the removed individuals that are removed from the

susceptible compartment due to death or immunization.

FIGURE 1
Illustration of the representation of Fourier basis in a neural
network with 3 hidden layers. W[1]

q represents the weight of the
q−th hidden units in the first hidden layer.
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3.2 Euler iteration

Mathematically, the infectious disease transmission

dynamics such as (Eq. 5) are generically represented as the

following non-linear dynamical system

du t( )
dt

� f u t( ), t;Ξ( ), (6)

where u ∈ RD (typically D ≫ 1) is the state variable and Ξ
stands for the parameters of dynamical system. The analytical

solution of non-linear different Eq. 6 are hardly obtained or

even non-existent in many cases. Alternatively, many

numerical simulation algorithms are proposed to deal with

the above system by discretizating it with suitable time-

stepping Δt, such as forward or backward Euler methods.

In the infectious disease transmission scenarios, the real world

observed data are time series reported in units of 1 day, so we

consider the solutions of SIRD model by the forward Euler

method, and take a discretization period of duration 1 day.

Then, (Eq. 5) can be expressed as the following discrete-time

version:

S t + 1( ) � S t( ) − β
S t( )I t( )

S t( ) + I t( ),

I t + 1( ) � I t( ) + β
S t( )I t( )

S t( ) + I t( ) − γI t( ) − μI t( ),
R t + 1( ) � R t( ) + γI t( ),
D t + 1( ) � D t( ) + μI t( ),

(7)

where t = t0, t0+1, t0+2, /. In real-world scenario applications,

these parameters are usually time-varying and unknown, which

would result in an ill-posed inverse problem. Such an ill-posed

inverse problem is a well-known dilemma and poses a significant

challenge for traditional methods. Deep learning, specifically

deep neural networks, as the non-linear function

approximation method has shown its powerful capacity for

solving forward-inverse problems. Here, we consider the

function expressions for time-varying parameters β, γ and μ

utilizing DNNs and provide their high-accuracy estimation

relying on the aforementioned Euler iteration method

according to the given observed data.

3.3 Overview of Euler-PINNs

To this end, we resort to data-driven surrogate βNN(·, θβ),
μNN(·, θμ) and γNN(·, θγ) represented by DNNs as the hypothesis

spaces (denoted as βNN μNN and γNN), then the expression of

time-varying parameters β, μ and γ for SIRD model can be

obtained by minimizing the following loss function:

Loss � ωsLoss2S + ωILoss2I + ωRloss2R + ωDLoss2D

+ ωR θβ, θγ, θμ( ) (8)
with

Loss2S � 1
N

∑
N−1

n�0
Sn+1 − Sn + βNN tn( ) SnIn

Sn + In

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

Loss2I � 1
N

∑
N−1

n�0
In+1 − In − βNN tn( ) SnIn

Sn + In
+ γNN tn( )In + μNN tn( )In

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2

Loss2R � 1
N

∑
N−1

n�0
Rn+1 − Rn − γNN tn( )In
∣∣∣∣ ∣∣∣∣2

Loss2D � 1
N

∑
N−1

n�0
Dn+1 −Dn − μNN tn( )In
∣∣∣∣ ∣∣∣∣2

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

where the observed data for S(t), I(t), R(t) and D(t) at t = t0, t0+1,

t0+2,/ with a given time interval [t0, T] are denoted as S0, S1, S2,

/, I0, I1, I2,/, R0, R1, R2,/, and D0, D1, D2,/, respectively. In

addition, we introduce five positive relaxing factor ωS, ωI, ωR, ωD

and ω to balance the contribution of Loss2S, Loss2I, Loss2R,

Loss2D and the regularization sum of network parameter in loss

function, respectively. To obtain the ideal θβ*, θγ* and θμ*,

optimization methods such as gradient descent (GD) or

stochastic gradient descent (SGD) are required during

implementation to update the parameters of the DNNs during

the training. In this context, the SGD is given by:

θk+1 � θk − αk∇θkL t; θk( ), t ∈ t0, t1, t2,/{ },

where the learning rate αk decreases with k increasing and θ = {θβ,

θγ, θμ}.

Figure 2 describes the schematic of the Euler-PINNs method.

In this architecture, three separate deep neural networks are

designed to express the corresponding parameters β, γ, and μ in

SIRD compartmental model. Next, Euler iteration is introduced

to perform the forward process, and then the discrepancy

between forward predictions and real-world observations is

defined as the loss function which requires to be minimized.

Specifically, each neural networks comprise 5 layers, the weight

matrixWk and the bias vector bk of the kth layer are:W1 ∈ R1×35,

W2 ∈ R35×50, W3 ∈ R50×30, W4 ∈ R30×30, W5 ∈ R30×20 and

b1 ∈ R35, b2 ∈ R50, b3 ∈ R30, b4 ∈ R30, b5 ∈ R20.

4 Application

In this section, we applied the proposed Euler-PINNs

method for time-varying parameters estimation of SIRD

compartmental model to the real-world data from the state of

Minnesota, the United States, and analyzed its performance on

both parameter estimation and future prediction.

4.1 Data and implementation

4.1.1 Data source
The proposed Euler-PINNs method was applied to real-

world COVID-19 reported data from The COVID Tracking

Project [37], which covered the confirmed numbers of

infected, recovered, and dead cases in the state of Minnesota,
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the United States. Accounting for the first dose of COVID-19

vaccine in the United States was administered on 14 December

2020, we selected the time window range 25 March to

13 December of 2020 to avoid any immunity after the

vaccination. These time series data I(t), R(t), D(t) are

smoothed with a 7-day average due to delays in registering

new cases or updating the status of infected individuals over

the weekend.

4.1.2 Implementation
We trained the proposed Euler-PINNs method on a personal

laptop with an Intel (R) Core (TM) i7-8550U CPU and 1.8GHz,

with the Windows 10 operating system. We developed the Euler-

PINNs based on Python programming language and using the

NumPy [38], Pandas [39] library and the TensorFlow [40]

framework. In this numerical experiments, all neural networks

are trained by the Adam optimizer, the initial learning rate is 2 ×

10–3 with a decay rate 95% for every 2000 epochs. In addition, the

regular factors ω is set as 0.0005, max epoch is set as 100000. The

entire training process took about 10 min to run 10,000 epochs

on all training data, and predictions could be made within

seconds.

4.2 Analysis of the results

4.2.1 Quantitative analysis of the results
In this subsection, we present the evaluation of how well the

estimated parameters fit the SIRD compartmental model on the

available data. Figure 3 shows the fitting of the dynamic of the

SIRD model with time-varying parameters to the available data

(after 7-day smoothing), which demonstrates that the proposed

Euler-PINNs method can accurately fit the different fluctuations

in the data. In addition, the performance of mathematical

modeling is measured by metrics such as mean absolute

errors (MAE) and root means square error (RMSE). The loss

function of the proposed Euler-PINNs method is formulated by

these metrics, which guarantees it can reflect the convergence of

the network and the performance of mathematical models. As

can be seen in the Figure 4, the proposed Euler-PINNs method

has good convergence.

Moreover, we evaluate how the estimated parameters fit the

SIRD compartmental model by comparing the results of previous

publications. The findings demonstrate that the proposed Euler-

PINNs method yields reliable results that are consistent with

those given by other researchers. We compare our results to those

obtained using the methodology of the rolling regression

framework [19], where the order of magnitude of the time-

varying parameters β(t), γ(t) and μ(t) is in agreement and the

trend is almost identical. It is a sensible note that [41] estimate

that the pandemic in the United States presented an estimated

ascertainment rate of 21.6% (95% confidence interval:18.9%–

25.5%). Asymptomatic and undocumented confirmed cases were

not included in our model, which may account for the slightly

lower transmission rate we estimated than in paper [19] to some

extent. Recovery was defined differently in different states in the

United States, in Minnesota it refers to people whose symptoms

have improved. This means that asymptomatic cases or

individuals suffering from symptoms but not hospitalized nor

monitored are not included in the data. As a result, the number of

FIGURE 2
The overview of Euler-PINNs for parameters estimation. Each neural networks comprise 5 layers, the weight matrixWk and the bias vector bk of
the kth layer are: W1 ∈ R1×35, W2 ∈ R35×50, W3 ∈ R50×30, W4 ∈ R30×30, W5 ∈ R30×20 and b1 ∈ R35, b2 ∈ R50, b3 ∈ R30, b4 ∈ R30, b5 ∈ R20.
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FIGURE 3
The fitting of infection, recovery and deaths during training.The squares represent the observed data and the curves represent the predicted
data.

FIGURE 4
Loss of Euler-PINNs method. (A): Loss of susceptible individuals. (B): Loss of infection individuals. (C): Loss of recovery individuals. (D): Loss of
death individuals. (E): Total loss of Euler-PINNs.
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individuals observed as recovered is lower, leading to a lower

estimated recovery rate. Consistent with [42], who report values

of β(t), γ(t) and μ(t) in the United States of orders 10–1, 10–2 and

10–3, respectively, around the middle of May. This is also

consistent with the orders of magnitude of β(t), γ(t) and μ(t)

for Minnesota around that time of the year. Consistent with [43],

who report that the average time a person is infectious, 1/γ(t), to

be 5 days (i.e., γ(t) ~ 0.2), our result of γ(t) is very close to this

estimation. The estimated range of μ(t) and β(t) given by [44] are

approximately 10–3 and 10–1 for the first half of 2020, in the same

order with our results.

4.2.2 Qualitative analysis of the results
The epidemiological parameters in compartmental models

are sensitive to government policies, people’s interactions,

medical resources, and so on. In this subsection, we show the

evolution of the parameters over time and the corresponding key

events during this period. All events and interventions are

available from official websites1 2 3. As shown in Figure 5, the

transmission rate β(t) can fit well with what would be expected

given such events. With the first confirmed cases of COVID-19

detected on March 15 2020, in Minnesota, β(t) increased sharply

to a peak on March 28. The authorities then ordered people

currently living within Minnesota to stay at home from March

28 to April 10. The value of transmission rate β(t) kept falling, but

started to rise rapidly again after April 10 since all restrictive

interventions were lifted. On April 30, the authorities of

Minnesota extended the stay-at-home order until May 17, and

urged people to wear masks in public. On May 13, Non-Critical

businesses could return to work, and retailers could open their

doors to fifty percent capacity. This order affected the average

number of contacts among people, with the transmission rate of

COVID-19 showing an upward trend after this. On May 18, the

new Stay safe Minnesota order that contained a series of

interventions for controlling the pandemic was issued. Night-

time Curfew was imposed in all public places within Saint Paul

between 10:00 p.m. and 4:00 a.m. on June 3. This new order,

along with the effect of masks and social distancing, caused β(t)

to remain reduced until June 12. However, Minnesota entered

reopening phase since June 10, restaurants, gyms, movie theatres,

et al. are permitted to reopen with restrictions. The effect of these

reopen orders were a surge in β(t) a few days later. On July 25,

new order required people to wear a mask in businesses open to

the public. It is evident that wearing a mask is effective in

preventing the transmission of COVID-19, and the

transmission rate β(t) has started to decrease. On August 10,

FIGURE 5
Effect of policy implementations and social interactions on β(t).

1 https://mn.gov/governor/covid-19/news/

2 https://www.stpaul.gov/departments/emergency-management/
coronavirus-covid-19

3 https://ballotpedia.org/Documenting_Minnesota%27s_path_to_
recovery_from_the_coronavirus_(COVID-19)_pandemic,_2020-
2021
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the Minnesota released guidance for reopening long-term care

facilities, causing a slight surge in transmission rate. In addition, a

motorcycle rally was held in western South Dakota during

August 7–16, many event-associated cases were identified

[45]. On August 22, a late-August wedding in southwestern

Minnesota caused the largest social spreader event to date. On

September 12, Minnesota extended the COVID-19 peacetime

emergency order, including allowing the reopen society

strategically. On October 10, the COVID-19 Peacetime

Emergency is extended continue. On October 20, surge in

cases expected from Labor Day weekend gatherings, sporting

events and college student meetups at the start of fall semester.

Minnesota announced new COVID-19 restrictions on November

11 to curb the spread of the virus, which apply to social

gatherings, celebrations, receptions, bars and restaurants from

November 13. The new COVID-19 restrictions in Minnesota

apply to social gatherings, celebrations and receptions, and bars

and restaurants from November 13. Since November 21, a new

restriction is a prohibition on all gathering places. However, the

impact of these interventions backfired shortly a few days before

Thanksgiving on November 26 due to gathering. On November

30, Saint Paul declared that a local emergency continues to exist.

The effect of the order of November 23 was a drop in β(t) after

Thanksgiving activities due to it is scheduled to last until

December 18.

Note that the events that have an impact on β(t) have to do

with people’s adaption to preventive interventions and the

interactions among individuals, whereas μ(t) relates to the

availability and effectiveness of healthcare, as well as on the

resource availability in hospitals. γ(t) is known to be disease-

specific parameter (inverse of the infectious period) but is also

affected by the capacity of the healthcare system to accommodate

hospitalization. As far as γ(t) and μ(t), when hospitals and

emergency rooms do not working at full capacity they can

better look after patients and provide better medical service.

This usually results in a decrease in the proportion of individuals

that died from the disease (decrease of μ(t)) and in a decrease in

the recovery time (increase of γ(t)). In the context of COVID-19,

the hospital’s ability to respond to the situation derived from the

pandemic had a considerable impact. Hospitals are at full

capacity in the first months of the outbreak, and as months

went by, healthcare professionals learned more about possible

treatments to treat the disease’s symptoms and effects. The

consequence as shown in Figure 6 and Figure 7, in qualitative

terms, was an increasing trend in γ(t) and a decreasing trend

in μ(t).

4.3 Forecasting

The compartmental model requires determined initial

conditions and model parameters to make predictions. As the

initial conditions can be obtained and the model parameters are

already calibrated, then predictions for the dynamics of COVID-

19 can be made. Modeling results can provide reliable feedback

information for the authorities to make future decisions.

Therefore, it is critical to identify the epidemic parameters of

infectious diseases timely at the beginning of an outbreak.

Additionally, to test the performance of the proposed Euler-

PINNs method on the small data set, we chose to predict the

early-stage dynamics of the COVID-19.

In the prediction part, the value of β(t), γ(t) and μ(t) are

assumed to be their final value of the training time window. Note

that the number of recovered and death state in SIRD model are

terminal states, which means that the changes in the number of

recovered and death people are always non-decreasing. In turn,

the infected people may see periods of increase and decrease due

to it is a state of transition. In addition, the number of susceptible

state is non-increasing, and therefore the change in this

compartment is always non-positive. Training data and 1-

week prediction results on the current infected cases,

cumulative recovery cases and cumulative death cases and are

corresponding ground truth displayed in Figures 8A–C displays

the 1-week prediction based on the reported data from March

25—23 April 2020, and Figures 8D–F displays the 1-week

prediction based on the reported data from March 25—8 May

2020. The interventions to control the COVID-19 keep adjusting,

which may result in uncertainty, simulations illustrate that the

proposed Euler-PINNs has the capability to capture the sudden

change and give reliable short-term predictions.

4.4 Evaluation metrics

By comparing forecasting results and observations, the

performance of the proposed Euler-PINNs can be evaluated. We

use four evaluation metrics to make fair and effective comparisons.

They are mean absolute error (MAE), average absolute percentage

error (MAPE), root mean square error (RMSE) and relative error

(REL). The calculation method is shown in Eqs 9–12.

MAE � 1
n
∑
n

i�1
ŷi − yi

∣∣∣∣ ∣∣∣∣, (9)

MAPE � 1
n
∑
n

i�1

ŷi − yi

yi
( )*100%, (10)

RMSE �
������������
1
n
∑
n

i�1
ŷi − yi( )2

√
, (11)

REL � ∑
n

i�1

ŷi − yi( )2
ŷi

2 , (12)

To test the effect of the proposed Euler-PINNs method in the

prediction, we did 3-day, 5-day and 7-day experiments. The

experimental results as represented in Table 1 show the highly

accurate forecasting capability of the proposed Euler-PINNs

method.
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FIGURE 6
Effect of health system and hospitalization rates on γ(t).

FIGURE 7
Effect of health system and hospitalization rates on μ(t).
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FIGURE 8
Euler-PINNs prediction for the early stage of COVID-19 in Minnesota. The gray vertical line divides the fitting and prediction window. We have
included the new available data for the prediction period that were not used in the fitting to show that the predictions are correct. (A) and (D): Current
infections. (B) and (E): Cumulative recovery. (C) and (F): Cumulative deaths.

TABLE 1 The prediction performance in 3-day, 5-day and 7-day.

Metrics After 23 April 2020 After 8 May 2020

3-day 5-day 7-day 3-day 5-day 7-day

MAE of I 251.73 359.52 383.61 200.24 300.78 419.99

MAE of R 25.42 75.01 163.23 80.89 110.86 227.0

MAE of D 3.17 7.56 6.88 6.05 20.0 37.33

MAPE% of I 0.0073 0.0104 0.0111 0.0058 0.0088 0.0122

MAPE% of R 0.0007 0.0022 0.0047 0.0024 0.0032 0.0066

MAPE% of D 0.0001 0.0002 0.0002 0.0002 0.0006 0.0011

RMSE of I 285.31 397.03 411.7 228.53 336.04 482.03

RMSE of R 30.31 101.62 225.51 97.05 131.10 298.83

RMSE of D 4.17 9.58 8.56 9.69 27.67 49.36

REL% of I 0.6377 0.9930 0.9159 0.1081 0.2299 0.4646

REL% of R 0.0454 0.4642 2.1383 0.0229 0.0361 0.1688

REL% of D 0.0293 0.1329 0.0958 0.0284 0.2163 0.6549
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5 Discussion and conclusion

In this paper, we proposed an Euler-PINNs method to estimate

the time-varying parameters of the compartmental model and

provide future forecasting based on calibrated parameters. We

discretize the time-continuous compartmental model using

forward Euler iteration, expressing each parameter in the

compartmental model as separate DNNs, and substituting the

predicted values of parameters into the equations. The loss

function of the proposed Euler-PINNs method is formulated

based on the error between prediction and observation, and the

Adam optimizer with a dynamic learning rate is applied to

minimize it.

Experiment results demonstrate that the time-varying

parameters of the SIRD model estimated by the proposed

Euler-PINNs method are consistent with previous published

works. The transmission rate β determines the dynamics of

COVID-19, and the time-varying β(t) estimated by proposed

Euler-PINNs method can accurately capture the changes in

government interventions and individual behaviors, such as

mask wearing and social distancing. The recovery rate γ and

the death rate μ are expected to increase and decrease,

respectively, thanks to the more effective treatments for the

disease. The estimated γ(t) and μ(t) by our proposed Euler-

PINNs method also fit well with the improved capacity of the

healthcare system to fight against COVID-19. The proposed

Euler-PINNs method shows that rather than using several

stage models with piece-wise constant parameters, it is

possible to design one model with time-varying parameters

that are capable of representing the overall evolution of the

infectious disease. More importantly, applying estimated

parameters to the compartmental model to depict the

dynamics of COVID-19, the perfect fitting between model

predictions and observed data also underscores that

parameters yield great fitness.

For different infectious diseases and different transmission

scenarios, different compartmental models are required to model

the dynamics of infectious diseases. The SIRD compartmental

model is not the most complex epidemic model available,

dividing more compartments such as breaking down infected

people into asymptomatic and symptomatic, adding the virus

mutations, or adding the vaccination campaign could be part of

a more complex model. In fact, it is impossible to build a state-of-

the-art epidemiology model that represents all the intricacies of the

current pandemic. Our paper aims to introduce a new intelligent

method for estimating time-varying parameters in epidemic models

and provide a reliable prediction. The proposed Euler-PINNs

method can be implemented easily without any background

knowledge about numerical analysis (for example, stability

conditions, and a priori distribution). Therefore, for applying the

Euler-PINNs method to various compartmental models, the

practitioner only needs to redefine the transformation matrix for

each compartment according to the equations and build DNNs for

the relevant parameters. Lastly, deep learning models do not replace

conventional computational simulations but could assist them in

mitigating some of their common bottlenecks, such as high

computational costs. In future work, we are planning to try to

test some fast PINN frameworks [46, 47] and to try to approximate

the parameters using extreme learning machines (ELM) [48]. More

importantly, we would do more validation experiments on various

extended compartment models and generalize the proposed

method to other infectious diseases.
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With the rise of online social media, users from across the world can participate in
opinion formation processes, and some discussions lead to controversial debates
around this phenomenon. Controversy detection in social media can help explore
public discourse spaces and understand topical issues. Previous controversial
detection studies focus more on identifying the opinion or emotional orientation
of a comment, while we focus on whether there is a controversial relationship
between a comment and its replies. Here, we collect a dataset consisting of 511 news
articles, 103,787 comments, and 71,579 users on the Chinese social media platform,
Toutiao, and we study the controversial interactions on the subsets of this dataset.
Our approach treats news, comments, and users as different types of nodes and
constructs multiplex networks connected by user–comment links (i.e., publishing
relationship), comment–news links (i.e., comment relationship), and
comment–comment links (i.e., replying relationship). Furthermore, we propose a
model based on deep learning to detect controversial interactions from these
multiplex networks. Our supervised model achieves 83.24% accuracy, with an
improvement compared to competitive models. Moreover, we illustrate the
applicability of our approach using different ratios of training and testing sets.
Our results demonstrate the usefulness of the multiplex networks model for
controversial interaction detection and provide a new perspective on controversy
detection problems.

KEYWORDS

multiplex network, graph embedding, controversy detection, deep learning, graph neural
network

1 Introduction

Online social media such as the Chinese platform, Toutiao1, have become major channels
through which people can easily share their views. In open and free circumstances, the
phenomenon of exchanging different opinions probably leads to a fierce discussion and
even turns it into a war of words. This situation pollutes the cyber environment. The
annoying controversies could be political debates [1, 2] or other topics [3], and the
contents of such comments represent a lens of public sentiment. It provides opportunities

OPEN ACCESS

EDITED BY

Cong Li,
Fudan University, China

REVIEWED BY

Linying Xiang,
Northeastern University at Qinhuangdao,
China
Bo Qu,
Peng Cheng Laboratory, China
Yang Chen,
Fudan University, China

*CORRESPONDENCE

Yong Min,
myong@bnu.edu.cn

SPECIALTY SECTION

This article was submitted to
Interdisciplinary Physics,
a section of the journal
Frontiers in Physics

RECEIVED 24 November 2022
ACCEPTED 21 December 2022
PUBLISHED 06 January 2023

CITATION

Li Z, Zhang J, Xuan Q, Qiu X and Min Y
(2023), A novel method detecting
controversial interaction in the multiplex
social comment network.
Front. Phys. 10:1107338.
doi: 10.3389/fphy.2022.1107338

COPYRIGHT

© 2023 Li, Zhang, Xuan, Qiu and Min. This
is an open-access article distributed under
the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

1 https://www.toutiao.com

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 06 January 2023
DOI 10.3389/fphy.2022.1107338

82

https://www.frontiersin.org/articles/10.3389/fphy.2022.1107338/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1107338/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1107338/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2022.1107338&domain=pdf&date_stamp=2023-01-06
mailto:myong@bnu.edu.cn
mailto:myong@bnu.edu.cn
https://doi.org/10.3389/fphy.2022.1107338
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.toutiao.com
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2022.1107338


to solve the problems in network governance, such as news topic
selection, influence assessment, and polarized views alleviation [4].

As a significant part of the procedure, controversy detection in
social media has drawnmuch attention [2, 5]. For example, Twitter is a
central place for online discussions and debates. In addition, Twitter
provides support for social and political movements. Due to the wide
distribution of Twitter, controversial content needs to be censored
before it is posted on Twitter. This strategy protects the online
environment and limits the spread of misinformation. However, it
is challenging to identify controversies in a robust method because of
the way controversy varies with the topic of discussion. For example,
during the COVID-19 pandemic, wild extremes of emotion and
controversial speech have occurred on Twitter. Controversial
opinions and subjective judgments are spreading heavily with
Twitter retweets [6]. In such cases, controversy detection would be
helpful. For example, users will be warned before viewing such posts to
prevent them from being influenced by the content of subjective
comments in the post [7].

Controversy detection has been studied on web pages and social
media for a long decade [8–10]. As for standard web pages, existing
methods mainly exploit the controversy detection on Wikipedia [9,
11–13], Reddit [1, 4, 14], and some political blogs [15, 16]. Early
methods of controversy detection are mostly based on statistical
analysis, such as user edit history in Wikipedia [17, 18], user
revision time [13], and context information [12]. Others
incorporate the sentiment-based features [19].

Unlike web pages, online social media consist of more diverse
topics and fierce discussion among users. There are many
controversial comments under a non-controversial topic or post.
This makes controversy detection on social media more
challenging. The methods during the development of controversy
detection can be divided into three types.

The methods based on the statistics of social media platforms:
The statistics of the aimed comments, posts, or topics reflect the
importance of such items associated with the controversial comment.
For example, Koncar et al. [20] extract textural features such as text
length and writing style on controversial comments. Moreover, other
methods detect controversy standing on leveraging textural and
structural features, such as keywords [21], Twitter-specific features
[22], and different aspects of discussions including sentiment and
topical cohesiveness [23, 24].

The methods based on the content of comments: Identifying the
semantics of the aimed comment is the directed way to solve
controversy detection problems. With the development of natural
language processing methods, detecting sentiments based on textural
information is more accessible. Based on the data collected from social
media platforms, some methods detect controversial snapshots
containing several comments attached to the same topic based on
the contents of comments and external features [25, 26].

The methods based on the network structure: The reply reaction
reveals the structural information of social networks. Compared with
the traditional homogeneous network, social networks contain
different types of entities and relations, rich structural information,
and semantic information, which provide a way to discover deeply
hidden information for controversy detection. Garimella et al. [2]
measured some graph-based features and quantified controversy
scores for retweet graphs. In addition, Kumar et al. [27] created a
novel LSTM model that combines graph embeddings, user,
community, and text features, which gets better prediction results

for conflict detection. Hessel et al. [4] integrated the content features
with the reply structure and predicted eventual controversy in several
Reddit communities. Zhong et al. [14] considered all posts under the
same topic using graph-embedding methods. They exploit the
information from related posts under the same topic and propose
the TPC-GCN and DTPC-GCNmodels to disentangle both the topic-
related and topic-unrelated features and get significant generalizability
results on the test datasets.

Graph-embedding techniques have been proven effective in
complex network analysis recently. It maps nodes, links, or graphs
to low-dimensional dense representations, making it possible to apply
machine learning methods for downstream tasks like node
classification [28], link prediction [29, 30], and graph classification
[31]. Considered as the first work in this area, DeepWalk [32] samples
node sequences through random walk and then incorporates skip-
gram to learn node embeddings with each node regarded as a word in
sentences. To capture both local and global structural features,
node2vec [33] extends DeepWalk by employing breadth-first
search and depth-first search when sampling node sequences. The
sampling strategy is called biased random walk, which improves
network representation learning ability. Other random walk-based
graph-embedding methods may have similar ideas but adopt different
sampling strategies, which focus on different aspects of the network
structure [34–36].

Recently, Jiang et al. [37] provided a framework for efficient task-
oriented skip-gram-based embeddings. Hu et al. [38] used the
generative adversarial networks, which learn node distributions for
efficient negative sampling. The emergence of deep learning methods
accelerated the growth of this typical research area. Among the
variants of graph neural networks (GNN), GCN [39] provided a
simplified method to compute the spectral graph convolution to
capture the information of the graph structure and node features
and transform the structural information between nodes into vectors.
GAE [40] designs a decoder for restructuring the relational
information of the nodes. The decoder uses the embedding vectors
obtained by GCN to reconstruct the graph adjacency matrix, and then
perform iteration according to the loss of the reconstructed adjacency
matrix and label matrix. In practice, GAE achieves better link
prediction results than other algorithms.

Prior work on online controversy detection mainly focuses on
comments, topics, or posts [4, 22, 26, 27, 41]. These models are trained
to identify the opinion or emotional orientation of a comment, post, or
topic. Instead of detecting a controversial comment, our study focuses
on the interaction between comments. The controversial comment
means this comment probably raises controversy, and the platform’s
formula determines the score of comments that are likely to be
controversial. These definitions may not perfectly characterize
whether the current review is prone to controversy because of the
limited statics used in the formulation. Controversial interactions are
more common than controversial comments in actual social media. In
contrast, controversial interaction indicates that a comment’s opinion
differs from its replies. Compared with quantifying the score of a
controversial comment, the controversial interaction can be easily
distinguished by the content in the process of labeling.

To detect controversial interactions, we collect information on
103,787 comments and 71,579 users under 511 news and label all of
the comments. We treat the users, comments, and news in social
media as nodes in multiplex social comment networks. We construct
the multiplex networks connected by user–comment links
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(i.e., publishing relationship), comment–news links (i.e., comment
relationship), and comment–comment links (i.e., replying
relationship). Then, we propose the news–comment–user graph
convolutional network (NCU-GCN) model for detecting
controversial interactions. NCU-GCN integrates the graph
structure information and the datasets’ dynamic features for
obtaining the embedding vector of every comment node. After
obtaining the embedding vectors, we classify the interactions on
two comments based on the embedding vectors and detect the
controversial interactions. Extensive experiments demonstrate that
our model outperforms existing methods and can exploit features
effectively.

The main contributions of this paper are listed as follows:

1. We build a dataset from a real Chinese news portal platform for
controversy detection, which consists of 511 news articles,
103,787 comments, and 71,579 users. This dataset covers a large
variety of fields under the topic of Huawei, such as finance,
technology, and entertainment. Such a real-world dataset can
help us better understand the generation of controversy between
comments in social media and the evolution of controversy under a
comment tree.

2. We propose a GCN-based model, NCU-GCN, for controversy
detection on the interaction between two comments. The model
can integrate the information from heterogeneous graph structures
and dynamic features of edges. The dynamic features of edges
mainly consist of the posting time of nodes.

3. Extensive experiments on the Toutiao dataset demonstrate the
information of temporal and structural can effectively improve the
embedding vectors and get a better result in AUC and AP metrics.
Moreover, our model performs generalizability under different
ratios of training samples.

The remaining of the paper is organized as follows: first, a detailed
description is given for the Toutiao dataset in Secion 2 and introduces
the proposed NCU-GCN in Section 3. Extensive experiments on
Toutiao are presented in Section 4 to show the effectiveness of the
proposed methods. Finally, we conclude the paper and highlight some
future research directions in Section 5.

2 Dataset analysis

In this section, we first give a detailed description of the dataset and
data preprocessing, then conduct preliminary descriptive analyses.

2.1 Data description

The data collected from Toutiao include news, users who
commented on the news, and the corresponding comments. This
news covers a variety of fields, such as technology, finance, and
entertainment. In this paper, we focus on Huawei-related news,
which were released between 2019-03 and 2019-12. Each piece of
news is associated with multiple comments, of which the contents
present the attitudes of corresponding viewers toward the news. Thus,
the comments could be classified into three categories: positive, neutral,
and negative. Figure 1 gives an example of controversy over a certain
piece of news. News N belongs to topic T, and it follows multiple
comments which show different opinions. As shown in Figure 1, the
comments are labeled as positive, neutral, or negative based on their
attitudes to the current news, and there exists a situation in C3−1 that
expresses refutation literally, but it actually supports N. This is because
in the comment tree, it refutes to C3, a refuting comment to N. So, we
mark comment C3−1 as a positive comment, and in the progress of data
preprocessing, we manually specify the labels of each comment
according to its content and context. We collect 511 pieces of news
with 103,787 comments in total. Moreover, we label all of the comments
with an opinion bias. To make the labeling results more accurate, we
started with two annotators labeling the same comment. If a
disagreement occurs between two annotators, three additional
annotators were added to label this comment. The final labeling
results were obtained from the average score of these five annotators.
In addition, as Figure 2 indicates, there exist several comments without
content and published time. We guess the reason is that the users have
deleted these comments. For this kind of comment, we can only judge its
label based on its replies.

Given such a large amount of data, we would like to focus on the
controversies under sampled news in this paper. Thus, we sample three
subsets of the data for experiments. Specifically, we first find the top two
active users who posted the most comments under different news, and
we denote them as u1 and u2. The news commented by u1, together
with the corresponding comments and the other users, consists of one
subset, namely, Toutiao#1. Another subset, Toutiao#2, consists of the
news with comments by u2 and other comments and users, and the
common news, which appears in both Toutiao#1 and Toutiao#2, comes
to the third subset, namely, Toutiao#3. The basic statistics of the whole
dataset and its extracted subsets are presented in Table 1, where
interactions mean the relationship between comments. The
definition of these interactions is as follows:

• Controversial interactions: Positive and negative.
• Non-controversial interactions: Positive and positive, neutral
and neutral, and negative and negative.

• Other interactions: Neutral and positive and neutral and
negative.

Also, we provide statistics on the different relationships of the
edges in the dataset. Table 2 shows the number of edges between the
three types of nodes and the number of edges between the three

FIGURE 1
A piece of news under the topic of Huawei and the comments
under the news. Each comment is labeled with positive, negative, or
neutral depending on its attitude to the news.
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types of nodes with different labels. Comment–user,
comment–news, and comment–comment represent the edges
between the three different types of nodes in the graph, and the
remaining six types represent the edges between the three
differently labeled comment nodes.

2.2 Analysis from the multiplex social
comment network

Despite the content of news and comments, we analyze the
contradictory comments from the perspective of the network

FIGURE 2
Controversial comment tree under one news article of Huawei, and one of the comments has been deleted.

TABLE 1 Basic statistics of the Toutiao dataset and its subsets.

Toutiao Toutiao#1 Toutiao#2 Toutiao#3

#News 511 11 11 1

#Users 71,579 3,496 5,940 1,573

#Comments 103,787 5,570 10,580 2,466

#Controversial interactions 22,184 2,610 4,570 1,166

#Non-controversial interactions 16,339 1,309 2,976 584

#Interactions 46,536 4,995 9,504 2,294

TABLE 2 Different types of interactions over the Toutiao dataset and its subsets.

Relationship (A–B) Toutiao Toutiao#1 Toutiao#2 Toutiao#3

Comment–user 103,787 4,848 9,105 2,178

Comment–news 57,251 575 1,076 172

Comment–comment 46,536 4,995 9,504 2,294

Positive–negative 22,184 2,610 4,570 1,166

Positive–neutral 4,780 440 792 119

Positive–positive 7,873 253 429 20

Neutral–neutral 5,579 691 2,032 327

Neutral–negative 3,233 636 1,166 425

Negative–negative 2,887 365 515 237
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structure. Specifically, we construct a multiplex social comment
network in which news, comments, and users act as nodes. As
Figure 3 shows, these multiplex networks are composed of different
entities and relationships. The entities can be classified into the
following categories: comment entities, user entities, and news
entities. The interactions between comment entities represent the
reply relation between these two comments. The interactions
between comment entities and user entities mean the related user
proposes this comment. The interactions between comment entities
and news entities represent the related comment replies to the current
news. In the network, the comment nodes are labeled with three
different types: positive, negative, and neutral. Regarding the types of
these comments, we label the edges connected to two comment nodes
into two types: controversial interaction and non-controversial
interaction. Controversial interaction implies that the two endpoints
of the edges are of positive and negative comments. Non-controversial
interaction indicates the two endpoints of the edges are under the same
type, which can be both positive and negative. Note that we ignore the
links between neutral comments and other kinds of comments in the
experiments. On the Toutiao platform, users comment on one or several
pieces of news. Consequently, the news is connected to their comments,
and comments are linked with their posters; in this way a piece of news
and its comments naturally form a comment tree, and multiple
comments form a network when they are connected with common
users.

As a kind of edge in the network, do controversial edges show any
significant structural patterns based on which we could distinguish
them from others? This paper adopts the degree and betweenness
centrality of two endpoint comment nodes to analyze the controversial
edges. The degree of a comment node shows the number of its replies.
Betweenness centrality describes the importance of a comment node
in the network, which could show whether active yet aggressive users

post the comment. Figure 4 presents the distribution of controversial
edges for degree and between centrality. In Toutiao#1 and Toutiao#2,
most controversial edges have larger betweenness centrality but a
lower degree, and part of them has both relatively large betweenness
centrality and degree. Toutiao#3 contains news items in both
Toutiao#2 and Toutiao#1. The most controversial edges lie where
both betweenness centrality and degree are large. It implies that
structural patterns of controversial edges may exist, which
motivates us to adopt graph convolution to learn such patterns.
We use the time difference of two endpoint comment nodes to
analyze controversial edges. Figure 5 presents the distribution of
the time difference between the controversial interactions and non-
controversial interactions. We observe that the reply time
corresponding to controversial edges is shorter than that of non-
controversial edges, which is the case in all three datasets.

3 Methods

In this section, we first briefly introduce the controversy detection
problem and then show how to apply the proposed model,
news–comment–user graph convolutional network (NCU-GCN) to
solve the problem in detail.

3.1 Preliminaries

Our dataset consists of three types of nodes: news, comments, and
users. On the platform, users could post their comments to the
corresponding news or reply to others’ comments, and we
construct a news–comment–user network, denoted by G � (V, E),
to model such relationships. V � Vn ∪ Vc ∪ Vu is the node set for all
three types of nodes. Vn, Vc, and Vu correspond to news, comments,
and users, respectively. For a comment c, it is associated with a
timestamp tc representing its post time, and each piece of news
also has a publishing time tn. E � Eu,c ∪ Ec,c ∪ Ec,n represents the
three types of relations among news, comments, and users. For
eu,c = (u, c), where u ∈ Vu, and c ∈ Vc, it denotes that user u posts
comments, and eci,cj � (ci, cj), where ci, cj ∈ Vc represents that
comment ci replies to comment cj. Likewise, ec,n = (c, n), where
n ∈ Vn shows that comment c is the first-level comment of news n.
Under the definition, we could obtain an undirected network G to
model relationships between news, comments, and users.

Our solution to find controversy between comments is mainly
based on the structure of the news–comment–user network.
Mathematically, we aim to learn a mapping T : eci,cj → 1 or 0,
where 1 means ci and cj, two controversial comments, and
0 represents the opposite.

3.2 Framework

In this part, we give a detailed description of the proposed model
NCU-GCN.

GCN has proved its effectiveness in various areas. It aggregates the
features of neighboring nodes to learn embeddings for nodes from the
local structure perspective. The process is also known as message
passing. For node i in a graph, the hidden representation of i of (l+1)th

GCN layer, denoted as h(l+1)i , could be obtained by

FIGURE 3
Example of a comment tree. C represents a comment, N means
news, and U denotes a user. The red line from comment’s node to
comment’s node means controversy, while the yellow line means non-
controversy, and the node in deep blue C1, C2, C3 are leaf nodes.
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h l+1( )
i � ReLU ∑

j∈N i∪ i{ }
W l( )h l( )

j + b l( )⎛⎝ ⎞⎠, (1)

where N i is the neighbor of i. W is the trainable weights of lth GCN
layer, and b(l) is the corresponding bias. Incoming messages from N i

are aggregated after linear transformation and then passed to the
central node. With ReLU(x) = max(0, x) the activation function, a new
representation is obtained.

In the message-passing framework, GCN works under the
assumption of homogeneity. The comment network we discuss,
however, consisted of nodes and edges with multiple types. Thus,
we would adapt GCN to the comment network to achieve controversy
detection. As presented in Figure 6, the NCU-GCN model is mainly
composed of three types of layers: input layer, encoder layer, and
decoder layer.

Input layer: NCU-GCN receives the comment network as the
input. Considering the temporal information between comments and
users, we propose to construct a temporal feature matrix T ∈ R|V|×|V|,
which describes the temporal characteristics in the input layer.
Specifically, we consider two types of edges: the edges between
comments and the edges between comments and users. The

structural patterns are considered, as shown in Section 2; we define
the weight between comment i and another comment j by
incorporating the degree and the post time interval of the two
comments for an arbitrary comment i. Assuming the comment i
and j belong to the news n, we normalize the weight of the two
comments by the interval between the post time of the two comments.
It is under the assumption that the closer a pair of comments are, the
more influence they have on each other. For the relation between i and
its poster, we use a hyper-parameter δ to adjust their closeness. For the
edges of other types, we set their weights to 0 since they are out of the
research scope of this paper. In summary, the construction of T goes as

T i,j �

log10 DipDj( )
|ti − tj| , if Ei,j ∈ Ec,c,

δ, if Ei,j ∈ Ec,u,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

, (2)

where Di means the degree of comment node i, and ti represents the
dynamic features of comment node i, which is calculated by
ti � log10(Ti − Tn + 1) + 1, Ti is the post time of comment node i,
and Tn is the post time of news which contains comment i.

FIGURE 4
Illustration of heatmap distribution modulation consisting of two variables: node degrees and edge between centrality.

FIGURE 5
Distribution of reply time of comments and their replies. (A–C) represent the results of these three subsets: Toutiao#1, Toutiao#2 and Toutiao#3.
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Encoder layer: After obtaining the constructed temporal feature
matrix T, we learn the representations of the nodes, denoted as
Z ∈ R|V|×d, by a GCN-inspired encoder, and d is the embedding
dimension. Z is designed to incorporate T, which describes the
temporal characteristics and the structural features learned by
neighborhood aggregation. Hence, the encoder consists of GCN-
inspired structure learning and temporal feature fusion.

Different from the learning process of GCN, which acts on
homogeneous networks, the structure learning module in the encoder
layer considers three different kinds of neighbors. As we have introduced,
for an arbitrary node in the network, its neighbors could be comment,
news, or user nodes. We treat the neighbors separately when learning
structural features and then integrate them to obtain the representation. In
addition, due to the comment network’s sparsity, we consider all the
nodes in a two-hop neighborhood to ensure the abundance of structural
features. Mathematically, GCN-inspired structure learning could be
described as

hi � ∑
j∈N 2

i ∩Vn

Wnxj + ∑
j∈N 2

j∩Vc

Wcxj + ∑
j∈N 2

i ∩Vu

Wuxj, (3)

where hi ∈ R|V|×d is the representation of node i. Wn,Wc, and Wu are
the trainable weights for encoding the features of the news, comment,
and user node neighbors of i, respectively. For encoding, N 2

i denotes
the node set of i’s two-hop neighborhood, and thus, N 2

i ∩ Vn is
comment node in i’s two-hop neighborhood. xi is the initial feature
of node i, and we set the initial feature of all nodes as an identity matrix
since no other information other than the graph structure is available.
Each part in Eq. 3 characterizes corresponding structural features,
which performs better than mixing them in a single GCN layer. As for
the parts of ∑j∈N 2

i ∩Vn
Wnxj, ∑j∈N 2

j∩Vc
Wcxj, and ∑j∈N 2

i ∩Vu
Wuxj, they

aggregate the features of news nodes, comment nodes, and user nodes
in two-hop neighborhood. The features of different nodes in the graph
embedding process of multiplex networks have varying importance to
the target node in the feature-aggregation process. In the process,
NCU-GCN performs feature extraction by different trainable weight
matrices and sums up the computed results. After obtaining the result,
we then stack all the embeddings of nodes to obtain the structure
feature matrix H ∈ R|V|×d:

H � h0, h1, . . . , h|V|[ ]u. (4)

After obtaining the structural feature matrix H, we further
combine the temporal features T to obtain final representations
Z ∈ R|V|×d. To achieve the combination, we first map the temporal
information with a linear layer to R|V|×d and then apply the element-
wise product over the encoded temporal feature and H. After the
combination, we use a fully connected layer fH to smooth the
embedding vectors. The process is shown as

Z � fH concat fL T( ),H( )( ). (5)
Decoder layer: The decoder layer re-transforms the hidden

representations of nodes from embedding space to the original
network. The edges whose endpoint nodes are close in the
embedding space will be reconstructed. In the learning process, the
model enlarges the distance of the representations of controversial and
non-controversial edges, and they will not be reconstructed when
decoding. In this study, we propose to use the inner product as the
decoder and the probability matrix P = Sigmoid (ZZT). In the
comment network, there always exist comments without replies.
Such comment nodes carry little structural information, which gets
in the way of identifying the relations between them and their parent
comments. To cope with the situation, we adopt a FIXMATRIX F in the
decoder layer:

Fi,j � 1/Di if j ∈ N i,
1 otherwise,

{ , (6)

where Di is the out-degree of comment i’s parent comment and N i

represents the neighbor nodes of the parent node of comment i. As the
definition indicates, the FIXMATRIX enhances the representations of leaf
comment with other comments being to the same parent comment.
We apply a Sigmoid function to the fusion vectors to get the final
results:

P � Sigmoid F⊤Z( ) F⊤Z( )⊤( ). (7)

P is the possibility matrix, which indicates the prediction result
of whether the interaction is controversial or not. To optimize the
parameters in the model, we use cross-entropy as the objective:

L � − 1
|E′| ∑

i,j( )∈E′
1 − Y i,j( )log 1 − Pi,j( ) + Y i,j log Pi,j( ), (8)

FIGURE 6
Architecture of our framework, including graph constructing and model of the news–comment–user graph convolutional network (NCU-GCN). Z
represents the embedding vectors obtained from the encoder layer.
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where E′ is the edges used for training. Yi,j is the label with
1 representing controversy and 0 representing the opposite. The
framework of NCU-GCN is shown in Algorithm 1.

Require: the network G � (V, E) with the adjacency matrix A

1: Pretrain the model through deep belief network to

obtain the initialized parameters θ = {θ(1), . . ., θ(k)}

2: Obtain the dynamic feature matrix T, apply Eq. 2.

3: Obtain FixMatrix F, apply Eq. 6.

4: while not convergence do

5: Based on Eq. 3, obtain structural embedding result H.

6: Based on Eq. 5, use T and H to obtain node presentation

embedding results Z.

7: Based on Eq. 7, use F to obtain the probability matrix P.

8: Based on Eq. 8, obtain L
9: Use zL/zθ to back-propagate through the entire network

to get updated parameters θ.

10: end while

11: return P

Algorithm 1. NCU-GCN.

3.3 Time complexity

To use NCU-GCN for controversy detection, one has to first
calculate the dynamic and structural features and accumulate the
result counts to aN ×Nmatrix, whereN is the number of nodes. Thus,
the time complexity is O(NneighbrN), where Nneighbr is the number of
neighbors of one node. The complexity required for a single iteration
of NCU-GCN is divided into two main components, encoding
operation and decoding operation. The encoder has a time
complexity of O(3N2Hl) +O(N2L), where H is the size of the
trainable graph filter. We have l = 2. L is the output dimension of
the linear layer. Assuming that the adjacency matrix is sparse, we can
have an encoder with a complexity of O(EH2) +O(EL), where E is
the number of edges from the inputting graph. The complexity of the
decoding operation is O((L +H)NF) +O(3N2F), where F is the
output dimension of the fully connected layer. Overall, the final time
complexity for one epoch is O(EH2) +O(EL) +O((L +H)NF) +
O(N2F).

4 Results

In this section, we conduct extensive experiments to compare our
proposed model with other baselines to show the effectiveness.

4.1 Baselines

To validate the effectiveness of our method, we compare NCU-
GCN with four representative baselines, which include network
embedding approaches and graph neural networks.

• node2vec [33] keeps the neighborhood of vertices to learn the
vertex representation among networks, and it achieves a balance
between homophily and structural equivalence.

• CTDNE [42] is a general framework for incorporating temporal
information into network embedding methods, which is based
on random walk and stipulates that the timestamp of the next
edge in the walk must be larger than that of the current edge.

• GAE [40] aims at using a structure based on encoder–decoder to
get the vertex’s embedding vector of the networks, and then the
embedding vectors are used to finish the next purpose. The
encoder consists of several GCN layers.

• metapath2vec [34] is used for heterogeneous graph embedding
based on the meta-path walk to get a series of vertex containing
various labels, then heterogeneous skip-gram is used to generate
the embedding vectors. The meta-path strategy is set previously,
and it is always symmetrical.

• GAT [43] achieves advanced performance on graph embedding
problems. It uses the attention mechanism to learn the relative
weights between two connected nodes.Moreover, GAT further uses
multi-head attention to increase the model’s expressive capability

4.2 Implementation details

As for baselines, the embedding dimension of node2vec and
CTDNE is set to 128, and the optimal key parameters p and q of
node2vec are obtained through grid search over {0.5, 1, 2}. For the
metapath2vec method, the process to classify nodes is as follows: first,
we divide all nodes into three types: news, comments, and users, and
then we subdivide comment nodes; second, we formulate five meta-
paths: including comments → news → comments, comments →
comments, comments → users → comments, comments →
comments → news → comments, and comments → comments →
users → comments. Based on these meta-paths, we use the
metapath2vec method to map the original network to a 128-
dimensional vector space for quantization. For all embedding-based
methods, we adopt logistic regression (LR) and random forest (RF) as
the classifier for controversy detection. In the NCU-GCN model, we
use 32-dim latent vectors to represent nodes and we use ReLU for our
encoder layer. The optimizer used by NCU-GCN is Adam, and the
learning rate is set 1e − 2 with a weight decay value, the value is 1e − 4.
All the experiments are implemented on the platform equipped with
an Intel(R) Xeon(R) Gold 5218 CPU and an NVIDIA Tesla
V100S GPU.

Before conducting experiments, we split our dataset into training and
testing sets. We divide total edges into two types: controversial and non-
controversial. Then, we randomly sample n edges from the edges labeling
controversial and randomly sample the same number of edges from the
non-controversial edges. Then, we split into training and testing sets at the
ratio of 4:1. Specifically, we choose 80% edges labeling controversial as
positive samples of the training set and randomly sample the same
number of edges from non-controversial edges. The remaining edges
are positive testing data, and the same amount of non-controversial edges
are sampled as negative testing data.

4.3 Performance comparison

We compare the performance of NCU-GCN with the competitive
models on the dataset with AUC and average precision (AP) as the
evaluation metrics.
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As presented in Table 3, NCU-GCN outperforms other models on the
three Toutiao datasets. As a method only based on random walk, node2vec
performs the worst among all methods. CTDNE have better performance
than node2vec due to the integration of temporal information when
conducting random walk, and metapath2vec makes use of the
heterogeneity information in the comment network, which contributes to
its better performance compared with node2vec. The performance gap
between different classifiers, i.e., LR andRF, indicates that it is also important
to choose a proper classifier even for state-of-the-art embedding-based
methods. The results of the four GNN (graph neural network) methods
show that end-to-end frameworks are always better than making inference
by two-step methods, which usually obtain representations first. The NCU-
GCN (Homo) method represents a method of graph embedding based on
the homogeneity of network nodes, i.e., based on the structure of the NCU-
GCN model by modifying Equation (3) as hi � ∑j∈N 2

i ∩VWnxj. Overall,
NCU-GCN has better performance than other graph neural network
methods, which is due to the consideration of temporal and
heterogeneous information when designing the model. Moreover, the
results of NCU-GCN are better than NCU-GCN(Homo). This shows
that the graph-embedding results are improved by separating the nodes
according to their neighborhoodnode types than by not separating the types.

Moreover, we notice that NCU-GCN performs better on
Toutiao#2 than on Toutiao#1 and Toutiao#3. The different
expressiveness of the obtained embeddings may cause it. Thus, we
visualize the embedding vectors of edges with t-SNE. In order to
generate feature representations for an edge, we compose the learned
feature representations of the two endpoint comment nodes by element-
wise production. As shown in Figure 7, the red points represent non-
controversial edges, and the points in blue denote the opposite. Generally,
the embeddings of controversial and non-controversial edges could be
separated according to the visualizations, and some edges aremixed in the
cluster that is not of their type, especially for Toutiao#1 and Toutiao#3.
Such edgesmight result in the decrease of NCU-GCN’s performance. The
boundary of the two clusters in the visualization of Toutiao#2 is clearer
than that in Toutiao#1 and Toutiao#3. It is consistent with the
performance recorded in Table 3.

4.4 Parameter sensitivity

Here, we mainly focus on the influence of the three parameters, δ,
D, and T, on the performance of NCU-GCN. The results are shown in

TABLE 3 Performance of different methods among three subsets with respect to AUC and AP.

Method Classifier Toutiao#1 Toutiao#2 Toutiao#3

AUC AP AUC AP AUC AP

node2vec LR 0.6924 0.6306 0.7266 0.6625 0.7641 0.6973

RF 0.7559 0.6988 0.8036 0.7386 0.7758 0.7153

CTDNE LR 0.7066 0.6454 0.7241 0.6589 0.7531 0.6869

RF 0.7692 0.7044 0.8131 0.7502 0.7878 0.7253

metapath2vec LR 0.7114 0.6479 0.7191 0.6553 0.7673 0.7032

RF 0.7621 0.6976 0.8098 0.7396 0.7835 0.7362

GAE 0.7846 0.7694 0.8372 0.8065 0.8051 0.7854

GAT 0.8270 0.8095 0.8490 0.8261 0.8230 0.7992

NCU-GCN(Homo) 0.8215 0.8004 0.8545 0.8201 0.8697 0.8521

NCU-GCN 0.8324 0.8010 0.8671 0.8353 0.8647 0.8457

The bold values stand for the best performance given by the aimed methods.

FIGURE 7
Comment-embeddings visualization. (A–C) represent the results of these three subsets: Toutiao#1, Toutiao#2 and Toutiao#3.
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Table 4 where we can see that the performance improves as δ

decreases. Smaller δ represents the shorter time difference between
comment nodes and user nodes. It validates that in our Chinese
Toutiao datasets, the time difference between comment nodes and
user nodes is relatively small. It is also coincidental that there is almost
no time difference between the posting and release of a comment on
social media. Moreover, the combination of featuresD and T in feature
calculation achieves better performance than solely using D or T. The
larger D represents that a comment has more replies, which indicates
this comment is more important in the network. The results show that
the importance of the comment nodes and the reply time difference

can help controversy identification. It is consistent with the
conclusions presented in [44].

In addition, we further vary the proportion of test set α to
investigate whether NCU-GCN still performs better when only a
small amount of labeled data is available. As shown in Figure 8,
the performances of all methods decrease when the amount of training
sample reduces. However, NCU-GCN still has the best performance
compared to the baselines, showing its superior controversy detection
ability. We also notice that the performance of GAE significantly
decreases when α > 20% on Toutiao#3, and the performance of GAT
significantly decreases when α = 80% on Toutiao#2. This is because the

TABLE 4 Performance of different parameters of the NCU-GCN method among three subsets with respect to AUC and AP.

Parameter Toutiao#1 Toutiao#2 Toutiao#3

δ D T AUC AP AUC AP AUC AP

0 ✓ ✕ 0.8029 0.7343 0.8278 0.7635 0.8569 0.8002

0 ✕ ✓ 0.8347 0.7864 0.8609 0.8264 0.8643 0.8389

0.01 ✓ ✕ 0.8035 0.7331 0.8224 0.7527 0.8659 0.8160

0.01 ✕ ✓ 0.8356 0.7889 0.8623 0.8265 0.8582 0.8456

0.1 ✓ ✓ 0.8284 0.7981 0.8623 0.8265 0.8610 0.8407

0.01 ✓ ✓ 0.8281 0.8071 0.8626 0.8331 0.8626 0.8417

0 ✓ ✓ 0.8324 0.8010 0.8671 0.8353 0.8647 0.8457

The bold values stand for the best performance given by the value of the aimed parameter.

FIGURE 8
Performance of different methods on three different datasets when α changes.

Frontiers in Physics frontiersin.org10

Li et al. 10.3389/fphy.2022.1107338

91

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1107338


risk of overfitting the model increases as the number of training sets
decreases. As a model which also develops from GCN, NCU-GCN
adopts the FixMatrix and the temporal feature matrix T to cope with
the problem.

4.5 Misjudged cases

In addition to pursuing better performance, we also investigate
the false positive edges to find why NCU-GCN fails on these
samples. Statistically, a part of error detected edges occur due to
the low depth of the endpoint comments in the comment tree. In
other words, they possess less structural information than other
comments. Although we propose to use FIXMATRIX to alleviate the

influence, it is still hard to make precise detection under this
circumstance.

Also, we find the edges with wrong labels in the misjudged
samples, which are more common in real-world applications,
especially in semantic-related tasks. As we introduced in Sec. 1, the
obscurity of linguistics leads to the difficulty of comment labeling, even
for human annotators, and the lack of comment content may also
result in wrong labels. Figure 9 shows the three different kinds of
misdetection, in which the comments are assigned with wrong labels.
In case I, both of the comments are labeled as neutral, and the relation
between the two comments is non-controversial consequently, which
is opposed to the result given by NCU-GCN. However, the parent’s
comment is positive and the reply is negative according to their texts,
implying that the relationship is controversial. The actual label is

FIGURE 9
Samples of the comments which may get a wrong label.
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identical to the model’s judgment. It is a false-positive case where a
non-controversial edge is considered a controversial one by the model.
Similarly, case II is a truly negative one under the same situation. In
case III, the label of the parent comment is obtained by annotators’
inference according to its replies due to the lack of content. It may also
lead to wrong comment labels. In these cases, the model makes the
right judgments despite the wrong labels. It is because themodel learns
the structural patterns of controversial comments in the network,
again showing the benefits of graph-based learning for controversy
detection against the approaches solely based on semantics. It also
reveals the dilemma that high-quality annotation is essential but
always deficient in real-world applications. We may integrate
semantics into the detection model in future works to give human-
readable results, which is a possible solution to the aforementioned
dilemma.

5 Discussion

In this paper, we collect a real-world dataset from a Chinese social
media platform and construct multiplex networks connected by
multiple links. After obtaining the networks, we propose NCU-
GCN to detect controversial interactions between a comment and
its replies. Unlike the existing works, we focus on detecting
controversial interactions in social comment networks and exploit
the information from related news under the same topic and the reply
structure for more effective detection. Our paper proposes a novel
strategy for multiplex social comment networks based on the graph
convolutional network. Through training, NCU-GCN can fully exploit
the multiplex social comment network’s structural information and
dynamic features and gain an improvement compared to competitive
models. Moreover, the extensive experiments present NCU-GCN
achieving good performance with a low train–test ratio of
multiplex social comment networks. Moreover, our method can
also find some mislabeled comments. The labels of some
comments may be mislabeled, but NCU-GCN can identify them
through the graph-embedding method.

This work opens several avenues for future research. First, our
solution takes the graph-embedding method to solve the problem of
controversial detection. Though some text information is lost, it avoids
the problem of inaccurate prediction caused by semantic diversity.
Second, we incorporated time information, node importance, and
related node information into our model and achieved specific results.
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Evaluating the influence of interdisciplinary research is important to the development
of science. This work considers the large and small disciplines, calculates the
interdisciplinary distance, and analyzes the influence of interdisciplinary behavior
and interdisciplinary distance in the academic network. The results show that the risk
of interdisciplinary behavior in the large discipline is more significant than the
benefits. The peer in the small disciplines will tend to agree with the results of
the small discipline across the large discipline. We further confirmed this conclusion
by utilizing PSM-DID. The analysis between interdisciplinary distance and scientists’
influence shows that certain risks will accompany any distance between disciplines.
However, there still exists a “Sweet Spot” which could bring significant rewards.
Overall, this work provides a feasible approach to studying and understanding
interdisciplinary behaviors in science.

KEYWORDS

interdisciplinary behavior, scientific influence, large and small disciplines, interdisciplinary
distance, causal inference

1 Introduction

Modern science aims to solve complex and large-scale social and natural problems [1, 2].
These systematic researches raises higher requirements on participating research team [3–5],
which raises higher requirements on participating research teams. For example, collaborators
may need expertise in different disciplines [6]. Furthermore, with the in-depth penetration of
interdisciplinary expertise, the inherent boundaries of science have been broken, and
interdisciplinary behavior has become more popular in modern science [7]. In addition,
some pioneering researches involve expertise that often exceeds the scope of knowledge of a
single discipline [8, 9]. Nowadays, interdisciplinary research achieves knowledge
breakthroughs and innovations through colliding ideas between different disciplines,
which is considered a significant feature and future trend of science society [10].
However, the study and the underlying operation mechanisms of interdisciplinarity are
still in their infancy. With the successive emergence of academic databases, e.g., Web of
Science, Scopus, PubMed, and Microsoft Academic Graph, these databases provide data
support for interdisciplinary research. Currently, interdisciplinary research mainly focuses
on three aspects: 1) interdisciplinary metrics; 2) interdisciplinary-related policies and
funding; and 3) interdisciplinary influence.

The most commonly used measurements to evaluate interdisciplinarity are publications
and citations. And the derived index of interdisciplinarity quantifies the diversity of disciplines
involved in a paper [11, 12]. Based on the publications, interdisciplinary diversity can define
with three dimensions [13], i.e., variety, balance, and disparity. Subsequent research has
expanded the measurement dimensions by adding the concept of similarity and adopting
cohesiveness [14]. Meanwhile, interdisciplinary research related to citation has also been
explored and discovered. For example, the analysis based on citation showed that the knowledge
structure of literature has changed and became increasingly interdisciplinary [15]. Furthermore,
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a recent study further explored the interdisciplinary citation index and
the weighted forms, and conducted verification in different
disciplines [16].

Interdisciplinary research has attracted more and more attention
and one of these foci is to investigate the policy and funding of
interdisciplinary research [17–20]. Several prominent institutions
have begun to emphasize and encourage the development of
interdisciplinary research, such as the interdisciplinary development
program of the National Academy of Sciences [21]. However, the
evaluation of interdisciplinary funding in the academic field is mixed.
One voice says interdisciplinary research is merely a policy incentive
without financial support [22], i.e., interdisciplinary research is often
unrewarding. For example, researchers have shown that
interdisciplinary research has a lower citation and funding success
rate [23]. On the contrary, another voice against this conclusion [24]
showed that interdisciplinary scientists play an essential role in
knowledge dissemination and are superior to scientists in
traditional research for both the amount and scale of funding.

Furthermore, the underlying relationship between
interdisciplinarity and scientists’ influence [25–27] remains to be
investigated. Previous researches provide conflicting evidence. On
the one hand, it may be caused by the different definitions of
interdisciplinarity. For example, scientists find that
interdisciplinarity in physics has a negative influence when they
measure the interdisciplinary by calculating the proportion of
papers published in other disciplines [28]. Meanwhile, studies on
biomedical disciplines show a negative correlation between
interdisciplinarity and citation growth [29]. However, a recent
study indicates that interdisciplinary papers receive more citations
when interdisciplinarity is combined with novelty [30]. Furthermore,
research about journals’ analysis shows that papers published in
journals with multiple disciplinary classifications receive fewer
citations than papers published in disciplinary journals with clear
disciplinary boundaries [31]. On the other hand, interdisciplinary
analysis based on specific disciplines may lead to deviations. For
example, biology and chemistry have a high degree of overlap in
expertise, and collaborations among these disciplines tend to receive
high citations in target disciplines, both for biology and chemistry.
Meanwhile, low citation rates in computer science and humanities
interdisciplinary may be caused by the low coverage of literature
published in the interdisciplinary disciplines [32].

Although academic fields spend an enormous amount of time and
energy on analyzing interdisciplinary behavior, the relationship
between interdisciplinary and scientists’ influence is still in its
infancy. In this work, we propose the concepts of large and small
disciplines and compare the changes in the influence of papers and
scientists under interdisciplinary behavior. The main contributions of
this work are summarized as follows.

• Our work examines a total of 4.9 million papers over the last
20 years and utilizes statistics and causal inference to quantify
scientists’ influence on interdisciplinary behavior.

• We find that the risk is greater than the benefit for the large
across small discipline, and the opposite trend in the small
discipline. Furthermore, we explore the relationship between
scientists’ influence and interdisciplinary distance. The results
suggest that there exists a “Sweet Spot” which could bring
significant rewards.

• We reveal and analyze the causal relationship between scientists’
influence and interdisciplinary behavior.

The rest of the paper is organized as follows. Section 2 introduces
the data preparation and the methods. Section 3 demonstrates the
results of scientists’ influence on interdisciplinary behavior. Finally,
Section 4 concludes the investigation with some discussions.

2 Dataset and methods

2.1 Data preparation

This work uses the dataset from Aminer 1. As the release dataset
version continues to update, it has become more popular and used for
analyzing the information spread [33], studying the scientific influence
[34–36], building recommendations in academic networks [37, 38],
researching citation and cooperation networks [39–42], and
developing the prediction in academic networks [43, 44]. This
work adopts the 12th version of the dataset, which includes
4.9 million papers from 113,887 disciplines. The majority of papers
contain the paper number, title, scientists, publication, citation, and
field information [45]. Specifically, the field information is extracted
from Mircosoft Academic Graph (MAG) [46], which contains field
names and the weight w for fields of study. We selected
3,054,175 papers from 2000 to 2019, including 3,052,873 papers
containing field information and 3,051,022 papers containing more
than two fields information. For papers without two fields’
information, we consider the field information according to the
fields’ proportion of the reference list, e.g., for paper P, the field A,
B and C is 50%, 40% and 10% in the reference list, we attribute field A
and B to the paper P.

2.2 Field-normalization

The influence meaning of citations in different fields is different. In
order to avoid the bias, field-normalization is needed. In this work, we
introduce the method in [47], and use a weight of the paper given by
the dataset to eliminate the impact of the field. Specifically, we define
the citation Cf of paper p by,

Cf � ∑
k

i�1

wi

w1 + w2 +/ + wk
p
Cp

Ci

(1)

Here, k is the total number of fields covered by paper p, i is one of the
fields (i = 1, 2, 3, . . ., k), and wi is the weight of the i-th field; the field of
research with weight w are given by the dataset; Cp is the number of
citations we counted in the dataset; Ci is the total number of citations
received in the i-th field.

2.3 Classification and distance for discipline

Our work explores the influence of interdisciplinary behavior
based on large and small disciplines on scientists. Specifically, we
extract the major and minor disciplines for the paper according to the
field weight w and define the top 5% as the large discipline and the
bottom 50% as the small discipline. Then, we map the relationship
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between each paper and large or small disciplines according to
citations. For example, paper A has received 10, 5, and two
citations in F1, F2, and F3 disciplines, respectively. We can
determine that the major discipline of paper A is F1, and the
minor is F2. Finally, according to the major and minor disciplines,
all papers in the data set can be classified as the large discipline set Pl−l,
the large cross the small discipline set Pl−s, the small discipline set Ps−s,
and the small cross the large discipline set Ps−l.

To quantify the discipline distance of inter-discipline, we utilize
the method proposed by recent literature to measure the research
interest evolution [48]. Specifically, all papers are attributed to the first
scientist, and we have counted all authors in the data set who have
continuously published papers for more than 6 years, and the
maximum “tolerance year” is 2 years. For example, a scientist who
has continuously published papers in 2000 and 2001, and then
continued to publish papers in 2003, is also considered as
consecutive publisher. Then we consider paper series for each
consecutive publishing scientist as sorted by the publication period.
We select three papers at the beginning and the end of the paper series
for each scientist, regarded as the scientific outputs of the early and
later careers, respectively. It should be noted that the early and late
career we defined is not the scientists’ career period, but the period
before and after in a long time series. The dataset provides the
discipline information representation of each paper, and we
calculate the early and later discipline vector according to the
discipline weight w. Finally, we can quantify the distance between
the early and later career disciplines by calculating the cosine similarity
of early and later career discipline vectors J. Figure 1 demonstrates an
example of the specific calculation.

2.4 Causal inference

Different from correlation analysis, causal inference is not only
based on correlation but also requires the temporal order of causality.

Thus, correlation is only a necessary and insufficient condition for
causal inference. In recent decades, causal inference has been
dramatically applied in various fields, especially in finance [49] and
education [50].With the development of artificial intelligence [51–53],
causal inference has new developments and applications [54, 55].
Currently, the most basic causal inference is to estimate the treatment
effect by comparing the differences between the observation results of
the control and treatment groups. the expected value of the treatment
effect of all individuals receiving treatment, i.e., Average Treatment
Effect on the Treated (ATT), can be defined as,

ATT � E Yi 1( ) − Yi 0( ) | Di � 1[ ] (2)
where Di = 1 means individual i is disposed, Yi(1) represents the

observed value of individual i after treatment, Yi(0) represents the
observed value of individual i in the control group. However,
randomized controlled trials will consume a lot of time and
resources, individuals participating in the experiment can only be
grouped into the control or treatment group. Therefore, the current
causal inference tends to analyze causal relationships from statistical
data [56], e.g., Differences in Differences (DID) [57], Granger
Causality [58], Propensity Score Matching (PSM) [59], Generalized
Propensity Score Matching (GPS) [60], Instrumental Variable [61],
and Regression Discontinuity Design [62]. Compared with the above
causal inference methods, DID is more suitable for panel data [63].
Specifically, we conduct the scientists into treatment and control
groups according to whether they have interdisciplinary behavior,
and the regression equation for DID can be written as,

Yit � β0 + β1treati + β2periodt + β3treati × periodt + εit (3)
where Yit is a measurement of the influence (citations) of scientist

i. treati is a dummy variable for group membership and εit is the error
term. If scientist i has interdisciplinary behavior, then scientist i
belongs to the treated group, treati = 1; otherwise, treati = 0.
periodt is a dummy variable for the period. Assume that the time

FIGURE 1
An example to calculate the interdisciplinary distance J(m = 3). The early careers’ discipline vector αearly and the later careers’ discipline vector αlater are
generated based on the early and later m papers. Finally, the interdisciplinary distance J is measured according to the complementary cosine similarity
between discipline vectors.
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for the interdisciplinary is t, and the observe time ti < t (|t − ti| < = 2),
periodt = 0, otherwise periodt = 1. The composite variable treati ×
periodt is a dummy variable, indicating whether the individual of the
treated group is in the treated period, and the coefficient β3 represents
the treated effects for interdisciplinary behavior. It is worth noting that
DID requires the treated and control group to be entirely in accord
with the parallel trend assumption before the treatment, i.e., the
influence of scientists should increase at the same rate, whatever in
treated and control groups. In addition, even if the parallel trend
assumption is satisfied, it is still necessary to control features that may
affect scientists’ influence, e.g., the career years of the scientist, the
number of cooperation scientists, and the total number of
publications. Thus, this work investigates the relationship between
interdisciplinary behavior and scientists’ influence by utilizing PSM-
DID. PSM transforms multi-dimensional features into one-
dimensional propensity scores through a functional relationship,
and matches individuals in the treatment group with the control
group according to the propensity score. Specifically, we select four
observable features (covariates) for 2 years before and after scientists’
interdisciplinary behavior: 1) the total number of publications; 2) the
total number of disciplines of the scientist; 3) the career ages of the
scientist; 4) the number of collaborators in each paper. Then, we
calculate the propensity score of each scientist and conduct the match.
The result of PSM provides supporting evidence for the parallel trend
assumption. Finally, we consider citations and whether the scientist
has interdisciplinary behavior as dependent and independent
variables, respectively, and evaluate the treated effects of the treated
group by utilizing DID.

Another goal of this work is to quantify the causal relationship
between interdisciplinary distance and scientists’ influence, i.e., the
treated effect of continuous variables. However, the usual causal
inference models allow only binary variables, i.e., the treated
variable = 0 (1) in the control (treated). Thus, we consider utilizing

the GPSM to evaluate the treated effect of interdisciplinary distance.
GPSM is an extension of PSM and is widely used in many different
fields, such as economics [64], education [65], and medicine [66].
Furthermore, compared with the PSM, GPSM inherits the core
concept and has similar covariate balancing properties. The most
significant advantage is that it breaks the PSM constraint that the
treated variable only allows binary variables. We consider the relative
citation growth rate in early and late careers as the quantification of
scientists’ influence (dependent variable). The independent variable is
the interdisciplinary distance, and covariates are consistent in PSM.

3 Results

3.1 Citation dynamic of interdisciplinary paper

Papers play an essential role in academic society, it is interesting to
investigate the influence caused by interdisciplinary behavior. To
investigate this, our work considers 2 years as the observed time
(ti) and 3 years as the citation period to explore the citations of
different types of interdisciplinary papers. Figure 2 compares the
evolution of citations for papers with different interdisciplinary
types. Compared with papers published in the large discipline
(Pl−l), papers published in the large across small discipline (Pl−s)
receive lower average citations (pink dot) in each interval.
However, the papers in the small across large discipline (Ps−l)
receive more average citations (pink dot) than that in the small
discipline (Ps−s). On the one hand, it may be caused by the
different citation dynamics in the inter-discipline and a single
discipline, i.e., interdisciplinary papers need more than 3 years to
reach peak citations. On the other hand, the large discipline cross to
the small discipline receives less recognition and attention, and peers
agree more with papers of the small cross to the large discipline.

FIGURE 2
The evolution of citations of papers within different interdisciplinary types. We classify papers as the large discipline (blue box), the large across the small
discipline (orange box), the small discipline (green box), and the small across large discipline (red box). The solid line and the pink dot in box represent the
median and average number of citations, respectively.
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In order to explore the underlying reasons for the different trends
in the dynamic of papers with different types of interdisciplinary
behaviors. We first investigate whether the interdisciplinary papers
presented different citation dynamics from others by changing the
citation period for papers. Figure 3 compares the citation period in
three and 8 years in different disciplinary types. Papers published
before 2008 are selected to avoid partial papers without 8 years citation
period. When the citation period extends from 3 years (Figure 3A) to
8 years (Figure 3B), the citation of papers in the large cross the small
discipline is less than that in the large disciplines, whatever three and
eight citation period. Furthermore, citations of papers in the small
cross the large discipline exhibit similar trends. This result indicates

that the short- and long-term influence of interdisciplinary papers is
similar to that of other papers, i.e., the increasing or decreasing of
citations for interdisciplinary papers is irrelevant to the citation
period. In particular, we further investigate the citation dynamics
of papers in different disciplinary types published before 2008 in each
year after publication. The average number of citation distribution is
almost the same in different disciplines in Figure 4. We adopt the
Z-test and Kolmogorov-Smirnov (K-S) test to examine distributions’
differences. Our null hypothesis is that the distribution of average
citations of interdisciplinary papers is different from that of single-
discipline papers. The result in Table 1 shows that P - value > 0.05,
whatever Pl−l Vs. Pl−s and Ps−l Vs. Ps−s, which refuses the null
hypothesis, and indicates that the citation dynamics of
interdisciplinary and single discipline are the same distribution. It
further indicates that interdisciplinary behavior will increase or
decrease the citations, but the citation dynamics for
interdisciplinary papers are similar to others.

One possible reason for the different trends in the citation of
different types of interdisciplinary papers is the different recognition
of scientific outputs. We analyze the citation sources for the different
types of interdisciplinary papers within 8 years after publication in
Figure 5. The disciplines with the most cited papers published by the
large discipline (Figure 5A) and the small discipline (Figure 5C) are the
large discipline (44%–46%) and small disciplines (41%–51%),
respectively. It indicates that papers without interdisciplinary
behavior have been widely recognized in self-discipline. Papers

FIGURE 3
The evolution of citations of papers within different interdisciplinary types. We compare the number of citations with three (A) and eight (B) years citation
period, and other elements are consistent with Figure 2.

FIGURE 4
The dynamic of citations of papers for different interdisciplinary
types. We select paper published before 2008, and calculate the average
number of citations for different interdisciplinary types, i.e., the large
discipline (blue line), the large across the small discipline (orange
line), the small discipline (green line), and the small across large discipline
(red line).

TABLE 1 The result of Z-test and K-S test.

Z-test K-S test

P(l − l) Vs. P(l − s) −0.96(0.34) 0.67(0.35)

P(s − l) Vs. P(s − s) 0.43(0.66) 0.66(0.38)
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published in Pl−s (Figure 5B) receive more citations in the same
interdisciplinary type (32%–36%), while papers in Ps−l (Figure 5D)
are citedmost in the small discipline (28%–33%). Compered Figure 5C
with Figure 5D, despite the proportion of citations in the small across

large discipline having decreased in the small disciplines, the
proportion is the highest in different disciplines, i.e., the initial
disciplines (the small disciplines) tend to accept the scientific
outputs in the small across large discipline.

FIGURE 5
The citations attribution for different interdisciplinary types. We select the papers published after 2008, and the vertical axis represent the years after
publish. The target disciplines are considered as the large discipline Pl−l (dark green column) across small discipline Pl−s (light green column), and the small Ps−s
(red column) across large discipline Ps−l (pink column). (A) The large discipline (Pl−l). (B) The large across small discipline Pl−s. (C) The small discipline Ps−s. (D)
The small across large discipline Ps−l.

FIGURE 6
The evolution of citations for scientists within different interdisciplinary types. We classify scientists as the large discipline (blue box), the large across the
small discipline (orange box), the small discipline (green box), and the small across large discipline (red box). The solid line and the pink dot in the box represent
the median and the average number of citations for scientists, respectively.
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3.2 The effect of different interdisciplinary
types

We further explore the influence of interdisciplinary behavior on
scientists. Specifically, according to the interdisciplinary types and
attributing each paper to the first scientist, we can define an
interdisciplinary type for the scientist, including the large discipline
scientist (Sl−l), the large cross small discipline scientist (Sl−s), the small
discipline scientists (Ss−s), and the small cross large discipline
scientists (Ss−l).

Since the dynamic distribution of citations in interdisciplinary
papers is similar to that in others (Figure 4), we consider citations
received within 3 years after publication to measure the scientists’
influence. Figure 6 compares the citations of scientists in different
interdisciplinary types. In total periods, the influence of scientists in
the large across small discipline (Sl−s) is lower than that of scientists in
the large discipline (Sl−l) except in 2000. A different phenomenon is
that scientists in the small across large discipline (Ss−l) receive more
positive impacts from interdisciplinary behaviors. This finding
indicates that the risk of interdisciplinary behavior of large
disciplinary scientists is more significant than the rewards. In
contrast, scientists in small disciplines can enhance their influence
through interdisciplinary behavior, which benefits the sustainable
development of their careers.

Table 2 demonstrates the result of DID in the different
interdisciplinary types. As shown in Table 2, the interdisciplinary
behavior of scientists in Sl−s significantly reduces their influence,
especially in 2004, nearly reduced 2.6 citations. However, scientists in
Ss−l increase their influence on interdisciplinary behavior, and the most
significant increase occurred in 2016, with an increase of about
7.2 citations. In general, our results exhibit a causal perspective for
developing scientists’ careers, especially for scientists in the small discipline.

3.3 The effect of interdisciplinary distance

Interdisciplinary research is a tough career challenge for scientists,
i.e., the trade-off between the new research field and influence [67].
Thus, the scientist may balance the risks and benefits of
interdisciplinary behavior. To find out the “Sweet Spot” in the
transition, this work further explores the relationship between
interdisciplinary distance and scientists’ influence. Specifically, We
consider J as the interdisciplinary distance and use the growth of
citations to evaluate the scientists’ influence. The growth of citations is
defined as Gc = (Cafter − Cbefore)/Cbefore, where Cafter and Cafter is the
citations for scientists in early and later careers, respectively.

Figure 7 compares the relationship between inter-discipline
distance J and the growth of citations. We find that both long and
short inter-disciplinary distances limit scientists’ benefits and that only
appropriate interdisciplinary distances could enhance the influence of
scientists. Furthermore, the interdisciplinary also may introduce
negative influence, which displays a uniform distribution (inserted
figure in Figure 7), which indicates that inter-disciplinary behavior
may reduce the influence of scientists, whatever the interdisciplinary
distance. This phenomenon suggests that scientists need to bear the
risks through interdisciplinary behavior and turn an appropriate
interdisciplinary distance if they want to increase their influence.

We further investigate the underlying relationship between
interdisciplinary distance and scientists’ influence by utilizing GPSM.TA
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As shown in Figure 8, scientists’ influence increases have a non-
monotonic behavior: it increases for small inter-disciplinary distances
and decreases (i.e., J > 0.16) for large inter-disciplinary distances (i.e., J <
0.152). The result implies that interdisciplinary behavior is an effective
way to enhance scientists’ influence. Furthermore, there exists a “Sweet
spot” for the influence introduced by interdisciplinary behavior, that is,
the interdisciplinary distance is 0.16.

4 Conclusion and discussion

This work studies the underlying relationship between
interdisciplinary and influence. By introducing the concept of the
large and small disciplines, we first investigate the relationship

between interdisciplinary behavior and citations. The results show
that different types of interdisciplinary behaviors will have different
effects on the citations, i.e., the citations of papers from the large
discipline across the small discipline will decrease, and the opposite
trend in the small discipline. Then, we find that papers of the large
discipline across the small discipline have been high-cited in the same
interdisciplinary type papers, while peers in the small discipline will
widely accept the paper of the small across the large discipline. The
analysis of the relationship between interdisciplinary behavior and
scientists’ influence and the result of DID-PSM confirm this
phenomenon. The previous study also confirmed that
interdisciplinary research might have a high impact, but they may
encounter challenges in collaboration and more obstacles in peer
review [68]. Furthermore, the analysis of interdisciplinary distance
and scientists’ influence finds that interdisciplinary behavior will bring
risks, and there exists a “Sweet spot” for the influence introduced by
interdisciplinary behavior. It is important for scientists to choose the
appropriate interdisciplinary distance while undertaking the risks. The
short interdisciplinary distance may lead to a low impact caused by the
lack of novelty, and excessive interdisciplinary distance may lead
scientists to work in entirely unfamiliar disciplines and descend the
scientific influence. Furthermore, this work only considers the first
author, i.e., the credit of the paper attributes to the first author. With
the increase of the number of co-authors of each publication, the
scientific credit system is also facing the pressure of development
[69–71]. Our future work will find a more reasonable credit allocation
method to further reveal the potential influence of interdisciplinary
behavior. In general, causality is the focus of research in the future
academic network. Our research introduced causal inference into
practice in the academic field. This work analyzes the correlation
between interdisciplinary behavior and scientists’ influence and
reveals its potential impact mechanism by quantifying the causal
relationship among them, which provides a new perspective for
future related research in the academic field.

FIGURE 7
The distribution of citations’ growth for the interdisciplinary scientists. The blue dot isGc for each scientist. The insert picture shows the negative growth
for citations.

FIGURE 8
The evolution of treatment effect for GPSM. The blue line is the
growth of citations Gc, which is the same as Figure 7. The horizontal and
vertical axis represents the interdisciplinary distance and the growth of
citations, respectively.
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Information overload and cocoon effect make the phenomenon of emotional
polarization easily appear in online knowledge community. The mechanism of
emotional polarization of users in knowledge community is analyzed, so as to
reveal the formation rule of users’ emotional polarization in knowledge
community and summarize the intervention measures, provide a theoretical
basis for further effective control of polarized emotions of knowledge
community users. Starting from the theory of social network structure, based
on the PAD emotional model, starting from the dimensions of Pleasure, Arousal
and Dominance, focusing on the degree of user centrality, an index framework of
emotional polarization is constructed around three behavioral patterns of
information retrieval, information selection and information interaction. SOR
model is used to dynamically explore the polarization mechanism under this
framework. The results show that the heterogeneity of social network structure
has an effect on participants’ emotional perception and information behavior. The
polarization of Pleasure has a positive effect on user centrality, and the polarization
of Arousal and Dominance have a negative effect. User centrality positively affects
their information selection and interaction behavior, but has no significant effect
on retrieval behavior. The emotional polarization in the process of community
knowledge sharing is decomposed from different perspectives, and the
polarization mechanism is shared by combining social network structure and
information behavior. From the perspective of application, this is conducive to
promoting knowledge sharing, communication learning and information value
chain remodeling, and also provides a kind of insightful analysis paradigm for this
field.
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1 Introduction

With the popularization of online knowledge community, the
relationship between different individuals within it has formed a
specific social network. From the perspective of social network
structure, there are differences in the opportunities and abilities
of audiences to obtain information, and information stratification
has emerged in the digital society [1], that is, different network
structures in the community have different channels and contents to
obtain information, and the ability to effectively use information has
an impact on the status of the network society. Users have different
status in the network society, and their importance and influence are
also different, which will lead to corresponding changes in user
behavior.

Emotional polarization refers to the extreme situation in which
individual emotion deviates from the normal state, and it is an
important influencing factor to induce individual extreme behavior.
Multiple values and complex interest demands make users often
contain emotional views when commenting on information, such as
joy, sadness, anger, criticism, praise, etc. These views have a strong
personal subjective color. In the network environment,
“dematerialization” and “decentralization” coexist at the same
time. On the one hand, online people do not have to be forced
to submit to elite views, and on the other hand, online people have
no real identity background restrictions [2], which makes extreme
emotional consequences invisible. In the online knowledge
community, the emotional state of users is closely related to the
community network structure. The emotional polarization of users
will affect the overall public opinion guidance of the community,
and even cause the platform to fall into a bad atmosphere in serious
cases.

Therefore, this paper takes online knowledge community
‘Zhihu’ as sample data to conduct research, explore the
interaction of emotional polarization, network structure and
information behavior, dynamically describe the polarization
mechanism of users in the community, provide effective
suggestions for better dissemination, use and sharing of content
in online knowledge community, and promote the further extension
and development of content value chain in online knowledge
community. At the practical application level, it provides an
insightful reference paradigm for expanding the depth and
breadth of content services on the Internet platform, effectively
controls and guides the emotions of Internet users, promote the
sound development of the knowledge ecology of community
platform, provide guarantee for the establishment of a more
stable user emotional world and knowledge community platform,
promote the feasibility construction of emotional polarization
mechanism, and realize the sustainable progress and development
of cyberspace.

2 Analysis of research status

This paper uses “social network structure”, “emotional
polarization”, “user information behavior” as the subject words to
conduct literature retrieval and sorting, summarize and analyze the
current theoretical research, and quickly and comprehensively

understand the research trends and results of scholars in related
fields.

2.1 Research status of social network
structure

Online community is a virtual organization form that uses
digital technology to jointly create data, information and
knowledge [3]. In this form of organization, knowledge
collaboration takes place in an unprecedented scale and scope,
helping those seeking answers to questions to obtain guidance.
Participants improve their professional knowledge by learning
from others, so that users can transform between content
producers and content consumers.

Social network structure refers to the direct or indirect
association mode between social members and the association
mode existing in the individual set. It is a type of social network
based on individual characteristics and group relations [4]. The
essence of online community is the collection of community
members and their organizational relationships [5], which divides
the structure into three aspects: actors, relationships and
connections. The social network structure in the online
community can be expanded from the overall network
measurement and network centrality analysis. The indicators of
the overall network measurement include the density of individuals
and community centers, the level of network density, clustering
coefficient, etc., which are mainly used to measure the degree of
tightness between nodes in the community network [6]. Simpson [7]
found that there is direct dynamic feedback between social networks
and organizational levels. The intimate relationship and reciprocal
relationship between members of organizations promote the
emergence of the whole network supporting social ties. The types
and attributes of organizational levels in social networks, as well as
the relative position of individuals in them, will affect and be affected
by status differences; Li Zhuoyu [4] analyzed the social network
structure based on the knowledge map theory, and the research
results revealed the association relationship and path distance of
each node in the online community; Deng Jun et al. [8] found the
user size of the online knowledge community is positively related to
the value users feel from within the community through the
structural equation model. A perfect social network structure is
conducive to users’ obtaining a higher sense of self-worth; Gao
Xiaoyu [9] took the international students as the node to form a new
social network relationship through social media, and explored the
relationship between the density and type of social network
relationship of international students in the host country and
cultural identity from the perspective of social network
relationship; Wang Feifei et al. [53] believed that the enterprise
decision-making under the leadership of the successor is affected by
the social network embedded in it, which is reflected in the structural
characteristics and relationship characteristics.

Based on previous studies, it can be found that there is a certain
correlation between the social network structure of online
knowledge community and user behavior, and the social network
structure has become an important factor affecting the polarization
mechanism of user behavior. At the same time, the social network
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structure relationship has more far-reaching application value that is
worth exploring.

2.2 Research status of emotional
polarization

Scholars have various views on the definition of emotion: Shui
et al. [10] believed that emotion is an important research topic in
psychology, cognitive neuroscience and many other fields; Ye and
Ho [11] believed that the actual change of the individual’s
environment is an effective reflection of emotion; Cui Xiaomiao
and Wang Yi [12] believed that emotion is a state of emotional
arousal with a fixed configuration in the human neuroanatomical
system, including four basic emotions: anger, fear, sadness and
happiness; Wu Weihua et al. [13] defined emotion as people’s
general feelings about real life in a specific era, full of shared
values and social psychology; Guo Xiaoan et al. [14] believed that
there are differences between emotion and sentiment, specifically,
emotion emphasized the external performance of the subject’s
reaction to things, and sentiment emphasized the endogenous
feelings of the subject. In this regard, this paper believes that
emotion and sentiment have the same role in controlling
behavior, so this paper makes no distinction between emotion
and sentiment.

The emergence of social media and online communities has
made people’s communication more convenient. People
communicate and express their views through the Internet,
which has become an important channel for the public to vent
their emotions due to its convenience and inclusiveness. However,
due to the anonymity and fragmentation of network information,
netizens’ comments are more likely to be distorted or extreme. Users
in the network tend to communicate with users with similar views
rather than users with opposite positions, so information overload
and cocoon room effect make these views extreme [15]. Xing et al.
[16] found that social network users with the same opinion have
gathered. These users identify with each other and form a group,
refusing to accept other different views, which leads to the
intensification of group emotional polarization. When the
average value of emotions generated by public opinion is greater
than the initial value, it indicates that the phenomenon of group
emotional polarization has occurred [17]. Yang Guang [19] found
that the intensification of emotional polarization is affected by the
highly consistent online platform technology with people’s selective
contact, motivation reasoning, social identity and social identity
mechanism. In addition, Sunstein [20] found that when individuals
interact with each other within a group, their emotions and those of
the group they belong to will be more extreme, and explained the
causes of the irrational network phenomenon; ZhaoWanli et al. [21]
believed that emotional polarization is closely related to group
polarization, that is, group members have a certain bias at the
beginning, after discussion, people continue to move in the direction
of bias, and finally form extreme views, so that the groups involved
in the discussion fall into an emotional polarization state. At the
same time, emotional polarization is also shown in a more
macroscopic way: Hobolt et al. [18] carried out an exploration of
the western society of emotional polarization. They used surveys and
experiments to measure the intensity of the emotional polarization

of the parties and the Brexit countries, indicating that emotional
polarization can come from identities other than party relations.

As a subjective factor, user emotion affects the direction and
atmosphere of community public opinion, and the group emotional
polarization has become the focus of scholars’ research.

2.3 Research status of user information
behavior

User information behavior includes information retrieval,
information selection, information interaction, etc. Information
retrieval refers to the process of retrieving effective information
according to needs after information is organized, that is, the process
of using search engines to find needed information [22]. Generally
speaking, users’ demand for information directly leads to their
information retrieval behavior. Tan Chunhui et al. [23] built an
influencing factor model of information retrieval behavior based on
the motivation opportunity capability model, and found that when
the motivation, opportunity and capability factors are met at the
same time, online knowledge community users are more likely to
conduct information retrieval behavior; Deng Shengli et al. [24]
concluded that users’ information needs indirectly affect
information retrieval behavior by building an information
retrieval influencing factor model; Chen Xiaoyu et al. [25] found
that information requirements, information satisfaction and affinity
will have an impact on information retrieval behavior through
regression analysis.

From the perspective of information selection, ensuring the
correct adoption of information is critical to successful
information seeking, and the benchmark for adoption is whether
information is based on needs and can help users make the best
decisions [26]. Osatuyi et al. [27] pointed out that the reputation and
information quality of contributors are important determinants of
the choice of the best answer; Elwalda et al. [28] formed an
information adoption model based on information quality and
credibility, and proved that social support is the key prerequisite
for information quality and credibility by using social support theory
and information adoption model; Oliveira et al. [29] studied
information adoption characterized by diversification and
repeated influence stimuli, and confirmed that labels, forwarding,
and influential publishers have significant positive effects on
information adoption behavior; Han Zhengbiao et al. [30]
revealed the mechanism of emotion in user information behavior
model by analyzing literatures related to emotion.

From the perspective of information interaction, Xing Bianbian
et al. [31] believed that information interaction includes the
acceptance and distribution of information by individuals, which
is a two-way information behavior; Tara [32] found that creating
personal reputation, establishing or maintaining relationships, and
pursuing important commitments in the community will affect
users’ observable information interaction behavior.

2.4 Overview of research status

It can be seen from the above domestic and foreign research
status that most of the research on online knowledge community
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users’ emotions and emotional polarization focuses on the overall
emotional polarization, that is, emotions are analyzed as a single
variable. Few scholars separate emotions into different dimensions,
and study the dynamic polarization mechanism of the emotional
polarization of each dimension. The existing literature shows that
there is a certain correlation between users’ emotions and behavior
patterns in the online knowledge community, and the network
structure in the community will also affect users’ behavior, but
few articles combine the three for research. At the same time, in the
research on behavior patterns, domestic and foreign scholars usually
study each behavior pattern separately, and few scholars summarize
and analyze the behavior pattern as a whole. Based on the above
background, this paper explores the emotional polarization
indicator framework under the interaction of different
dimensions of emotional polarization, network structure and
overall users’ behavior mode, dynamically describes the
polarization mechanism under this framework, and puts forward
relevant suggestions for platform managers and community users.

3 Main concepts and theoretical
foundations

This paper analyzes emotional polarization based on the PAD
emotional model from Pleasure, Arousal, and Dominance
dimensions, taking user centrality as the core and information
retrieval, information selection, and information interaction as
the three behavioral models to build an indicator framework to
describe emotional polarization, so as to determine the background
and theoretical basis of the operation mechanism of this paper.

3.1 PAD emotion model theory

Emotion models can be used to describe the types of emotions
that arise in humans along the emotional dimension. Good emotion
models tend to describe the vast majority of emotional states with a
relatively small number of observations. Osgood [33] found that
emotional experience can be measured in terms of Evaluation,
Potency, and Activity. Mehrabian [34, 35] proposed the PAD
emotional model based on this research base for generalization.
The PAD three-dimensional emotion space can represent different
categories of emotions continuously and smoothly, which in turn
can represent the relationship between emotions [36]. It consists of
three independent dimensions of Pleasure, Arousal and Dominance.
According to the “+” or “-” values of the three descriptive
dimensions, 8 kinds of 3D emotion models of 2*2*2 can be
generated. In addition, the PAD model can be used in many
ways and has the advantages of being fast and intuitive, fault-
tolerant, and widely applicable. For example, Guo Yan [37]
combined the PAD model to study its role in influencing users’
information behavior; Jiang Ni et al. [38] used the PAD model to
assess users’ emotional experience during product use, which can be
used to assess task usability, immersiveness, etc., Song Ying [39]
constructed a text-oriented 3D emotion computing model for PAD
in order to extract the service experience emotion information
contained in UGC text. It can be seen that PAD model is more
suitable for emotion measurement and can make qualitative

judgment on user emotion. Therefore, PAD emotion model is
chosen as the theoretical basis in this paper.

3.2 Social network structure

Social network structure can be considered as an organizational
structure within a community. It combines micro factors such as
individual behavior and individual relationships with the macro
world such as social systems and organizational structures through
the relationship of networks. Therefore, social network analysis
method is widely used in the study of network structure. Social
network analysis is a method established for studying the
relationships between individuals, informal groups and formal
groups. It is often used to reveal the characteristics of
interactions between actors [40]. In social network analysis, an
individual is regarded as a node in a social network. The
connections between different individuals are regarded as the
threads connecting the nodes in the social network. The intricate
relationships between nodes and threads form the social network.

In this paper, we choose the model constructed by Li et al. [41],
which divides the social network into two dimensions: relational
dimension and structural dimension. Since this paper focuses on the
network structure in online communities and explores where users
are in the social network of online communities, this paper selects
the structural dimension in social networks. User centrality in the
structure dimension is chosen as a variable to measure the structure
of the network because it is an indicator of the importance of the
individual at the center of the network. According to Wang Lu [42],
user centrality indicates the user’s ability to engage with others in the
network. This indicates that when a user has a high centrality, he or
she is in the center of the entire social network and has more
connections with the rest of the information nodes and user nodes,
i.e., the user has a “star” effect in the online knowledge community.
When the centrality of a user is low, the user is at the edge node of
the community location, and the user has little or no connection
with the rest of the information nodes and user nodes, so the user
can be regarded as non-important and an “orphan” in the online
knowledge community network structure.

3.3 User information behavior

User information behavior refers to the user’s behavior related to
the acquisition, retrieval, utilization, and proliferation of
information. However, because there are many factors affecting
information behavior, and the definition of information behavior
from different perspectives is also different. Therefore, domestic and
foreign scholars do not have a unified view on the concept of
information behavior. Vanscoy et al. [43] considered information
behavior as an important area of knowledge for consulting service
providers because it provides structure for understanding user
information seeking and use. Zhang Yaxin [44] defined
information behavior as the activities of information acquisition,
selection, and utilization carried out by users based on the needs of
knowledge resources. Qu et al. [45] argued that user information
behavior refers to the user’s use of information technology services
to efficiently obtain the information they want, as well as their
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behaviors of selecting and optimizing information. In general, the
specific behaviors of users in online knowledge communities include
posting for questioning and sharing purposes, information retrieval
and browsing, post selection, commenting and liking, and
retweeting. In summary, combined with the characteristics of
users’ use of online knowledge communities, this paper argues
that users’ information behavior is based on users’ need for
certain information, spontaneous information search on the
platform, and selection based on the validity of the retrieved
information, and finally users will interact with other users for
information activities. Therefore, information retrieval, information
selection, and information interaction are selected as research
indicators in this study.

4 Model construction and research
hypothesis

4.1 Stimulus-organism-response model

Mehrabian [46] proposed the stimulus-organism-response
model (SOR model), which is used to explain the effect of
external stimuli on the organism, which will further stimulate
individual behavior. Among them, the stimulus factor represents
the external factors. From the macroscopic point of view, the
external stimulus to the individual can be political, economic,
cultural and other factors. From the microscopic point of view, it
can be the individual’s current psycho-emotional, physiological
state, etc. The organism factor represents the state of the
individual in the macro organization, i.e., the user’s position in
the macro network. The response factor represents the individual
response, including the feedback given by the user psychologically
and physiologically. Individuals are stimulated to change their
current state, and the difference in state leads to a difference in
individual behavior, which is the main generative principle of this
model. Since it was proposed, the SOR model has been widely used
in many fields such as sociology and management to study user
behavior. Pan et al. [47] explored the impact of social support based
on emotion-mediated mechanisms on user engagement behavior in
online health communities based on the SOR model. Tian et al. [48]
used the SOR model to investigate the impact of users’ use of social
e-commerce fashion products on their continuous purchase
intention.

In this paper, the PAD emotional model theory, network
structure, and theories related to user information behavior are
incorporated into the SORmodel. Among them, the PAD emotional
model corresponds to the stimulus factors of the SORmodel, and the
polarization of pleasure, arousal and dominance in the emotional
model all trigger individuals to be stimulated. The network structure
corresponds to the organism factors of the SOR model, and the user
centrality measures the user’s position in the network structure,
while the user network structure position is the external expression
of the organism. User information behavior corresponds to the
response factor of SOR model, and information retrieval,
information selection, and information interaction in user
information model as representative behaviors can reflect the
response done by users. For users in online knowledge
community, their degree of user centrality in the community is

affected by their different degrees of pleasure, arousal and
dominance. Individuals with different degrees of user centrality
will also show different information behaviors in the community.
The framework of the final emotional polarization indicator
operating mechanism is shown in Figure 1.

4.2 Variable definition and measurement

4.2.1 Pleasure—Arousal—Dominance
Pleasure-P (Pleasure-displeasure) in the PAD three-dimensional

emotional model represents the degree to which an individual’s
emotional state is positive or negative. Among the many external
manifestations of emotional states, “extreme liking” is a state when
the degree of pleasure is positively polarized; “extreme disliking” is a
state when the degree of pleasure is negatively polarized, both of
which can be regarded as having polarized pleasure. The state of “no
feeling”, which is neither liked nor disliked, can be regarded as zero
pleasure, i.e., the degree of pleasure is not polarized.

Arousal-A (Arousal-nonarousal) in the PAD three-dimensional
emotional model indicates the degree of physiological and
psychological involvement of the individual. The higher the
arousal of the individual, the higher the level of physiological
arousal on the nerves and the greater the attentional nature, and
vice versa. Among many external manifestations of emotional states,
“active participation” is an emotional state in which arousal is
positively polarized; “strong resistance” is an emotional state in
which arousal is negatively polarized, both of which can be regarded
as having polarized arousal. The state of “indifference”, which is
neither positive nor negative, is seen as zero arousal, i.e., arousal is
not polarized.

Dominance-D (Dominance-submissiveness) in the PAD three-
dimensional emotional model indicates the individual’s state of
control over situations and others, control and influence over
others and the external environment. Among many external
manifestations of emotional states, “extreme conceit” is an
emotional manifestation with a positive degree of dominance,
while “people follow the crowd” is an emotional manifestation
with a negative degree of dominance. The emotional state that
achieves equality of trust and control between oneself and the
surroundings can be considered to have zero dominance.

FIGURE 1
Operational mechanism framework of user emotional
polarization index in online knowledge community.
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Based on the research of Mehrabian [46] and Lunardo [49] on
emotional states, this paper measured three dimensions by referring
to the characteristics of online knowledge communities. As shown in
Table 1.

4.2.2 User centrality
User centrality indicates the degree of importance of users in the

online knowledge community network structure. When a user is in
the central node of the community location, it means that the user
has more connections with the rest of the information nodes, user
nodes, etc., on the contrary, it means that the user has less
connections or even no connections with the rest of the
information nodes. Users with high centrality in online
knowledge communities often show high extroversion, frequent
interaction, high self-monitoring scores, and many direct and
indirect relationships. Overall, individuals with higher prestige or
social and leadership skills are the ones who have higher user
centrality.

Based on the research of Hongseok [50] and Tsai [51] on user
network structure centrality, this paper measured user centrality by
referring to the characteristics of online knowledge communities. As
shown in Table 2.

4.2.3 Information retrieval—Information
selection—Information interaction

Information retrieval is the most basic behavior of users in
online knowledge communities. Users enter the keywords of the
topics they want to retrieve through the retrieval portal in the
community to get the posts that meet their retrieval expectations.
Information retrieval is one of the three user information behaviors
that can best reflect current user topic concerns. Online knowledge
communities usually provide users with hot lists below the search

bar so that users can quickly search and understand recent hot
topics.

Information selection is a kind of behavior that users filter and
screen all the information they get when using online knowledge
communities. Information selection behavior changes based on
factors such as user’s current needs or information matching,
and selection behavior is the most persistent behavior among
user information behavior. As long as users are still using online
knowledge communities, information selection will continue to
occur. Based on big data, the online knowledge community
platform has added the “Guess Your Favorite” function, which
will push different content to different users based on their past
information selection behavior.

Information interaction is an act of user participation in topic
interaction, which is reflected in adding specified people and topics
to the following list, and liking, commenting and retweeting posts in
the community. Online knowledge communities often use electronic
text format to achieve information interaction. This form can
maximize the preservation of document records, ensure the
security and readability of information, and effectively avoid
information distortion during the interaction process.

Based on the research of Shao [52] on user information
behavior, this paper measured user information behavior by
referring to the characteristics of online knowledge communities.
As shown in Table 3.

4.3 Research hypotheses

4.3.1 Pleasure and user centrality
The polarization of pleasure is manifested as a strong liking or

dislike for a topic or user. Polarized pleasure is usually

TABLE 1 PAD three-dimensional emotional model measurement items.

Variable name Number Measurement indicators References

Pleasure PD1 I feel happy when using [Mehrabian(1974) & Lunardo(2009)]

PD2 I feel satisfied when using

PD3 My bad mood is improved when using

Arousal AN1 Sometimes I give it my full attention

AN2 Sometimes I feel excited and nervous

AN3 I will go over and over the content of a topic

Dominance DS1 I understand all the function points and how to use them

DS2 I do not change my opinion easily

DS3 My points are mostly correct

TABLE 2 User centrality measurement items.

Variable name Number Measurement indicators References

User centrality CE1 I pay attention to a lot of topics in the community [Hongseok(2008) & Tsai(1998)]

CE2 I often receive replies to my posts

CE3 My answers are often viewed and liked
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accompanied by the publication of some extreme remarks. The
participation process has too strong emotional color, and such
too strong self-emotional expression will lead to alienation of
other users. The importance of users in the community has
decreased, that is to say, the polarization of pleasure is related
to the centrality of the user’s knowledge network, and this
relationship is reverse. Based on such phenomena, this paper
proposed the following assumption:

Hypothesis 1: The polarization of pleasure negatively affects user
centrality.

4.3.2 Arousal and user centrality
The polarization of arousal is manifested as excessive

attention or resistance to some topics and users. Such
behavior will lead to overly one-sided information of users,
who tend to wander away from the topic of concern at a low
level of information acquisition, and thus cannot undertake the
task of leading and coordinating other users and sharing
information. Therefore, the polarization of arousal degree is
related to the centrality of user’s knowledge network, and this
relationship is reverse. Based on such phenomena, this paper
proposed the following assumption:

Hypothesis 2: The polarization of arousal negatively affects user
centrality.

4.3.3 Dominance and user centrality
The polarization of dominance is manifested as extreme self-

confidence or inferiority. The overconfident person will not accept
the suggestions of others and are relatively strong, which makes
most users resist and isolate the overconfident users. The extreme
inferiority will reduce the social attributes and values of users in
others’ eyes, and will gradually be marginalized in the community.
Therefore, the polarization of dominance has a relationship with the
centrality of user’s knowledge networks, and this relationship is
reverse. Based on such phenomena, this paper proposed the
following assumption:

Hypothesis 3: The polarization of dominance negatively affects
user centrality.

4.3.4 User centrality and information retrieval
When the user centrality is high, the user is at the central node of

the knowledge network structure. In order to consolidate their
importance, users will obtain more information through information
retrieval. Therefore, there is a positive relationship between user’s
knowledge network centrality and their retrieval behavior. Based on
such phenomena, this paper proposed the following assumption:

Hypothesis 4: User centrality positively affects user information
retrieval.

4.3.5 User centrality and information selection
With the improvement of user centrality, the importance of

users has also been increasing, which has prompted users to
strengthen their ability to filter and screen information obtained.
At the same time, users with high centrality are more inclined to
obtain high-quality information to consolidate their central
position. Therefore, there is a positive correlation between user’s
knowledge network centrality and user’s choice behavior. Based on
such phenomena, this paper proposed the following assumption:

Hypothesis 5: User centrality positively affects user information
selection.

4.3.6 User centrality and information interaction
When the user centrality is high, users will have more

connections with other user nodes. Because the node has a large
interpersonal network, it also generates more interactive behaviors.
That is, there is a positive correlation between user’s knowledge
network centrality and user’s interaction behavior. Based on such
phenomena, this paper proposed the following assumption:

Hypothesis 6: User centrality positively affects user information
interaction.

5 Research design and empirical
analysis

Based on the SOR model with emotional polarization, network
structure, and user information behavior as indicators, and under

TABLE 3 Information behavior measurement items.

Variable name Number Measurement indicators References

Information retrieval SE1 I often check the content that I follow or recommend [Shao(2009)]

SE2 I always check the hot content

SE3 I often search for problems

Information selection CH1 I will select posts with high quality content and answers

CH2 I will choose the most current posts and answers

CH3 I will choose posts and answers that are relevant to my interests

Information interaction IN1 I will follow the people and topics that interest me

IN2 I often comment on topics

IN3 I often like and repost some topics
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TABLE 4 Sample characteristics of online knowledge community user behavior survey.

Project Category Number of
samples

Proportion
(%)

Gender Male 208 52.26

Female 190 47.74

Age Under 18 13 3.27

18–25 186 46.73

26–35 114 28.64

36–45 61 15.33

Over 46 24 6.03

Educational background High school and below 34 8.54

Specialty 85 21.36

Undergraduate 163 40.95

Master or above 116 29.15

Occupation Student 162 40.7

College staff 16 4.02

Personnel of government and public institutions 32 8.04

Enterprise personnel 129 32.41

Professional 47 11.81

Other 12 3.02

Frequently browse the online knowledge community Zhihu 287 72.11

Baidu Knows 255 64.07

Sogou asks 127 31.91

360 Q&A 54 13.57

Other 22 5.53

Registration usage time Within half a year 43 10.8

Half a year to one year 119 29.9

One to three years 147 36.93

Three to five years 68 17.09

More than five years 21 5.28

Frequency of using online knowledge community Used almost every day 133 33.42

3–5 times a week 102 25.63

1–3 times a week 94 23.62

Less than once a week 69 17.34

Time of each use of online knowledge community Within 30 min 226 56.78

30 min to 1 h 104 26.13

1 h to 2 h 42 10.55

More than 2 h 26 6.53

Behavior interaction form of participating in online knowledge
community

Browse Only 93 23.37

Browse, collect and occasionally like 138 34.67

(Continued on following page)
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the guidance of the operating mechanism framework of user
emotional polarization indicators of online knowledge
community constructed above, the questionnaire designed
includes seven variables, namely, pleasure, arousal, dominance,
user centrality, retrieval behavior, selection behavior, and
interaction behavior. The questionnaire design is divided into
two parts: the influence of user’s basic information and emotion
on user behavior. In the second part, the Likert five-level scale is used
to evaluate the emotional state, network structure, location and
behavior of the users in the Q&A community. The respondents were
required to score 1–5 levels according to their own experience. The
corresponding levels are very disapproval, disapproval, meaningless,
approval and very approval.

Taking into account the time cost, economic cost, convenience
and other factors, the questionnaire was completed through the
online questionnaire production platform “Questionstar”. The
distribution and recovery of questionnaires to online knowledge
community users through the Internet mainly involve the following
channels: Zhihu Community Post Bar, Baidu Knows Community,
relevant users’ QQ groups and WeChat groups. From 1 March
2022 to 15 April 2022, a total of 462 questionnaires were collected.
Based on the comprehensive consideration of filling time, filling
profile and filling IP, 398 valid questionnaires were obtained after
strict screening, with an effective rate of 86.1%.

5.1 Descriptive statistics, reliability and
validity analysis

This study uses R Studio 4.1.3 software to process the sample
data obtained from the questionnaire survey, so as to obtain the
basic information of the sample and the mean variance of the
variables, and complete the reliability and validity analysis of the
sample data.

5.1.1 Sample characteristics
Based on the statistics of the above survey results (Table 4), we

can conclude that the survey objects have the following
characteristics:

In terms of gender, men accounted for 52.26% of the total number,
and women accounted for 47.74% of the total number; In terms of age,
users aged from 18 to 25 account for the highest proportion. Such users
are generally college students. They have more free time and no life
pressure, so they will increase the investment in entertainment. Next are
users aged from 26 to 35, accounting for about 1/3 of the total, and users
aged from 36 to 45 account for 15% of the total. These two types of users

are generally young and middle-aged groups who have already worked.
Because of various factors such as personal curiosity and social needs,
they will choose to use online knowledge communities to enrich their
personal experience and solve work problems in addition to daily work.
There are few users under the age of 18 and over the age of 46. Users
under the age of 18 areminors. The use of the Internet will be controlled
by family, society, software and other aspects. The personal ability of
users over the age of 46 tends to be saturated, and the demand for using
online knowledge communities decreases. This reflects the youth
characteristics of the community; In terms of educational
background, about 70% of the people have bachelor’s degree or
above, indicating that the groups using online knowledge
communities are generally highly educated and users have good
knowledge reserves; In terms of occupation, students accounted for
the highest proportion, followed by enterprise employees. It can be seen
from the age structure that the number of users under the age of 18 is
small, but the overall proportion of users is high among middle school
students, which indicates that most users of online knowledge
communities are college students, masters and doctors. The number
of employees in the social structure is large, so the proportion is
also high.

Among the online knowledge communities that people
frequently browse and use, Zhihu, as the first one, accounts for
72%, which can be mainly attributed to the popularity and authority
of the community itself. Baidu Knows also uses more than half of
them. The main source of traffic is the promotion function of Baidu
Browser, which drives the development of Baidu Knows; In terms of
registered use time, users from 1–3 years account for the most, and
90% of users have registered for more than half a year, indicating
that the vast majority of users have a certain foundation for the use
of online knowledge communities; In terms of the frequency of
using online knowledge community, 1/3 of the users use it every day,
followed by 3–5 times a week, which indicates that the online
knowledge community is very sticky, and the number of times
per person uses it every week can reachmore than 3 days; In terms of
the time spent each time using the online knowledge community,
the number of people within 30 min is the largest, accounting for
56%; 30 min to 1 h accounts for 26%, 1 h to 2 h accounts for 11%,
and more than 2 h accounts for 7%. It indicates that the average
usage time is about half an hour, and the actual user activity is not
high, which needs to be improved; In terms of interactive form, 34%
of the people participated in browsing, collecting and liking, only
23% of the people browse, and 20% of the people frequently ask
questions and actively express opinions.

Based on the above analysis, the main characteristics of the
online knowledge community user sample are students aged

TABLE 4 (Continued) Sample characteristics of online knowledge community user behavior survey.

Project Category Number of
samples

Proportion
(%)

Search for questions and occasionally participate in
answering

86 21.61

Frequently ask questions and participate in answering
questions

52 13.07

Actively express experience and views, and actively
interact

29 7.29
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18–25 years old, and have a bachelor’s degree or higher education
background. The online knowledge community they use most often
is Zhihu. The duration of use is concentrated in 1–3 years, and the
duration of single use is concentrated in 30 min. The main form of
user interaction still focus on basic browsing, collection and likes,
but the process of uploading and sharing is lacking.

5.1.2 Descriptive statistics
The results of descriptive statistical analysis is based on the

scale data are shown in Table 5. The dimensions are the variables
and related item factors. The data range of is 1–5. The mean
value of the item is the average user recognition of the item, and
the standard deviation indicates the dispersion of user
recognition.

It can be seen from Table 5 that the difference between the mean
values of each item (PD, AN, DS, CE, SE, CH, IN) and the mean
values of the corresponding variables (pleasure, arousal, dominance,
user-centrality, retrieval behavior, selection behavior, and
interaction behavior) remain within 0.5, indicating that the
recognition of each observation variable is high. The standard
deviation results of variables and items show that there are no
abnormal items in the scale data. The volatility of data is large and
the data is scattered. This is due to the data difference caused by the
difference in the age, occupation, educational background and other
foundations of users in the online knowledge community, which
also shows that the online knowledge community is highly inclusive
of users. To sum up, this survey data is suitable for testing the
reliability and validity.

TABLE 5 Descriptive statistics of online knowledge community user behavior survey.

Dimension Name Mean value Standard deviation

Variable Pleasure 3.06 1.521

Item PD1 3.17 1.567

PD2 3.11 1.449

PD3 2.9 1.541

Variable Arousal 2.9 1.583

Item AN1 3.17 1.535

AN2 2.86 1.594

AN3 2.65 1.585

Variable Dominance 2.74 1.572

Item DS1 2.77 1.582

DS2 2.75 1.557

DS3 2.69 1.585

Variable User centrality 3.2 1.234

Item CE1 3.39 1.127

CE2 3.49 1.005

CE3 2.72 1.398

Variable Retrieval behavior 3.73 0.993

Item SE1 3.71 1.013

SE2 3.64 1.032

SE3 3.84 0.925

Variable Selection behavior 3.17 1.213

Item CH1 3.15 1.167

CH2 3.51 1.07

CH3 2.85 1.307

Variable Interaction behavior 3.04 1.233

Item IN1 3.1 1.217

IN2 3.09 1.218

IN3 2.94 1.264
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5.1.3 Reliability and discrimination analysis
Different items of the questionnaire in this study are different

ways to describe the interaction of emotional polarization,
information behavior and network structure, and to reveal the
formation rule of emotional polarization of users in knowledge
community. Therefore, there should be no significant differences
between the different questions under the same variable. In order to
test this indicator, reliability testing is often introduced in scientific
research to confirm the reliability of the research data and the need
for the study. Cronbach coefficient is the most commonly used
reliability measurement method in academia, and when Cronbach’s
alpha > 0.8, the questionnaire was considered to have good reliability
and research value. In this paper, the R language code was used to
test the reliability of the questionnaire and the alpha coefficient was
calculated as follows:

α � n/n − 1( ) 1 −∑ si2/st2( )
The final overall Cronbach’s Alpha value for the questionnaire

was obtained as 0.952. In addition, a question-total correlation
analysis, i.e., the differentiation of the items, is conducted on the
questionnaire and the results are shown in Table 6. Generally
speaking, if the correlation coefficient between a certain item and

the total score is greater than 0.4, it means that the correlation
between a certain item and the total score is high, and the
differentiation of this question is good. Combined with the
overall Alpha value of the questionnaire, this indicates that the
overall reliability of the questionnaire is very high, the variables and
items of the questionnaire are very reasonably designed, and the
questionnaire is highly usable, stable and reliable.

5.1.4 Validity analysis
Validity analysis is used to reflect the corresponding relationship

between structure and measurement value. Factor analysis is widely
used in academia to measure the structural validity of the scale and
questionnaire. The implementation logic of factor analysis is to
extract some common factors from all variables and items. Each
common factor is highly related to a certain group of specific
variables, and these common factors represent the basic structure
of the scale. Because the question-item scales used in this thesis are
all well-established scales derived from the relevant literature and
the reliability-tested data have high reliability, the validated factor
analysis method was chosen to test the hypothesis model.

KMO and Buffett sphere tests should be conducted on the
survey data before factor analysis. The closer the KMO value is

TABLE 6 Reliability and discrimination analysis data.

Variables Item General
relevance

General relevance (After deletion of
item)

Overall Cronbach’s alpha value of the
questionnaire

Pleasure PD1 0.631 0.593 0.952

PD2 0.650 0.616

PD3 0.702 0.670

Arousal AN1 0.757 0.732

AN2 0.783 0.760

AN3 0.820 0.798

Dominance DS1 0.727 0.698

DS2 0.606 0.568

DS3 0.732 0.701

User centrality CE1 0.780 0.752

CE2 0.770 0.744

CE3 0.745 0.705

Retrieval behaviour SE1 0.724 0.694

SE2 0.690 0.657

SE3 0.552 0.514

Selection behaviour CH1 0.842 0.820

CH2 0.754 0.723

CH3 0.774 0.739

Interaction
behaviour

IN1 0.796 0.766

IN2 0.826 0.801

IN3 0.856 0.833

Frontiers in Physics frontiersin.org11

Li et al. 10.3389/fphy.2023.1139475

115

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1139475


to 1, the stronger the partial correlation between factors, and the
better the effect of factor analysis on data. The lower the significance
of Buffett’s sphere test results, the stronger the correlation between
items. Academics generally believe that when the KMO value is
greater than 0.7 and the significance p-value is less than 0.05, it is
suitable for factor analysis. In this paper, using the R language code,
the measured value of the scale KM test is 0.92, and the significance p
is 0.000, as shown in Table 7, indicating that the scale data has passed
the test and is suitable for factor analysis.

The mean extracted variance AVE and the combined reliability
CR were calculated by RStudio software, where the mean extracted
variance AVE was above 0.5 and the combined reliability CR was
above 0.8, as shown in Table 8. The results indicate that the factor
corresponds to a more representative topic setting and the
convergent validity is ideal.

The analysis of the above data shows that the question options
designed in the scale have a certain correlation, and the convergent
validity is ideal; at the same time, different variables can be
differentiated, and the discriminant validity is ideal; the scale meets
the requirements of reasonable design and has a good structural effect;
the overall validity of the questionnaire meets the requirements, and
the measurement results are true and accurate.

5.2 Model empirical analysis

Based on the previous research samples and data analysis, the
AMOS software was used to build a relevant model, and the path
coefficients and significance coefficients of the variables were
analysed according to the relationship between the variables in
the model, so that the correctness of the model and the validity
of the previous hypothesis could be verified. As shown in Figure 2:

5.2.1 Model fit
The fitting degree of the research model is obtained through R

Studio software, as shown in Table 9.
According to the comparison between the coefficients in the

table, model requirements and evaluation criteria, the model is ideal,
and the fitting degree of sample data and hypothetical model is high.

5.2.2 Model path and research hypothesis analysis
When p-value of significance level< 0.05, this path can be

considered as significant; When the S.E. value is > 0, it indicates
that all variables under the assumption do not have the same linear
relationship. When the variables are significantly correlated, the
larger the path coefficient is, the closer the relationship between
variables is. The specific values of this research model are shown in
Table 10. According to the results, the degree of pleasure
polarization has a positive impact on user centrality; dominance
polarization adversely affects user centrality; user centrality has a
positive impact on selection behavior and interaction behavior;
Arousal polarization adversely affects user centrality; User
centrality has no significant effect on retrieval behavior.

The path analysis and research assumptions of the model are as
follows:

1) Pleasure and user centrality of online knowledge community
The relationship between the pleasure polarization of online

knowledge community and user centrality is positive correlation,
that is, the more extreme the pleasure in the emotional direction, the
higher the user centrality. The model data results reject the original
Hypothesis 1, and the results are contrary to the hypothesis. This is
due to the anonymity and high openness of the online knowledge
community. Users can hide their real identity and speak freely
during the use process, so it is more likely to occur pleasure
polarization. Extreme pleasure state is often accompanied by
some extreme words, while other users will prefer these
information that can intuitively judge the position rather than
some absolutely neutral declarative statements in the process of
information selection and use. In addition, users will also choose
posts with more intense emotional expression to interact, thus
increasing the centrality of the original post owner.

2) Arousal and user centrality of online knowledge community
The relationship between the arousal polarization of online

knowledge community and user centrality is negative correlation,
that is, the more extreme the arousal in the emotional direction, the
lower the user’s centrality. The model data results support the
original Hypothesis 2. Users whose activeness is polarized tend to
show excessive concern or resistance to some topics. Such users’
knowledge is one-sided and tends to focus on specific topics. It is
difficult to receive and disseminate various information at the
intermediate nodes of the community, which leads to low
centrality of such users.

3) Dominance and user centrality of online knowledge
community

The relationship between dominance polarization and user
centrality in online knowledge communities is negatively
correlated, that is, the more extreme the dominance in the
affective direction, the more the user centrality. The results of the
model data support the original Hypothesis 3. Dominance indicates
the degree of control over community topics and other users, and
when dominance is too high, users tend to show arrogance, which is

TABLE 7 KMO and buffett sphere test.

Observation index Measured value

KMO test 0.92

Buffett sphere test Approximate chi square 8,372.22

Free degree 210

Significance 0

TABLE 8 Factor convergent validity test results.

Route AVE CR

Factor 1 (Pleasure) 0.853 0.946

Factor 2 (Arousal) 0.770 0.909

Factor 3 (Dominance) 0.618 0.828

Factor 4 (User centrality) 0.646 0.842

Factor 5 (Retrieval behaviour) 0.634 0.834

Factor 6 (Selection behaviour) 0.684 0.864

Factor 7 (Interaction behaviour) 0.861 0.949
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not conducive to maintaining interpersonal relationships; when
dominance is too low, users tend to lack independent views,
follow the crowd and are not valued, both of which lead to low
centrality of the user in the community.

4) User centrality and information retrieval of online knowledge
communities

The effect of online knowledge community user centrality on
information retrieval is not significant, with little difference in
retrieval behaviour when using the community between either star
users with higher centrality or marginal users with lower centrality. The
model data results reject the original Hypothesis 4. This is because
information selection and interaction in online knowledge communities
are based on retrieval behaviour, so information retrieval is the most
basic information interaction. Users retrieve and browse information

according to their own needs and hot tweets, and the results returned by
retrieval do not differ according to user centrality, so user centrality does
not affect the occurrence of information retrieval.

5) User centrality and information selection of online knowledge
communities

User centrality and information selection in online knowledge
communities are positively correlated, that is, the higher the
centrality of users, the stronger the information selection. The
model results support the original Hypothesis 5. Users with
higher user centrality are in an important position in the
network structure and play an important role in the reception
and dissemination of information, and users with higher
centrality tend to prefer topics and users with high quality,
timeliness or relevance to their interests, so as to obtain higher

FIGURE 2
Structural equation model.

TABLE 9 Model fit.

Fitting index χ2/df RMSEA CFI NFI TLI

Evaluation criterion Ideal standard < 3 < 0.05 > 0.9 > 0.9 > 0.9

Acceptable standards < 5 < 0.08 > 0.8 > 0.8 > 0.8

Actual value 2.216 0.069 0.928 0.861 0.911

Result Ideal Acceptable Ideal Acceptable Ideal

TABLE 10 Model path inspection results.

Structural equation path Normalized path coefficient S.E. p-value Result

User centrality < − Pleasure 0.293 0.053 0.000

User centrality < − arousal −0.147 0.043 0.000 Remarkable

User centrality < − dominance −0.415 0.049 0.000

Retrieval behaviour < − user centrality 0.012 0.064 0.853 Remarkable

Selection behavior < − user centrality 0.232 0.05 0.000

Interaction behavior < − user centrality 0.531 0.089 0.000 Remarkable
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quality and relevant information and maintain their central position
in the community network structure.

6) User centrality and information interaction of online
knowledge communities

User centrality and information interaction in online knowledge
communities are positively correlated, that is, the higher the centrality of
users, the stronger the information interaction. The model data results
support the original Hypothesis 6.When users are at the central node of
the online knowledge community structure, they will frequently interact
with other nodes, including but not limited to answering other users’
questions, reposting posts, following and being followed, etc.

6 Research conclusion and emotional
polarization intervention measures

6.1 Research conclusion

This paper takes existing research on online knowledge
communities’ emotions, network structure and users’ information
behaviour as the theoretical basis, combines the SOR model to
establish the operational mechanism framework of online
knowledge communities’ users’ emotional polarization index,
collects data by means of questionnaires, and uses RStudio and
AMOS 26.0 to complete the empirical analysis of the questionnaire
data, and draws the following conclusions and recommendations.

(1) The polarization of users’ pleasure has a positive impact on their
centrality in the network structure, and when users have their
own positions and attitudes in terms of emotions rather than
absolute indifference and neutrality, it can strengthen their
centrality in the community.

(2) The polarization of users’ arousal and dominance has an inverse
effect on their centrality in the network structure, and the
polarization of users’ dominance has a greater effect on
centrality than the polarization of arousal. An excessive focus
on one part of the problem or a strong ego or inferiority
complex can reduce the importance of the user in the
community as a whole and lead to the user being marginalized.

(3) The effect of user centrality on information retrieval is not
significant. In online knowledge communities, information
retrieval is the most basic interaction behaviour, and the
same retrieval behaviour is generated regardless of the user’s
position in the network structure of the online community.

(4) The effect of user centrality on information selection and
information interaction is positive, and the effect of user
centrality on information interaction is greater than the effect
on information selection. When users are at the centre of the
online knowledge community network structure, they will
enhance their selectivity of information and will also interact
more with other nodes and information.

6.2 Emotional polarization intervention
measures

According to the results of empirical analysis, the author puts
forward suggestions on intervention measures of emotional

polarization for users and platform managers in online
knowledge communities:

Online knowledge communities are platforms where various
users interact freely in the community under the supervision and
control of the platform. Based on the above research findings,
platform administrators should actively promote the community to
connect to relevant software, archive all user information behavior
and statistics, push information in the information pool differently for
different users, control user speech through system control and
correctly guide the community atmosphere; at the same time,
introduce function points applicable to the community according
to the basic elements of the community such as user network structure
tomeet the needs of different users. Platform administrator should use
big data algorithms to manage and operate corresponding knowledge
posts according to different network sizes. They can promote
knowledge dissemination by setting the top, strengthening
knowledge sharing rewards, and reducing the level required for
comments [54]. In addition, the interaction mode of online
knowledge communities is basically the same, which can be
summarised as users posting questions in the community,
answering and forwarding, etc. The singularity of the interaction
mode limits the development of online knowledge communities, so
new function points can be added or existing functions can be
optimised to increase the playability and ease of use of the
community. For example, the online knowledge community can be
divided into a centralised mode and a distributedmode, and users can
switch between the two modes freely. The diffusion mode favours the
breadth of topics, mainly focusing on current social hotspots; the
centralisedmode favours the depth of the user’s area of interest, which
may involve some proper nouns or some industry terminology, thus
satisfying the user’s interests and personalised resources. In this way,
the reliance and loyalty of users are enhanced and the economic value
of the online knowledge community as a whole is increased.

For users of online knowledge communities, as arousal and
dominance can have a significant impact on user centrality, it is
necessary to strengthen the acquisition of all aspects of information in
online knowledge community, do not pay toomuch attention to some
topics and refuse to accept knowledge in other directions, and
maintain a stable attitude. Online knowledge community is a
highly inclusive community that everyone can participate in. We
should accept all users and information in the community equally. In
healthy communities with low level of community rewards and
innovation knowledge, it is particularly important to improve
emotional support. For example, maintain a civilized and friendly
network order and guide users to respect the knowledge achievements
of others; establish and improve the content review and user reporting
mechanism to automatically delete or independently screen
uncivilized content [55]. Reasonable control of their own
emotional expression, under the premise of appropriate
enhancement of emotional expression, friendly interaction with
other users. In addition, the difference in centrality does not affect
the user’s information retrieval behaviour, so users should accurately
control their own needs in the process of use, and improve their ability
to express themselves when retrieving information, their ability to
filter information and their own cultural literacy, so as to stop
spreading bad information, thus enhancing the individual’s fame
and prestige in the online knowledge community, and attracting
capital and traffic while enriching themselves.
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6.3 Limitations of the study

The model was designed by integrating the existing research
base, although some of the findings were achieved, there is still
much room for improvement in the article as a whole. For
example, the model uses the PAD 3D model of emotion,
which is based on static emotions at specific points in time
when users participate in filling out the questionnaire, but
users’ emotional states may change dynamically at different
points in time when using online knowledge communities, so
using static nodes to categorize them uniformly is obviously not
comprehensive and accurate. In addition, there are many factors
that influence the organizational structure of users other than
centrality, and only the most obvious and easily statistically
measurable centrality has been chosen as the indicator for
consideration in this paper. In terms of theory, we can also
start with the classical group polarization theory, summarize
the connotation, dynamic mechanism and key influencing factors
of the emotional polarization in the perspective of social network
structure, and propose corresponding intervention measures of
emotional polarization according to its generative mechanism
and dynamic mechanism. In summary, this study will continue to
improve and enhance the data optimization, model construction
and theory in the future.
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Time tracing the earliest case of
local pandemic resurgence
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Origin identification of the earliest cases during the pandemic is crucial in
containing the transmission of the disease. The high infectiousness of the
disease during its incubation period (no symptom yet) and underlying human
interaction pattern make it difficult to capture the entire line of the spread. The
hidden spreading period is when the disease is silently spreading, for the “silent
spreaders” showing no symptoms yet can transmit the infection. Being uncertain
of the hidden spreading period would bring a severe challenge to the contact
tracing mission. To find the possible hidden spreading period span, we utilized the
SEITR (susceptible–exposed–infected–tested positive–recovered) model on
networks where the relation between E state and T state can implicitly model
the hidden spreading mechanism. We calibrated the model with real local
resurgence epidemic data. Through our study, we found that the hidden
spreading period span of the possible earliest case of local resurgence could
vary according to the people interaction networks. Our modeling results showed
the clustering and shortcuts that exist in the human interaction network
significantly affect the results in finding the hidden spreading period span. Our
study can be a guide for understanding the pandemic and for contact tracing the
origin of local resurgence.

KEYWORDS

SEITR, resurgence, origin identification, tracing, EPI, epidemiology

1 Introduction

Since December 2019, the newly recognized coronavirus known as severe acute
respiratory syndrome–coronavirus 2 (SARS-CoV-2) has affected every individual.
Globally, it has caused more than 623,000,396 confirmed cases, including
6,550,033 deaths, according to the WHO [1]. While the coronavirus has affected the
healthcare system significantly, it is a greater challenge for the government to help
people coordinate their daily lives living with the virus. One of the most used strategies,
contact tracing, along with robust testing and isolation, is a key strategy for interrupting
chains of transmission of SARS-CoV-2 and reducing COVID-19-associated mortality [1].
The virus was first reported in Wuhan, China, in late 2019. The doubt still unresolved as to
when the virus actually started its spreading.

COVID-19 displays peculiar epidemiological traits when compared with previous
coronavirus outbreaks [2]. A large number of transmissions occurred through human-
to-human contact with individuals showing no or mild symptoms. High viral loads of SARS-
CoV-2 were found in the upper respiratory samples of patients showing little or no
symptoms, with a viral shedding pattern akin to that of influenza viruses [3]; hence, the

OPEN ACCESS

EDITED BY

Ye Wu,
Beijing Normal University, China

REVIEWED BY

Zhongyuan Ruan,
Zhejiang University of Technology, China
Peng Ji,
Fudan University, China

*CORRESPONDENCE

Lin Zhang,
zhanglin2011@bupt.edu.cn

RECEIVED 24 November 2022
ACCEPTED 30 March 2023
PUBLISHED 18 April 2023

CITATION

Zhang J, Fang K, Zhu Y, Kang X and
Zhang L (2023), Time tracing the earliest
case of local pandemic resurgence.
Front. Phys. 11:1107178.
doi: 10.3389/fphy.2023.1107178

COPYRIGHT

© 2023 Zhang, Fang, Zhu, Kang and
Zhang. This is an open-access article
distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is
permitted, provided the original author(s)
and the copyright owner(s) are credited
and that the original publication in this
journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 18 April 2023
DOI 10.3389/fphy.2023.1107178

121

https://www.frontiersin.org/articles/10.3389/fphy.2023.1107178/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1107178/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2023.1107178&domain=pdf&date_stamp=2023-04-18
mailto:zhanglin2011@bupt.edu.cn
mailto:zhanglin2011@bupt.edu.cn
https://doi.org/10.3389/fphy.2023.1107178
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2023.1107178


inapparent transmission, that is, the disease’s hidden spread may
play a major and underestimated role in sustaining the outbreak.

Origin identification requires detailed contact history records,
which are not easily accessible [4]. Even now under the implemented
mandatory COVID test that requires frequent detection, there is still
unexpected local resurgence occurring with no clear sign. High cost
and exhausted human labor are obvious problems in terms of
tedious contact tracing missions, especially when the virus is
rapidly evolving and there is no clear guidance on how many
contacts should be isolated. The Omicron variant BA.5 remains
dominant in the United States, people infected with COVID-19 can
show symptoms as early as 2 days or as late as 14 days after infection,
and people are generally contagious between 3 and 4 days before
appearance of symptoms [5]. The BA.5 variant also causes long
COVID-19 symptoms, and some can experience health problems for
4 or more weeks after first being infected [6].

To understand the complicated factors in predicting the spread
of disease, stochastic mathematical epidemic modeling has been one
of the main approaches in understanding the spreading dynamics of
the virus. Commonly used models are SIR-inspired models, which
describe the flow of individuals through three or more mutually
exclusive stages of infection: susceptible, infected, and recovered.
More complex models such as SEITR and SEIQR have been carried
out to portray the dynamic spread of specific epidemics [7–11]. The
SEITR model is a more complex and detailed infectious disease
modeling framework than the SIR model [12, 13]. The SEITR model
includes a more accurate representation of disease progression and
allows for a better understanding of the transmission dynamics of
the disease. It accounts for the latency period between exposure and
onset of symptoms and can help in modeling diseases where
individuals can spread the infection before showing symptoms [14].

In order to understand the local resurgence and find the
possible hidden spreading period, we utilized a modified
SEITR (susceptible–exposed–infected–tested positive–recovered)
compartmental mathematical model for predictions of COVID-19
epidemic dynamics. Our main goal is to use the modified SEITR
model to trace back the origin time of the spreading process, given
a certain number of confirmed cases. In the following article, real
local resurgence data from Xi’an, China, is used to calibrate the
model to find the possible hidden spreading period of local
resurgence. While homogeneous contact is not applicable in
real life, we compared our model on different people
interaction networks to observe the impact of clustering and
shortcuts created by mobility. Our results showed that the
existence of clustering and shortcuts does affect the speed of
disease transmission, hence affecting our decision in finding the
possible hidden spreading period span. Although local resurgence
seems unpredictable, our model provides guidance for time spans
of contact tracing and suggestions on modifications of control
measures and testing abilities.

2 Methods

2.1 SEITR model

The SEITR model is a variation of the basic SIR
(susceptible–infectious–recovered) model used for modeling the

spread of infectious diseases in a population [14]. The SEITR
model includes additional compartments to account for more
complex disease transmission dynamics. Considering one
population, as shown in Figure 1, the model subdivides the total
human population size at time t denoted asN(t) into susceptible S(t),
exposed E(t), infected I(t), tested positive T(t), and the recovered
R(t). Hence, for the population, we have N(t) = S(t) + E(t) + I(t) +
T(t) + R(t).

Since the beginning of the COVID-19 epidemic, SARS-CoV-
2 has evolved and mutated continuously, producing variants with
different transmissibility and virulence. Real data indicate that
asymptomatic and symptomatic infected individuals can spread
the virus to susceptible persons through close contact. Mwalili
identified the difference between asymptomatic and symptomatic
infected individuals by dividing the infected I(t) into these two
subpopulations. Ottaviano provides analytical results for SAIRS
(susceptible–asymptomatic infected–symptomatic
infected–recovered–susceptible) model where asymptomatic
infected is considered one compartment [15, 16]. While different
approaches have been taken in considering the “silent
spreaders”—those showing no symptoms and able to transmit
the infection—here in our study, we included both the concept of
incubation period along with the asymptomatic infected individuals
into the compartment exposed E(t). The hidden spreading period Φ
is when the disease is silently spreading, for the “silent spreaders”
showing no symptoms yet able to transmit the infection, and the
uncertainty of the hidden spreading period would bring a severe
challenge to the contact tracing mission. We define the hidden
spreading period Φ as the time since the initial infectious individual
[exposed individual E(t) or infected individual I(t)] in the
population until the time since the first confirmed case T(t). In
the process of disease spread, the susceptible individual first moves
to the exposed population E(t) when making contact with exposed
or infected individuals since they both are infectious. During the
incubation period, the exposed population may develop severe
symptoms like shortness of breath, chest pain, or confusion

FIGURE 1
SEITR model transmission graph.
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[these would move to the infected population I(t)], some may be
self-immune to the virus [move to recovered R(t)], and some people
may only have very mild or non-specific symptoms [some can be
tested as confirmed cases T(t)]. T(t) is the number of confirmed
cases detected through the ordinary COVID tests at time t; this
number can be significantly affected by the testing ability. Some
infected individuals would be detected positive through ordinary
screening, and some infected individuals would self-recover and
move to the recovered human population R(t).

The SEITR model is, thus, governed by the reactions:

S + E →cβE E + E

S + I →cβI E + I
E →σα I
E →σωp T
E →σ 1−α( )

R
I →ωp T
I →γ R

where parameters used in the transmission model are given in
Table 1.

The contagion process involves contact interaction. In this mean
field approach, the effect of contact on susceptible individuals with
exposed and infected individuals is considered in a homogeneously
mixed population. So, the model culminates in the following systems
of mean field equations:

S t + 1( ) � S t( ) − cβEE t( )S t( ) − cβII t( )S t( )
E t + 1( ) � E t( ) + cβEE t( )S t( ) + cβII t( )S t( ) − σαE t( )

− σ 1 − α( )E t( ) − σpE t( )
I t + 1( ) � I t( ) + σαE t( ) − γI t( ) − ωpI t( )
T t + 1( ) � T t( ) + ωpI t( ) + σpE t( ).
R t + 1( ) � R t( ) + σ 1 − α( )E t( ) + γI t( ).

The basic reproduction number defines the average number of
secondary infections caused by an individual in an entirely
susceptible population. The derivation of R0 in our model can be
approximated by R0 = βI/γ. There is no death or birth in the process,
and an individual would attain immunity after recovery and cannot
be infected again.

During the hidden spreading period, the exposed population
spread the virus “silently,” wherein some would self-recover, some
would transfer to infected individuals, and some would be detected

as test positives. Real data showed that the transmission rate from
asymptomatic to infected individuals during local resurgence in
Shanghai in April is 1995/15284 = 13.05% [17]. In the model, βI and
βE are generated from R0pγ, which is around 0.88. 1/σ is the average
latency period of the exposed individuals and 1/γ captures the
average recovery time of the infected population.

In the model, two aspects of non-pharmaceutical intervention
practices are introduced to model the effect of intervention policies.
In facing a local resurgence of the disease, the hardness of control
measures c ∈ (0, 1) would be tightened to scale down the ability of
transmission. This act could be explained by reduced contact
interaction during city lockdown or suspended travel activities.
For other non-pharmaceutical intervention practices, the testing
ability would affect the number of tested positive T(t) individuals,
which consist of two latent parameters: rate of successful COVID
testing p ∈ (0, 1) and testing frequency ω. Depending on the quality
of each throat swab, the rate of successful COVID testing p would
vary and rely highly on those third-party organizations
corresponding to the testing. The testing frequency ω describes
how frequently the COVID test is implemented. The current
standard in major cities for testing frequency is a COVID test in
3 days and one test per day during lockdowns.

Considering the aforementioned interaction measures, our
model can capture the dynamics of the spreading process when
restrictions are implemented during a local resurgence.

2.2 Model calibration and time tracing the
earliest case

The data used to calibrate the model were real local resurgence
data from Xi’an, China, from 09 August 2022 to 18 September
2022 [18]. The first BA.5 confirmed case was detected on August 9 in
Xi’an, which then caused rapid increase in daily new cases,
consisting daily new infected cases and daily new asymptomatic
cases. In our simulation, we implemented the lockdown once the
number of tested positive T(t) exceeds 18 by minimizing the control
measure c to 0 and pushing the testing ability p to the highest
0.99 with a daily COVID test, as what really happened in July at
Xi’an. The source of this local resurgence was still not clear.

The methodology of locating the earliest case in local resurgence
is as follows: first, real data are used to calibrate the SEITR model,

TABLE 1 Model parameters.

Parameter Symbol Value References

Rate of transmission from S to E due to contact with E βE R0γ [6]

Rate of transmission from S to I due to contact with I βI R0γ [6]

Hardness of control measures c (0,1) None

Rate of incubation period σ 1/3.5 days [6]

Rate of transmission from E to I α 0.13 [17]

Proportion of successful COVID testing p (0,1) None

Rate of COVID testing ω 1/3 days [18]

Rate of recovery of the infected population γ 1/21 days [5]
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and then the control policies are added. This can be done by
adjusting only control measures (c), rate of successful COVID
testing (p), and testing frequency (w), while the remaining
parameters are determined by real clinical report data. Since
these parameters act directly on the transmission of the disease,
different combinations of the aforementioned policy measures can
simulate different control scenarios such as city lockdowns and
restrictions on human travel. Normally in real life scenarios, control
policies would be strengthened once the newly confirmed cases
exceed a certain number. However, it is certain that the disease has
been spreading hidden for a period, and this is why finding the
possible hidden spreading period Φ span is crucial for the following
contact tracing work.

A total population of N = 13, 000, 000 is considered to
approximate the population of Xi’an city. As shown in Figure 2,
initially, we added one infected (I) individual into the population,
while the remaining population are susceptible (S) individuals. We
can clearly see that even days before disease detection, a certain
number of exposed (E) individuals in the population have been
“silently” spreading the virus. During this hidden spreading period
Φ, some exposed individuals are already infectious, yet due to the
virus being still in its incubation period, they may escape from
detection. The rapid increase in the number of either tested positive
(T) or recovered (R) would occur once it is detectable or recovered,
respectively. With the implementation of the lockdown, restrictions
in control measures such as less travel or visiting (c = 0.4) and
increasing the testing ability and the frequency (p = 0.99, w = 1), the
increase in the confirmed case would soon reduce as what happened
in Xi’an.

The hidden spreading period Φ is deduced by comparing the
difference between the first reported case in real resurgence record
and the simulated initial spreader. As shown in Figure 2, the shaded
area Φ = 5 hidden spreading period span was added to the real data

to capture the delay of growth in simulation, indicating the possible
initial infected individual started its hidden spreading period around
5 days ago. We define ErrorΦ as the difference between the
predicted and real data under different hidden spreading periods
Φ since it is possible in real life that the disease has been “silently”
spread in the population for a while until first reported. Different
hidden spreading periodΦ values are added before the first reported
day. ErrorΦ is then calculated for each possible Φ hidden spreading
period to find the best result. As shown in Figure 2, a Φ = 5 hidden
spreading period span was selected as the best-fitted model with
ErrorΦ � 2.218/N.

The mean field numerical results can provide us with the
solution to the systems of equations; however, the real-case
scenario is much more complicated than one system of
equations. Φ = 5 is the most possible hidden spreading period
based on the strong assumption that the population is
homogeneously mixed. However, in real life, social interactions
are much more complicated, and the heterogeneity in human
behavior would significantly affect the speed of transmission. The
key to confronting the pandemic is to lower the rate of transmission
of the disease. Our non-pharmaceutical intervention practice
parameters in the model can provide a vague picture of
modifying the transmission rate. Having c = 0 (city lockdown) is
one of the worst-case scenarios since it bans people from moving.

Therefore, it is necessary to understand the trade-offs between
restrictions and daily activities. Some regulations such as restricting
certain types of transportation would decrease human mobility;
hence, in turn, lowering the transmission rate may also be useful, but
is it really efficient in controlling the spread of the disease? In the
following section, we extended our model on human interaction
networks to discuss the impact of clustering and shortcuts created by
mobility.

2.3 SEITR on networks

Many studies have shown that human daily interactions and
mobility can lead to construction of local communities and shortcuts
in social networks [19]. Clustering is often simply described as the
number of triangles (where the friend of my friend is also my friend)
in a network, but usually also implies that links between nodes tend
to be aggregated in well-connected, groups as shown in Figure 3.
Hebert–Dufresne investigated the impact of contact structure
clustering on the dynamics of multiple diseases interacting
through the coinfection of a single individual and found the
opposite effect of clustering. In addition, they showed that
although clustering slows down the propagation of non-
interacting diseases, it would speed up the propagation of
synergistically interacting diseases [20].

Extensive studies on mobility within the pandemic revealed that
population mobility is among the main drivers of the spatial
spreading of the outbreak [19, 21, 22]. The complex social
network structures created by heterogeneous mobility and
contacts would affect the spread of the disease significantly [21].
At the modeling level, the network consists of a set of communities
(node), connected by edges that capture daily short-range
commuting and long-range mobility. The small-world network is
one of the most basic representations of human interaction patterns

FIGURE 2
Simulation result with real Xi’an local resurgence data fitted. The
blue dotted line shows the real recorded accumulated daily confirmed
cases since Day 0. The green line is the simulated tested positive
number with the implementation of lockdown once the number
of reported confirmed case exceeds 40. βI = βE = 0.88, c = 1, w = 1/3,
p = 0.8. The shaded area Φ = 5 hidden spreading period span was
added to the real data to capture the delay of growth in simulation,
indicating the possible initial infected individual started its hidden
spreading period around 5 days ago.
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in network science, by analogy with the small-world phenomenon
[23]. We run our model on simple small-world networks by
modifying initial rewiring probability to simulate the existence of
shortcuts, an analogy of the shortcuts created by travel behavior.

The community structure network extended the description of
propagation dynamics on a highly clustered network using
overlapping community structures [20]. The arrangement of
nodes leads to clustering of nodes into well-connected groups,
which may represent the notion of a workplace or family. Every
connection in this structure can be decomposed in terms of groups,
where even single links between two individuals can be considered a
group of size 2. Assuming that we know the distribution of group
sizes (number of nodes per group) and of node memberships
(number of groups per node), we can define a maximally
random ensemble of clustered networks with a fixed community
structure by randomly assigning nodes to groups. Hence, the entire
network structure is solely defined by two probability distributions,
pn, and gm, respectively, which are the probabilities that a randomly
selected group will contain n members (size n) or that a randomly
selected individual will participate in m groups (m memberships).
This concept results in a network with highly connected
communities and a sparser density of links between them. To
highlight the effects of community structure (CS), an equivalent
random network (RN) with exactly the same degree distribution but
randomly rewired links is generated. Furthermore, description of the
dynamics of the community structure can be found at [20].

The network-based SEITR model counts the changes in network
contacts upon the presence of infected (I) and also allows for exposed
(E), which could be used to simulate the likely changes in contact
patterns of an individual in tested positives. The parameters discussed
in previous sections are preserved during theMonte Carlo simulation.
The one seed-infected individual was added randomly into the
network of 2,000 nodes. At each time step, susceptible individuals
Si would be infected and transmit to exposed Ei when contacted with
exposed individual Ej or infected individual Ij neighbors. The
transmission rate could be expressed as β = 1 − ∑j∈[1,N](1 −
βEEj)(1 − βIIj)Aij, while A is the adjacency matrix of the network.
During the incubation period, exposed individuals would transfer to
infected individuals spontaneously, and some would self-recover. In
both exposed and infected individuals, some would be detected as
tested positive Ti. By modifying the control measures and test ability,
we would see how these non-pharmaceutical intervention practices
affect the time tracing of the earliest case.

We tested our model on both the community structure network
and the equivalent random network introduced by Hebert–Dufresne
[20], hoping to find the evidence of clustering speed up the
propagation and hence influence our decision in finding the Φ
hidden spreading period span. In addition, since the networkmodels
described by Hebert–Dufresne mainly focused on the effect of the
existence of clustering, we also discussed the effect of the shortest
path created by human mobility in the network. We addressed this
by running the model on a small-world network, modifying the
probability of rewiring an edge [23].

3 Results and discussion

The existence of community is a common feature of human
interaction networks. The main goal of running the SEITRmodel on
different network structures is to reconstruct the possible human
interaction networks during disease propagation. Figure 4 shows the
phase diagram of running simulation on the community structure
network and the equivalent random network shows the number of
tested positive (T) at its final steady state of each simulation. The
control measures c and frequency of COVID test w are two non-
pharmaceutical intervention practices that can be modified in our
model to simulate real intervention conditions. Lower c means a
lower level of transmission, and higher c means there are no
restrictions to prevent the disease from spreading. The lowest
frequency of COVID testing w means no COVID test is
conducted; hence, all the exposed and infected individuals would
remain in the population and spread the disease silently. Assuming a
100% success in COVID testing p = 1, we compared how the two
intervention policies would affect the propagation. As shown in
Figure 4, w = 0 means no COVID test is conducted; hence, no test
positive exists in the population; w = 1 means any exposed or
infected individuals would be detected once they are positive.
Figure 4A shows the number of tested positive (T) at its final
steady state on the community structure network of the
2,000 nodes. In Figure 4B, the equivalent random network result
is presented. The random network is created from the community
structure network, by randomly rewiring the links within the
community to another node while keeping the same average
degree. The resulting random network in our analysis has a
clustering coefficient of around 0.05, while the coefficient of the
structure community network is around 0.10. In Figure 4, we can see
that although the average degree of both networks is relatively the
same, the changes in the community structure network are smoother
than those of the random network due to the randomness of Monte
Carlo simulations. There are similarities between community
structure and its equivalent random network, and the reason
may be how the community structure network was constructed.
Although the clustering coefficient is doubled for the community
structure network, the relatively same average degree and average
shortest path of the two networks would smooth out the effect of
clustering on disease propagation. However, if we focus on a coarse-
grained level of the heat map, the combined influence of the two
intervention policies on disease transmission is clear and would be
useful as guidance.

While the phase diagram provides thorough information about
how the combined intervention would affect the results of the

FIGURE 3
Different network structure.
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disease spread, our main task is to locate possible hidden spreading
period span Φ in a local pandemic resurgence. Through each
simulation, we counted the number of days needed for a local
resurgence, and the accumulated tested positive number exceeds
10. As shown in Figure 5, we provided a comparison between
different community structures by varying its clustering
coefficient C. With the increased clustering coefficient, the
hidden spreading period span would shrink significantly,
indicating that a higher clustering network provides a smaller
hidden spreading period span Φ. We can conjecture that the
clustering in the network does affect the speed of the
propagation. As shown in Figure 5A, with a daily COVID test
window, all the positives would be detected immediately. As shown
in Figure 5B, a higher clustering coefficient of 0.6 would still provide
a shorter span than that of a clustering coefficient of 0.2 and 0.4. In
addition, Figure 6A shows the trend of how the average hidden
spreading period span changes along with different clustering

coefficients. The red line represents the result of Φ if the COVID
test is conducted per week; it is obvious that a delayed test would
shade the hidden spreading and, hence would cause more difficulty
in conducting the contact tracing. Especially in the low clustering
region (clustering coefficient of 0.05), a 1-week delayed test would
lead up to 1 month of contact tracing. If the test is not conducted
daily, but with a delay of few days, some exposed and infected
individuals would self-recover, and some would still spread the
disease ‘silently’ and not be tested on time. This is the reason the
hidden spreading period spans are increased, hence increasing the
tracing back time of the origin of disease propagation.

The time span results may vary according to the heterogeneity of
human interaction behaviors. We showed the existence of a
community provides a higher amount of interactions in the
community, and the disease would spread faster, hence reducing
the hidden spreading period span. Another effect of human
interaction networks is the existence of a short path in the

FIGURE 4
Phase diagram of steady state tested positives (T) (A) on the community structure network and (B) the equivalent random network under different
combinations of control measures and testing frequency.

FIGURE 5
Probability density distribution of the hidden spreading period span Φ. Holding a control measure of c = 0.03, two testing frequencies are chosen, a
test per day (A) and a test per 7 days (B). Results under different clustering coefficient community structure networks (CNs) are provided.
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network. In our daily activities, a short journey to another city can
create a short path for the contagious disease. To address the
influence of human travel, we used the small-world network
developed by Watt and Strogatz [23]. The network of
2,000 nodes has an average degree of 50, representing the
number of people that an individual has regular physical contact
with, e.g., family members, co-workers, and friends. We compared
different sets of rewiring probability p, the probability that an edge is
disconnected from one of its nodes and then randomly connected to
another node anywhere in the network (vertex may have a long-
range shortcut connected to a remote vertex).

As shown in Figure 6B, six sets of rewiring probability were
chosen, providing different average shortest paths. Similar to that
shown in Figure 6A, the trend of both lines steadily decreases,
indicating a smaller average shortest path provides a shorter period
of hidden spreading span. In general, the daily COVID test would
capture both exposed and infected individuals immediately, but with
delayed testing, the span of the possible period distribution would be
increased. Through the aforementioned comparison, we conclude
that the structure of how human interaction networks would have a
great influence on how fast disease propagation is, and in turn,
influence the time tracing mission finding the origin of the
propagation.

It should be necessary to point out that rewiring probability p is
meaningful only in a relative sense. For example, choosing a degree
of 50 and p = 0.01 does not imply that each person in society
interacts with 50 people in daily activities and knows only one
person in far-away areas. But rather, the changes from p = 0.01 to p =
0.001 mean that, on average, each person reduces the daily infection-
transmissible interactions by half and/or long-distance travel by
90%. Another point that needs to be made is that in real-world social
networks, different individuals have different ways of interacting
with others, for example, the contact frequency is usually different
between the different contact patterns, and household contact is
significantly more frequent than other scenarios. For example, it is
unknown how individuals with different levels of social interactions
respond to social distancing or lockdown orders. Figure 7 shows that
different choices of the contact frequency distribution do not affect
greatly tracing the possible hidden spreading span. In our study, the

contact frequency is assumed to be the same for all the vertices
because there is no adequate data on the real contact network. So in
order to address the problem of the heterogeneity of contact
frequency, except for the constant control measure c, we also
tested both power-law distributed contact frequency and
uniformly distributed contact frequency. Holding the mean of the
distribution to the same constant number, we see no clear difference
in finding the possible hidden spreading period. Hence, the use of
the constant contact frequency with each individual represented as a
vertex can still provide useful predictions.

4 Conclusion

Till today, SARS-CoV-2 has caused more than
623,000,396 confirmed cases, including 6,550,033 deaths. We
need to understand how and what should we do to live with the
disease. Origin identification of the earliest cases during the
pandemic is crucial in terms of contact tracing. It is a key
strategy for interrupting chains of transmission of SARS-CoV-

FIGURE 6
Hidden spreading period span Φ results. Holding a control measure of c = 0.03, two testing frequencies are chosen, a test per day (blue lines) and a
test per 7 days (red lines). (A) A set of community structure networks has different clustering coefficients. (B) Small-world network with six sets of rewiring
probability were chosen, providing the average shortest path from 20.49, 11.58, 5.58, 3.43, 2.72, and 2.25, respectively.

FIGURE 7
Probability density distribution of the possible hidden spreading
span under the different choice of contact frequency. Holding the
mean of the contact frequency as 0.05, we compared the influence of
contact frequency on the possible hidden spreading span.
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2 and reducing COVID-19-associated mortality. However, high cost
and human labor are a problem in terms of contact tracing,
especially when the virus is rapidly evolving and there is no clear
guidance on how many contacts should be isolated. To help
understand the disease propagation and to trace the earliest case,
we utilized a modified SEITR compartmental mathematical model
for prediction of COVID-19 epidemic dynamics. Our main goal was
to use the data-driven simulation result to find the possible hidden
spreading period span since the beginning of the spreading process.
Real local resurgence data of Xi’an, China (August 2022) were used
to fit the mean field model. Our result indicated the possible initial
infected individual started its hidden spreading period around
5 days ago since the first recorded confirmed case.

Since a homogeneously mixed population is not applicable in
real life, we then tested our model on different network structures to
simulate human interaction patterns. The community structure
network extended the description of propagation dynamics on a
highly clustered network using overlapping community structure
[20], and our results showed that in a local pandemic resurgence,
given a certain amount of test positive cases, a high clustering
network does minimize the possible hidden spreading span. We
then discussed the effect of the short path created by human
mobility. The results showed clear evidence that shorter average
paths provide a shorter period of the hidden spreading results. In
real-case scenarios, these together may infer the different human
interaction patterns between big cities and rural areas. Where
communities are very common and have constant interactions
with remote individuals, a local resurgence in big cities always
appears very suddenly and breaks out. If not with accurate
control restrictions, a larger pandemic seems inevitable. However,
in rural areas, where communities are normally sparse and lack
interactions, the local resurgence is not very often and may not grow
to a larger scale. Hence, in order to capture the “silent” spreaders in a
timely manner, accurate contact tracing should be carried out as
soon as a positive is detected to avoid further costs.

We discussed two aspects of non-pharmaceutical intervention
practice in facing the local resurgence of the disease. The hardness
of control measures scales down the ability of transmission and
testing ability, consisting of the rate of successful COVID testing
and testing frequency. Control measures could be interpreted as
the restrictions policies such as city lockdowns, while the testing
ability represents the detection quality. Based on these, our model
provides insights into how the combination of the interventions
could affect the speed of disease propagation. Our results present
the possible distribution of the hidden spreading period span in
terms of contact tracing.

There is a certain amount of mis-considerations when
building up our SEITR model, for example, the birth and
death rate of the population is not included, as well as the
quarantine factor. The network structures we considered were
all static rather than temporal. In real life, the spontaneous and
temporal movement could modify human interaction networks.
More studies need to be performed to address the real changing
temporal characteristics of human mobility to better understand
the propagation patterns. In addition, our study of disease

propagation could also extend to subjects such as idea
propagation [24–26], culture spreading [27], and signal
propagation [28]. For example, signal propagation patterns on
complex networks may be helpful in understanding the complex
behavior of the contagion, especially how the social system would
respond according to perturbation of the dynamics [28, 29]. Our
work put forward the method to timing the earliest case, given
real local resurgence data. Although local resurgence seems
unpredictable, our model provides a guidance for time spans
of contact tracing as well as suggestions on modifications of
control measures and testing abilities.
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A routing strategy for spatial
networks based on harmonic
centrality

Hong Lin, Yongxiang Xia*, Xingyi Li and Xiaoxu Gao

School of Communication Engineering, Hangzhou Dianzi University, Hangzhou, China

With the rapid development of networks, the traffic in the networks has increased
sharply, resulting in frequent congestion, especially in spatial networks, such as the
railway network, aviation network, and sensor network, and congestion not only
affects the user’s experience but also causes serious economic losses. Therefore,
in this paper, we effectively identify the high-load nodes in spatial networks by
considering harmony centrality and degree. On this basis, we design the HD
routing strategy by avoiding these key nodes, which can enhance the traffic
throughput of spatial networks efficiently. The results provide new ideas and
directions for the design of routing strategies for spatial networks.

KEYWORDS

spatial networks, routing strategy, harmony centrality, congestion, complex network

1 Introduction

At the end of the 20th century, the discoveries of the small-world phenomenon [1] and
scale-free property [2] attracted much attention. Since then, complex networks have become
a research hotspot in many fields, including communication, transportation, power grids,
and social relations [3–13]. Many complex systems can be modeled into complex networks,
for example, in some complex systems with transmission as their main function, such as
communication networks, internet, and transport network. The constituent elements of
these systems can be abstracted as nodes, and links can be used to describe the
interrelationships between different elements, which can help us analyze traffic dynamics
on these systems effectively. Among them, congestion is the most critical problems of such
complex networks, which is related to network topology [14] and routing strategy [15].
However, it is too expensive to modify the network structure. Therefore, optimizing the
routing strategy seems to be more practical to improve network transmission performance.

The shortest path (SP) routing strategy is the most common routing strategy, which is
extensively adopted in various complex systems. However, it is easy to cause congestion at
some hub nodes. To solve this problem, many efficient routing strategies have been proposed
to avoid these hub nodes [16–26]. Yan et al. [24] realized the influence of network topology
on traffic dynamics. They focused on the node degree and proposed an efficient routing
strategy, which can enhance the network throughput more than 10 times. Jiang et al. [25]
found that nodes with the largest betweenness are most likely to be congested, so they
designed an IE strategy. The load can avoid these high-betweeness nodes during
transmission, which can achieve high network throughput. Zhang et al. [26] considered
both static and dynamic information and proposed an adaptive routing strategy. The load
can select the appropriate path for transmission based on the waiting time and degree, which
can reduce congestion effectively.
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However, most current works ignore the influence of a space
factor. In fact, aviation networks [27], transportation networks
[28], wireless sensor networks [29], and swarming networks [30]
are all limited by spatial locations. In these networks, each node
has a fixed spatial location, and link length is limited. We
generally call these networks as spatial networks, which is a
significant class of complex networks [31]. Due to the
limitation of link length, the topological structure in spatial
networks is quite different with topological networks. At the
same time, the traffic dynamics on spatial networks will also vary
due to distinct structures [32]. For example, in the topological
networks, the node degrees often exhibit an obvious power-law
relationship with the loads when adopting the SP routing
strategy. However, Lin et al. [33] found that this power-law
relationship is not obvious in spatial networks. Most of the
existing routing strategies cannot achieve great results in
spatial networks. Thus, there is an urgent need for an efficient
routing strategy to alleviate congestion of spatial networks.

In this paper, we focus on traffic dynamics for spatial networks.
Based on the harmony centrality and degree, we redefine the key
nodes in the transmission. We find that the node with the high
harmony centrality index and degree usually deals with more loads.
Therefore, we design a harmony-degree (HD) routing strategy to
bypass these key nodes. All simulations are made on the local-area
and energy-efficient (LAEE) evolution model and improved the
random geometric graph (IRGG) model, which are two spatial
networks with different structures. According to the results of
simulation, our HD routing strategy can help spatial networks
obtain greater traffic throughput.

The outline of this paper is as follows. In Section 2, we describe
the generation of spatial networks. In Section 3, we explain the traffic
dynamic model. In Section 4, we introduce our HD routing strategy.
Simulation results and discussions are given in Section 5. In Section
6, we summarize the conclusion of this paper.

2 Network models

It has been shown that the network structure is an important
factor affecting load transmission. For an efficient routing strategy, it

should ensure high performance on different spatial networks.
Therefore, we will test the performance of the proposed routing
strategy on two spatial networks with homogeneous and
heterogeneous properties, respectively. The generation of these
two models is as follows.

2.1 IRGG model

The IRGG model is a simple homogeneous spatial network,
which has a uniform degree distribution.

The generation process of the IRGG model is as follows:
Step 1: N nodes are distributed randomly in the 1 × 1 square

area S.
Step 2: We set a connection radius r for each node. As shown in

Figure 1, any node i only can establish links with nodes located in its
circular connected area. The set of these nodes can be represented
by Ωi.

Step 3: We set a connection probability p. Node i establishes
links with the nodes in the set Ωi with probability p.

Step 4: We repeat Step 3 until all nodes follow this rule to build
links with nodes within their respective connected areas.

2.2 LAEE model

The study found that many practical networks follow the scale-
free property. To explore the applicability of our proposed routing
strategy on heterogeneous spatial networks, we adopt the LAEE
evolution model proposed by Jiang et al. [34], which builds a spatial
network with a power-law degree distribution.

The generation process of the LAEE evolution model is as
follows [34]:

Step 1: N nodes are distributed randomly in the 1 × 1 square
region S.

Step 2: We define the node closest to the origin as the sink node.
At this point, all nodes are isolated. We set every node with the same
connection radius r. If the scatter node A lies within the connection
radius of node B, we call the scatter node A as the potential neighbor
node of the node B.

FIGURE 1
Node i build links with nodes in the set Ωi with probability p.
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Step 3: Sink node builds link withm0 potential neighbor nodes to
form the initial network.

Step 4: At time step i, we calculate the number of potential
neighbor nodes owned by different nodes in the network separately.
Next, we select the one with the most network and name it as node v.
Then, we select one of its potential neighbor nodes randomly and
call it as node n.

Step 5: As shown in Figure 2, the node n establishes links withm
nodes in the network with the priority probability Πi:

Π i � Π i′ i ∈ local − area( ) φ Ei( )ki
∑local−areaφ Ej( )kj − qkmax

, (1)

where the local-area is the set of node n’s potential neighbor nodes.
kmax represents the upper limit that the node’s degree is allowed to
reach, q indicates the number of nodes whose degrees arrive at kmax,
and φ(E) is a function. In this paper, we set φ(Ei) = 1 and φ(Ej) = 1.

Step 6: We repeat Step 4 and Step 5 until all nodes are connected
to the network.

Based on the aforementioned generation methods, we can
generate these two networks and observe the degree distribution.
As shown in Figure 3, the degree distribution of the IRGG model is
relatively even, but the LAEE model presents power-law
distribution. Then, the IRGG model is a homogeneous spatial
network and LAEE belongs to a heterogeneous spatial network.

3 Traffic dynamics

At every time step, every node can handle at most C units of
load, and R units of load are generated in the whole system. We can
randomly select pairs of nodes as the sources and destinations. At
each time step, we select a neighbor node as the next hop for the load
according to the routing strategy. Once the load arrives at its
destination, it will disappear automatically. To better understand
congestion, we shall introduce the order parameter [35] as follows:

η R( ) � lim
t→∞

C

R

<W t +△t( ) −W t( )>
△t

, (2)

where W(t) is denoted as the units of load in the network at time t
and </> indicates the average over time windows of the width△t.

When R is small, the inflow and outflow of a node are balanced and
no congestion occurs in the network, so η(R) = 0. We generally call this
state as the free-flow state. However, with the increase of R, some load
cannot be processed in time. At that time, η(R) > 0, and the congestion
occurs. We always use the critical value Rc to describe this phase
transition.WhenR<Rc, the network is in a free-flow state; whenR>Rc,
congestion occurs. We call Rc as the maximum network throughput. In
this paper, our main work is to design an efficient routing strategy to
help the spatial network obtain a higher value of throughput.

FIGURE 2
At every time step, node n builds links with nodes in the network.

FIGURE 3
Degree distribution of the (A) IRGG network and (B) LAEE network. Parameters of the network are set as N = 1000, average degree < k> = 6, and
connection radius r = 0.12.
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Betweeness is a significant indicator to describe the load of
nodes. The betweeness of node n is calculated as follows:

b v( ) � ∑
s≠t

σst n( )
σst

, (3)

where σst is the number of paths from node s to node t according to
the adopted routing strategy and σst(n) represents the number of
paths from node s to node t through node n. Traffic congestion first
occurs at the node with maximum betweeness. In addition, the
throughput of the network can be calculated by

Rc � N N − 1( )C
bmax

, (4)

where bmax is the maximum betweeness in the network. Therefore,
in order to enhance the throughput of the network, we should
minimize the value of bmax.

4 Routing strategy

For any pair of nodes {s, t}, the path between them is defined as
follows:

P s → t( ): s ≡ x 0( ), x 1( ), . . . , x n( ) ≡ t. (5)
An efficient routing strategy attempts to find the optimal path to

achieve a high network throughput Rc.

FIGURE 4
Load versusw of nodes under the shortest path (SP) routing strategy for the (A) LAEE network and (B) IRGG network with α= 1 and β= 1, respectively.
Parameters of the network are set as N = 1000, average degree < k> = 4, and connection radius r = 0.12.

FIGURE 5
Network throughput Rc, determined by adjustable exponents α and β in the (A) LAEE network; (B) IRGG network. Parameters of the network are set as
N = 1000, average degree < k > = 4, and connection radius r = 0.12. Experimental results are the averages over 10 independent simulations.
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4.1 SP routing strategy

The shortest path means the path with the minimum number of
links between two nodes. In the SP routing strategy, load can be
transmitted from its source to its destination with fewer hops.
However, it easily causes congestion at hub nodes and the
network has a low throughput.

4.2 Degree-location routing strategy

In the topological network, Yan et al. [24] found that the node
with the larger degree always has to deal with more loads. However,
in the spatial network, this relationship is not that obvious. Lin et al.

[33] investigated the influence of network topology on load
transmission. They found that the nodes with larger links and
closer to the regional center usually process more loads. Based
on this idea, they proposed the degree-location (DL) routing
strategy, which is presented as follows.

Nodes are distributed in a two-dimensional region. Each node
has its own coordinates. We set the center of the region as C, whose
coordinate is (xc, yc). For any node v, we can calculate its Euclidean
distance from the center C as

Lv �
�������������������
xv − xc( )2 + yv − yc( )2

√
, (6)

where (xv, yv) represents the 2D coordinate of node v. Next, we
normalize Lv to Lv′:

FIGURE 6
Rc of the three routing strategies on the (A) LAEE network and (B) IRGG network with different node sizes N. Parameters of the network are set as
average degree < k> = 4 and connection radius r = 0.12. α and β are set to be optimal to maximize Rc. Experimental results are the averages over
10 independent simulations.

FIGURE 7
Rc of the three routing strategies on the (A) LAEE network and (B) IRGG network with different average degree < k > . Parameters of the network are
set as N = 1000 and connection radius r = 0.12. α and β are set to be optimal to maximize Rc. Experimental results are the averages over 10 independent
simulations.
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Lv′ � 1 − Lv −min L( )
max L( ) −min L( ). (7)

Similarly, the normalized degree is defined as

kv′ � kv −min k( )
max k( ) −min k( ). (8)

The weight of node v is denoted as follows:

Qv � k′αv + L′β
v , (9)

where α and β are two adjustable exponents, corresponding to
degree and location, respectively.

Considering the node with a highQ value should have large load,
the DL routing strategy tends to bypass these busy nodes to improve

the network throughput. To perform that, the DL routing strategy
attempts to use the path with the smallest sum of the Q value, i.e.,

GQ P s → t( )( ) � min ∑
n

m�0
Qx m( ) . (10)

4.3 Harmony-degree routing strategy

In 2000, Marchiori and Latora proposed the harmonic centrality
[36] denoted as

Hi � ∑
j≠i

1
d j, i( ), (11)

FIGURE 8
Average number of hops vs. N under three routing strategies on the (A) LAEE network and (B) IRGG network. Parameters of the network are set as
average degree < k> = 4 and connection radius r = 0.12. α and β are set to be optimal to maximize Rc. Experimental results are the averages over
10 independent simulations.

FIGURE 9
Average number of hops vs. < k> under three routing strategies on the (A) LAEE network and (B) IRGG network. Parameters of the network are set as
N = 1000 and connection radius r = 0.12. α and β are set to be optimal to maximize Rc. Experimental results are the averages over 10 independent
simulations.
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where d(i, j) represents the number of hops from node i to node j. If
there is no path between node i and node j, then d(i, j) = ∞. We
normalize Hi as follows:

Hi′ � Hi −min H( )
max H( ) −min H( ). (12)

According to Eq. 11, if node i has a high harmonic centrality
index, it means that this node establishes contact with other nodes
through fewer hops. Therefore, this node is busy in load
transmission. At the same time, degree is also a significant factor
to identify high-load nodes. With the consideration of the
aforementioned two factors, the node with a high harmonic
centrality index and high degree should deal with high load.
Next, we attempt to combine these two factors to form a new
measurement as follows:

wi � k′αi +H′β
i , (13)

where α and β are two exponents, corresponding to degree and
harmonic centrality, respectively.

Next, we investigate the load distribution in spatial
networks. Figure 4 shows that this new measurement can
help us easily identify the high-load nodes in the spatial
networks. If the node has a high value of w, this node needs
to process more loads.

In order to enhance the transmission efficiency of spatial
networks, we redistribute the load from the nodes with high w to
these with low. Since w depends on the harmonic centrality and
degree of the node, this strategy is named as theHD routing strategy,
which is defined as follows:

Gw P s → t( )( ) � min ∑
n

m�0
wx m( ) . (14)

That is, theHD routing strategy attempts to seek a path with the
minimal sum of the w value along the path.

5 Simulation results

To verify the effectiveness of HD routing strategies, we adopt Rc
to measure the traffic capacity of spatial networks. If the network
carries a large Rc, the congestion hardly occurs. All simulations are
carried out on heterogeneous and homogeneous spatial networks,
corresponding to the LAEE model and IRGG model, respectively,
mentioned previously. Without the loss of generality, we set C = 1 in
the following simulations.

TheHD routing strategy is based on the harmonic centrality and
degree, and we can use α and β to adjust their weights, respectively.
Figure 5 shows the variation of Rc under different α and β. In the
LAEE network, the peak value of Rc is observed at α = 1 and β = 0.6;
in the IRGG network, the maximum value is observed at α = 1.4
and β = 0.5.

In order to further verify the efficiency of our routing strategy,
we observe the change of Rc when adjusting the network size and
average degree. In addition, we also compare with SP andDL routing
strategies. Figure 6 shows the results of Rc in different scale networks.
WhenN increases, Rc also increases. TheHD strategy is always better
than the SP and DL strategies in the LAEE and IRGG models.

Figure 7 shows the Rc increases almost linearly with the average
degree < k> . With the growth of the < k> , the network
connections become denser and the load has more path options
during transmission. Therefore, the load distribution becomes more
even, which also directly leads to the increase of Rc. Rc of the HD
routing strategy is higher than that in the SP and DL routing
strategies. For the aforementioned results, we observe that spatial
networks can carry the highest network throughput under our HD
routing strategy in all cases.

The number of hops is also an important factor to evaluate the
performance of the routing strategy. As we all know, the aim of a
good routing strategy is not only to enable the network to carry more
load but also to allow loads to be transmitted from its source to its
destination quickly. Therefore, we expect a smaller number of hops
under an efficient routing strategy. Figure 8 shows the relationship
between node size N and average number of hops under different
routing strategies. As the name suggests, the SP routing strategy
always has the minimum number of hops. In the DL strategy, the
load tends to be transferred around the edge of the region. Therefore,
it needs the highest number of hops.

Similarly, Figure 9 shows the effect of < k> on the average
number of hops under different routing strategies. No matter how
the average degree < k> changes, the SP routing strategy always has
the smallest average number of hops, and the average number of
hops under the DL routing strategy is always higher under than the
HD strategy.

In order to better understand the performance of these routing
strategies, we observe the average load per node under these routing
strategies in different regions. As shown in Figure 10, all nodes are
placed in the 1 × 1 square region S, and the region center (xc, yc) =
(0.5, 0.5). S′ is a square sub-area of region S, which has the same
center as the region S and side length 2d.

FIGURE 10
Demonstration of regions S′ and S. They have the same center
(xc, yc) = (0.5, 0.5). Region S is a 1 × 1 region, and S′ is its sub-regionwith
the side length 2d. d ≤ 0.5.
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Figure 11 shows the variation of the average load per node in
the region S′. When d is small, nodes in region S′ are close to the
center. In this case, these nodes have high average load under the
SP routing strategy. This is because the SP routing strategy finds
the shortest path, which often goes through the central region.
The high load leads to congestion at these nodes in the central
region easily. That is why Rc is low under the SP routing strategy.
On the contrary, when d is small, the average load is the lowest
under the DL routing strategy. However, when d is large, the
nodes need to deal with more loads under the DL routing
strategy. Evidently, the load is more inclined to be transmitted
along the edge of the region S. This load distribution makes the
DL routing strategy always has the largest number of hops, as
shown in Figures 8, 9. A high-detour cost becomes the main
factor restricting the network throughput in the DL routing
strategy. Compared with these two routing strategies, the load
distribution is more even under the HD routing strategy. That is
the main reason why the HD routing strategy performs better in
spatial networks than other two routing strategies.

6 Conclusion

In this paper, we design an efficient routing strategy for
spatial networks. To alleviate congestion, we attempt to find
high-load nodes in spatial networks. Our routing strategy
redefines the high-load nodes by considering both the
harmony centrality and degree to improve the throughput
significantly. Moreover, it not only ensures that the network
can carry more load but also ensures that the load can be quickly
transmitted to the destination. Therefore, our strategy can be

adopted in spatial networks to help alleviate the congestion and
provide a new thought for the design of routing strategies.

Data availability statement

The original contributions presented in the study are included in
the article/Supplementary Material; further inquiries can be directed
to the corresponding author.

Author contributions

All authors listed havemade a substantial, direct, and intellectual
contribution to the work and approved it for publication.

Conflict of interest

The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors and
do not necessarily represent those of their affiliated organizations, or
those of the publisher, the editors, and the reviewers. Any product that
may be evaluated in this article, or claim that may be made by its
manufacturer, is not guaranteed or endorsed by the publisher.

References

1. Watts DJ, Strogatz SH. Collective dynamics of ’small-world’ networks. Nature
(1998) 393:440–2. doi:10.1038/30918

2. Barabasi AL, Albert R. Emergence of scaling in random networks. Science (1999)
286:509–12. doi:10.1126/science.286.5439.509

FIGURE 11
Average load per node vs. d under three routing strategies on the (A) LAEE network and (B) IRGG network.N= 1000 and r=0.12. Center of a region is
(0.5,0.5). Experimental results are the averages over 10 independent simulations.

Frontiers in Physics frontiersin.org08

Lin et al. 10.3389/fphy.2023.1203665

137

https://doi.org/10.1038/30918
https://doi.org/10.1126/science.286.5439.509
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1203665


3. Rossa FD, DeLellis P. Stochastic master stability function for noisy complex
networks. Phys Rev E (2020) 101:052211. doi:10.1103/PhysRevE.101.052211

4. HuangW, Zhang T,Wei Y. Optimization for sequential communication line attack
in interdependent power-communication network. Physica A (2022) 592:126837.
doi:10.1016/j.physa.2021.126837

5. Tatsuro M, Yuichi I. Optimizing travel routes using temporal networks constructed
from global positioning system data in kyoto tourism. Front Phys (2022) 10:1158.
doi:10.3389/fphy.2022.1001983

6. Rodriguez-Sanz A, Comendador FG, Valdes RA, Perez-Castan J, Montes RB,
Serrano SC. Assessment of airport arrival congestion and delay: Prediction and
reliability. Transportation Res C: Emerging Tech (2019) 98:255–83. doi:10.1016/j.trc.
2018.11.015

7. Liu T, Bai G, Tao J, Zhang YA, Fang Y, Xu B. Modeling and evaluation method for
resilience analysis of multi-state networks. Reliability Eng Syst Saf (2022) 226:108663.
doi:10.1016/j.ress.2022.108663

8. FerencM, Takashi N,Motter AE. Asymmetry underlies stability in power grids.Nat
Commun (2021) 12:1457. doi:10.1038/s41467-021-21290-5

9. Liang Y, Xia Y, Yang X. Hybrid-radius spatial network model and its robustness
analysis. Physica A (2022) 591:126800. doi:10.1016/j.physa.2021.126800

10. Zou Y, Li H. Study on power grid partition and attack strategies based on complex
networks. Front Phys (2022) 9:790218. doi:10.3389/fphy.2021.790218

11. Zhou F, Lu L, Mariani MS. Fast influencers in complex networks. Commun
Nonlinear Sci Numer Simulation (2019) 74:69–83. doi:10.1016/j.cnsns.2019.01.032

12. Wang Y, Li H, Zhang L, Zhao L, Li W. Identifying influential nodes in social
networks: Centripetal centrality and seed exclusion approach. Chaos, Solitons and
Fractals (2022) 162:112513. doi:10.1016/j.chaos.2022.112513

13. Das K, Samanta S, Pal M. Study on centrality measures in social networks: A
survey. Social Netw Anal Mining (2018) 8:13–1. doi:10.1007/s13278-018-0493-2

14. Mohseni A, Gharibzadeh S, Bakouie F. The effect of network structure on
desynchronization dynamics. Commun Nonlinear Sci Numer Simulation (2018) 63:
271–9. doi:10.1016/j.cnsns.2018.02.011

15. Tan F, Wu J, Xia Y, Tse CK. Traffic congestion in interconnected complex
networks. Phys Rev E (2014) 89:062813. doi:10.1103/PhysRevE.89.062813

16. Echague J, Cholvi V, Kowalski DR. Effective use of congestion in complex
networks. Physica A (2018) 494:574–80. doi:10.1016/j.physa.2017.11.159

17. Ling X, Wang X, Chen J, Liu D, Zhu K, Guo N. Major impact of queue-rule choice
on the performance of dynamic networks with limited buffer size. Chin Phys B (2020)
29:018901. doi:10.1088/1674-1056/ab5935

18. Kirst C, Timme M, Battaglia D. Dynamic information routing in complex
networks. Nat Commun (2016) 7:11061. doi:10.1038/ncomms11061

19. Wang C, Xia Y, Zhu L. A method for identifying the important node in multi-
layer logistic networks. Front Phys (2016) 10:968645. doi:10.3389/fphy.2022.
968645

20. Dong T, Hu W, Liao X. Dynamics of the congestion control model in underwater
wireless sensor networks with time delay. Chaos, Solitons and Fractals (2016) 92:130–6.
doi:10.1016/j.chaos.2016.09.019

21. Ohnishi M, Minamiguchi C, Ohsaki H. In: WK Chan, B Claycomb, H Takakura,
JJ Yang, YT amd Dave Towey, S Segura, et al. editors. On the performance of end-to-end
routing in complex networks with intermittent links. 2020 IEEE 44th annual computers,
software, and applications conference (COMPSAC). IEEE) (2020). p. 1157–62.

22. Almasan P, Suarez-Varela J, Rusek K, Barlet-Ros P, Cabellos-Aparicio A. Deep
reinforcement learning meets graph neural networks: Exploring a routing optimization
use case. Comput Commun (2016) 196:184–94. doi:10.1016/j.comcom.2022.09.029

23. Ma J, Wei J, Tang X, Zhao X. An improved efficient routing strategy on two-layer
networks. Pramana (2022) 96:95. doi:10.1007/s12043-022-02344-9

24. Yan G, Zhou T, Hu B, Fu Z, Wang B. Efficient routing on complex networks. Phys
Rev E (2006) 73:046108. doi:10.1103/PhysRevE.73.046108

25. Jiang Z, Liang M. Improved efficient routing strategy on scale-free networks. Int
J Mod Phys C (2012) 23:1250016. doi:10.1142/S0129183112500167

26. Zhang H, Liu Z, TangM, Hui P. An adaptive routing strategy for packet delivery in
complex networks. Phys Lett A (2007) 364:177–82. doi:10.1016/j.physleta.2006.12.009

27. Donnet T, Ryley T, Lohmann G, Spasojevic B. Developing a queensland
(Australia) aviation network strategy: Lessons from three international contexts.
J Air Transport Manage (2018) 73:1–14. doi:10.1016/j.jairtraman.2018.08.003

28. Wang Y, Wu Q, Song J. Spatial network structure characteristics of green total
factor productivity in transportation and its influencing factors: Evidence from China.
Front Environ Sci (2022) 10:982245. doi:10.3389/fenvs.2022.982245

29. Li J, Wang Z, Lu R, Xu Y. Partial-nodes-based state estimation for complex
networks with constrained bit rate. IEEE Trans Netw Sci Eng (2021) 8:1887–99. doi:10.
1109/TNSE.2021.3076113

30. Xu B, Bai G, Liu T, Fang Y, an Zhang Y, Tao J. An improved swarm model with
informed agents to prevent swarm-splitting. Chaos, Solitons and Fractals (2023) 169:
113296. doi:10.1016/j.chaos.2023.113296

31. Barthelemy M. Spatial networks. Phys Rep (2011) 499:1–101. doi:10.1016/j.
physrep.2010.11.002

32. Xia Y, Wang C, Shen HL, Song H. Cascading failures in spatial complex networks.
Physica A (2020) 559:125071. doi:10.1016/j.physa.2020.125071

33. Lin H, Xia Y, Liang Y. Efficient routing for spatial networks. Chaos: Interdiscip
J Nonlinear Sci (2022) 32:053110. doi:10.1063/5.0091976

34. Jiang L, Jin X, Xia Y, Ouyang B,Wu D, Chen X. A scale-free topology construction
model for wireless sensor networks. Int J Distributed Sensor Networks (2014) 10:764698.
doi:10.1155/2014/764698

35. Arenas A, Díaz-Guilera A, Guimerà R. Communication in networks with hierarchical
branching. Phys Rev Lett (2001) 86:3196–9. doi:10.1103/PhysRevLett.86.3196

36. Marchiori M, Latora V. Harmony in the small-world. Physica A (2000) 285:
539–46. doi:10.1016/S0378-4371(00)00311-3

Frontiers in Physics frontiersin.org09

Lin et al. 10.3389/fphy.2023.1203665

138

https://doi.org/10.1103/PhysRevE.101.052211
https://doi.org/10.1016/j.physa.2021.126837
https://doi.org/10.3389/fphy.2022.1001983
https://doi.org/10.1016/j.trc.2018.11.015
https://doi.org/10.1016/j.trc.2018.11.015
https://doi.org/10.1016/j.ress.2022.108663
https://doi.org/10.1038/s41467-021-21290-5
https://doi.org/10.1016/j.physa.2021.126800
https://doi.org/10.3389/fphy.2021.790218
https://doi.org/10.1016/j.cnsns.2019.01.032
https://doi.org/10.1016/j.chaos.2022.112513
https://doi.org/10.1007/s13278-018-0493-2
https://doi.org/10.1016/j.cnsns.2018.02.011
https://doi.org/10.1103/PhysRevE.89.062813
https://doi.org/10.1016/j.physa.2017.11.159
https://doi.org/10.1088/1674-1056/ab5935
https://doi.org/10.1038/ncomms11061
https://doi.org/10.3389/fphy.2022.968645
https://doi.org/10.3389/fphy.2022.968645
https://doi.org/10.1016/j.chaos.2016.09.019
https://doi.org/10.1016/j.comcom.2022.09.029
https://doi.org/10.1007/s12043-022-02344-9
https://doi.org/10.1103/PhysRevE.73.046108
https://doi.org/10.1142/S0129183112500167
https://doi.org/10.1016/j.physleta.2006.12.009
https://doi.org/10.1016/j.jairtraman.2018.08.003
https://doi.org/10.3389/fenvs.2022.982245
https://doi.org/10.1109/TNSE.2021.3076113
https://doi.org/10.1109/TNSE.2021.3076113
https://doi.org/10.1016/j.chaos.2023.113296
https://doi.org/10.1016/j.physrep.2010.11.002
https://doi.org/10.1016/j.physrep.2010.11.002
https://doi.org/10.1016/j.physa.2020.125071
https://doi.org/10.1063/5.0091976
https://doi.org/10.1155/2014/764698
https://doi.org/10.1103/PhysRevLett.86.3196
https://doi.org/10.1016/S0378-4371(00)00311-3
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1203665


+41 (0)21 510 17 00 
frontiersin.org/about/contact

Avenue du Tribunal-Fédéral 34
1005 Lausanne, Switzerland
frontiersin.org

Contact us

Frontiers

Investigates complex questions in physics to 

understand the nature of the physical world

Addresses the biggest questions in physics, 

from macro to micro, and from theoretical to 

experimental and applied physics.

Discover the latest 
Research Topics

See more 

Frontiers in
Physics

https://www.frontiersin.org/journals/physics/research-topics

	Cover
	FRONTIERS EBOOK COPYRIGHT STATEMENT
	Complex networks in interdisciplinary research: From theory to applications
	Table of contents
	The effect of interurban movements on the spatial distribution of population
	Introduction
	Results
	Statistics of interurban flows
	Large heterogeneity of flows
	Temporal versus spatial fluctuations
	Structure of incoming and outgoing flows

	Statistical structure of the national population
	Temporal evolution of population structure
	Return to “equilibrium”: Pendular ratio


	Discussion
	Methods
	Data

	Data availability statement
	Author contributions
	Acknowledgments
	Conflict of interest
	Publisher’s note
	Supplementary material
	References

	The wiener index of the zero-divisor graph for a new class of residue class rings
	Introduction
	Preliminaries
	Main results
	Conclusion
	Data availability statement
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	Immunization strategies for simplicial irreversible epidemic on simplicial complex
	1 Introduction
	2 Model description
	2.1 Simplicial complex
	2.2 Synthetic simplicial complex
	2.3 Real-world simplicial complex
	2.4 Simplicial spread model

	3 Numerical simulation
	3.1 The effect of 2-simplex infection rates
	3.2 The effect of immunization strategies
	3.3 The effect of immunization ratios

	4 Theoretical method
	5 Conclusion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	A novel method of heterogeneous combat network disintegration based on deep reinforcement learning
	1 Introduction
	2 Modeling
	2.1 Heterogeneous network
	2.2 Heterogeneous combat network model
	2.2.1 Operational chain
	2.2.2 Heterogeneous combat network modeling


	3 Optimal disintegrating strategy of heterogeneous combat network
	3.1 Heterogeneous network encoding
	3.1.1 Node representation vector
	3.1.2 Graph representation vector

	3.2 Heterogeneous network decoding
	3.3 Heterogeneous network performance evaluation
	3.4 Attack strategy learning

	4 Experimental comparison and analysis
	4.1 Experimental setting
	4.2 Experimental results and analysis

	5 Conclusion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	Resembling the bottleneck effect in p53 core network including the dephosphorylation of ATM by Wip1: A computational study
	1 Introduction
	2 Model and methods
	2.1 Model
	2.1.1 The p53 core network model
	2.1.2 Deterministic equations

	2.2 Material and methods

	3 Results
	3.1 General overview of p53 dynamics
	3.2 Bifurcation analysis of the negative feedback strength
	3.3 Self-antagonism of the ATM-p53-Wip1 NFL
	3.4 Synergies of coupled PFL and NFL
	3.5 Bottleneck like effect of p53-Wip1-ATM and p53-Mdm2 NFLs
	3.6 Theoretical analysis

	4 Discussion
	5 Conclusion
	Data availability statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher’s note
	References

	Analytical results of the k-core pruning process on multiplex networks
	1 Introduction
	2 Materials and methods
	3 Analysis on large uncorrelated multiplex networks
	4 Numerical simulations
	5 Conclusion
	Data availability statement
	Author contributions
	Conflict of interest
	Publisher’s note
	References
	Appendix
	6.1 Proof of Theorem 2
	6.2 An example of Theorem 2

	Euler iteration augmented physics-informed neural networks for time-varying parameter estimation of the epidemic compartmen ...
	1 Introduction
	2 Fourier induced deep neural networks
	2.1 Deep neural networks
	2.2 Activation function

	3 Methodology
	3.1 Epidemiology model
	3.2 Euler iteration
	3.3 Overview of Euler-PINNs

	4 Application
	4.1 Data and implementation
	4.1.1 Data source
	4.1.2 Implementation

	4.2 Analysis of the results
	4.2.1 Quantitative analysis of the results
	4.2.2 Qualitative analysis of the results

	4.3 Forecasting
	4.4 Evaluation metrics

	5 Discussion and conclusion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	A novel method detecting controversial interaction in the multiplex social comment network
	1 Introduction
	2 Dataset analysis
	2.1 Data description
	2.2 Analysis from the multiplex social comment network

	3 Methods
	3.1 Preliminaries
	3.2 Framework
	3.3 Time complexity

	4 Results
	4.1 Baselines
	4.2 Implementation details
	4.3 Performance comparison
	4.4 Parameter sensitivity
	4.5 Misjudged cases

	5 Discussion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	The profit and risk in the interdisciplinary behavior
	1 Introduction
	2 Dataset and methods
	2.1 Data preparation
	2.2 Field-normalization
	2.3 Classification and distance for discipline
	2.4 Causal inference

	3 Results
	3.1 Citation dynamic of interdisciplinary paper
	3.2 The effect of different interdisciplinary types
	3.3 The effect of interdisciplinary distance

	4 Conclusion and discussion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	Research on emotional polarization mechanism of knowledge community from the perspective of social network structure —An em ...
	1 Introduction
	2 Analysis of research status
	2.1 Research status of social network structure
	2.2 Research status of emotional polarization
	2.3 Research status of user information behavior
	2.4 Overview of research status

	3 Main concepts and theoretical foundations
	3.1 PAD emotion model theory
	3.2 Social network structure
	3.3 User information behavior

	4 Model construction and research hypothesis
	4.1 Stimulus-organism-response model
	4.2 Variable definition and measurement
	4.2.1 Pleasure—Arousal—Dominance
	4.2.2 User centrality
	4.2.3 Information retrieval—Information selection—Information interaction

	4.3 Research hypotheses
	4.3.1 Pleasure and user centrality
	4.3.2 Arousal and user centrality
	4.3.3 Dominance and user centrality
	4.3.4 User centrality and information retrieval
	4.3.5 User centrality and information selection
	4.3.6 User centrality and information interaction


	5 Research design and empirical analysis
	5.1 Descriptive statistics, reliability and validity analysis
	5.1.1 Sample characteristics
	5.1.2 Descriptive statistics
	5.1.3 Reliability and discrimination analysis
	5.1.4 Validity analysis

	5.2 Model empirical analysis
	5.2.1 Model fit
	5.2.2 Model path and research hypothesis analysis


	6 Research conclusion and emotional polarization intervention measures
	6.1 Research conclusion
	6.2 Emotional polarization intervention measures
	6.3 Limitations of the study

	Data availability statement
	Author contributions
	Acknowledgments
	Conflict of interest
	Publisher’s note
	References

	Time tracing the earliest case of local pandemic resurgence
	1 Introduction
	2 Methods
	2.1 SEITR model
	2.2 Model calibration and time tracing the earliest case
	2.3 SEITR on networks

	3 Results and discussion
	4 Conclusion
	Data availability statement
	Author contributions
	Funding
	Conflict of interest
	Publisher’s note
	References

	A routing strategy for spatial networks based on harmonic centrality
	1 Introduction
	2 Network models
	2.1 IRGG model
	2.2 LAEE model

	3 Traffic dynamics
	4 Routing strategy
	4.1 SP routing strategy
	4.2 Degree-location routing strategy
	4.3 Harmony-degree routing strategy

	5 Simulation results
	6 Conclusion
	Data availability statement
	Author contributions
	Conflict of interest
	Publisher’s note
	References

	Back Cover



