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Editorial on the Research Topic

Studies on life at the energetic edge – from laboratory experiments to

field-based investigations, volume II

Among the diverse inhabitants of Earth’s biosphere, microorganisms reign supreme in

their capabilities to occupy an expansive range of ecological niches. We often conceive of

the fringes of our biosphere in terms of physicochemical “extremes”, but perhaps the most

pervasive environmental challenge to microbial life is that of extreme energy limitation

(Hoehler and Jørgensen, 2013; Lever et al., 2015; Bradley et al., 2020). Globally, for example,

the marine deep biosphere occupies a volume and hosts a biomass comparable to that of

the overlying oceans, yet that deep biosphere is sustained by an energy flux about 1,000

times lower (Hoehler et al., 2023). Both in the sub-seafloor and in the continental subsurface,

these energy-starved organisms exist at the interface between the inhabited and uninhabited

realms of our planet. To understand their physiology in the face of extreme energy limitation

would, therefore, be to understand the capabilities and limitations of the ultimate arbiters of

chemical exchange between the biosphere and the geosphere.

Our awareness and understanding of life at the energetic edge has grown considerably

over the last few decades, yet much remains to be learned. What factors determine

the minimal energy requirements of microorganisms, and how do those requirements

vary with the physicochemical environment? What physiological traits promote survival

under extreme energy limitation? Do those traits evolve as a specific adaptation to energy

limitation, or are they a fortuitous result of adaptation to other conditions (exaptation)? Do

any physiological differences relating to energy limitation translate to differing capabilities

and limitations with respect to biogeochemical processing? Natural ecosystems provide a

unique window into populations exposed to energy limitation over long timescales that are

intractable in laboratory settings. This special Research Topic focuses on such systems: on

advances being made at the frontiers of environmental microbiology.

Jaussi et al. quantified cell-specific catabolic energy yields in several marine sediments,

for both the total cell population and for sulfate-reducing bacteria (SRB), specifically. They

observed that cell-specific energy yields for the total population diminished over orders of
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magnitude with increasing sediment depth (age), but yields for

SRB specifically appeared to reach a stable minimum much higher

than that of the overall population. Taxonomic or metabolic

differences thus appear to factor significantly into minimum energy

requirements. This study leveraged sensitive radiotracer techniques

tomeasuremetabolic process rates. For those interested in pursuing

similar techniques, Schubert and Kallmeyer have offered a deep

dive into the methodology and optimization of liquid scintillation

counting (LSC)—a “how-to” guide for pushing the sensitivity of

radiotracer methods to the levels required for characterizing life at

the energetic edge. Kanaan et al. modeled the energy requirements

of microbes entrapped in a “cryopeg”—a volume of brine isolated

within permafrost for 40,000 years. While subzero temperatures

could potentially depress microbial energy requirements, the

findings instead suggest that the need to produce extracellular

enzymes and cryo- and osmoprotectant compounds results in an

average per-cell requirement comparable to that observed by Jaussi

et al. for SRB and well above that observed for non-SRB in cold

marine sediments.

Two studies focused onmicrobial adaptations in serpentinizing

systems, where water–rock reactions drive the fluid chemistry

toward high pH and highly reducing and extremely CO2-

poor conditions. Thieringer et al. used metagenome analyses to

investigate differences in ecophysiologies among three distinct

populations of CO2-reducing methanogens. While all were found

to share the potential for DNA scavenging, possibly as a

strategy to mitigate phosphorus and nitrogen limitation, genomic

differences suggest that organisms inhabiting the most alkaline

fluids adopt distinctly different strategies for coping with this

energetically challenging environment—a niche differentiation

that supports their coexistence. Working in the same system,

Rempfert et al. performed a comprehensive analysis of membrane-

forming intact polar lipids (IPLs). The lipidome, dominated by

diether glycolipids, reflects a unique combination of membrane

adaptations—including pervasive modifications likely associated

with phosphate limitation—to enable microorganisms’ survival in

these conditions.

Three studies considered underexplored metabolic potential

in the environment. Holden and Sistu reviewed the drivers of

formate cycling by CO2-reducingMethanococci and organotrophic

Thermococci. Both have the genetic potential to produce H2

from formate and subsequently catabolize H2, but it is not

known whether such production is prevalent relative to the

direct utilization of environmental H2. By considering H2 and

formate concentrations in hydrothermal fluids and environmental

distributions, genomes, and biochemical data on Methanococci

and Thermococci, Holden and Sistu argue that both preferentially

utilize H2, while formate becomes important primarily under low-

H2 conditions. Sonke and Trembath-Reichert analyzed published

metagenomic and -transcriptomic datasets from a wide range

of habitats to investigate the potential importance of oxalate

as a microbial energy source. While oxalate is widespread

in many environments, both in association with minerals

and released by photosynthetic organisms, its typically very

low dissolved concentrations suggest rapid turnover. Sonke

and Trembath-Reichert demonstrate widespread potential for

microbial oxalotrophy, especially in marine environments, where

oxalotrophy is thermodynamically favorable and may represent

a widely overlooked microbial energy source. Vigderovich et al.

used a series of incubation experiments to explore the relationship

between iron reduction and aerobic methanotrophy in lake

sediments. Rates of methanotrophy and, perhaps surprisingly,

accumulation of ferrous iron were both enhanced by the

addition of oxygen to hematite-amended incubations. The

results suggest a complex interplay between these aerobic and

anaerobic microbially mediated processes and a potential role for

iron recycling in the survival of aerobic methanotrophs under

hypoxic conditions.

Finally, Weeks et al. considered “the edge” for photosynthetic

microorganisms. Working in 12 Yellowstone hot springs, they

characterized microbial community composition and a suite of

physicochemical variables across the “photosynthetic fringe”—

the region in which an outflow channel visibly transitions

from chemotrophic to highly pigmented photosynthetic

microbial communities. While changes in temperature, pH,

and sulfide content have been previously proposed to control

the location of the transition, such factors only explain

about 35% of the variation in community composition,

indicating that the microbial community of photosynthetic

fringe environments is a more complex interplay of these and

other factors.

With this special Research Topic, we invite you to

explore these recent advances in understanding life at the

energetic edge!
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Formate and hydrogen in
hydrothermal vents and their use
by extremely thermophilic
methanogens and heterotrophs
James F. Holden* and Harita Sistu

Department of Microbiology, University of Massachusetts, Amherst, MA, United States

Extremely thermophilic methanogens in the Methanococci and heterotrophs in

the Thermococci are common in deep-sea hydrothermal vents. All Methanococci

use H2 as an electron donor, and a few species can also use formate. Most

Methanococci have a coenzyme F420-reducing formate dehydrogenase. All

Thermococci reduce S0 but have hydrogenases and produce H2 in the absence of

S0. Some Thermococci have formate hydrogenlyase (Fhl) that reversibly converts

H2 and CO2 to formate or an NAD(P)+-reducing formate dehydrogenase (Nfd).

Questions remain if Methanococci or Thermococci use or produce formate in

nature, why only certain species can grow on or produce formate, and what

the physiological role of formate is? Formate forms abiotically in hydrothermal

fluids through chemical equilibrium with primarily H2, CO2, and CO and is

strongly dependent upon H2 concentration, pH, and temperature. Formate

concentrations are highest in hydrothermal fluids where H2 concentrations are

also high, such as in ultramafic systems where serpentinization reactions occur.

In nature, Methanococci are likely to use formate as an electron donor when

H2 is limiting. Thermococci with Fhl likely convert H2 and CO2 to formate when

H2 concentrations become inhibitory for growth. They are unlikely to grow on

formate in nature unless formate is more abundant than H2 in the environment.

Nearly all Methanococci and Thermococci have a gene for at least one formate

dehydrogenase catalytic subunit, which may be used to provide free formate for

de novo purine biosynthesis. However, only species with a membrane-bound

formate transporter can grow on or secrete formate. Interspecies H2 transfer

occurs between Thermococci and Methanococci. This and putative interspecies

formate transfer may support Methanococci in low H2 environments, which in

turn may prevent growth inhibition of Thermococci by its own H2. Future research

directions include understanding when, where, and how formate is used and

produced by these organisms in nature, and how transcription of Thermococci

genes encoding formate-related enzymes are regulated.

KEYWORDS

formate, hydrogen, hydrothermal vent, hyperthermophiles, formate dehydrogenase,
hydrogenase, Thermococci,Methanococci
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1. Introduction

It was estimated that 40% of bacterial and archaeal global
biomass is found in the rocky portion of the ocean crust below
ocean sediments (Bar-On et al., 2018; Fleming and Wuertz, 2019).
These microbes live in cracks and pores of the rocky subseafloor
in the absence of sunlight and often in the absence of oxygen
and rely on the gases, aqueous compounds (e.g., sulfide, sulfate,
and nitrate), organic compounds, and minerals found locally for
growth. In high-temperature anoxic environments, H2 is generally
considered to be the primary electron donor and CO2 the primary
carbon source for autotrophic metabolism. However, recently other
electron donors and carbon sources such as formate have been
considered as alternatives (Windman et al., 2007), especially in high
pH environments where dissolved inorganic carbon precipitates
as calcium carbonate and is largely unavailable to autotrophs
(Lang et al., 2018; McGonigle et al., 2020; Brazelton et al., 2022).
There are strong links between formate and H2 in hydrothermal
environments and in the physiology of microbes that consume and
produce formate and H2.

High-temperature microbes that use formate and H2
are examined herein, namely methanogens (in the class
Methanococci and the class Methanopyri) and heterotrophs
(in the class Thermococci). These organisms are found in deep-
sea hydrothermal vents on or near tectonic plate boundaries –
both mid-ocean ridges and subduction zones. Thermophiles and
hyperthermophiles are defined as those organisms with optimal
growth temperatures above 50◦C and 80◦C, respectively (Stetter,
2006). In this review, the term ‘extreme thermophile’ will be used
to describe organisms with optimal growth temperatures above
65◦C. Extremely thermophilic Methanococci and Thermococci are
among the more cosmopolitan and well-studied microbes found in
hydrothermal vent environments. All Methanococci and the marine
hyperthermophile Methanopyrus kandleri (the sole member of
the Methanopyri) use H2 and CO2 as energy and carbon sources
to produce CH4, H2O, and biomass (Thauer et al., 2008). All
Thermococci use peptides and sugars as carbon and energy sources
and reduce zero-valent sulfur (S0) to a sulfide species or reduce
2 H+ to H2 in the absence of S0 (Wu et al., 2018). However, some
extremely thermophilic Methanococci and Thermococci grow using
formate as an energy source only or as both energy and carbon
sources (Belay et al., 1986; Kim et al., 2010; Lim et al., 2014). This
raises questions about which organisms can use formate, when
they use formate in nature, and for what purpose. This review
describes how formate and H2 are formed in hydrothermal vents,
the concentrations of these compounds in pure hydrothermal
fluids, the physiology of extremely thermophilic Methanococci and
Thermococci as it relates to formate and H2 use, transcriptional
regulation of formate dehydrogenase and hydrogenase genes, and
suggests likely roles for formate use by these organisms in nature.

2. Abiotic H2 production in
hydrothermal vents

Deep-sea hydrothermal vents provide one of the best access
points to the hydrothermally influenced portion of the rocky
subseafloor and are ideal starting points for understanding

biogeochemical processes in these regions of the crust. Some
hydrothermal fluids rise through the crust undiluted, so-called
“end-member hydrothermal fluid,” and exit the seafloor at
temperatures generally above 300◦C (Table 1). It can also mix
with cold seawater on or below the seafloor creating habitats for
extremely thermophilic anaerobes either within the host rock (e.g.,
basalt) or in metal sulfide mineral precipitates (e.g., black smoker
chimneys). Most hydrothermal vent studies are focused on one of
three types of sites: ultramafic sites along slow-to-ultraslow tectonic
spreading centers, mafic sites along intermediate-to-fast spreading
centers, and subduction-influenced sites near tectonic convergence
zones (Figure 1).

The host rock in mafic and ultramafic sites have high
concentrations of MgO and FeO, but they differ in their silica
content, with ultramafic rocks having silica concentrations less
than 45% (by weight), while mafic rocks have concentrations
above 45%. Most abiotic formation of H2 in hydrothermal
vents occurs by hydrothermal alteration of the ultramafic rock
peridotite (i.e., serpentinization) (Table 1). Serpentinization occurs
in environments with limited magma supply where peridotite
is present in the rock hosting hydrothermal circulation and is
mostly associated with ultramafic sites. Olivine and orthopyroxene,
the most abundant minerals in peridotite, are unstable under
hydrothermal conditions, which causes dissolution-reprecipitation
reactions and the formation of serpentine, magnetite, and H2 [e.g.,
6 (Mg, Fe)2SiO4 + 7 H2O→ 3(Mg, Fe)Si2O5(OH)4 + Fe3O4 + H2]
(Klein et al., 2020). Methanococci and Thermococci are common in
most ultramafic-influenced hydrothermal sites except at the Lost
City hydrothermal vent field (Table 1). At Lost City, the high pH
hydrothermal fluids formed by low temperature serpentinization
lead to calcium carbonate precipitation and very low dissolved
inorganic carbon concentrations. This likely hinders the growth of
autotrophs such as Methanococci and Methanopyri unless they can
grow on an aqueous carbon source such as formate.

Serpentinization is inhibited by silica and is thus less common
in mafic and felsic rocks (felsic rocks are > 65% silica by weight).
In mafic (basalt)-hosted hydrothermal systems, the oxidation of
ferrous iron minerals, such as pyrrhotite to pyrite (FeS + H2S
→ FeS2 + H2) and magnetite to hematite (2 Fe3O4 + H2O →
3 Fe2O3 + H2), and weathering of the ocean crust by oxygen-
depleted water in the root zone of a hydrothermal system are
also significant sources of H2 in hydrothermal systems (Klein
et al., 2020). H2 and H2S concentrations are controlled by
chemical equilibrium between fluid and the pyrite-pyrrhotite-
magnetite mineral assemblages present. Most H2 and H2S fluid
compositions fall close to the metastable extension of pyrite-
pyrrhotite equilibrium (Klein et al., 2020). H2 concentrations in
mafic hydrothermal fluids also increase significantly following a
volcanic eruption as circulating fluids interact with newly injected
rock (Lilley et al., 2003; Seewald et al., 2003; Von Damm and
Lilley, 2004). Mafic hydrothermal vent sites generally tend to
have Thermococci and Methanococci present (Table 1), especially
following volcanic eruptions (Holden et al., 1998; Huber et al.,
2002; Meyer et al., 2013), but Methanococci can become rare or
undetectable during quiescent periods between eruptions when H2
concentrations decrease or in low H2 hydrothermal vents (Ver
Eecke et al., 2009, 2012).

In contrast, hydrothermal vents that form along volcanic
arcs at convergent plate boundaries have host rock with hydrous
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TABLE 1 Physical, chemical, and microbial characteristics of hydrothermal vent sites.

Location Tmax (◦C) pH H2 (mM)a Formate (µM)a Methanococci Thermococci

Ultramafic (peridotite)-influenced sites

Kaireib 365 3.4–3.6 2.5–8.2 – M M

Logatchevc 350 6.2 5.9 – F ND

Lost Cityd 90 9.5–10.9 1.2–15.1 36–158 ND M

Rainbowe 370 3.0–3.4 12.3–16.9 – M M

Von Dammf 226 5.6–6.1 9.9–18.3 82–669 F F

Mafic (basalt-hosted) sites

Axial Volcanog 351 3.5–4.4 0.06–0.43 – F F

Endeavor Segmenth 352 3.7–4.5 0.03–0.17 – M, F M, F

9◦50′N EPRi 386 3.1–5.2 0.33–8.9 – M M

Kilo Moanaj 304 3.9–4.1 0.22–0.50 – M M

Lucky Strikek 324 3.6–3.9 0.03–0.07 – ND M

Piccardl 398 3.1–3.3 18.9–20.7 <1–4.8 F F

Guaymas Basinm 315 5.9 – – M M

Loki’s Castlen 315 5.5–5.9 4.6–5.5 – M M

Subduction-influenced (andesite/dacite-hosted) sites

Brothers Volcanoo 303 2.1–4.4 0.01–0.02 – M M

Mariner Fieldp 359 2.4–2.7 0.03–0.18 – ND M

TOTO Calderaq 170 5.3 0.01 – ND M

The pH and concentrations of H2 and formate are for end-member (zero-Mg2+) hydrothermal fluid while the microbial data represent presence at the site in low-temperature fluids (F) and
mineral samples (M). ND, not detected; –, not analyzed.
aSometimes reported as mmol/kg or µmol/kg, respectively. bTakai et al. (2004b), Gallant and Von Damm (2006), Kumagai et al. (2008), and Han et al. (2018); cPerner et al. (2007); dSchrenk
et al. (2004), Brazelton et al. (2006), Lang et al. (2010), and Lang et al. (2012); eFlores et al. (2011); fMcDermott et al. (2015) and Reveillaud et al. (2016); gVer Eecke et al. (2012), Topçuoğlu
et al. (2016), and Fortunato et al. (2018); hDing et al. (2005), Ver Eecke et al. (2012), Anderson et al. (2013), and Lin et al. (2016); iVon Damm and Lilley (2004), Ding et al. (2005), Kormas et al.
(2006), McCliment et al. (2006), and Hou et al. (2020); jFlores et al. (2012); kFlores et al. (2011); lReveillaud et al. (2016) and McDermott et al. (2018); mVon Damm et al. (1985) and Pagé et al.
(2008); nJaeschke et al. (2012) and Baumberger et al. (2016); oTakai et al. (2009) and Reysenbach et al. (2020); pTakai et al. (2008) and Flores et al. (2012); qGamo et al. (2004) and Nakagawa
et al. (2006).

FIGURE 1

Global map of the hydrothermal vents in Table 1. Hydrothermal vents hosted in ultramafic rock are shown in red; basalt, in black; and in subduction
zones, in yellow-brown.

minerals, silica accumulation in aging oceanic crust, and more
felsic character, such as dacite and andesite. The hydrothermal
fluids from these rocks tend to have lower pH and lower H2

(Table 1). While Thermococci are generally present at these sites,

Methanococci tend to be rare or undetectable (Table 1) likely due to
the very low H2 concentrations (Ver Eecke et al., 2012).

Other more minor abiotic H2 contributions in hydrothermal
vents come from magmatic degassing at low hydrostatic pressures
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(e.g., shallow vent sites) and radiolysis of water (Klein et al.,
2020). Biotic sources of H2 at extremely thermophilic temperatures
by Thermococci are described in Section “4. H2 production by
Thermococci.”

3. H2 use by methanogens

Hydrogen is used by extremely thermophilic Methanococci,
specifically, the genera Methanocaldococcus (Topt 80–85◦C),
Methanotorris (Topt 75–88◦C), Methanofervidicoccus (Topt 70◦C),
and Methanothermococcus (Topt 65◦C), and in the Methanopyri,
which consists solely of Methanopyrus kandleri (Topt 98◦C)
(Table 2).

3.1. Hydrogenases in Methanococci and
Methanopyri

The whole genome sequences of 10 extremely thermophilic
Methanococci plus M. kandleri were analyzed for known
hydrogenases (see Supplementary materials). All 11 of the
Methanococci and Methanopyri in the genome survey have at
least one of the following hydrogenase genes (see Greening
et al., 2016 for a review): (1) eha and ehb operons, which encode
for membrane-bound multimeric hydrogenases that couple H2
oxidation to ferredoxin reduction and are H+/Na+ driven for
anaplerotic (Eha) and anabolic (Ehb) purposes (Porat et al., 2006;
Lie et al., 2012); (2) an frh operon, which encodes for a soluble
complex that directly couples H2 oxidation to coenzyme F420
reduction (Hendrickson and Leigh, 2008); (3) an hmd gene,
which encodes a soluble methylenetetrahydromethanopterin
dehydrogenase that couples oxidation of H2 to the reduction
of methenyltetrahydromethanopterin in the archaeal Wood-
Ljungdahl CO2 fixation pathway (Hendrickson and Leigh, 2008);
and (4) a vhu operon, which encodes for soluble heterodisulfide
reductase-linked complexes that bifurcate electrons from H2
to heterodisulfide (coenzyme M-coenzyme B) and ferredoxin
(Kaster et al., 2011). These hydrogenases are described and listed
in Figure 2, Table 2, and Supplementary Table 1. Coenzyme
F420, ferredoxin, coenzyme M, and coenzyme B are soluble
electron carriers in methanogens (Thauer et al., 2008). Extremely
thermophilic Methanococci and Methanopyri will often have two
or three copies of the genes encoding these enzymes (Table 2 and
Supplementary Table 1).

3.2. Growth of Methanococci on H2

The growth of natural assemblages of extremely thermophilic
Methanococci in hydrothermal vent fluids from Axial Seamount is
largely dependent on H2 availability and temperature (Topçuoğlu
et al., 2016). The Monod kinetic half-saturation value (Ks) for
growth of extremely thermophilic methanogens was 27–66 µM
with maximum methane production rates of 24–43 fmol CH4
produced cell−1 h−1 (Ver Eecke et al., 2012; Stewart et al.,
2019). Methanocaldococcus jannaschii and Methanothermococcus
thermolithotrophicum were shown to grow by interspecies

H2 transfer when grown in co-culture with Thermococcus
celer, Thermococcus stetteri, and Pyrococcus furiosus (Bonch-
Osmolovskaya and Stetter, 1991). When M. jannaschii was grown
in monoculture at high (80–83 µM) and low (15–27 µM) H2
concentrations and in co-culture with the hyperthermophilic H2
producer Thermococcus paralvinellae (representing very low H2
flux), growth and cell-specific CH4 production rates decreased with
decreasing H2 availability (Topçuoğlu et al., 2019). However, the
number of cells produced per mole of CH4 produced (i.e., cell yield)
increased six-fold with decreasing H2 indicating increased growth
efficiency when growth was limited by H2 (Topçuoğlu et al., 2019).
Relative to high H2 concentrations, isotopic fractionation of CO2 to
CH4 was 16h larger for cultures grown at low H2 concentrations
and 45–56h larger in co-culture suggesting reversal of the
Wood-Ljungdahl pathway during methanogenesis with low H2
flux (Valentine et al., 2004; Topçuoğlu et al., 2019). While all four
types of hydrogenases were synthesized by M. jannaschii with high
and low H2 flux, transcript levels of hmd and eha decreased with
decreasing H2 availability (Topçuoğlu et al., 2019).

4. H2 production by Thermococci

Hydrogen is produced by Thermococci, specifically, the genera
Thermococcus (Topt 75–90◦C), Palaeococcus (Topt 83◦C), and
Pyrococcus (Topt 96–105◦C) (Table 3).

4.1. Hydrogenases in Thermococci

The whole genome sequences of 30 Thermococci were analyzed
for known hydrogenases (see Supplementary materials). All
30 Thermococci analyzed have at least one of the following
hydrogenase operons: (1) An mbh operon, which encodes
for a membrane-bound hydrogenase that couples oxidation
of ferredoxin to H2 evolution with concomitant H+/Na+

translocation across the membrane using antiporters (Sapra
et al., 2003); (2) an sh operon, which encodes for a soluble
sulfhydrogenase that couples oxidation of H2 oxidation to the
reduction of NAD(P)+ (Van Haaster et al., 2008); (3) an frh
operon, which encodes for cytoplasmic coenzyme F420 reducing-
type hydrogenase that oxidizes H2 and passes electrons to a
thioredoxin reductase (Jung et al., 2020); and (4) a codh operon,
which encodes for a membrane-bound hydrogenase that couples
oxidation of CO to H2 evolution with concomitant H+/Na+

translocation across the membrane using antiporters (Bae et al.,
2012; Moon et al., 2012). These hydrogenases are described and
listed in Figure 3, Table 3, and Supplementary Table 2.

All Thermococci have at least one mbh operon and all but
one have at least one sh operon (Table 3). These enzymes are
the core hydrogenases for Thermococci (Schut et al., 2012; Boyd
et al., 2014). Twelve of the 30 Thermococci in the survey have
frh operons. Five of the 30 Thermococci have codh operons. It
was shown that the growth of Thermococcus sp. strain AM4
and Thermococcus onnurineus can be supported by CO with
concomitant H2 production (Sokolova et al., 2004; Bae et al., 2012;
Moon et al., 2012), although the physiological role of this enzyme
in Thermococcus is yet to be determined for growth in its natural
environment.
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TABLE 2 Growth characteristics of the classesMethanococci andMethanopyri and presence of genes for formate transport (FT), formate
dehydrogenase (fdh), hydrogenases (eha, ehb, frh, vhu, hmd), and purine biosynthesis (purT, purP).

Organism Topt (◦C) Growth* FT fdh eha ehb frh vhu hmd purT purP

Methanocaldococcus jannaschii JAL-1a 85 – l l l ll l lll l l

Methanocaldococcus bathoardescens JH146b 82 – l l l ll l lll l l

Methanocaldococcus fervens AG86c 85 ND l l l l l l ll l l

Methanocaldococcus infernus MEd 85 – l l l l l l l

Methanocaldococcus vulcanius M7e 80 – l l l ll ll lll l l

Methanotorris igneus Kol 5f 88 – l l l lll ll ll l l

Methanotorris formicicus Mc-S-70g 75 + + + + + + + + + +

Methanothermococcus okinawensis IH1h 65 + l l l l ll ll l l l

Methanothermococcus thermolithotrophicus SN 1i 65 + + + + + + + + + +

Methanofervidicoccus abyssi HHBj 70 – + + + + + + +

Methanopyrus kandleri AV19k 98 – l l ll l l l

The number of circles per column represents the number of times the gene(s) for that complex appears in the organism’s genome.
*Growth on formate; ND, not determined.
+ In protein columns indicates genes present in draft genome sequence.
References and genome accession numbers: aJones et al. (1983a), L77117; bVer Eecke et al. (2013), CP009149; cZhao et al. (1988), CP001696; dJeanthon et al. (1998), CP002009; eJeanthon
et al. (1999), CP001787; fBurggraf et al. (1990), CP002737; gTakai et al. (2004a), AGJL01000032; hTakai et al. (2002), CP002792; iHuber et al. (1982), AQXV01000039; jSakai et al. (2019),
BFAX0000000; kKurr et al. (1991), AE009439.

FIGURE 2

Formate dehydrogenase (Fdh), hydrogenase, and formate transporter proteins and their reactions that are found in Methanococci and Methanopyri.
Fdh catalyzes the following formate oxidation reactions: cytoplasmic reduction of coenzyme F420 (F420) and cytoplasmic reduction of coenzyme M
(CoM), coenzyme B (CoB), and ferredoxin (Fd). The hydrogenases catalyze the following H2 oxidation reactions: membrane-bound reduction of Fd
(Eha), cytoplasmic reduction of F420 (Frh), cytoplasmic reduction of methenyl-tetrahydromethanopterin (CH-H4MPT) (Hmd), and cytoplasmic
reduction of CoM, CoB, and Fd. F420, Fd, CoM, and CoB are cytoplasmic electron carriers. Methenyl-H4MPT is an intermediate of the
Wood-Ljungdahl CO2 fixation pathway. Created with BioRender.com.

4.2. Growth of Thermococci with and
without S0

In Thermococci, the reduction of S0 is the preferred route for
electron disposal over the reduction of H+ to H2. In P. furiosus, the
presence of S0 in growth media resulted in decreases in Mbh and
Sh hydrogenase specific activities, each by an order of magnitude
(Adams et al., 2001). There was an immediate downregulation

of mbh and an upregulation of mbs (membrane-bound sulfane
reductase) (Wu et al., 2018) and nsr (NAD(P)H:S0 reductase)
in P. furiosus when S0 was added to growth medium (Schut
et al., 2001, 2007). A sulfur response regulator protein (SurR) was
identified as the transcription factor regulating hydrogenase and
sulfur responsive genes (Lipscomb et al., 2009, 2017). The proposed
model suggests that SurR contains a redox-active cysteine disulfide
that can reduce S0 to H2S (Yang et al., 2010). SurR is reduced
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TABLE 3 Growth characteristics of the class Thermococci and presence of genes for formate transport (FT), formate dehydrogenase operons (fhl, nfd), and individuals (fdhA) with neighboring hydrogenase
operons, individual hydrogenase operons (mbh, sh, frh, codh), and purine biosynthesis (purT, purP).

Organism Topt
(◦C)

H2↔

formate*
FT Group 1A:

frh-fhl-
mbh

Group 1B:
frh-nfd-
mbh

Group 2:
nfd-sh

Group 3:
fhl-sh

Group 4:
fhl only

Group 5:
fdhA
only

Mbh sh frh codh purT purP

Thermococcus paralvinellae ES1d 82 +b,c l l l ll l l l

Thermococcus barophilus CH5a 80 +a,c l l l ll l© l l l

Thermococcus onnurineus NA1e 80 +a,c ll l l l l ll l l

Thermococcus gammatolerans EJ3f 88 +a,c l l © l l l © l l

Thermococcus piezophilus CDGSg 75 +c l l l l l ll l l l

Thermococcus cleftensis CL1h 88 +c l l l l ll l l l

Thermococcus nautili 30-1i 88 +c l l l l ll l l l

Thermococcus kodakarensis KOD1j 85 +c l 1 l l l l l

Thermococcus chitonophagus GC74k 85 −
a,c l l l ll l l

Thermococcus eurythermalis A501l 85 −
c l l l l l l l l

Thermococcus pacificus P-4m 88 −
c l l l l l l

Thermococcus litoralis NC-Sn 88 −
c l l ll ll l l

Thermococcus barophilus MPo 85 −
c l ll ll l l l

Thermococcus sibiricus MM 739p 78 −
a,c l ll ll l l

Thermococcus guaymasensis TYSq 88 −
c

© l ll l l l l

Thermococcus celer Vu 13r 88 −
a,c l l ll l l

Thermococcus peptonophilus OG-1s 90 −
a,c

© l l ll l l

Thermococcus barossii SHCK-94t 83 −
c l ll ll © l l

Thermococcus siculi RG-20u 85 −
c l ll ll © l l

Thermococcus radiotolerans EJ2v 88 −
c l ll ll © l l

Thermococcus profundus DT 5432w 80 −
a,c l l ll © l l

Thermococcus indicus IOH1x 80 ND l ll ll © l l

Thermococcus camini IRI35cy 80 – l ll ll l l

Thermococcus gorgonarius W-12z 88 −
c

© l l

Palaeococcus pacificus DY20341aa 83 +c l l ll ll l l
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in a redox cascade involving NAD(P)H-dependent thioredoxin
reductase (TrxR) and protein disulfide oxidoreductase (Pdo) as
the electron donors (Lim et al., 2017). In the absence of S0, SurR
remains reduced, binds to GTTn3AAC(n5GTT), promotes the
transcription of mbh and sh genes, and represses the expression of
mbs and nsr genes (Lipscomb et al., 2009). Thermococci with the Frh
hydrogenase also can reduce TrxR using H2 as the electron donor
(Jung et al., 2020).

5. Abiotic formate in hydrothermal
vents

5.1. Formate production in hydrothermal
fluids

Abiotic formation of formate, carbon monoxide, methane, and
hydrocarbons in hydrothermal vents is of interest as potential
growth substrates for microbes. Methane and hydrocarbons in
vents were suggested to form through Fischer-Tropsch type
reactions [(2n + 1)H2 + nCO → CnH2n+2 + nH2O] or
leach from fluid inclusions in plutonic rocks (Berndt et al.,
1996; Horita and Berndt, 1999; McCollom and Seewald, 2001;
McDermott et al., 2015). In contrast to hydrocarbons, there is a
strong thermodynamic drive toward rapid C-H-O equilibrium in
hydrothermal fluids within hours to days. Kinetic barriers preclude
the formation of CH4 in this equilibrium (Shock, 1990). This
permits the creation of metastable formate species (H2 + CO2
↔ HCOOH), CO (HCOOH ↔ CO + H2O), formaldehyde
(HCOOH + H2 ↔ CH2O + H2O), and methanol (CH2O + H2 ↔

CH3OH) through the sequential reduction of CO2 using H2 as the
reductant (Seewald et al., 2006).

The abundance of formate in chemical equilibrium with
dissolved inorganic carbon is strongly dependent on H2
concentration, pH, and temperature (McCollom and Seewald,
2003; Seewald et al., 2006). In a gold-titanium reaction cell,
HCOO− was formed from CO2 at 300◦C and 350 bar in less
than 24 h from H2 generated from hydrothermal alteration of
olivine serving as the reductant (McCollom and Seewald, 2001).
In a separate study, incubation of a 175 mmol/kg HCOOH
solution at 300◦C and 350 bar in the gold reaction cell led to near
complete conversion to H2 and CO2 within 48 h, CO reached
0.83 mmol/kg, and HCOO− + HCOOH (or 6HCOOH) decreased
to 0.38 mmol/kg (Seewald et al., 2006). Reducing the temperature
to 200◦C and then to 150◦C each led to an increase in 6HCOOH,
a decrease in CO, and C-H-O equilibrium within 115 h and 71 h,
respectively. Injection of 172 mmol/kg CO led to production of H2,
6CO2, and 6HCOOH, and decreasing CO. Alkaline conditions
favored the formation of HCOOH, HCO3

−, and CO3
2− (Seewald

et al., 2006). Therefore, the abundance of formate, CO, and
CH3OH in seafloor hydrothermal systems will be regulated by
the residence times of fluids in reactions zones, and physical and
chemical conditions in the subsurface environments.

Formate is also generated across a pH gradient of more
than three pH units using a mineral precipitate bridge at the
interface of two fluids (Hudson et al., 2020). This may be relevant
to the formation of formate on the early Earth or possibly in
extraterrestrial oceans where high pH serpentinized fluids are
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FIGURE 3

Formate dehydrogenase, hydrogenase, and formate transporter proteins and their reactions that are found in Thermococci. Formate hydrogenlyase
(Fhl) catalyzes membrane-bound oxidation of formate to H2 and CO2. NAD(P)H: formate dehydrogenase (Nfd) catalyzes cytoplasmic oxidation of
formate coupled with reduction of NAD(P)+. The hydrogenases catalyze the following reactions: membrane-bound oxidation of ferredoxin (Fd)
coupled with H2 production (Mbh), cytoplasmic H2 oxidation coupled with reduction of NAD(P)+ (Sh), and cytoplasmic H2 oxidation (Frd) coupled
with reduction of thioredoxin reductase (TrxR). Fd and NAD(P)H are cytoplasmic electron carriers. TrxR is part of the redox cascade for sulfur
response regulation using SurR. Created with BioRender.com.

emitted into an acid ocean. Under standard conditions, the
generation of formate from H2 and CO2 is not thermodynamically
favorable. However, H2 in synthetic alkaline vent fluid (pH 12.3)
passed electrons to dissolved CO2 in a synthetic acid ocean (pH
3.9) at 25◦C through a Fe(Ni)S mineral interface generating 1.5 µM
HCOO− in the ocean fluid (Hudson et al., 2020). Isotopic labeling
showed that protonation occurred using H2O on the ocean side of
the interface, not H2 on the vent side. Weakening the pH gradient
led to decreased concentrations of HCOO− produced. Nickel in
the precipitate is a crucial part of the reduction mechanism as
HCOO− yield dropped below detection without Ni in the ocean
precipitation fluid.

5.2. Formate concentrations in
hydrothermal fluids

There have been very few measurements of formate in
natural hydrothermal fluids due in part to the analytical difficulty
of measuring formate at low concentrations (Schink et al.,
2017). Formate has been measured mostly at sites with high
H2 concentrations such as at the Lost City, Von Damm, and
Piccard hydrothermal vent sites and were 36–669 µM (Table 1).
Formate and H2 were also measured at Snake Pit and TAG
hydrothermal vents, which are mafic hydrothermal vents on
the Mid-Atlantic Ridge, where formate concentrations were 1–
2 nM and H2 concentrations were 0.08–2.4 µM (Konn et al.,
2022). At ultramafic sites, formate concentrations are generally

10–100 fold lower than that of H2 at the same site (Lang
et al., 2010; McDermott et al., 2015) while at mafic sites the
formate concentration is often more than 1,000 fold lower than
the H2 concentration (McDermott et al., 2018; Konn et al.,
2022).

6. Formate use by methanogens

6.1. Free formate use for de novo purine
biosynthesis

Methanocaldococcus jannaschii was shown to incorporate
14C-formate into biomass during growth (Sprott et al., 1993),
which may be used in part for de novo purine biosynthesis.
Inosine monophosphate (IMP) is a precursor for adenine
and guanine synthesis for purine biosynthesis and is made
from ribose-5-phosphate (Figure 4). In most organisms, the
pathway intermediates glycinamide-ribose-5-phosphate (GAR)
and aminoimidazole carboxamide-ribose-5-phosphate (AICAR)
are formylated using N10-formyl-tetrahydrofolate as the formyl
donor. However, the genes for these enzymes are absent in
Methanococci and Methanopyri and are replaced with genes that
encode for enzymes that use free formate and energy from
ATP to formylate their substrates (White, 1997; Brown et al.,
2011). These enzymes are formylglycinamide-ribose-5-phosphate
synthetase (PurT) and forminido imidazole carboxamide-ribose-5-
phosphate synthetase (PurP) (Figure 4). M. jannaschii was shown
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to have PurP activity and that it produced free 13C-formate in the
cell when incubated with H2 and H13CO3 (Ownby et al., 2005).
Herein, a genome survey of the eleven extremely thermophilic
methanogens showed that all the organisms have homologs for
purP and all but M. kandleri have homologs for purT (Table 2 and
Supplementary Table 1). This suggests that these organisms have a
mechanism for formate synthesis.

6.2. Formate dehydrogenases in
Methanococci and Methanopyri

Nine of the 11 Methanococci and Methanopyri genomes have
genes that encode for a cytoplasmic formate dehydrogenase
(Table 2 and Supplementary Table 1). Formate dehydrogenases
catalyze the reversible oxidation of formate to CO2 using various
electron acceptors. The catalytic α subunit (FdhA) contains
tungsten, selenocysteine, and a (Fe4-S4) cluster as cofactors while
the β subunit (FdhB) contains three (Fe4-S4) clusters (Niks
and Hille, 2019). FdhAB in Methanococci and Methanopyri is
homologous to two formate dehydrogenases in the mesophilic
methanogen Methanococcus maripaludis, also a Methanococci,
that use coenzyme F420 as their redox partner (Figure 2;
Wood et al., 2003; Lupa et al., 2008). M. maripaludis grows
hydrogenotrophically on H2 and CO2 but also grows on formate
in their absence (Jones et al., 1983b). When fdhA1 was mutated
in M. maripaludis, the organism was unable to grow on
formate and formate dehydrogenase activity in cell extracts was
undetectable (Lupa et al., 2008). Observations with hydrogenase
mutants in M. maripaludis suggest that coenzyme F420 is an
intermediate in formate-to-H2 conversion (Lupa et al., 2008). An
M. maripaludis1fdhA11fdhA2 double mutant grown in purine-
free defined medium grew as well as the wild-type strain suggesting
that formate dehydrogenase is not essential for de novo purine
biosynthesis (Wood et al., 2003). The absence of fdhAB genes
in Methanocaldococcus infernus and Methanofervidicoccus abyssi
(Table 2 and Supplementary Table 1) also supports the idea that
formate dehydrogenase is not essential for purine biosynthesis.
However, it is likely that H2 and coenzyme F420 are electron donors
for formate production and can help meet the cellular demand for
formate for purine biosynthesis.

The formate dehydrogenase (FdhA1B1) from M. maripaludis
also forms an enzyme complex with heterodisulfide reductase,
the soluble hydrogenase Vhu, and formylmethanofuran
dehydrogenase (Figure 2; Costa et al., 2010). It was necessary
for the organism’s growth on formate but not on H2 (Costa
et al., 2010). Therefore, in addition to coenzyme F420 reduction,
this formate dehydrogenase also oxidizes formate to reduce the
heterodisulfide coenzyme M-coenzyme B and ferredoxin through
electron bifurcation. Coenzyme M, coenzyme B, and ferredoxin are
cytoplasmic electron carriers in these methanogens. Expression of
the second formate dehydrogenase gene (fdhA2) in M. maripaludis
increased when cells were grown under H2 limited conditions
but was unchanged under formate limited conditions (Costa
et al., 2013) and was not required for growth on formate (Lupa
et al., 2008) suggesting that this isoenzyme may have a separate
physiological function.

6.3. Formate transporters in
Methanococci

For extremely thermophilic methanogens, it appears that
a formate transporter is required for growth on formate.
Formate transporters import or export formate across the
cytoplasmic membrane and require co-translocation of a H+

(Figure 2). Three thermophilic methanogens in our survey
(Methanotorris formicicus, Methanothermococcus okinawensis, and
Methanothermococcus thermolithotrophicus) grew on formate in
the absence of H2 and CO2 but not any of the other methanogens
examined (Table 2). Each of these methanogens that grew on
formate has a gene that encodes for a membrane-bound formate
transporter (fdhC) in its genome, which is absent in all other
methanogens examined, except for Methanocaldococcus fervens
which was not tested for growth on formate (Table 2 and
Supplementary Table 1). M. maripaludis has an fdhC gene in
an operon with fdhA1B1 (Sattler et al., 2013). In M. fervens and
M. okinawensis, the formate transporter gene fdhC appears to be
in the same operon as fdhAB suggesting they are co-transcribed
(Supplementary Table 1).

7. Formate use by Thermococci

7.1. Free formate use for de novo purine
biosynthesis

Like Methanococci, all Thermococci lack the enzymes that
use N10-formyl-tetrahydrofolate as the formyl donor for de novo
purine biosynthesis (Brown et al., 2011). Instead, most Thermococci
use formate-dependent enzymes (PurT and PurP) for de novo
purine biosynthesis (Figure 4, Table 3, and Supplementary
Table 2). Therefore, they depend on a source of free formate
in the cell for de novo synthesis. However, some Thermococcus
species (T. paralvinellae, T. barophilus CH5, T. onnurineus, and
T. gorgonarius) lack most or all the genes for the purine biosynthesis
pathway (Brown et al., 2011) and likely rely on environmental
sources of purines.

7.2. Formate dehydrogenases in
Thermococci

All 30 Thermococci genomes have at least one copy of the gene
that encodes for the catalytic α subunit of formate dehydrogenase
(FdhA) either in the form of formate hydrogenlyase, NAD(P)+-
dependent formate dehydrogenase, or the catalytic subunit alone
(Table 3 and Supplementary Table 2). The phylogeny of
FdhA in extremely thermophilic Methanococci, Methanopyri, and
Thermococci showed one clade for Methanococci and Methanopyri
and five clades among the Thermococci (Figure 5). In Thermococci,
hydrogenase operons often flank fdhA-containing operons in the
genome (Figure 6 and Supplementary Table 2) suggesting a close
association between formate and H2 in these organisms. In Groups
1 and 2 in Figure 5, fdhA was encoded in an operon with a
formate transporter gene. For Group 1, in nearly all instances,
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FIGURE 4

Biochemical pathway for de novo purine biosynthesis using free formate as the source of the formyl group (after Brown et al., 2011).

the fdhA-containing operon was immediately downstream from
an frh operon and immediately upstream from one or two
mbh operons on the same DNA strand suggesting that they
may be co-transcribed (Figure 6). In Group 1A, fdhA was
encoded in a formate hydrogenlyase (fhl) operon (Kim et al.,
2010; Topçuoğlu et al., 2018; Le Guellec et al., 2021; Table 3;
Supplementary Table 2). This enzyme reversibly couples formate
oxidation to H2 evolution on the cytoplasmic membrane with
concomitant H+/Na+ translocation across the membrane via
antiporter modules (Figure 4; Kim et al., 2010; Lim et al., 2014).
In Group 1B, fdhA was encoded in a NAD(P)+-dependent formate
dehydrogenase (nfd) operon (Figure 6). This soluble enzyme
catalyzes the reversible oxidation of formate using NAD(P)+ or
ferredoxin as its redox partner (Le Guellec et al., 2021; Yang et al.,
2022; Figure 4). In Group 2, fdhA was encoded in an nfd operon
but neighbored an sh operon in the genome instead of frh and mbh
operons (Figure 6). These nfd and sh operons are transcribed in
opposite directions from the same intergenic spacer region.

The fdhA from Groups 3 and 4 are in fhl operons that lack a
formate transporter gene. In Group 3, the fhl operon was next to
an sh operon (Figure 6). These fhl and sh operons are transcribed
in opposite directions from the same intergenic spacer region.
In Group 4, the fhl operon did not neighbor any hydrogenase
operons in the genome, and in Group 5 the fdhA gene was the
only formate dehydrogenase-related gene present in the genome
(Figure 6). Often these solo genes in Group 5 are near the purine
biosynthesis genes in genome sequences (Supplementary Table 2).
In T. sibiricus, nearly all the genes for de novo purine biosynthesis
(purFCMTEDPSQL) and fdhA are next to each other in the genome,
although they are not all on the same DNA strand (Figure 6).
In these organisms, it is unknown if fdhA alone encodes for a
functional formate dehydrogenase or what the redox partner is for
this putative enzyme. However, it is plausible that it might be used

to produce formate for purine biosynthesis when other formate
dehydrogenases and formate transport proteins are absent.

7.3. Formate transporters in Thermococci

Under defined growth conditions, 11 of the 30 Thermococci
strains analyzed either oxidized added formate as an energy source
(plus trace levels of organic compounds as a carbon source) and
produced H2 (Kim et al., 2010; Topçuoğlu et al., 2018) or secreted
formate when grown on organic compounds in the presence of
high background H2 and the absence of added formate (Hensley
et al., 2016; Topçuoğlu et al., 2018; Le Guellec et al., 2021). These 11
strains are the only Thermococci in the survey that have a formate
transporter gene (Table 3). The other 19 Thermococci lack this gene
and were unable to grow on formate or secrete formate (Kim et al.,
2010; Le Guellec et al., 2021). Therefore, it appears that a formate
transporter is required for Thermococci to secrete formate or, like
Methanococci, for growth of Thermococci on formate. The presence
of a formate transporter gene or transcript should be a criterion
when determining if Methanococci or Thermococci are potentially
using or producing formate in their natural habitat.

7.4. Formate production versus
consumption by Thermococci in nature

The standard Gibbs energy for interconversion between
formate and H2 + CO2 is small; therefore, the direction of the
reaction is highly dependent upon the relative concentrations
of formate and H2 in the environment (Schink et al., 2017;
Le Guellec et al., 2021). Le Guellec et al. (2021) calculated
that CO2 reduction to formate using H2 is thermodynamically
more favorable than formate oxidation to H2 and CO2 at
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FIGURE 5

Phylogenetic tree based on catalytic subunit alpha (FdhA) for the various formate dehydrogenases found in extremely thermophilic Methanococci,
Methanopyri, and Thermococci. The phylogeny of FdhA was inferred by using a maximum likelihood method and Jones-Taylor-Thornton (JTT)
matrix-based modeling (Jones et al., 1992). After 1000 bootstrap constructions, the tree with the highest log likelihood (–31,270.37) is shown, with
values next to nodes indicating the percentage of reconstructions in which the topology was preserved (values < 70% are omitted for clarity). There
were a total of 736 positions in the final dataset. Branch lengths are to scale and indicate the number of substitutions per site. GenBank/EMBL/DDBJ
open reading frame numbers are included in parentheses. Evolutionary analyses were conducted in MEGA11 (Tamura et al., 2021). Clade associations
with operon arrangements on the genomes and the presence of a formate transporter or putative regulatory elements are shown.

Lost City, Von Damm, Rainbow, Lucky Strike, Snake Pit, and
Ashadze 1 hydrothermal vent sites based on relative formate
and H2 concentrations in hydrothermal fluids. The physiological
response of Thermococcus is in keeping with this idea. Growth
of T. paralvinellae on a sugar or peptides when sparged
with H2 led to higher levels of fhl1 expression and higher
formate secretion relative to cultures sparged with N2 (Topçuoğlu
et al., 2018). It was concluded that fhl and nfd expression
in Thermococci is primarily for the purpose of ameliorating
H2 inhibition rather than for growth on formate (Topçuoğlu
et al., 2019; Le Guellec et al., 2021). Thermococci would
require an environment where formate concentrations exceed H2
concentrations to grow on formate. The formate produced by
Thermococci may supplement the growth of Methanococci even

when Thermococci produce H2, as is observed with fermenter-
methanogen relationships in mesophilic environments (Schink
et al., 2017).

8. Transcriptional regulation of
formate dehydrogenase genes

8.1. Transcriptional regulation in
Methanococci

Formate consumption in Methanococci is closely associated
with H2 use in the cell. Therefore, a question that arises is whether

Frontiers in Microbiology 11 frontiersin.org17

https://doi.org/10.3389/fmicb.2023.1093018
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/


fmicb-14-1093018 February 28, 2023 Time: 16:36 # 12

Holden and Sistu 10.3389/fmicb.2023.1093018

FIGURE 6

Operon and gene maps for Thermococci containing operons for formate hydrogenlyase (fhl), NAD(P)H: formate dehydrogenase (nfd), membrane
hydrogenase (mbh), soluble hydrogenase (sh), and F420-reducing-like hydrogenase (frh) (Groups 1–4) and genes for the catalytic subunit of formate
dehydrogenase (fdhA), and purine biosynthesis (pur) (Group 5). Also shown are the locations of SurR binding sites (S), the tetR gene for
transcriptional regulation, and the operons containing a formate transporter (FT) gene. The top scale bar is for the Group 1–4 operons; the bottom
scale bar, the genes for Group 5.

formate or H2 regulates fdhAB expression in these organisms. The
thermophilic methanogen Methanobacterium thermoformicicum
grows on H2 and CO2 as well as separately on formate. It
has a formate transporter gene (fdhC) directly upstream of its
formate dehydrogenase genes (fdhAB) (Nolling and Reeve, 1997).
Transcripts of fdhCAB were present in M. thermoformicicum at
all growth stages when grown on formate. When grown on H2
and CO2, fdhCAB transcripts were barely detectable in early
exponential growth phase but increased dramatically as cells
approached late exponential growth phase in a closed batch system
when H2 became more limiting. Similarly, fdh expression in
M. maripaludis was controlled by the presence of H2 and not
formate (Wood et al., 2003). Using fdhC-lacZ gene fusions, β-
galactosidase activity increased in M. maripaludis cells grown on
H2 and CO2 as they approached late exponential growth phase,
again when H2 became limiting. When grown on formate, β-
galactosidase activity was higher in cells with N2 and CO2 in the
headspace relative to those with H2 and CO2 in the headspace. β-
galactosidase activity increased in cells grown on formate plus H2
and CO2 after the H2 and CO2 was replaced mid-growth phase with
N2 and CO2.

In M. maripaludis, genes for a putative response regulator
and a histidine kinase are directly upstream of fdhC, which is
three genes upstream of fdhA1B1 and part of a putative five-gene
operon (Sattler et al., 2013). Random mutagenesis showed that
disruption of this putative response regulator led to slower growth
of M. maripaludis on formate relative to the wild type. It also led to
increased fdhA1 transcriptional abundance regardless of whether

H2 and CO2 or formate was the growth substrate. Impairment of
derepression of the fdhC-fdhA1B1 operon is a plausible explanation
(Sattler et al., 2013). Therefore, H2 present at high concentrations
may interact with the histidine kinase and activate the response
regulator in a two-component regulatory system that represses
fdhC-fdhA1B1 expression, which is derepressed when H2 levels are
low or absent.

8.2. Transcriptional regulation in
Thermococci

Very little is known about transcriptional regulation of the fhl
and nfd operons in Thermococci. Group 1 Thermococci genomes
(Figure 6) encode syntenic frh, either fhl or nfd, and mbh operons
with a formate transporter gene encoded in the fhl or nfd operon
(Figure 6). These frh, fhl, nfd, and mbh operons each have
GTTn3AAC(n5GTT) in their promoter region just upstream of
BRE/TATA RNA polymerase binding sites suggesting they are also
regulated and promoted by the sulfur response regulator protein
SurR (see Section “4.2. Growth of Thermococci with and without
S0”). Furthermore, Frh was shown to oxidize H2 and reduce TrxR
(Jung et al., 2020), which reduces SurR via Pdo, suggesting that
it might serve as a regulatory hydrogenase that promotes frh,
fhl, nfd, and mbh expression when H2 concentrations increase
in the cell. Therefore, like Methanococci, H2 abundance appears
to regulate formate use in Thermococci. A remaining question is
whether formate also regulates gene expression in Thermococci. In
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T. paralvinellae, expression of the Group 1A fhl operon containing
the formate transporter gene increased when cells were grown on
formate relative to growth on maltose or peptides while expression
of mbh either remained unchanged or decreased (Topçuoğlu
et al., 2018). This suggests that in addition to SurR regulation,
formate either directly or indirectly regulates gene expression in
T. paralvinellae as well. Validation and the mechanism of this
putative regulation is yet to be determined.

None of the promoter regions for the nfd, fhl, or sh operons
in Groups 2–4 had a SurR nucleotide binding sequence. All
but one of the Group 4 fhl operons have a gene encoding
for a TetR/AcrR family transcriptional regulator that is ∼350
nucleotides upstream of and transcribed in the same direction
as the fhl operon (Supplementary Table 2). TetR/AcrR family
transcriptional regulators are one-component systems where a
single protein contains both a sensory domain and a DNA-
binding domain (Cuthbertson and Nodwell, 2013). They are
widely associated with antibiotic resistance and the regulation
of genes encoding small molecule exporters and are usually
encoded alongside target operons (Colclough et al., 2019). In
T. paralvinellae, expression of the Group 4 fhl operon decreased
when cells were grown on formate relative to growth on maltose or
peptides (Topçuoğlu et al., 2018). The mechanism for regulation of
Group 2–5 formate dehydrogenase-related genes is unknown.

9. Conclusion

Formate and H2 are linked both in hydrothermal vent
environments and in the metabolisms of extremely thermophilic
Methanococci and Thermococci. Methanococci prefer H2 oxidation
to formate oxidation but appear to switch to the latter when H2 is
limiting. Similarly, Thermococci appear to prefer H2 production to
formate production but switch to the latter when H2 is excessive
and inhibitory. H2 is typically far more abundant than formate in
hydrothermal vent fluids suggesting that in high H2 environments
formate is unlikely to be used by Methanococci and Methanopyri
for growth. However, in hydrothermal environments that are very
low H2 environments but rich in organic compounds, Thermococci
may produce H2 and formate that are then used to support the
growth of extremely thermophilic methanogens. Understanding
where, when, and how formate is used by extreme thermophiles
in nature is largely unknown and an area of future research.
Furthermore, our understanding of transcriptional regulation of fhl
and nfd in Thermococci is nascent. A key question is if and how
formate influences gene expression, especially in concert with SurR
regulation of hydrogenases and sulfur responsive genes.
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Hot spring outflow channels provide geochemical gradients that are reflected

in microbial community compositions. In many hot spring outflows, there is a

distinct visual demarcation as the community transitions from predominantly

chemotrophs to having visible pigments from phototrophs. It has been

hypothesized that this transition to phototrophy, known as the photosynthetic

fringe, is a result of the pH, temperature, and/or sulfide concentration gradients

in the hot spring outflows. Here, we explicitly evaluated the predictive capability

of geochemistry in determining the location of the photosynthetic fringe in

hot spring outflows. A total of 46 samples were taken from 12 hot spring

outflows in Yellowstone National Park that spanned pH values from 1.9 to 9.0

and temperatures from 28.9 to 92.2◦C. Sampling locations were selected to be

equidistant in geochemical space above and below the photosynthetic fringe

based on linear discriminant analysis. Although pH, temperature, and total sulfide

concentrations have all previously been cited as determining factors for microbial

community composition, total sulfide did not correlate with microbial community

composition with statistical significance in non-metric multidimensional scaling.

In contrast, pH, temperature, ammonia, dissolved organic carbon, dissolved

inorganic carbon, and dissolved oxygen did correlate with the microbial

community composition with statistical significance. Additionally, there was

observed statistical significance between beta diversity and the relative position

to the photosynthetic fringe with sites above the photosynthetic fringe

being significantly different from those at or below the photosynthetic fringe

according to canonical correspondence analysis. However, in combination, the

geochemical parameters considered in this study only accounted for 35% of

the variation in microbial community composition determined by redundancy

analysis. In co-occurrence network analyses, each clique correlated with either

pH and/or temperature, whereas sulfide concentrations only correlated with

individual nodes. These results indicate that there is a complex interplay between

geochemical variables and the position of the photosynthetic fringe that cannot

be fully explained by statistical correlations with the individual geochemical

variables included in this study.
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1. Introduction

In hot spring outflow channels, there is a visual transition from
predominantly chemotrophic microbial communities to those with
larger contributions from phototrophs. This transition is marked
by the occurrence of green, orange, yellow, brown, and/or purple
pigments in biofilms associated with chlorophylls, carotenoids,
and/or phycobiliproteins (Cox et al., 2011). The first transition to
pigmented organisms is referred to as the photosynthetic fringe
(Shock and Holland, 2007). This visual transition corresponds to
geochemical transitions as the hot spring water flows away from
its source and begins to cool and equilibrate with the atmosphere.
This process leads to more oxygenation and increased pH as
CO2 degases, among other geochemical changes (Nordstrom et al.,
2005).

Previous studies have attributed the visual appearance of
the photosynthetic fringe to concurrent changes in geochemistry
that are more conducive to phototrophs in hot spring outflows.
Temperature, pH, and sulfide concentrations have been suggested
as limiting factors of photosynthesis in hot spring outflows (Cox
et al., 2011; Boyd et al., 2012; Hamilton et al., 2012). Previous
work established an upper limit of photosynthesis between 73
and 75◦C across environments (Kempner, 1963; Brock and
Brock, 1966; Brock, 1978; Castenholz, 1969). However, the upper
temperature limit of photosynthesis depends on pH (Cox et al.,
2011; Boyd et al., 2012; Fecteau et al., 2022) and is reduced
to ∼56◦C under acidic conditions (Doemel and Brock, 1970,
1971). Though the upper temperature limit for photosynthesis was
established based on observation, culture work, microbial activity,
and pigment studies, the advent of sequencing methods challenges
these earlier findings. Additionally, the reason for the upper
temperature limit for photosynthesis is still debated. Possible limits
on photosynthesis based on temperature include protein instability
and the functionality of the CO2-assimilating mechanism (Brock
and Brock, 1966; Meeks and Castenholz, 1978). It is also uncertain
why the temperature limit is lower in acidic conditions, but it is
most likely due to the dominant phototrophs transitioning from
bacteria to comparatively less thermotolerant eukaryotes at lower
pH (Boyd et al., 2012; Fecteau et al., 2022). Sulfide concentration
may also be a limiting factor for photosynthesis due to sulfide’s
ability to bind to metalloproteins and block electron flow to
photosystem II (Oren et al., 1979; Miller and Bebout, 2004).

In the phototrophic communities of hot spring outflows
in Yellowstone National Park (YNP), the composition of
phototrophs changes with pH. In the phototrophic mats
below the photosynthetic fringes of basic springs (pH > 7),
the microbial communities consist predominantly of bacterial
phototrophs, including Cyanobacteria and filamentous anoxygenic
phototrophs (Inskeep et al., 2013; Bennett et al., 2022). The
predominance of bacterial phototrophs in basic hot spring
outflows has been supported by 16S rRNA gene sequencing,
metagenomic sequencing, and in situ studies of bicarbonate
and nitrogen fixation (Ward et al., 1990; Steunou et al., 2008;
Klatt et al., 2011; Thiel et al., 2016). Below the photosynthetic
fringe of acidic outflows (pH < 4), the phototrophs are typically
eukaryotic and include acidophilic algae such as Cyanidioschyzon
(Toplin et al., 2008; Skorupa et al., 2013). Both eukaryotic and
bacterial phototrophs have been identified in the phototrophic
mats of acidic to circumneutral hot springs (pH 4–7), combining

the likes of Cyanobacteria and Cyanidioschyzon (Fecteau et al.,
2022). Thus, in hot spring environments there exists a trend in
microbial community composition from prokaryotic to eukaryotic
phototrophs as pH decreases (Brock, 1973; Bennett et al., 2022;
Fecteau et al., 2022).

The predominantly chemotrophic communities above the
photosynthetic fringe of hot spring outflows also vary with
pH (Swingley et al., 2012; Inskeep et al., 2013; Colman et al.,
2016; Lindsay et al., 2018). In general, according to quantitative
PCR amplification of 16S rRNA genes, Archaea dominate in
the chemotrophic communities of acidic hot springs, whereas
Bacteria are dominant in the chemotrophic communities of
basic hot springs (Colman et al., 2018). In acidic hot springs
(pH < 4), predominant archaeal constituents are Sulfolobales,
Desulfurcoccales, and Thermoproteales (Inskeep et al., 2013;
Colman et al., 2018). The predominant bacteria in acidic
hot springs include Aquificales, Thermales, Firmicutes, and
Proteobacteria (Inskeep et al., 2013; Colman et al., 2016).
However, it should be noted that Aquificales and Proteobacteria
are predominant bacterial constituents in hot spring outflows
regardless of pH. These previous studies have provided
characterizations of chemotrophic community compositions
and implicate the importance of pH on the composition of the
community.

The distinct compositions of microbial communities along
hot spring outflows have been linked to differences in the
concentrations of dissolved inorganic carbon (DIC) and dissolved
organic carbon (DOC). Havig et al. (2011) investigated the presence
versus absence of various carbon fixation pathways and connected
the findings back to changes in carbon isotope fractionation (113C)
data as well as DIC and DOC concentrations. In the outflow of a
basic spring, “Bison Pool,” also discussed in this study as hot spring
“BP,” 113C measurements of the biofilm became more negative
down the outflow, indicating a possible shift in carbon fixation
strategies (Havig et al., 2011). Additionally, DIC was observed to
decrease down the outflow while DOC increases. Generally, DIC
concentrations are dependent on CO2 input from the hydrothermal
source and decrease down hot spring outflows as CO2 degasses
and is microbially fixed. In contrast, DOC generally increases down
the outflow, and, in the case of “Bison Pool,” this is attributed
to meteoric water input from the surrounding meadow (Swingley
et al., 2012). In the “Bison Pool” outflow, the increase in DOC was
connected to a transition in the microbial community composition
from chemoautotrophs at the highest temperatures to heterotrophs
and phototrophs further downstream, implicating the importance
of DIC/DOC in the composition of the microbial community
(Swingley et al., 2012).

Nitrogen availability in YNP hot spring outflows also
contributes to the microbial community composition. According to
isotopic observations by Havig et al. (2011), measurable N-fixation
only occurs at and below the photosynthetic fringe of the “Bison
Pool” outflow. This limitation on N-fixation was reflected in the
distribution of nitrogen fixation (nif ) genes only at and below
the photosynthetic fringe. In contrast, the expression of nif genes
was observed above the photosynthetic fringe at “Mound Spring,”
also discussed in this study as hot spring “MN” (Loiacono et al.,
2012). nif genes have also been identified in acidic to circumneutral
springs, suggesting that nitrogen fixation is not limited by pH
in hot spring ecosystems (Hamilton et al., 2011a). This was
supported further by enrichment of diazotrophs from acidic YNP
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hot springs that were shown to fix nitrogen in situ via acetylene
reduction assays (Hamilton et al., 2011b). In contrast, amoA, a
gene associated with ammonia oxidation, is predominantly found
in circumneutral to basic hot springs, and ammonia-oxidizers have
only been enriched from circumneutral to basic YNP hot springs
(De la Torre et al., 2008; Hatzenpichler et al., 2008; Hamilton
et al., 2011b; Boyd et al., 2013). It is hypothesized that ammonia-
oxidizers outcompete diazotrophs in circumneutral to basic hot
springs, consuming the bioavailable nitrogen, thereby producing a
downstream niche for diazotrophs (Hamilton et al., 2014). Genetic
and geochemical analyses both implicate nitrogen as a determining
factor for microbial community composition in YNP hot spring
outflows.

In this study, 12 hot spring outflows in YNP were selected
for sampling above, at, and below the photosynthetic fringe
spanning temperatures from 28.9 to 92.2◦C, pH from 1.9 to
9.0, and sulfide concentrations from below the detection limit
(<0.15 µmolal) to 52.6 µmolal (Supplementary Table 1). Due to
this sampling scheme, each of the 12 hot spring outflows differ
in both geochemical and microbiomic diversity and complexity,
in addition to differing in history and geographic location. Site
selection used linear discriminant analysis (LDA) of multiple
geochemical parameters to estimate equidistant geochemical
space above and below the visual photosynthetic fringe, for a
total of 46 samples. Communities in sample sites above the
photosynthetic fringe were expected to consist predominantly
of chemotrophs, while those below the photosynthetic fringe
were expected to contain a larger contribution of phototrophs.
Samples at the photosynthetic fringe provided insight into
the transition between the predominantly chemotrophic to the
phototroph-containing microbial communities. From each sample
site, geochemical measurements were taken including temperature,
pH, conductivity, total sulfide, total dissolved silica, ferrous iron,
dissolved oxygen gas (DO), DOC, DIC, and major cation and
anion concentrations (Supplementary Tables 1, 2). In addition,
16S rRNA gene sequencing was performed using a sediment slurry
from each sample location to determine the microbial community
composition along the hot spring outflows (Supplementary
Table 3). In combination, the geochemical measurements and
sequencing data provide insights into how both the microbial
community and the geochemistry change and interact down hot
spring outflows and across the photosynthetic fringe. However, we
find collapsing the complexity of these hot spring outflows into a
list of geochemical variables was insufficient to determine the exact
position of the photosynthetic fringe in geochemical space.

2. Materials and methods

2.1. Sample site selection via LDA

Sampling locations (Supplementary Table 1) were determined
by linear discriminant analysis (LDA), in which at least
three samples were collected to represent locations below
(chemosynthetic and photosynthetic), at (fringe), and above
(chemosynthetic) the photosynthetic fringe in hot spring outflow
channels, though additional samples were taken at several sites
to provide additional biogeochemical context. The LDA model

(Equation 1) was trained to separate samples into photosynthetic
and non-photosynthetic classes based on 20 variables measured
across 56 samples collected from twenty-nine geochemically
diverse hot springs in previous years. The 20 variables selected
to construct the LDA model were chosen based on perceived
biological relevance, specifically, temperature, pH, conductivity,
DIC, DOC, DO, Fe(II), sulfide, phosphate, total ammonia,
and total dissolved Mg, Co, Ni, Cu, Zn, As, Mo, Cd, W, and
Pb. Fe(II) was used in place of total Fe because Fe(II) could
be measured in the field spectrophotometrically. Additionally,
representative variables were chosen per element, for example,
total ammonia is representative for nitrogen species. Samples
above the photosynthetic fringe tend to have greater negative
LDA scores, while samples below tend to have greater positive
scores. Photosynthetic fringe positions were determined visually
when possible and by LDA when not discernable by eye. When
testing the LDA model on 381 previously collected samples,
where photosynthesis had been identified by the visual presence
of photosynthetic pigments, an LDA score of 0.13 predicted
photosynthetic and non-photosynthetic samples with the fewest
number of false positives and negatives. In outflow channels
where the fringe was not apparent, the location of the fringe was
estimated by choosing a location where the LDA score was close
to or equal to 0.13 based on temperature, pH, and conductivity
measured in the field combined with historical data for the
remaining 17 variables in the LDA model. In the outflow of CF
and MO, the photosynthetic fringe was apparent but occurred at
different temperatures throughout the hot spring outflow, hence
multiple samples were taken throughout the outflows to account
for these variations. Sampling locations were chosen such that
they were chemically equidistant from the fringe as estimated
by the LDA model. In other words, sampling was carried out
such that the difference in LDA scores between the at and below
samples was equal to the difference between above and at scores.
The LDA model was trained using the lda function in the MASS
package in R (RRID:SCR_019125) (Venables and Ripley, 2002;
R Core Team, 2013).

Equation 1.

Line 1 : LDA score = 1.028E− 1 pH + 6.769E− 5 conductivity

(µS)− 6.12E − 2 temperature (◦C)

Line 2 : + 2.037E − 4 DIC (mg C/L) + 7.199E − 3 DOC

(mg C/L) + 1.746E − 1 DO (ppm)

Line 3 : − 2.610E− 2 Fe(II) (ppm)− 9.36E− 5 6HS −(ppb)

− 2.242E−2 6PO3−
4 (ppm)

Line 4 : − 1.615E − 3 6NH+4 (ppm)− 2.57E− 5 6Mg (ppb)

− 2.01E− 2 6Co (ppb)

Line 5 : + 2.39E− 2 6Ni (ppb) + 2.89E− 3 6Cu (ppb)

Line 6 : − 2.77E− 3 6Zn (ppb) − 2.35E− 4 6As (ppb)

− 6.35E− 3 6Mo (ppb)

Frontiers in Microbiology 03 frontiersin.org26

https://doi.org/10.3389/fmicb.2023.1176606
https://scicrunch.org/resolver/RRID:SCR_019125
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/


fmicb-14-1176606 April 28, 2023 Time: 11:32 # 4

Weeks et al. 10.3389/fmicb.2023.1176606

Line 7 : − 7.15E− 1 6Cd (ppb)+ 2.44E− 3 6W (ppb)

− 2.35E− 2 6Pb (ppb)

Sigma symbols indicate that the variable includes measured
values of total solute concentrations and includes all protonation
states and complexes.

2.2. Geochemical sampling and analyses

Temperature, pH, and conductivity were measured in the field
as previously described (Boyer et al., 2020). Temperature and
conductivity were measured using a YSI-30 portable meter (YSI,
Yellow Springs, OH, USA). Measurements of pH were obtained
using a WTW 3110 meter and SenTix 41 temperature-compensated
probes (Xylem Analytics, Weilheim, Germany) calibrated daily
at ambient temperature using buffered pH solutions. Dissolved
oxygen was measured optically using a PreSens Fibox 4 meter and a
DP-PSt3-L2.5-St10-YOP-HT sensor calibrated to 100◦C (PreSens,
Regensburg, Germany) as previously described (St Clair et al.,
2019). Total dissolved sulfide was determined via the methylene
blue method using Hach reagents and a DR1900 spectrophotometer
on unfiltered water samples and analyzed immediately after
collection.

Filtered (0.2 micron; Supor, Pall Corporation, Port
Washington, NY, USA) water samples for laboratory analyses
were collected and stored according to previously described
procedures (Fecteau et al., 2022). Samples for anions were collected
in 30 ml high-density polyethylene (HDPE) bottles that had been
soaked and rinsed with deionized water multiple times; separate
30 ml samples for cations were collected in bottles that had
been spiked with 6 M methanesulfonic acid resulting in a final
concentration of ∼20 mM. These samples were frozen at –20◦C as
soon as possible after collection and maintained at that temperature
until analysis. DIC samples were collected in acid-washed 40 ml
amber class vials and sealed with black butyl rubber septa without
any headspace. DOC samples were collected in combusted (450◦C,
24 h) 40 ml amber glass vials spiked with 0.1 ml of 85% phosphoric
acid (Thermo Scientific, Waltham, MA, USA) and sealed with
Teflon-lined septa without any headspace.

Anions (F−, Cl−, SO4
−2, Br−, NO3

−) and cations (Li+, Na+,
K+, Mg+2, Ca+2, NH4

+) were determined on separate Dionex
DX-600 4 mm ion chromatography systems using suppressed-
conductivity detection as described elsewhere (Iacovino et al.,
2020). Samples were injected via AS-40 autosamplers from 5 ml
vials (2 injections per vial) onto 100 µl or 75 µl sample loops for
anions or cations, respectively. Anions were separated using AG-
/AS-18 columns and a hydroxide concentration gradient that was
initially held isocratically at 5 mM for 10 min, followed by a non-
linear (Chromeleon curve 8) (RRID:SCR_016874) gradient applied
over 32 min to 55 mM hydroxide, after which the concentration
was kept constant at 55 mM for 7 min, reduced back to 5 mM
hydroxide over 1 min, and then the column was re-equilibrated at
5 mM hydroxide for 10 min before the next sample injection. The
flow rate was held constant at 1 ml/min. Cations were separated
isocratically using 19 mM methanesulfonic acid on CG-/CS-16
columns at 0.5 ml/min over 58 min. Suppressors were operated
in external water mode and suppressor currents were 137 and
50 mA for anions and cations, respectively. Calibration curves

were constructed from a series of dilutions of mixed-ion standards
(Environmental Express, Charleston, SC, USA) and accuracy was
verified daily by analysis of an independent mixed-ion standard
(Thermo Scientific).

Analyses of DIC and DOC were performed with a OI
Wet Oxidation TOC analyzer coupled to a Thermo Delta Plus
Advantage mass spectrometer as previously described (Havig et al.,
2011). Briefly, CO2 was generated via addition of phosphoric acid
(DIC) or sodium persulfate (DOC) and the ion chromatogram for
the molecular ion (44 m/z) was used for quantification relative
to calibration curves prepared with sodium bicarbonate (DIC) or
glycine (DOC) standards. Three sample loops with volumes of 1 ml
(calibration range 10–200 mg C L−1), 5 ml (calibration range 2–
50 mg C L−1), and 25 ml (calibration range 0.25–8 mg C L−1) were
employed to capture the range of carbon concentrations across the
sample set.

2.3. Biological sampling, extractions, and
sequencing

Hot spring outflow sediment samples were collected and
preserved for biological analyses (16S rRNA gene amplicon
sequencing and subsequent microbial community diversity
analyses). Samples were collected using a flame-sterilized spatula
into a 1.8 ml cryovial. Once samples were collected, they were
transferred into a container of dry ice and frozen until they could
be stored at−80◦C at ASU.

For DNA extraction, biological samples were homogenized,
and DNA was extracted using a ZymoBIOMICS DNA Miniprep Kit
(Catalog # D4300), binding capacity 25 µg, as previously described
(Howells, 2020). A NanoDrop was used to spectrophotometrically
analyze the purity of the DNA and a Qubit fluorometric assay kit
from Invitrogen (Catalog # Q32850) was used to determine the
concentration of purified DNA. The DNA was then sequenced for
both bacterial and archaeal 16S rRNA gene amplicons at Arizona
State University’s Biodesign Institute using Illumina MiSeq v2
2× 300 chemistry (RRID:SCR_020134) with the Earth Microbiome
Project primers 505F and 806R (Thompson et al., 2017). The
16S rRNA gene amplicon library was prepared following Earth
Microbiome Project protocol,1 (Caporaso et al., 2012). All raw
sequences were uploaded to the NCBI Sequence Read Archive
(SRA) (RRID:SCR_004891) under BioProject ID PRJNA938133.

2.4. Bioinformatic analyses

FASTQC (v. 0.11.9) (RRID:SCR_014583) was used to quality
filter the 16S rRNA amplicon sequences (Andrews, 2010). The
resulting high quality fasta files were then processed using the
QIIME2 (v. 2020.2) (RRID:SCR_021258) pipeline to produce
amplicon sequence variants (ASVs) and were denoised using
the DADA2 plug-in (Bolyen et al., 2019). The SILVA database
(RRID:SCR_006423) was used for the taxonomic classification of
ASVs (Quast et al., 2012). The produced ASV table was normalized
by putting the sequence counts into relative abundances and

1 http://www.earthmicrobiome.org/protocols-and-standards/16s/
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multiplying them by the mean library size (Supplementary Table 3;
Fullerton et al., 2021). Non-metric multidimensional scaling
(NMDS) analyses were performed using VEGAN R software (v.
2.5-7) (RRID:SCR_011950) and Bray-Curtis Dissimilarity values
(Oksanen et al., 2022). The envfit function from the VEGAN
package was used to add geochemical vectors to the NMDS and to
calculate the respective p-values for each geochemical vector. The
percent contribution for each geochemical vector was determined
using the redundancy analysis (RDA) function in the VEGAN
package. To determine the significance of separating sites as above,
at, or below the photosynthetic fringe, analysis was performed
using the canonical correlation analysis (CCA) function from the
VEGAN package and an ANOVA test was performed on each
axis using the R stats package. For the co-occurrence network
analysis, ASVs were filtered to only include ASVs that had more
than 20 reads across all samples and occurrences across more
than 3 sample sites. The remaining ASVs were used to construct
a co-occurrence network using R’s igraph package (v. 1.2.11)
(RRID:SCR_021238), in which each node is an ASV, and each
edge represents a Spearman’s correlation coefficient greater than 0.7
between the two nodes (Csardi and Nepusz, 2006; Fullerton et al.,
2021). Cliques were determined by using the Louvain membership
algorithm (Csardi and Nepusz, 2006). The nodes were then plotted
and colored in Gephi (v. 0.9.4) (RRID:SCR_004293) based on
their Spearman correlation with the selected geochemical variables
(Bastian et al., 2009).

3. Results

3.1. Sampling locations and geochemical
data

A total of twelve hot springs from eight separate locations
within YNP were sampled to investigate the connection
between the microbiomic and geochemical transitions that
occur down hot spring outflows (Supplementary Table 1 and
Supplementary Figure 1).

To select sample sites, an LDA equation was developed (see
section 2. Materials and methods) to determine the locations
above and below the photosynthetic fringe such that sampling
would be equidistant from the fringe in multivariate geochemical
space. The photosynthetic fringe can often be visually confirmed
as seen in example images of a sampled basic (Figure 1A) and
an acidic (Figure 1B) hot spring outflow channel. An example of
a sampled hot spring outflow before reaching the photosynthetic
fringe is shown in Figure 1C. In 3 of the 12 hot spring outflows,
the photosynthetic fringe could not be visually identified, so
temperature, pH, and conductivity measurements were taken along
the hot spring outflow and used in the LDA model to predict the
location of the photosynthetic fringe.

In total, 46 samples were taken with the intention of spanning
the temperature, pH, and sulfide ranges provided by YNP hot
springs (Figure 2 and Supplementary Table 1). Of the 12 hot
spring outflows sampled, four were acidic (pH < 4) (CF, MO,
GL, and CH), three were acidic to circumneutral (pH 4–7) (MU,
FI, and EM), and five were considered basic (pH 7–9) (RN, OB,
BP, PB, and MN). Additionally, Shannon diversity values were

FIGURE 1

Hot spring outflows with depictions of the photosynthetic fringe.
Locations above (blue), at (yellow), and below (green) the
photosynthetic fringe are indicated by respective diamonds. Black
arrows indicate a general flow of water away from the source.
(A) The visual representation of the photosynthetic fringe in the
outflow of a basic spring, BP, where the white sinter in the outflow
meets orange phototrophic mats along the edge of the outflow.
(B) The visual representation of the photosynthetic fringe in the
outflow of an acidic spring, CF, where the clear outflow meets
green phototrophic mats. (C) An example of the start of a hot spring
outflow channel from a basic hot spring, BP, before reaching its
photosynthetic fringe.

computed to assess the alpha diversity of the microbial community
and range from 2.63 to 5.93 (Supplementary Table 1). This study
includes additional geochemical measurements of total ammonia,
nitrate, DIC, DOC, and DO concentrations (Supplementary
Table 1). Of the major ions measured, total ammonia and
nitrate were the two most significant ions, contributing 3.78 and
2.55%, respectively, to overall microbial community composition
(Supplementary Table 4) determined via the VEGAN package in
R using RDA. Total ammonia concentrations span a range of 0.63–
1171 µmolal, whereas nitrate concentrations are 0.07–1.01 µmolal.
DOC and DIC concentrations span a range of 0.20–1.89 mg C/L,
and 0.04–66.98 mg C/L, respectively. All Pearson correlations
between the geochemical measurements from each sample are
included in Supplementary Figure 3. According to the Pearson
correlation values, there are nine strongly correlated (> 0.50)
geochemical parameters. There are strong positive correlations
between temperature and pH (0.58), temperature and DIC (0.71),
pH and DIC (0.79), and ammonia and DO (0.53). Strong negative
correlations include temperature with total ammonia (−0.61),
temperature with DO (−0.78), pH with ammonia (−0.57), pH
with DOC (−0.77), ammonia with DIC (−0.53), and DIC with
DOC (−0.68). There are no strong positive or negative correlations
between sulfide or nitrate concentrations and any of the other
geochemical parameters.

3.2. Microbial community composition

The relative abundance of taxonomic classes present in each
of the 46 samples was determined by 16S rRNA gene sequencing
to investigate the microbial community composition and diversity
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FIGURE 2

A total of 46 samples taken from the outflows of 12 separate hot springs above, at, and below the photosynthetic fringe, as determined by linear
discriminant analysis, displayed as functions of (A) pH and temperature, and (B) total dissolved sulfide and temperature. In both panels (A,B), the
dashed line represents the photosynthetic limits defined by Cox et al. (2011).

along each outflow and among the hot springs sampled (Figure 3).
In each of the hot springs sampled, ASVs associated with
the taxonomic classes Thermotogae, Planctomycetia, Deinococci,
Aquificae, Thermoprotei, and Nitrososphaeria were present.
Aquificae and Deinococci were present in high relative abundances
across all hot springs, up to 96.8 and 33.0%, respectively. In the four
most basic springs sampled (RN, OB, MN, and PB), Deinococci
reached relative abundances greater than 30%. Additionally,
Nitrososphaeria occurred across all hot springs sampled with
the highest relative abundances occurring in the basic sites,
RN and OB, and above the photosynthetic fringe with relative
abundances of 37.4 and 28.4%, respectively. Both Thermotogae
and Planctomycetia occurred at all hot spring sites but had
consistently low relative abundances, ranging from around 0.1–9.0
and 0.1–4.9%, respectively, when present. Additionally, there were
unidentified bacteria present in each of the hot springs sampled
with the highest relative abundances in acidic hot springs. As an
example, below the photosynthetic fringe of GL, where the pH is
2.5, unidentified bacteria made up 21.2% of the community.

Amplicon sequence variants associated with photoautotrophs,
including those in the phyla Cyanobacteria and Chloroflexi, such
as Leptococcus and Chloroflexus, respectively, occurred with higher
relative abundances in the circumneutral to basic hot spring
outflows. Both Cyanobacteria and Chloroflexi occurred in nearly
all hot spring outflows sampled, except, neither Cyanobacteria
nor Chloroflexi occurred in the outflow of GL (49.7 ◦C, pH
2.5) or MO (74.0◦C, pH 2.4), nor did Chloroflexi occur in
the outflow of FI (64.1 ◦C, pH 5.2). Furthermore, neither
Cyanobacteria nor Chloroflexi surpassed a relative abundance of
0.1% in the outflow of any of the acidic hot springs sampled.
Chloroflexi reached relative abundances above 1% only at pH
values greater than 7, while Cyanobacteria reached a relative
abundance above 1% only at pH values greater than 8. In basic
conditions, Chloroflexi and Cyanobacteria made up to 30.7 and
25.6% of the microbial community, respectively, at their highest
relative abundances. Chloroflexi occurred above, at, and below the
visually determined photosynthetic fringe. However, Chloroflexi

reached higher relative abundances at (0.9–2.4%) and below (0.0–
22.6%) the photosynthetic fringe compared to above (0.0–3.4%).
Cyanobacteria were also identified above the visually detected
photosynthetic fringe but did not surpass a relative abundance
of 1.8% except at outflow sample BP0.5, where the relative
abundance was 6.2%. In contrast, at and below the photosynthetic
fringe, the relative abundances for Cyanobacteria made up to
25.6% of the microbial community. ASVs associated with putative
photoheterotrophs were also present, including those in the
taxonomic classes of Alphaproteobacteria and Acidobacteriia, such
as Acidiphilium, Acidisphaera, and Chloracidobacterium, which,
when combined, only surpass a relative abundance of 1% in a single
sample, MU3, where they make up 4.0% of the community.

Samples at or below the photosynthetic fringe indicate an
apparent cut-off for photosynthesis at ∼73◦C for basic to
circum neutral pH samples (Figure 2A). The temperature cut-
off for photosynthesis is lower, ∼56◦C, for the outflow of
acidic hot springs (Figure 2A), consistent with previous studies
(Cox et al., 2011; Boyd et al., 2012; Fecteau et al., 2022).
However, it should be noted that there are samples categorized
as being “above” the photosynthetic fringe that are within
these temperature limits, indicating additional factors may be
restricting the growth of photosynthetic organisms in individual
locations. Common bacterial phototrophs, such as Cyanobacteria
and Chloroflexi, are abundant in basic hot spring outflows at and
below the photosynthetic fringe, but also occur in small relative
abundances above the visually determined photosynthetic fringe
(Supplementary Figure 2). None of the 46 sample sites that were
below the photosynthetic fringe had total sulfide concentrations
that exceeded 500 µg/L; however, there was one sample, GL2,
assessed to be “at” the photosynthetic fringe that exceeded
500 µg/L, the suggested sulfide limit defined by Cox et al. (2011)
(Figure 2B).

In addition to ASVs associated with photosynthetic taxa
occurring in the circumneutral to basic hot spring outflows,
ASVs associated with non-phototrophs in the taxonomic classes
of Acetothermia, Kapabacteria, Fervidibacteria, Hydrothermae,
Anaerolineae, and the phylum Armatimonadota were also present.
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FIGURE 3

Percent relative abundance of the 16S rRNA gene sequencing results to the class level except for Armatimonadota, which is at the phylum level, and
unidentified bacteria, which were binned together at the domain level. To focus on abundant features and overarching patterns, classes not
occurring at >20% relative abundance when summed over all samples were binned into the “Other” category. Organization of hot spring sites,
separated by black bars, follows the order of increasing pH shown in Supplementary Table 1. Within each site, samples are organized down the
outflow with above (blue diamond), at (yellow diamond), and below (green diamond) the photosynthetic fringe indicated as in Figure 1.

FIGURE 4

Non-metric multidimensional scaling (NMDS) analysis using the 16S rRNA gene sequencing data from each of the 46 samples. Each point represents
the normalized microbial community composition determined in a hot spring sample while the distance between points represents the dissimilarity.
Sample point colors (blue, yellow, and green) refer to the position along the photosynthetic fringe (above, at, below, respectively). Geochemical data
are added as vectors; vectors that correlate with an ordination axis with a p-value < 0.05 are indicated by an asterisk.

Although Cyanobacteria and Chloroflexia were abundant within
the outflow of basic hot springs, ASVs associated with the non-
photosynthetic phylum Armatimonadota were also prevalent in
these samples, occurring with an average relative abundance of
13.5% when present. Armatimonadota were present in every
sample above a pH of 7, except for sample site 0.5 from BP. As
for the ASVs associated with the taxonomic classes Acetothermia,

Kapabacteria, Fervidibacteria, Hydrothermae, and Anaerolineae,
they reached relative abundances above 1% only above a pH of 7
but none were as consistently predominant as ASVs associated with
the phylum Armatimonadota.

The ASVs abundant in the lower pH sites (pH < 7)
include ASVs from the following taxonomic classes:
Gammaproteobacteria, Alphaproteobacteria, Desulfurellia,
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FIGURE 5

Co-occurrence network analysis of commonly occurring ASVs within the 46 hot spring samples. Each node represents an ASV, and nodes were
organized into 18 cliques using Louvain’s membership algorithm. The connections between nodes, also known as edges, represent a >0.7
Spearman’s correlation coefficient. In panels (A–D), each node is colored on a gradient of blue to red based on its Spearman’s correlation, from
negative one to positive one, respectively, with the following geochemical parameters, (A) pH, (B) temperature, (C) total ammonia, and (D) DOC.
Each of the cliques is differentiated by color and number in panel (E).

Actinobacteria, Acidimicrobiia, and Thermoplasmata.
Gammaproteobacteria, Alphaproteobacteria, and Actinobacteria
were present in at least one sample from each hot spring outflow
but reached relative abundances above 1% only at acidic sites.
Acidimicrobiia were present in all hot springs sampled except for
in the outflow of MN (75.4◦C, pH 9.0) and only reached a relative
abundance over 10% at pH values below 3. Gammaproteobacteria
had a high relative abundance of 61.8% at the photosynthetic
fringe of hot spring CF where the temperature was 28.8◦C and the
pH was 3.7. Thermoplasmata and Desulfurellia were restricted to
circumneutral and acidic sites, only occurring below a pH of 8.0
and 6.5, respectively, with Desulfurellia only making up to 5.3%
of any microbial community composition, while Thermoplasmata
reached up to 34.5% of the relative abundance of the microbial
community composition below the photosynthetic fringe of CF.

Additionally, there were ASVs associated with three taxonomic
classes that were restricted to circumneutral conditions, including
Ktedonobacteria, Bacteroidia, and Bathyarchaea. Ktedonobacteria
only occurred with a relative abundance higher than 1% at the
photosynthetic fringe of MU, where they made up 32.2% of the
community, which is at a pH of 5.7. Bacteroidia occurred across pH,
but only made up more than 1% of the community in the outflows
of MU, FI, and EM, which range in pH from 3.9 to 8.0. Below
the photosynthetic fringe of FI, Bacteroidia made up 39.0% of the
microbial community. Bathyarchaea were present in small relative
abundances (<0.1%) in the outflows of RN and CF but occurred
with relative abundances of 13.6 and 12.6% at the photosynthetic
fringes of FI and EM, respectively. The photosynthetic fringe of

FI occurred at a pH of 5.8 while the photosynthetic fringe of EM
occurred at a pH of 7.8.

Overall, there were trends in microbial community
composition across pH as well as down the outflows of
the 12 sampled hot springs. In the lower pH sites, ASVs
associated with taxonomic classes such as Thermoplasmata
and Gammaproteobacteria dominated. In basic sites, ASVs
associated with the phylum Armatimonadota dominated, as
well as ASVs associated with the potentially photosynthetic
phyla, Cyanobacteria and Chloroflexi. The relative abundance
of potential bacterial photosynthetic taxa increased in relative
abundance with increasing pH and increased down hot spring
outflows. In contrast, the relative abundance of the taxonomic class
Hydrothermae decreased down hot spring outflows. At all hot
springs and outflows, ASVs for the taxonomic classes Aquificae
and Deinococci were present and made up a considerable portion
(19.0 and 10.8% when averaged across all samples, respectively) of
the microbial community composition.

3.3. Geochemical influence on
community composition

Non-metric multidimensional scaling (NMDS) analysis
was used to interrogate the influence of geochemistry on
microbial community composition across the photosynthetic
fringe (Figure 4). The 16S rRNA gene sequencing data was used to
determine the microbial community composition (Supplementary
Table 5). Geochemical vectors for each of the geochemical

Frontiers in Microbiology 08 frontiersin.org31

https://doi.org/10.3389/fmicb.2023.1176606
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org/


fmicb-14-1176606 April 28, 2023 Time: 11:32 # 9

Weeks et al. 10.3389/fmicb.2023.1176606

measurements were initially added to indicate potential causes
for differences in microbiome composition in the 46 sampled
locations; however, only a subset of eight geochemical vectors were
included due to either their hypothesized importance (sulfide), or
their contribution to the variation of the microbial community
composition determined by RDA (pH, Temperature, DIC, DOC,
nitrate, total ammonia, and DO) (Supplementary Table 4).
Of the eight included geochemical vectors, all correlated with
changes in microbial community composition with statistical
significance (p > 0.05) except for sulfide. Along NMDS2, the
distribution of sites can be differentiated based on position relative
to the photosynthetic fringe. However, only sites labeled as being
above the photosynthetic fringe can be differentiated from the
sample sites at or below the photosynthetic fringe with statistical
significance according to CCA analysis (Supplementary Figure 5).
The geochemical vectors that correlate with changes in microbial
community composition along NMDS2 with statistical significance
are ammonia, DO, temperature, and nitrate, all of which increase
down the hot spring outflows. There is more variation in microbial
community composition across NMDS1 which correlates with
changes in pH, DIC, and DOC with statistical significance. This
indicates that there is a complex interplay between geochemical
parameters and microbial community composition.

While NMDS analyses provide insight into overall microbial
community composition in relation to geochemical parameters,
co-occurrence network analyses provide insight at the level
of individual ASVs and their correlation(s) with geochemical
parameters (Fullerton et al., 2021). In a co-occurrence network,
each node is an ASV. All nodes were grouped into 18 unique
cliques (statistically significant groups of ASVs) using the Louvain
algorithm and consisted of at least two nodes (Supplementary
Table 6; Fullerton et al., 2021). Clique analysis provides a
mechanism for observing microbial patterns within guilds and
individuals rather than as an entire assemblage (e.g., NMDS).

The co-occurrence network consisted of ten cliques with no
interconnections (modular cliques), a central cluster consisting of
six interconnected cliques, and a separate cluster of two cliques.
This topology suggests there are groups of ASVs that uniquely
co-occur (modular cliques) and groups of ASVs that co-occur
predominantly with each other (main cluster cliques). Some
members of the main cluster cliques co-occur with ASVs outside
the clique as well. The statistical association of the cliques with
geochemical parameters of interest was conducted by Spearman
correlation. From these combined analyses we can observe how
cliques and individual ASVs co-varied with pH, temperature, total
ammonia, DIC, DOC, nitrate, and sulfide concentrations (Figure 5;
Supplementary Figure 6).

Within the main cluster of six cliques (2, 4, 5, 8, 9, and 13)
all ASVs correlated positively with an increase in pH (Figure 5A).
The remaining cliques, outside the central cluster, are composed
of ASVs that mostly occur in acidic or circumneutral samples,
and, therefore, either correlate negatively or have no significant
correlation with increasing pH. However, cliques 17 and 18 are an
exception, and like the main cluster cliques, are correlated with an
increase in pH.

The main cluster cliques consist of the phototrophs
Leptococcus, Roseiflexus, and Chloroflexus, as well as non-
phototrophs from the taxonomic classes Aquificae, Anaerolineae,
Deinococci, Acetothermiia, and the phylum Armatimonadota

among others listed in Supplementary Table 6. Due to the
prevalence of Aquificae and Deinococci throughout the dataset,
it is important to note that the genera present in the main cluster
cliques are Thermocrinis and Thermus, respectively. Although all
6 cliques within the main cluster are correlated positively with
an increase in pH, only cliques 2, 4, and 9, which include ASVs
associated with the taxa Thermocrinis, Deinococci, Leptococcus,
Acetothermia, and Armatimonadota, are positively correlated
with temperature. Clique 5 is correlated slightly negatively with
temperature and consists of the taxonomic classes Anaerolineae,
Acetothermia, and the phylum Armatimonadota. Additionally,
cliques 2, 4, and 9 are all correlated negatively with total ammonia,
whereas the nodes in clique 5 are mixed between positive and
negative correlations with total ammonia. The remaining cliques
in the cluster (8 and 13) are not correlated with total ammonia. In
contrast, all 6 cliques within the cluster are correlated negatively
with DOC, although cliques 2 and 9 have a stronger negative
correlation with DOC than cliques 4, 5, 8, or 13.

Outside of the main cluster cliques, there are five cliques (3, 7,
11, 12, and 15) that are correlated negatively with pH. Cliques 7 and
11 are interconnected and tend to follow similar trends. Cliques
7 and 11 include ASVs associated with the taxonomic classes
Acidimicrobiia, Thermoplasmata, Deinococci, and Aquificae. In
this case, Deinococci is represented by Meiothermus, and Aquificae
is represented by Hydrogenobaculum. Cliques 7 and 11 are
correlated positively with total ammonia and DOC concentrations
but are correlated negatively with pH and temperature. The only
major differences in trends for cliques 7 and 11 are displayed in
Supplementary Figure 6, where clique 7 has a strong negative
correlation with nitrate, whereas clique 11 has a slight positive
correlation with nitrate.

The unconnected cliques, 3, 12, and 15, are also correlated
negatively with pH. Cliques 3, 12, and 15, which contain the
taxa Meiothermus, Acidimicrobiia, Gammaproteobacteria,
Alphaproteobacteria, and Thermoprotei, are correlated positively
with total ammonia and DOC concentrations. However,
cliques 3 and 12 are correlated negatively with pH but not
temperature, whereas clique 15 is negatively correlated with both
temperature and pH.

In contrast to the previously mentioned cliques, cliques 17
and 18 are correlated positively with an increase in pH and are
outside of the central cluster. Clique 18, which only contains
two taxa, Fervidicoccaceae and Ignisphaera, a Thermoprotei,
is positively correlated with both temperature and pH but
negatively correlates with both total ammonia and DOC. Clique
17 contains Nitrososphaeria and Thermoprotei and is correlated
positively with temperature, but has no strong correlation with
total ammonia or DOC.

The remaining cliques, 1, 6, 10, 14, and 16, lack strong
correlations with pH in either direction. Cliques 6, 10, and
16 are only correlated with temperature, cliques 6 and 16
correlated negatively with temperature, and clique 10 correlated
positively with temperature. Clique 6 is correlated negatively with
temperature and total ammonia concentration but is correlated
positively with DOC. Besides temperature, cliques 10 and 16
cannot be differentiated based on pH, total ammonia, or DOC.
However, clique 16 is correlated negatively with sulfide and
is positively correlated with nitrate (Supplementary Figure 6).
There are only 2 nodes in clique 16 representing the phylum
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Armatimonadota and the genus Thermoflavifilum, whereas clique
10 contains the taxa Geoarchaeales and Corynebacterium. Clique
14 is unique in that it is correlated negatively with temperature
but has a slight positive correlation with total ammonia. The
taxa in clique 14 include Meiothermus, Betaproteobacteria, and
Gammaproteobacteria. Clique 1, which consists of Mycobacterium
and Thiomonas, is correlated positively with temperature and
correlated negatively with total ammonia, but is not strongly
correlated with temperature or DOC.

Overall, we find internal consistencies between the pH of
samples where ASVs are abundant and the correlation with pH
in the co-occurrence networks. For example, taxa associated with
higher pH samples in Figure 3 are located within the 6 cliques
in the main cluster in Figure 5 and are correlated positively with
pH. Of the twelve remaining cliques surrounding the cluster, five
of them are negatively correlated with pH, including 3, 7, 11,
12, and 15, and include taxa associated with low pH samples in
Figure 3. Cliques 17 and 18 are correlated positively with pH and
contain taxa associated with circumneutral to basic samples, as
well as Thermoprotei, a taxonomic class found in all hot springs
sampled. Finally, the remaining cliques, 6, 10, and 16, show no
strong correlation with pH in either direction and contain taxa such
as Meiothermus, from the class Deinococci, and Armatimonadota,
both of which are found across all hot springs sampled.

4. Discussion

The stark visual differences in microbial community
compositions above versus below the photosynthetic fringe of
hot spring outflows were also observed in the NMDS analysis
in the distribution of points relative to their location across
the photosynthetic fringe, as determined by LDA analysis (see
section 2. Material and methods; Figure 4). The difference
in the microbial community composition above versus below
the photosynthetic fringe was determined and verified to be
statistically significant (p < 0.05) through an ANOVA test of the
CCA axes (Supplementary Figure 5). In contrast, metrics of alpha
diversity showed no significant correlation to the LDA-determined
photosynthetic fringe (Supplementary Figure 7).

The photosynthetic fringe is not necessarily indicative of
an ecotone as described by Meyer-Dombard et al. (2011)
(Supplementary Table 1), which is a region where there is either
an increase or a decrease in biological diversity where two or more
communities mix (van der Maarel, 1990; Meyer-Dombard et al.,
2011). Because the photosynthetic fringe represents a transition
from a chemotrophic microbial community to a community also
consisting of phototrophs, there is the potential that this transition
promotes biological diversity. Ecotones have been identified at the
photosynthetic fringe of hot spring outflows with streamer biofilm
communities, but ecotones were not present at the photosynthetic
fringe of hot spring outflows lacking streamer biofilm communities
(Meyer-Dombard et al., 2011). Instead, hot spring outflows lacking
streamer biofilm communities had higher diversity below the
photosynthetic fringe transition. It should be noted that Meyer-
Dombard et al. (2011) measured diversity by species richness and
taxonomic complexity, whereas the measurement of diversity for
this study (Shannon Diversity Index) accounts for both species

richness and relative abundances. Overall, Shannon diversity values
at the photosynthetic fringe were not higher than values above
or below the photosynthetic fringe (Supplementary Figure 7).
Instead, the mean Shannon diversity values were lower at the
photosynthetic fringe, but not with statistical significance.

Beta diversity was investigated using NMDS analysis with
the addition of geochemical vectors. Geochemical factors known
to affect microbial community composition, as described in
the introduction, including temperature, pH, total sulfide, total
ammonia, nitrate, DIC, DOC, and DO concentrations, were added
to the NMDS as geochemical vectors (Cox et al., 2011; Hamilton
et al., 2011a; Havig et al., 2011; Inskeep et al., 2013). Each of
these geochemical parameters, except for total sulfide, exhibited
a statistically significant correlation with the overall microbial
community composition. Additionally, there were observable
patterns among cliques of ASVs and the geochemical parameters
determined to correlate with microbial community composition
with statistical significance (Figure 5). However, only individual
nodes are correlated with sulfide and nitrate concentrations.

Both pH and temperature correlated with microbial
community composition with statistical significance according to
the NMDS analysis (p < 0.05) and were determined to contribute
7.33 and 4.85%, respectively, to variations in the microbial
community compositions according to RDA, in agreement with
previous studies (Inskeep et al., 2013; Colman et al., 2016; Figure 4
and Supplementary Table 4). The extent of the roles of pH and
temperature in affecting microbial community compositions
are revealed in the co-occurrence network analysis as well as
in the distribution of individual taxa in the 16S rRNA gene
amplicon analysis (Figures 3, 5, respectively). In acidic hot spring
outflows, classes including Thermoplasmata, Acidimicrobiia, and
Gammaproteobacteria are major constituents. In basic hot spring
outflows, Cyanobacteria, Chloroflexi, and Deinococci are the
major constituents. There are also taxonomic classes present in all
samples regardless of pH, such as Aquificae and Nitrososphaeria.
These findings are reflected in most of the cliques being correlated
with pH (13 cliques) and/or temperature (16 cliques), whereas
only 5 cliques are not correlated with pH and only two cliques are
not correlated with temperature. There are no cliques that are not
correlated with either temperature or pH. Although temperature
and pH do contribute to microbial community composition, our
analyses indicate that other geochemical factors are additionally
contributing to the overall microbial community composition in
hot spring outflow communities.

Sulfide concentrations are known to negatively impact oxygenic
photosynthesis and have been linked to differences in microbial
community composition (Cox et al., 2011; Hamilton et al., 2011b;
Boyd et al., 2012; Inskeep et al., 2013; Jørgensen and Nelson, 1988),
where the mechanism of sulfide’s negative impact on phototrophs
is most likely due to an inhibition of photosystem II (Oren
et al., 1979; Miller and Bebout, 2004; Boyd et al., 2012). Rates of
autotrophy in Yellowstone microbial mats have also been shown to
be sulfide dependent, where acidic phototrophic communities were
suppressed at 5 µM sulfide (Boyd et al., 2012). This suppression was
not observed in basic mats. The suppression of acidic phototrophic
communities at 5 µM sulfide, largely consisting of phototrophic
algae, may be due to H2S being the dominant form of sulfide
in acidic environments. H2S has been shown to more readily
cross the cell membrane than HS− (Howsley and Pearson, 1979).
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Our samples were distributed across sulfide concentrations (below
detection <0.15 µmolal to 52.6 µmolal) and pH (1.92–9.04). Two
samples designated as being at the photosynthetic fringe occurred
beyond the previously noted maximum range for photosynthesis
of ∼15 µmolal (Cox et al., 2011), thereby expanding the possible
sulfide range for photosynthesis in YNP hot springs (Figure 2B).
Additionally, eukaryotic phototrophs have been identified in acidic
samples with sulfide concentrations above 5 µM, the previously
noted limit for phototrophic activity in acidic conditions (Boyd
et al., 2012; Romero, 2018). Therefore, the concentrations of sulfide
required to limit the presence of phototrophs in YNP hot springs
may be higher than initially determined based on measurements
coinciding with visual detection of the photosynthetic fringe or
measurements of DIC uptake. However, in this study we only
observed presence, not activity, under these sulfide concentrations.

When considering the overall microbial community
composition, sulfide concentrations did not contribute to the
composition with statistical significance even in acidic hot spring
outflows (pH < 4, p = 0.30) (Figure 4). Additionally, sulfide
concentrations only contributed 1.10% to overall variation in
microbial community composition according to RDA. The
lack of sulfide’s statistical significance in microbial community
composition is further supported by the co-occurrence network
(Supplementary Figure 6), in which there are no trends between
overall clique membership and sulfide concentrations. However,
there are individual ASVs, or nodes, within cliques that are
correlated with sulfide concentrations, including those representing
taxa of known phototrophs, although this does not hold true for
all nodes representative of phototrophic taxa. Overall, these
findings corroborate the importance of sulfide concentrations in
determining the distribution of individual taxa, but do not support
the importance of sulfide concentrations in determining overall
microbial community compositions, despite previous evidence for
the suppression of phototrophic activity in acidic environments.

The gradient of increasing DO concentrations down hot
spring outflows contributes 2.68% to changes in the microbial
community composition according to RDA (Inskeep et al., 2013).
The increase in DO down hot spring outflows is connected to the
increased solubility of O2 gas as temperature decreases and the
increasing extent to which the reduced hydrothermal fluids have
equilibrated with the atmosphere. In sulfidic systems, DO is quickly
consumed in abiotic oxidation reactions, including the oxidation
of reduced sulfur compounds (Inskeep et al., 2013). Examples
include both the rapid oxidation of sulfide to polysulfides and
the oxidation of sulfide to thiosulfate (the fate for up to 33% of
sulfide present in pH 6–8 hot springs in YNP) (Nordstrom et al.,
2005). The oxidation of reduced sulfide compounds affects the
potential niche availability for sulfur-cyclers, therefore potentially
contributing to microbial community composition (Nordstrom
et al., 2005, 2009; Inskeep et al., 2013). Though DO in our
samples is not correlated significantly with sulfide (−0.201 Pearson
correlation), DO does increase with a decrease in temperature
and is significantly correlated with temperature (−0.779 Pearson
correlation). Therefore, the effects of DO on microbial community
composition are difficult to disentangle from those of temperature,
as observed by others (Inskeep et al., 2013), but cannot be ruled out
in influencing overall microbial community composition.

Nitrogen species correlate with the abundance of subsets
(specific cliques) within microbial communities, as well as overall

microbial community composition down hot spring outflows.
Ammonia and nitrate contribute 3.78 and 2.55% to the variation
of overall microbial community (Supplementary Table 4).
Furthermore, by including correlations with ammonia and nitrate
concentrations in the co-occurrence network analysis, cliques can
be further distinguished. Although clique 5 is not correlated with
ammonia, it is 1 of only 3 cliques containing nodes representative
of known ammonia-oxidizers, the other two cliques being cliques
2 and 13, both of which are correlated negatively with total
ammonia. Only two taxa of ammonia-oxidizers, Nitrosocaldus and
Nitrososphaeria, were identified in the 46 samples. Similar trends
are present with nodes representing taxa of known phototrophic
nitrogen fixers, such as Leptococcus, which trend negatively with
ammonia and trend positively with pH. Spring pH could be a
driver for N-cycler distribution, but acidic springs provide higher
concentrations of N-compounds, such as ammonia, providing
what seems to be a sparsely attended buffet for N-cyclers beyond
N-fixers. Given these findings, the hypothesis by Hamilton et al.
(2014) that ammonia-oxidizers consume the low levels of fixed
nitrogen available in basic springs, leaving a niche for nitrogen
fixers, would not apply in acidic YNP springs. Additionally,
in acidic YNP hot springs, though nif genes and N-fixers are
found abundantly, ammonia-oxidizers have not yet been identified
definitively nor cultured from acidic YNP hot springs (Reigstad
et al., 2008; Hamilton et al., 2011a,b; Boyd et al., 2013). However,
the amoA gene responsible for the first step of ammonia oxidation
has been identified in acidic hot springs but is less abundant than
in circumneutral to basic hot springs (Boyd et al., 2013). Thus, the
cycling of nitrogen in acidic YNP hot springs is ripe for further
investigation to characterize the full nitrogen cycle.

According to the NMDS analysis, both DIC and DOC
concentrations contribute significantly to differences in microbial
community composition along NMDS1 with DIC and DOC
contributing 8.20 and 3.60%, respectively, to the variation in the
overall composition of microbial community compositions
(Figure 4 and Supplementary Table 4). DIC and DOC
concentrations are correlated negatively with each other (−0.69
Pearson correlation) and are both strongly correlated with pH
(0.79 and −0.77 Pearson correlations, respectively). The strong
correlation between DIC and pH is attributed to the increased
DIC input in high temperature, circumneutral to basic hot springs,
due to being predominantly hydrothermally fed (Nordstrom et al.,
2005). Additionally, there is the degassing of CO2, which increases
the pH for already circumneutral to basic hot springs (Nordstrom
et al., 2005). In contrast, the strong negative correlation between
DOC and pH has been attributed to increased soil input in
acidic springs compared to basic springs which are commonly
raised and/or surrounded by sinter, restricting DOC inputs to
hydrothermal and microbial sources (Nye et al., 2020).

The effects of dissolved inorganic and organic carbon on
microbial community composition are difficult to deconvolve;
however, in hot spring outflow studies dissolved carbon and
position along the photosynthetic fringe does correlate with
changes in the presence or absence of genes associated with
specific carbon cycling pathways (Havig et al., 2011). The
dominant carbon fixation pathway down the outflow of BP was
the reverse tricarboxylic acid cycle, a chemoautotrophic carbon
fixation pathway, but below the photosynthetic fringe, the reductive
pentose phosphate cycle, a carbon fixation pathway used by
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oxygenic phototrophs, also became abundant. The transition in
the abundance of chemotrophic- versus phototrophic- associated
carbon fixation pathway genes is not only indicative of changes
in carbon metabolism down hot spring outflows but would be
reflected in the microbial community composition. Therefore, at
least in the case of a basic outflow, changes in DIC and DOC
concentrations are reflected within the microbial communities.

In the present study, the significance of DIC and DOC in
microbial distribution is reflected in the clique analysis, with
cliques 2–9, 11, and 13 correlating with DOC concentrations
(Figure 5). Clique 2 has the strongest negative correlation with
DOC and includes taxa found in the outflows of basic sites,
where DIC concentrations are comparatively high, and it includes
taxa that are generally known as heterotrophs or phototrophs,
such as Armatimonadota and Synechococcus. In contrast, clique
7 has a strong positive correlation with DOC and includes taxa
found typically in cooler acidic sites but are generally known as
chemoautotrophs, such as Hydrogenobaculum and Acidimicrobia.
Even though DIC and DOC concentrations may be important
down individual hot spring outflows, when analyzing the NMDS
and breaking up the microbial data into cliques for co-occurrence
analysis, it becomes more difficult to separate DIC and DOC from
pH and temperature to gain meaningful information on the overall
composition of hot spring microbial communities.

5. Conclusion

Although prior studies have focused on temperature, pH, and
sulfide as determining factors for the position of the photosynthetic
fringe, these geochemical variables, nor the geochemical variables
included in this study, account for the true complexity of hot
spring outflows and their hosted microbial communities. Each of
the 12 hot spring outflows included in this study is geochemically
complex as well as visually and geochemically unique. Though
the stark differences visually observed between the predominantly
chemotrophic communities above the photosynthetic fringe and
the phototroph-containing communities below the photosynthetic
fringe of each outflow were supported by CCA to be different
in microbial community composition with statistical significance,
statistical patterns in the geochemistry across all photosynthetic
fringe locations studied are more nuanced. Even when including
DIC, DOC, nitrate, ammonia, and DO concentrations, in addition
to pH, temperature, and sulfide, the position of the photosynthetic
fringe as defined by LDA could not be completely explained
across the 12 hot spring outflows included in this study. While
temperature and pH correlate with the composition of microbial
communities and the position of the photosynthetic fringe down
hot spring outflows, other variables, such as DIC, DOC, nitrate,
ammonia, and DO concentrations act as supporting players, and
are themselves correlated with pH and temperature. Though the co-
occurrence analysis provides further differentiation on distribution
based on taxa and geochemistry, especially when analyzing through
the lens of dissolved carbon or ammonia concentrations, no single
variable or set of variables could significantly predict community
composition. However, according to both the NMDS analysis and
the co-occurrence network analysis, the concentration of sulfide

may play less of a role in overall microbial community composition
than previously hypothesized. Overall, these findings mirror the
complexity of the hot spring outflows studied. Further work
inclusive of energy supplies and the rate of change in chemical
concentrations down the hot spring outflows were not considered
in this study but have been suggested as potential contributing
factors in microbial community composition in hot spring outflows
(Shock and Holland, 2007; Cox et al., 2011). Furthermore, these
are active biological systems where factors of competition and
adaptation could also explain departures from what chemical
observations might predict (Leibold et al., 2022).
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SUPPLEMENTARY FIGURE 1

Map of Yellowstone National Park depicting the 8 thermal areas (red stars)
containing the 12 hot springs sampled as part of this study.

SUPPLEMENTARY FIGURE 2

A total of 46 samples taken from the outflows of 12 separate hot springs
above (blue), at (yellow), and below (green) the photosynthetic fringe
displayed across pH and temperature. X marks represent sites in which no
Cyanobacteria or Chloroflexia were identified. Circles represent samples in
which Cyanobacteria and Chloroflexia were identified, and the size of the
circle corresponds to the percent relative abundance (RA) of these bacterial
phototrophs in that sample. Asterisks indicate sites in which eukaryotic
phototrophs were identified (Romero, 2018).

SUPPLEMENTARY FIGURE 3

A pairwise matrix analysis of trends between geochemical measurements
including temperature, pH, total sulfide, total ammonia, dissolved oxygen,
DOC, and DIC. Within each plot in the bottom left of the matrix, each point
represents a single hot spring sample. The color of each point indicates
whether the sample was taken above (blue), at (yellow), or below (green)
the photosynthetic fringe. Corresponding with each plot, a box in the upper
right of the matrix lists the overall Pearson correlation between the paired
geochemical parameters, as well as the breakdown of the Pearson
correlation between the paired geochemical parameters and the relative
location of the samples to the photosynthetic fringe as determined by LDA.

SUPPLEMENTARY FIGURE 4

Percent relative abundance of the 16S rRNA gene sequencing results to the
family level. Families not occurring at >20% relative abundance, when
summed across all samples, were binned into the “Other” category.

Organization of hot spring sites, separated by black bars, follows the order
of increasing pH as in Supplementary Table 1. Within each site, samples are
organized down the outflow with above (blue diamond), at (yellow
diamond), and below (green diamond) the photosynthetic fringe indicated
as in Figure 1.

SUPPLEMENTARY FIGURE 5

Canonical correspondence analysis (CCA) using the 16S rRNA gene
sequencing data from each of the 46 sample sites separated by relative
position to the photosynthetic fringe. Sample point colors (blue, yellow,
and green) refer to the position along the photosynthetic fringe (above, at,
below, respectively). Samples above the photosynthetic fringe are
separated from samples at or below the photosynthetic fringe on the CCA1
axis with statistical significance (p < 0.05) as determined by an ANOVA test.
Samples at and below the photosynthetic fringe are separated on the CCA2
axis but not with statistical significance.

SUPPLEMENTARY FIGURE 6

Co-occurrence network analysis of commonly occurring ASVs within the
46 hot spring samples. The ASVs are organized into 18 cliques using
Louvain’s membership algorithm. Edges represent a >0.7 Spearman’s
correlation coefficient. Each node is color-coded based on the strength of
the Spearman correlation coefficient, negative 1 to positive 1 (blue to red,
respectively) between the presence and abundance of the ASV with the
following geochemical parameters, (A) pH, (B) temperature, (C) total
ammonia, (D) DOC, (E) total dissolved sulfide, (F) nitrate, and (G) in relation
to the photosynthetic fringe. Panel (H) shows all cliques differentiated by
color and number of the clique.

SUPPLEMENTARY TABLE 1

Geochemical data, alpha diversity, and position in respect to the visually
determined photosynthetic fringe for each sample. Samples are listed in the
order in which they appear in Figure 3.

SUPPLEMENTARY TABLE 2

Extended geochemical data and position in respect to the visually
determined photosynthetic fringe for each sample. All officially recognized
hot spring names are listed along with citations. Samples are listed in the
order in which they appear in Figure 3.

SUPPLEMENTARY TABLE 3

Sequence count data for each sample. The raw sequence count, the
cleaned sequence count, and the sequence count after normalization are
included for each sample.

SUPPLEMENTARY TABLE 4

Percent contribution for each geochemical variable included in this study
on overall microbial community composition determined by RDA. Variables
that were determined to contribute to overall community composition with
statistical significance (p < 0.05) according to the NMDS analysis are
bolded. Percent contributions calculated from a subset of sample data are
marked with an asterisk.

SUPPLEMENTARY TABLE 5

ASV count table using the normalized sequence counts for each sample.
The SILVA database was used to provide the taxonomic labels for each ASV
using QIIME2 (v. 2020.2).

SUPPLEMENTARY TABLE 6

ASV node table organized by the assigned clique. All nodes present in
the co-occurrence network analysis are provided in this table along
with the associated ASV down to the lowest available taxonomic
classification. The level of taxonomic classification for each ASV
is also noted.
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Expanding the taxonomic and 
environmental extent of an 
underexplored carbon 
metabolism—oxalotrophy
Alexander Sonke  and Elizabeth Trembath-Reichert *

School of Earth and Space Exploration, Arizona State University, Tempe, AZ, United States

Oxalate serves various functions in the biological processes of plants, fungi, 
bacteria, and animals. It occurs naturally in the minerals weddellite and whewellite 
(calcium oxalates) or as oxalic acid. The environmental accumulation of oxalate 
is disproportionately low compared to the prevalence of highly productive 
oxalogens, namely plants. It is hypothesized that oxalotrophic microbes limit 
oxalate accumulation by degrading oxalate minerals to carbonates via an under-
explored biogeochemical cycle known as the oxalate-carbonate pathway (OCP). 
Neither the diversity nor the ecology of oxalotrophic bacteria is fully understood. 
This research investigated the phylogenetic relationships of the bacterial genes 
oxc, frc, oxdC, and oxlT, which encode key enzymes for oxalotrophy, using 
bioinformatic approaches and publicly available omics datasets. Phylogenetic 
trees of oxc and oxdC genes demonstrated grouping by both source environment 
and taxonomy. All four trees included genes from metagenome-assembled 
genomes (MAGs) that contained novel lineages and environments for oxalotrophs. 
In particular, sequences of each gene were recovered from marine environments. 
These results were supported with marine transcriptome sequences and 
description of key amino acid residue conservation. Additionally, we investigated 
the theoretical energy yield from oxalotrophy across marine-relevant pressure 
and temperature conditions and found similar standard state Gibbs free energy 
to “low energy” marine sediment metabolisms, such as anaerobic oxidation of 
methane coupled to sulfate reduction. These findings suggest further need to 
understand the role of bacterial oxalotrophy in the OCP, particularly in marine 
environments, and its contribution to global carbon cycling.

KEYWORDS

oxalate, oxalotrophy, carbon sequestration, oxalate-carbonate pathway, carbon cycle, 
biosignature

1. Introduction

Plant production of oxalate biominerals appears to be widespread and oxalate minerals are 
stable over geologic time, yet oxalates are uncommon in the geologic record (Hofmann and 
Bernasconi, 1998; Stephens, 2012). Moreover, soil oxalate concentrations reported in the 
literature are often below detection limits, or on the order of a few micromolar—far less than 
would be expected given the apparent extent of production (Jones, 1998; Strobel, 2001). Limited 
accumulation appears to be due to degradation of oxalate minerals to carbonates by bacteria and 
fungi in an underexplored biogeochemical cycle known as the oxalate-carbonate pathway (OCP; 
Verrecchia, 1990). The global role of this pathway in carbon cycling is unconstrained but 
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estimated to have significant influence on carbon fluxes and long-term 
sequestration. For example, deserts of the American Southwest and 
Mexico, where density of the oxalogenic Saguaro cactus is high, may 
accumulate as much as 1.8 × 1011 g yr.−1 of atmospheric carbon in 
oxalate biominerals (Garvie, 2006).

Oxalate occurs naturally as organic minerals and oxalic acid 
(Baran, 2014), forming by diagenesis, biomineralization, and abiotic 
processes such as radiolysis and ultraviolet (UV) irradiation 
(Vandenborre et al., 2021; Zhao et al., 2022). Calcium oxalate, in its 
monohydrate and dihydrate forms (known as whewellite and 
weddellite, respectively), is especially prevalent as a biomineral 
produced by plants, fungi, and lichens, and is present pathologically 
in animals (Bungartz et al., 2004; Franceschi and Nakata, 2005). In the 
plant kingdom, oxalogens are present in nearly 80% of families 
(McNair, 1932; Barth, 2020), and in some cases comprise up to 80% 
(w/w) of a plant’s dry weight and 90% of its total calcium (Nakata, 
2003). Oxalates have been observed to serve biochemical, 
photosynthetic, and reproductive purposes in plants (He et al., 2014).

By contrast, bacterial oxalate use has centered around metabolic 
needs. Six biologically mediated oxalate degradation pathways are 
documented in MetaCyc (Caspi et al., 2018). Three are widespread in 
bacteria (Types II, III, V; Figure 1), while other types (I, IV, and VI) 
are either more common in eukaryotes (mostly plants) or specific 
bacteria (acetogens). Type V is a single-step pathway that utilizes the 
oxdC gene to directly convert oxalate to formate (Tanner and 
Bornemann, 2000). Types II and III are multistep pathways that 
convert oxalate to formate (Type II) or to CO2 (Type III). The key gene 
shared in both Type II and Type III pathways is oxc, which encodes 
oxalyl-CoA decarboxylase (Baetz and Allison, 1989; Lung et al., 1994). 

The Type II pathway also includes frc, which encodes formyl-CoA 
transferase (Baetz and Allison, 1990). While frc is well characterized, 
it is also ubiquitous across metabolisms and therefore not unique to 
oxalotrophy. Type II and III share EC 2.8.3.2 (oxalate CoA-transferase) 
as the initial catalyzing step in the pathway; however, no genes have 
been identified that encode this enzyme since its description in 1961 
(Quayle et  al., 1961). Similarly, Type III requires EC 3.1.2.10 
(formyl-CoA hydrolase), which has not been associated with an 
encoding gene since its description in 1963 (Sly and Stadtman, 1963). 
The terminal step in Type III is formate dehydrogenase (Rusching 
et al., 1976). Types II, III, and V may all rely on an oxalate:formate 
antiporter, encoded by the oxlT gene. oxlT is thought to mediate 
transmembrane uptake of oxalate, which has been identified in fungi 
and many anaerobic bacteria, but only two strains of aerobic bacteria 
(Fu et al., 2001; Müller et al., 2016; Robertson and Meyers, 2022).

Therefore, this study investigated the taxonomic and 
environmental diversity of the key genes unique or essential to 
bacterial oxalotrophy: oxdC (1), oxc (2), frc (3), and oxlT (4) (Figure 1). 
Since presence of these genes in an organism guarantees neither 
metabolic function, nor microbial activity (Turroni et al., 2007; Bravo 
et  al., 2013), we  also provide transcript and protein amino acid 
conservation analysis. We investigated transcriptomes of contrasting 
ecosystems, evaluated the energetics of bacterial oxalotrophy, and 
compared conservation of key residues from characterized proteins 
across our gene alignments. In combination, these findings suggest 
novel taxa and environments where oxalotrophy may play a role in 
carbon cycling.

2. Materials and methods

2.1. Sequence data acquisition

Sequence data were obtained from NCBI using BLAST+ (v2.12.0; 
Altschul et al., 1997; Camacho et al., 2009). Each search consisted of 
FASTA-formatted amino acid sequences queried against 
nonredundant isolate and whole-genome sequencing (WGS) protein 
databases. Query sequences were obtained from reference 
oxalotrophic strains using their respective KEGG Orthology 
identifiers (KO IDs). Complexity of BLAST results was reduced to our 
target of fewer than 200 sequences by selecting for E-values less than 
1e−50, percent identities below 0.87, and default BLAST+ parameters 
except where otherwise noted in Supplementary Table  1. Data 
processing was conducted with Unix commands in the MacOS 
Terminal bash shell.

Metatranscriptome searches were conducted using the IMG/MER 
OMICS/RefSeq database (Chen et  al., 2023). Search queries were 
composed using the gene product name and the EC or KO ID listed 
in Table 1 to ensure accuracy. To evaluate the potential for active 
oxalotrophy in high temperature marine systems, we searched the one 
available hydrothermal RNA-seq dataset on IMG consisting of 
metatranscriptomes from hydrothermal plume and vent fluids of the 
Gulf of California and North Pacific Ocean (Anderson et al., 2019). 
From this, we recovered multiple genes related to oxalotrophy from 
plume samples, but only frc from vent fluids (Table 1). To compare 
with active oxalotrophy in a soil environment, we selected an available 
RNA-seq dataset looking at soil activation during spring snow melt 
(Brodie et al., 2017). From this we recovered high (>1,000 counts) 

FIGURE 1

Simplified diagram of Type II, III, and V oxalate degradation pathways. 
Genes that encode key enzymes or proteins are labeled (1) oxdC 
– oxalate decarboxylase, (2) oxc – oxalyl-CoA decarboxylase, (3) frc 
– formyl-CoA transferase, and (4) oxlT – oxalate:formate antiporter. 
Hypothesized enzymes without known genes are indicated by (?) 
– oxalate CoA-transferase and formate-CoA hydrolase.
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transcription of all oxalotrophy genes of interest (Table  1). For 
comparison, we also provided the total gene count for each gene in the 
IMG isolate database.

Sequences of fungal genes were obtained from FungiDB (Basenko 
et al., 2018) and included in the database prior to multiple sequence 
alignment in order to generate phylogenetic outgroups. In the case of 
oxc, the fungal sequences recovered represented predicted genes only. 
A neighbor-joining tree of all gene sequences used in this study 
suggested phylogenetic relationships that support the validity of using 
these fungal sequences, as well as those of the other genes investigated 
here, as outgroups (Supplementary Figure  1). Metadata for all 
sequences retained and used in this study are available in 
Supplementary Table 2.

2.2. Phylogenetic trees and sequence 
analysis

Multiple-sequence alignment was performed with MUSCLE 
(v3.8.1551) using default parameters (Edgar, 2004). Sequence 
metadata, such as source environment and taxonomy, were obtained 
from multiple sources: NCBI archival protein sequence records, the 
JGI Integrated Microbial Genomes and Microbiomes, the BioCyc, 
BacDive, and Genomes OnLine databases (Karp et al., 2019; Reimer 
et al., 2022; Chen et al., 2023; Mukherjee et al., 2023), and directly 
from source publications. GhostKOALA (v2.2) was used to assign 
taxonomies of metagenome-assembled genome (MAG) sequences 
that were otherwise unclassified in NCBI, and to confirm gene 
annotations of all other sequences (Kanehisa et al., 2016). RAxML was 
used to construct maximumlikelihood phylogenetic trees with 
PROTCATAUTO model settings and branch support values generated 
from 500 bootstrapping iterations (Stamatakis, 2014). Trees were 
visualized and annotated using Interactive Tree of Life (iTOL v6.6; 
Letunic and Bork, 2021). Several nodes on the oxc phylogenetic tree 
(Figure 2), which was significantly larger than the other trees, were 
collapsed for simplification; the fully expanded version can be viewed 
in Supplementary Figure 4.

Multiple-sequence alignments of each gene were evaluated in 
Jalview (v2.11.2.5; Waterhouse et  al., 2009) in order to assess key 
residue conservation, an indicator of the preservation of structure and 
function in the proteins encoded by each gene. This was then 

visualized by generating pore logos in WebLogo 3 (Schneider and 
Stephens, 1990; Crooks et al., 2004). Key residues were identified from 
experimental mutagenesis publications referenced in the Uniprot 
Knowledgebase (UniprotKB) (The UniProt Consortium, 2021). These 
publications show varying effects of mutation between residues. For 
simplicity, all referenced residues were considered “key” and assessed 
for conservation (see Results and Discussion).

2.3. Energetics

The Water-Organic-Rock-Microbe (WORM) Portal was used for 
all energetics calculations (Boyer et al., 2022). Code is provided in 
Supplementary Data Sheet 1.

3. Results

3.1. Phylogeny

The phylogeny of OXC-encoding sequences partitioned into 
groups (I, II, and III) generally attributable to sequence taxonomy at 
the phylum and class levels (Figure 2). Group I consisted entirely of 
Actinobacteria (bootstrap value = 100). Source environments for this 
group were predominantly terrestrial, with one marine exception 
collected from tissue of a coral reef-inhabiting sea sponge in the South 
China Sea (WP_111862994). Group II consisted of several 
Proteobacteria-dominated clades largely of terrestrial origin. 
Conversely, Group III was homogeneously comprised of 
Alphaproteobacteria from marine source environments. The marine 
hydrothermal plume transcriptome sequences included in this tree 
were predicted in GhostKOALA to be  from Alphaproteobacteria, 
consistent with their placement in Group III among other sequences 
of marine and hydrothermal source environments.

Within Group II, Clade I  contained a mixed group of 
Proteobacteria sequences that were documented to have been 
specifically isolated from plant hosts (as opposed to being labeled 
simply as “soil” isolates, for example). All Group II non-Proteobacteria 
sequences, including those that may represent previously undescribed 
oxalotrophic diversity (e.g., Fusobacteria, Deltaproteobacteria, 
Acidobacteria, and a single sequence purportedly isolated from the 

TABLE 1 Transcript counts for genes involved in oxalotrophy from 36 soil and 3 hydrothermal vent fluid and 2 hydrothermal vent plume 
metatranscriptomes.

Gene Gene name EC number KO ID Soil MetaT 
(n = 36)

Vent 
MetaT 
(n = 3)

Plume 
MetaT 
(n = 2)

IMG 
isolate 
gene 
count

4 OFA family oxalate/

formate antiporter-

like MFS transporter

oxlT – K08177 3,178 0 2 38,263

3 Formyl-CoA 

transferase

frc 2.8.3.16 – 31,497 3 183 20,981

2 Oxalyl-CoA 

decarboxylase

oxc 4.1.1.8 – 2,452 0 13 9,997

1 Oxalate 

decarboxylase

oxdC 4.1.1.2 – 2,560 0 3 8,670
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dinoflagellate Polarella glacialis) grouped into Clades II and III, along 
with Proteobacteria sequences of similar source environments. Clade 
II consisted predominantly of gut-associated sequences, while Clade 
III consisted of soil-associated sequences. Clade IV consisted of 
Betaproteobacteria sequences of mixed source environments that 
grouped into two subclades (Clade IV.I, Clade IV.II, bootstrap 
value = 91).

The phylogenetic tree of OXDC-encoding sequences (Figure 3) 
also demonstrated grouping by taxonomy. Group I consisted primarily 
of mixed Proteobacteria, while Group II consisted of Terrabacteria. 

Notably, Proteobacteria and Firmicutes (Terrabacteria) sequences that 
were obtained from the same compost metagenome sample grouped 
with their respective taxonomic groups rather than with each other. 
Taxonomic predictions in GhostKOALA assigned three of the 
included marine hydrothermal plume transcriptome sequences as 
bacterial (two Alphaproteobacteria and one Bacteroidetes), and one 
as fungal. The Bacteroidetes-assigned sequence grouped with the 
Alphaproteobacteria-assigned sequences among other Group 
I  Proteobacteria of mixed source environments, while the fungal 
sequence grouped with the tree’s fungal outgroup.

FIGURE 2

500-bootstrap maximum-likelihood phylogenetic tree of bacterial and predicted fungal oxc genes. Bootstrap values >50 displayed as gray boxes 
(min = 50, max = 100). Green-highlighted sequence identifiers indicate MAG genes. Blue-highlighted sequence identifiers indicate hydrothermal 
transcripts. Left-most annotation column indicates phylum taxonomy, class for Proteobacteria. Center column indicates source environment. Right-
most column indicates genus taxonomy, or the next most exclusive classification available. Number of sequences included in collapsed nodes are 
indicated in parentheses.
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The phylogenetic tree of OXLT-encoding sequences (Figure 4) 
showed two main groups (bootstrap value = 90). Group I consisted of 
terrestrial-dominant Proteobacteria. Group II consisted mostly of 
terrestrial Firmicutes, with a single clade of terrestrial 
Betaproteobacteria within the group (bootstrap value = 100). Marine 
hydrothermal plume transcriptome sequences grouped together 
outside of Groups I and II (bootstrap value = 66), despite one of them 
appearing to share ancestry with sequences in Group II (Ga0496633_
0000486_29460_30734).

The tree of frc sequences (Supplementary Figure  2) did not 
demonstrate distinct groupings. Rather, it showed numerous small 
clades of mixed taxonomic and environmental groups (bootstrap 
values ranged 1–80), which we attribute to the ubiquity and versatility 
of the formyl-CoA transferase enzyme. However, several sequences 
recovered from marine isolates and MAGs grouped with the 
hydrothermal vent transcriptome sequences included in our study.

3.2. Key residue conservation

Multiple-sequence alignments that included fungal outgroups and 
hydrothermal transcripts were compared to each gene’s respective 
reference sequence in UniprotKB and assessed for key residue 
conservation. Key residues in the oxc gene (Figure  5 and 
Supplementary Figure 4) include E-56, Y-120, E-121, Y-483, S-553, 
and R-555 (Berthold et al., 2007). E-56 (Figure 5A) was conserved 
across all sequences (percentage identity; PID = 100%). Y-120 
(Figure  5B) was conserved across all but two bacterial isolate 
sequences and two fungal sequences that all had phenylalanine 
substitutions (PID = 96.8%). E-121 (Figure 5B) was conserved across 

all but four bacterial isolate sequences and two fungal sequences that 
had glutamine substitutions (PID = 95.5%). Y-483 (Figure 5C) was 
conserved across all but three bacterial MAG sequences that 
terminated prior to this position (PID = 98.1%). Similarly, S-553 
(Figure 5D) was conserved across all but eight bacterial sequences that 
terminated prior to said position and two fungal sequences which 
showed substitutions (PID = 93.5%). R-555 (Figure 5D) was conserved 
with only 50.3% consensus; many bacterial sequences either showed 
histidine substitution or terminated prior to this position.

Among a subset of 27 oxc genes of particular interest to this study, 
which include marine MAG sequences, hydrothermal transcripts, and 
sequences of taxa previously unknown to be oxalotrophic, key residue 
conservation was considerably high. E-56, Y-120, and E-121 were 
100% conserved. Y–483 was conserved in all but three marine MAG 
sequences which terminated prior to this position (PID = 90.3%). 
S-553 was conserved in all but eight sequences (six MAGs, two 
hydrothermal transcripts; PID = 74.1% overall). R-555 showed similar 
conservation to the complete alignment, where terrestrial sequences 
had histidine substitutions, but marine sequences conserved arginine 
(74.1% occupancy, PID = 69.6% R).

Key residues in the oxdC gene (Supplementary Figure 4) include 
R-270, E-333, and Y-340 (Anand et al., 2002). R-270 was conserved 
across all sequences in our alignment (PID = 100%). E-333 was highly 
conserved among Terrabacteria sequences and fungi, but showed 
varying substitutions among nearly all non-Terrabacteria sequences 
(PID = 78%). Y-340 was highly conserved among non-Terrabacteria 
sequences, but showed frequent phenylalanine substitutions among 
Firmicutes and fungal sequences (PID = 52%). Our oxdC genes of 
interest (as detailed above) also had significant conservation of key 
residues. R-270 was completely conserved, while Y-340 had a single 

FIGURE 3

500-bootstrap maximum-likelihood phylogenetic tree of bacterial and fungal oxdC genes. Bootstrap values >50 displayed as gray boxes (min = 50, 
max = 100). Green-highlighted sequence identifiers indicate MAG genes. Blue-highlighted sequence identifiers indicate hydrothermal transcripts. Left-
most annotation column indicates phylum taxonomy, class for Proteobacteria. Center column indicates source environment. Right-most column 
indicates genus taxonomy, or the next most exclusive classification available. Collapsed node represents 15 Firmicutes sequences from a single 
compost metagenome (NCBI BioProject PRJNA488358).
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phenylalanine substitution in our hydrothermal fungal transcript 
(Ga0496672_0005142_1867_2910), consistent with our other fungal 
oxdC genes. E-333 was conserved among terrestrial sequences of 
interest (PID = 62.5%).

Key residues in the frc gene (Supplementary Figure 5) include 
Q-17, W-48, D-169, G-259, and G-260 (Toyota et al., 2008). Notably, 
all were completely conserved (PID = 100%) across all bacterial 
sequences in the alignment, with the exception of W-48 which was 
only present in seven of the sequences examined here (consensus Q 
87.3%). Alternatively, fungal sequences had high conservation of 
D-240 only, and low conservation of the other key residues.

In the oxlT gene, 12 key residues are identified in UnitprotKB as 
having deleterious effects after mutagenic experimentation (Fu et al., 
2001). Conservation of these residues ranged from 0 to 96%. However, 
a gene sequenced from Kribbella albertanoniae (the only 
Actinobacteria sequence on this tree), recently confirmed to be an 
aerobic oxalotroph that utilizes the OXLT enzyme (Bravo et al., 2013; 
Robertson and Meyers, 2022), showed conservation of only four of 
these 12 residues. Hence, we  suspect that there may be  greater 
variation in OXLT-encoding sequences than other key genes involved 
in oxalotrophy, and assessments of key residue conservation and 
subsequent conclusions about enzyme function in these organisms 
require more data of existing oxlT genotypes.

3.3. Energetics

The oxalotrophic reaction where bacteria catalyze the conversion 
of oxalate to calcite has been represented by Equation 1 (Garvie, 
2006). This reaction represents the conversion of inorganic carbon 
into an organic component (represented by a generic CHO molecule) 
and inorganic bicarbonate formation in the presence of water. Based 
on known bacterial oxalotrophic catabolic pathways (Verrecchia et al., 
2006), a more biologically relevant reaction would be  oxalate 
converted to formate and bicarbonate. As a balanced overall reaction, 
this would be best represented by the oxalate ion and water converted 
to the formate ion and bicarbonate ion for circumneutral pH 
(Equation 2). Using Equation 2, we calculated the Gibbs free energy 
at standard state (ΔGr°) for a range of temperatures (2, 20, 50, 100°C) 
and pressures (1.01 and 250 bar) representative of marine and 
hydrothermal conditions which host other chemolithotrophic 
metabolisms (Nakamura and Takai, 2014) using the WORM portal 
(see Methods). These values ranged from −25.0 to −33.2 kJ/mol, with 
slightly higher yield at atmospheric pressures (Table 2). Temperature 
was a larger factor in ΔGr° than pressure, with the highest energy yield 
at the highest temperature (−33.1 and − 33.2 kJ/mol at 1.01 and 
250 bar, respectively). For comparison, the ΔGr° of anaerobic 
oxidation of methane coupled to sulfate reduction (AOM-SR, 

FIGURE 4

500-bootstrap maximum-likelihood phylogenetic tree of bacterial and fungal oxlT genes. Bootstrap values >50 displayed as gray boxes (min = 50, 
max = 100). Green-highlighted sequence identifiers indicate MAG genes. Blue-highlighted sequence identifiers indicate hydrothermal transcripts. Left-
most annotation column indicates phylum taxonomy, class for Proteobacteria. Center column indicates source environment. Right-most column 
indicates genus taxonomy, or the next most exclusive classification available.
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Equation 3) ranges from 30.1 to −43.1 across the sample pressure/
temperature space (Nakamura and Takai, 2014).

While there is a paucity of data regarding the concentrations of 
oxalate in hydrothermal fluids and plumes, we  can approximate 
significant ranges for concentrations that would affect the favorability 
of Equation 2 using the WORM portal. First, we assumed an activity 
of 1 M, 10 μM, and 2 mM for water, formate, and bicarbonate, 
respectively. Then we evaluated a range of activities for oxalate. For 
100°C, activity of oxalate below 0.1 μM (10−7 M) reduced the 
favorability of (increased) ΔGr and activities of 1 μM (10−6 M) or 
10 μM (10−5 M) increased the favorability (lowered) ΔGr to 38.8 kJ/mol 
and − 41.1 kJ/mol, respectively.

 
C O H O H HCO HCO2 4

2
2 3

− →+ + ++ −
 (1)

 
C O H O HCOO HCO2 4

2
2 3

− − −+ → +
 (2)

 
SO CH HS HCO H O

4

2
4 3 2

− − −+ → + +
 (3)

4. Discussion

Phylogenies of oxc and oxdC genes demonstrated grouping 
primarily by taxonomy. For example, oxdC clades of Proteobacteria 
and Terrabacteria from the same metagenomic compost sample 
grouped with their respective taxonomic groups rather than with each 
other, suggesting that their genes were inherited vertically (ancestrally) 
rather than by horizontal gene transfer (HGT). Although, some mixed-
taxonomy clades (e.g., oxc Group II: Clades II and III)—including taxa 
not previously described as oxalotrophic—grouped by source 
environments instead of taxonomy, particularly from soil and gut 
microbiomes, where HGT is known to be prevalent (Heuer and Smalla, 
2007; Berthold et al., 2016). HGT may still be a mechanism for gene 
proliferation among close relatives in these environments. As more 
oxalotrophic organisms are described from these novel environments, 
we hope to gain more resolution on these gene histories.

There may also be evidence for phylogenetic differences between 
oxc genes used in either predominantly anaerobic or aerobic oxalate 

degradation pathways (II and III, respectively; Figure 1). In Group II, 
some clades’ (Clade II, Clade IV-I) source environments were possibly 
anoxic, while others (Clade III, Clade IV-II) appear to range between 
hypoxic and highly oxygenated. This possible distinction between 
oxalate degradation pathways may also explain some grouping on our 
oxlT tree, which placed a clade of Betaproteobacteria sequences from 
anaerobe-hosting source environments (gut microbiomes, anaerobic 
digesters, etc.) in Group II (Firmicutes of mixed terrestrial 
environments) rather than Group I  (other terrestrial-dominant 
Proteobacteria). Further sequencing of oxalotrophs isolated under 
varying conditions may help to better characterize the phylogenetics 
of oxalate degradation pathways.

While the conservation of protein activity in the novel sequences 
recovered by bioinformatic approaches requires further research, the 
highly conserved key residues in our oxc and frc alignments supports 
the potential for similar function across the alignments. Moreover, 

FIGURE 5

Selected oxc pore logos demonstrating conservation of 
(A) E-56, (B) Y-120, E-121, (C) Y-483,  (D) S-553, and G-555 in a 
multiple-sequence alignment of bacterial isolate, MAG, and 
hydrothermal transcriptome genes and predicted fungal oxc 
genes. Letter strings below each logo represent partial 
reference gene sequences as documented in UniprotKB (The 
UniProt Consortium, 2021).

TABLE 2 Theoretical standard state Gibbs free energy (ΔGr°) for oxalotrophy (Equation 2) and anaerobic methanotrophy (Equation 3) across relevant 
marine temperatures and pressures.

Temperature (°C) Pressure (bar) EQ 2 ΔGr° (kJ/mol) EQ 3 ΔGr° (kJ/mol)

2 1.01 −25.0 −30.6

20 1.01 −26.2 −33.0

50 1.01 −28.6 −36.9

100 1.01 −33.2 −43.1

2 250 −25.0 −30.1

20 250 −26.2 −32.6

50 250 −28.5 −36.6

100 250 −33.1 −43.0
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FIGURE 6

Illustration of unconstrained oxalate flux in the oxalate-carbonate pathway (OCP) and other possible, yet unexplored sub-cycles of global carbon 
cycling. Processes to the left are well-documented, while processes to the right are relatively unexplored.

conservation among predicted fungal oxc genes supports their 
annotation as OXC-encoding sequences. Most notably, marine MAG 
sequences, hydrothermal transcripts, and sequences from taxa not 
previously known to be oxalotrophic had near complete conservation 
of key residues, supporting the possibility of unexplored oxalotrophy 
in their respective ecosystems and taxonomic groups. Where some 
metagenomic sequences of interest did not show key residue 
conservation due to termination, we  question if they may 
be incomplete assemblies. Key residue conservation was interpreted 
to be  less significant in our assessment of our oxlT alignment 
considering high variability and poor conservation in Kribbella 
albertanoniae, which is known to actively utilize the oxalate:formate 
antiporter (see Results). Similarly, our oxdC alignment, which used a 
reference gene sequenced from Bacillus subtilis (a Terrabacterium), 
showed poor conservation among non-Terrabacteria sequences. In 
both cases, this may suggest that amino acid sequences for these genes 
vary too widely to be  recovered with only a single reference 
sequence query.

The known diversity of oxalotrophic bacteria was limited to the 
phyla Proteobacteria, Actinobacteria, and Firmicutes until 2017 
with the discovery of oxalotrophic Bacteroidetes in a mouse gut 
microbiome (Tanca et al., 2017). Furthermore, active oxalotrophic 
bacteria have only been documented in terrestrial ecosystems (soil, 
freshwater sediments, plants, gut microbiomes and other host-
associations, etc.). This study recovered gene sequences from public 
datasets that were taxonomically assigned to Fusobacteria, 
Deltaproteobacteria, Chloroflexi, and Acidobacteria, all of which 
may represent additional oxalotrophic groups not previously 
described in the literature. The purported oxc sequence from a 
marine isolate of Polarella glacialis (CAE8740054), a species known 
for its relatively large genome (billions of base pairs; Stephens et al., 
2020) may represent the discovery of an oxalotrophic protist, but 
verification of transcription or metabolic activity would be required 
to determine if the gene is functional or simply non-encoding 
“junk” DNA.

Isolates, MAGs, and transcriptome sequences were also 
recovered in this study from diverse marine environments. These 
sequences were sampled from ocean and arctic surface water, 
oxygen minimum mesopelagic water, and sediments and diffuse 
fluids around hydrothermal vents (Table  1 and 
Supplementary Table 2). Oxalate is produced in such environments 
by algae (Pueschel, 2019) and porifera (Cerrano et al., 1999), as well 
as abiotic processes (Vandenborre et al., 2021; Zhao et al., 2022). 
Our energy calculations for oxalotrophy have a theoretical ΔGr° 
similar to low energy metabolisms such as AOM-SR (Nakamura 
and Takai, 2014), but are still energy-yielding. Therefore, 
oxalotrophy is plausible in marine systems, especially where 
hydrothermal fluids may provide both a source of oxalate and 
warmer temperatures. Overall, hot desert and tropical soils with 
oxalate sourced from plants may be  the most energy-yielding 
environment for this metabolism.

5. Conclusion

The work presented here suggests the diversity of microbial 
oxalotrophs may be more extensive than previously recognized 
and oxalotrophs may occupy a significant niche in marine 
ecosystems, where oxalate sources are present but unconstrained 
(Figure  6). Furthermore, the abiotic processes that produce 
oxalate on Earth, and beyond, make oxalotrophy a candidate for 
astrobiological research. Oxalate minerals are thought to exist in 
a large, stable reservoir on Mars (Applin et al., 2015), and are 
known to be delivered to the inner solar system in meteorites 
(Peltzer et  al., 1984; Shimoyama and Shigematsu, 1994). 
Continued study of the microbe-mineral interactions in the OCP 
may further elucidate their role in marine ecosystems, and 
thereby its role in global carbon cycling and as a potential 
signature of life in the universe. 
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Metapangenomic investigation 
provides insight into niche 
differentiation of methanogenic 
populations from the subsurface 
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Serpentinization reactions produce highly reduced waters that have hyperalkaline 
pH and that can have high concentrations of H2 and CH4. Putatively autotrophic 
methanogenic archaea have been identified in the subsurface waters of the Samail 
Ophiolite, Sultanate of Oman, though the strategies to overcome hyperalkaline 
pH and dissolved inorganic carbon limitation remain to be  fully understood. 
Here, we  recovered metagenome assembled genomes (MAGs) and applied a 
metapangenomic approach to three different Methanobacterium populations 
to assess habitat-specific functional gene distribution. A Type I population was 
identified in the fluids with neutral pH, while a Type II and “Mixed” population 
were identified in the most hyperalkaline fluids (pH 11.63). The core genome of all 
Methanobacterium populations highlighted potential DNA scavenging techniques 
to overcome phosphate or nitrogen limitation induced by environmental 
conditions. With particular emphasis on the Mixed and Type II population found in 
the most hyperalkaline fluids, the accessory genomes unique to each population 
reflected adaptation mechanisms suggesting lifestyles that minimize niche 
overlap. In addition to previously reported metabolic capability to utilize formate 
as an electron donor and generate intracellular CO2, the Type II population 
possessed genes relevant to defense against antimicrobials and assimilating 
potential osmoprotectants to provide cellular stability. The accessory genome 
of the Mixed population was enriched in genes for multiple glycosyltransferases 
suggesting reduced energetic costs by adhering to mineral surfaces or to other 
microorganisms, and fostering a non-motile lifestyle. These results highlight the 
niche differentiation of distinct Methanobacterium populations to circumvent the 
challenges of serpentinization impacted fluids through coexistence strategies, 
supporting our ability to understand controls on methanogenic lifestyles and 
adaptations within the serpentinizing subsurface fluids of the Samail Ophiolite.
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Introduction

Earth’s deep subsurface biosphere requires substrates created from 
water-rock interactions to support a continued source of chemical 
energy for microbial metabolisms. Serpentinization—the hydration 
and oxidation of ultramafic, olivine-rich rock connected to the 
reduction of water—produces the secondary minerals serpentine, iron 
oxides, as well as hydroxides, and molecular hydrogen (H2; Sleep et al., 
2004; Schulte et al., 2006; McCollom and Seewald, 2013). Surface 
derived inorganic carbon (CO2) can be abiotically reduced to methane 
(CH4) and other potential hydrocarbons or organic acids (Holm and 
Charlou, 2001; McCollom and Seewald, 2013; Miller et al., 2017). 
These water-rock reactions produce fluids that are geochemically 
reduced with very low oxidation–reduction potentials. These 
serpentinized-impacted waters generate conditions of alkaline to 
hyperalkaline pH values from 8 to greater than 12, while producing 
appreciable concentrations of H2 and CH4 that can readily serve as 
electron donors for subsurface microbial metabolisms (Russell et al., 
2010; Brazelton et al., 2012; Schrenk et al., 2013; Miller et al., 2016; 
Suzuki et  al., 2017). Serpentinization acts as a viable process for 
supporting chemolithoautotrophic life in the deep subsurface through 
abiotic reactions.

Sites of terrestrial serpentinization are distributed globally and 
show evidence of methanogenic and methanotrophic microbial 
members, including the Voltri Massif (Italy), Santa Elena Ophiolite 
(Costa Rica), the Chimaera Seeps (Turkey), and the Manleluag Spring 
National Park of Zamabales (Philippines; Brazelton et  al., 2017; 
Crespo-Medina et al., 2017; Zwicker et al., 2018; Wang et al., 2022). 
Specifically, the Samail Ophiolite, Sultanate of Oman, offers the largest 
exposed ophiolite on Earth that is actively undergoing low temperature 
serpentinization (Neal and Stanger, 1985; Kelemen and Matter, 2008; 
Kelemen et al., 2011; Paukert et al., 2012; Miller et al., 2016). Recent 
work has determined the presence of an active CH4 cycle in the 
subsurface fluids of the Samail Ophiolite, where methanogenic 
populations are most abundant and transcriptionally active in the 
hyperalkaline fluids (Kraus, 2021). Additional 14C-labeled substrate 
microcosm assays confirmed the generation of CH4 and assimilation 
of organic substrate into biomass from organisms within the 
subsurface fluids (Fones et  al., 2019). Investigation into the 
methanogenic community has revealed the diversification of  
the genus Methanobacterium, reflecting species inhabiting the 
hyperalkaline fluids capable of potentially utilizing formate as an 
alternative carbon source and electron donor (Fones et al., 2021). 
These incubation studies have provided initial insights regarding the 
carbon metabolic capabilities of Methanobacterium, yet further 
investigation is required to understand the unique pH and nutrient 
limitation strategies employed by Methanobacterium populations to 
overcome environmental stressors controlling methanogenic activity 
in subsurface serpentinizing conditions.

The genomic relatedness of a group of organisms can be studied 
with the use of pangenomics to contrast population diversity and 
functional capabilities (Medini et  al., 2005; Tettelin et  al., 2005; 
Vernikos et al., 2015). The pangenome can identify the core genome 
shared across an entire group, as well as the accessory genome that is 
specific to individual members or sub-groups (Delmont and Eren, 
2018). The taxonomic resolution of pangenomics can be applied at 
higher order rankings in order to demonstrate the relatedness of 
members and provide informative comparisons across phylogenetic 

or environmental associations (Simon et al., 2017; Utter et al., 2020). 
However, the application of pangenomics to environmental systems 
remains understudied. Pangenomic analyses have primarily focused 
on genomes of cultivars to describe the pangenome of a well-studied 
taxon. Contrastingly, pangenomic tools applied to organisms difficult 
to cultivate from the environment can reveal the genetic potential 
across a taxon of interest and the various sub-populations separated 
by environmental conditions. The combination of metagenomics and 
pangenomics allows for the opportunity to investigate microbial 
members across complex environmental conditions (Simmons et al., 
2008; Kashtan et al., 2014). Sampling for metagenomes can provide 
information of microbial populations within their environmental 
setting, and pangenomic investigation can reveal the biogeography of 
microbial diversity and gene distribution (Delmont and Eren, 2018). 
This combination of tools termed “metapangenomics” can inform on 
adaptability to environmental conditions, and broadly investigate the 
evolution of microbial members across diverse habitats (Delmont and 
Eren, 2018). The Samail Ophiolite provides an ideal environmental 
system with distinct geochemical conditions across fluid types to 
investigate the adaptability of microbial populations within 
hyperalkaline settings. Methanogen populations serve as a prominent 
target for metapangenomic evaluation due to their abundance across 
pH and geochemical conditions to understand their biogeography and 
habitat-specific gene pools.

While preliminary work has highlighted some metabolic 
adaptations that enable Methanobacterium to function in the 
subsurface fluids of the Samail Ophiolite (Fones et al., 2019, 2021), 
further efforts to characterize how Methanobacterium overcome the 
polyextremic conditions in the hyperalkaline wells and maintain such 
a dominating presence are needed. Here we apply metagenomics to 
examine how Methanobacterium populations potentially overcome 
DIC limited and hyperalkaline pH conditions. A metapangenomic 
analysis was used to describe the adaptations of Methanobacterium 
populations spanning multiple subsurface wells at various pH 
conditions and depth profiles to highlight adaptive strategies through 
carbon utilization, use of transporters, and other survival mechanisms. 
The work herein helps to reveal how Methanobacterium populations 
exhibit niche differentiation for cohabitation and circumvent the 
energy limiting conditions induced from low temperature 
serpentinization in the subsurface fluids of the Samail Ophiolite.

Materials and methods

Site description and geochemical 
measurements

Three preexisting boreholes were sampled from a multi-borehole 
observatory established by the Oman Drilling Project and Oman 
Ministry of Regional Municipalities and Water Resources in Wadi 
Lawayni in the Wadi Tayin massif into the mantle section of the 
Samail Ophiolite (Kelemen et al., 2011; Templeton et al., 2021). Fluid 
samples were collected in February to March of 2020 using multiple 
devices to cover a range of depth intervals within each borehole. A 
Grundfos SQ 2–85 submersible pump (Grundfos Pumps Corp. 
Denmark) was used for “open” borehole pumping. This pumping 
method was conducted at 50 m in borehole WAB188 and 75 m in 
borehole BA3A. A Double Packer Standard System (SolExperts, 
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France) was used in borehole NSHQ14. The packer system contains 
two inflatable rubber packers and a submersible pump, and one or 
both of the packers can be  inflated to isolate depth intervals for 
discrete pumping of fluids as described in previous work (Nothaft 
et al., 2021a). The top packer was left uninflated to sample from the 
top of the water table (9 m) to 30 m where the bottom packer was set. 
The submersible pump and packer system were connected to a 
splitting manifold with field-washed Tygon tubing. An air-tight gas 
sampler was used in borehole BA3A by dropping at 100 and 275 m 
depth, capturing a ~1 m interval of approximately 5 L of fluid.

Prior to sampling, a field wash lasting ~20–30 min was performed 
on the pump, manifold, tubing and filter housing at each borehole. 
Fluids were collected for geochemical analysis by passing through a 
0.2 μm polycarbonate filter into 15 mL Falcon tubes. Major cations 
were acidified with nitric acid in the field at the time of collection. As 
previously reported (Kraus, 2021), anion and cation concentrations 
were analyzed using inductively coupled plasma atomic emission 
spectroscopy (ICP-AES; Optima 5300, Perkin-Elmer, Freemont, CA) 
and ion chromatography (IC; ICS-90, Dionex, Sunnyville, CA) 
respectively at the Colorado School of Mines. Water temperature and 
pH were measured in the field with a Hach multiparameter field meter 
(HQ40D, Hach, Inc., Loveland, CO).

Sample collection, DNA extraction, and 
metagenomic sequencing

Biomass was collected from fluids passed through 0.2 μm 
polycarbonate filters when sampling from the submersible pump or 
packer system, or 0.1 μm filters from the air tight gas sampler. 
Approximately 5 L of fluid was passed through each filter or until 
noticeable particulates were collecting on the filter to ensure enough 
biomass was retrieved; in the case of the 0.1 μm filters, a minimum of 
200 mL was passed through or until it was too difficult to deliver any 
liquid through the filter. Filters were immediately stored in DNA/RNA 
Shield™ (Zymo, Inc.) to be preserved until returned to the lab. DNA 
and RNA were extracted using the ZymoBIOMICS™ DNA/RNA 
Miniprep kit as described in previous work (Thieringer et al., 2021). 
Five samples representing each sampling depth from the boreholes 
described above were submitted for metagenomic sequencing on an 
Illumina NovaSeq platform (2 × 150 bp) and processed as a part of the 
Joint Genome Institute Pipeline, described in detail previously (Clum 
et al., 2021).

Metagenomic sequences were downloaded from the JGI/IMG 
portal, which already included steps of read quality filtering and 
trimming of adapters using BBduk (Bushnell, 2020). Reads were 
individually assembled using SPAdes with the “—meta” option for 
metagenomic data (Nurk et al., 2017). Individual reads were then 
mapped to contigs within each respective individual metagenome 
sample using Bowtie2 to generate coverage data (Langmead and 
Salzberg, 2012). Open reading frames (ORFs) were identified on the 
contigs with the program Prodigal and generated into contigs database 
files for downstream analysis with the program Anvi’o (Hyatt et al., 
2010; Eren et al., 2015). Functional annotation of ORFs were identified 
with HMMER, Clusters of Orthologous Genes (COGS), Pfam, Kegg 
(through GhostKOALA), and with Interproscan using TIGRFAM and 
SUPERFAMILY (Zhang and Wood, 2003; Bateman, 2004; Kanehisa 
et al., 2007; Mulder and Apweiler, 2007; Haft et al., 2012; Galperin 

et al., 2021). Initial taxonomic annotation was provided by running 
the “anvi-estimate-scg-taxonomy” referencing the GTDB database, 
and helped guide binning efforts at the refinement stage (Eren et al., 
2015). The contigs databases and BAM files created during the 
Bowtie2 mapping step were then created into a profile database within 
Anvi’o (Langmead and Salzberg, 2012; Eren et  al., 2015). Initial 
binning was performed with CONCOCT, Maxbin2, and MetaBat2 
software packages using default parameters (Alneberg et al., 2013; Wu 
et al., 2016; Kang et al., 2019). Bins were then integrated into DASTool 
to calculate the most optimized and non-redundant set of bins from 
each metagenome (Sieber et al., 2018). These binning results were 
imported into the profile database and then manually refined into 
metagenome assembled genomes (MAGs) within the Anvi’o 
interactive interface (Eren et al., 2015). MAGs were considered high-
quality based upon >90% completion and <10% redundancy 
thresholds (Eren et al., 2015).

Phylogenomic analyses of Methanobacterium MAGs were 
conducted by using the program GtoTree (Lee, 2019). In brief, 
representative Methanobacterium genomes were downloaded as 
accession files from the Genome Taxonomy Database (GTDB), where 
only species cluster representatives were selected using the “—GTDB-
representatives-only” flag. An outgroup genome representative was 
downloaded from NCBI for phylogenetic reconstruction, which 
included a genome for Methanosarcina barkeri. GtoTree was run with 
default settings except for the input single copy gene HMM sets using 
the “-H” flag, and the archaeal HMM target gene set was used for 
analysis which contains 76 marker genes. GtoTree then identifies 
target genes from MAGs and genomes using HMMER3, aligns each 
gene set with the MUSCLE program, and performs automated 
trimming with TrimAl (Zhang and Wood, 2003; Edgar, 2004; Capella-
Gutierrez et al., 2009). The alignment and partitions files were then 
passed on to IQTree where a maximum likelihood phylogenetic 
analysis was conducted by identifying the optimal amino acid 
substitution model by implementing the “-m TEST” flag, and branch 
support was conducted with 1,000 ultrafast bootstraps (Minh et al., 
2020). Tree files were then visualized and annotated with the 
Interactive Tree of Life (iTOL) web program (Letunic and Bork, 2007).

Metapangenomic workflow

Eight MAGs taxonomically identified as Methanobacterium 
considered high quality, from completion and redundancy scores, 
were examined through the pangenomic workflow outlined by Anvi’o 
(Eren et al., 2015; Utter et al., 2020). In brief, the workflow computes 
the amino acid identity level between all ORF pairs using BLASTp, 
and removes matches below a bitscore (at default value of 0.5; Altschul 
et al., 1990). Homologous gene clusters were grouped from ORFs 
using the Markov Clustering Algorithm (MCL; Eren et al., 2015; Utter 
et al., 2020). These gene clusters were then aligned using MUSCLE for 
interactive visualization (Edgar, 2004). Core genes and gene clusters 
are identified as sharing at least a fourth of the median coverage of 
where the sample gene originated from, otherwise the gene or gene 
cluster was determined to be accessory as described previously (Eren 
et al., 2015; Utter et al., 2020). The core and accessory genomes of 
groups were binned according to overlapping gene clusters identified 
in the Anvi’o interactive interface. Core and accessory genomic 
information determined from a metapangenomic approach does not 
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differ from pangenomic analysis in terms of its meaning. Instead, a 
metapangenome incorporates metagenomic read recruitment to aid 
in identifying core and accessory genomic content across 
environmental conditions. The average nucleotide identity (ANI) of 
each MAG was calculated with the function “anvi-compute-genome-
similarity” which calls the PyANI program (Pritchard et al., 2016). 
The “ANI_full_percent_identity” option was included in the final 
pangenome figure and used to compare the genome similarity of the 
eight Methanobacterium MAGs. This option takes into account both 
the percent identity of the aligned fraction from the MAGs being 
compared, as well as the aligned fraction or coverage of the MAGs. 
Inclusion of coverage/alignment fraction provides greater stress on the 
likelihood of the MAGs representing different species due to greater 
homology shared from greater alignment fractions (Pritchard et al., 
2016). The command “anvi-summarize” was run on the pangenome 
and contigs databases to export the genes and gene clusters within 
each pangenome grouping (accessory or core). The exported text file 
was then curated in R and visualized with custom R scripts with the 
“ggplot2” package (Wickham, 2011; R Core Team, 2021).

A functional enrichment analysis was conducted on the eight 
MAGs assembled from this study in order to highlight gene clusters 
unique to the Oman Methanobacterium populations as a whole. 
Publicly available genomes (n = 57) for Methanobacterium were 
downloaded from the NCBI Genbank and Refseq databases, and the 
two other MAGs from wells NSHQ14 and WAB188, to contrast genes 
that may be unique to the MAGs from these hyperalkaline conditions 
within the Samail Ophiolite. In brief, a pangenome was conducted as 
above, this time including the MAGs identified in this study and 
external genomes (Supplementary Figure  1). The function “anvi-
compute-functional-enrichment-in-pan” was run in order to identify 
which gene clusters are enriched a within the Oman Methanobacterium 
MAGs. Additional enrichment analyses were conducted on each 
Methanobacterium population against the others in order to compare 
and contrast genes that may serve as functionally core within each 
population type.

Results

Geochemical characterization of 
subsurface fluids

Subsurface fluids were sampled from three preexisting wells in the 
Samail Ophiolite for molecular biological and chemical analysis. The 
waters are classified based on previously reported data to reflect the 
geologic and hydrologic conditions of the fluids from each borehole—
this includes Type I and Type II depending on the pH of the water and 
concentrations of Mg2+ and HCO3

− or Ca2+ and OH− (Rempfert et al., 
2017). Hyperalkaline fluids retrieved from BA3A and NSHQ14 agree 
with previous classification, with pH values of 11.63 and 11.24, 
respectively, and are reflective of Type II waters resembling closed 
system—no exposure to atmospheric input—serpentinization. 
Samples collected from WAB188 represents a “contact” zone where 
faulted boundary between gabbro and peridotite bedrock exists and a 
neutral pH of 7.47 was measured and the fluid composition reflect 
Type I  characterizations of open system serpentinization. DIC is 
typically in very small concentrations (~0.05–0.13 mM) in the 
hyperalkaline fluids of NSHQ14 and BA3A, and greater concentrations 

in the circumneutral fluids of WAB188 (~3 mM; Rempfert et al., 2017; 
Fones et al., 2021; Nothaft et al., 2021b). Other potential sources of 
carbon generated as a result of serpentinization include acetate and 
formate, which were present in variable concentration in all fluids 
sampled. Acetate concentrations within hyperalkaline fluids were 
nearly double the concentrations of formate (1.01–2.48 μM acetate 
and 0.53–1.24 μM formate), while both analytes remained nearly equal 
in the neutral fluids (1.59 μM acetate and 1.63 μM formate). NO3

− 
concentrations are variable across fluid types. Nitrate was not detected 
in well BA3A, while measured in low concentrations (3.23 × 10−3 mM) 
within NSHQ14. Conversely, NO3

− concentrations in WAB188 were 
observed at 0.13 mM. NH4

+ was not measured for well WAB188, 
however, was detected in large concentrations within the hyperalkaline 
fluids of NSHQ14 and BA3A (7.59–88.81 μM). Measurements for 
phosphorous species were not resolved and have not been reported in 
recent work conducted at the Samail Ophiolite. Further details of 
geochemical measurements from the 2020 field sampling campaign 
are reported in Table 1.

Description of recovered MAGs

DNA collected from filtered biomass for metagenomic analysis 
provided eight high quality MAGs representative of 
Methanobacterium populations. One MAG was recovered from 
WAB188 at 50 m depth, and another at the shallow packer interval 
of 9–30 m from NSHQ14. The six remaining MAGs were all 
recovered from well BA3A where two MAGs were identified at 

TABLE 1 Select geochemical compositions from subsurface waters 
recovered from wells BA3A, NSHQ14, and WAB188 collected from the 
Samail Ophiolite in 2020.

WAB188 BA3A NSHQ14 LOQ

Depth (m) 50 75 9–30

pH 7.47 11.63 11.35

Eh (mV) – –403 –169

Temp. (°C) 35.3 36.8 35.9

H2 (μM) 0.92 – 21–164 0.45

DIC (mM) 3 – 0.05–0.13 0.1

Acetate 

(μM)

1.59 2.48 1.01 0.07

Formate 

(μM)

1.63 1.24 0.53 0.24

SO4
2− (mM) 1.04 0.01 0.13 1.04 × 10−3

∑Na (mM) 2.73 9.94 6.84 1.25 × 10−3

∑Ca (mM) 1.21 6.2 3.35 1.22 × 10−4

∑Mg (mM) 1.7 0.03 0.03 1.62 × 10−3

NO3
− (mM) 0.15 – 3.23 × 10−3 1.61 × 10−3

NH4
+ (μM) – 88.81 7.59 1

∑Fe (μM) 13.61 6.26 2.33 5.37 × 10−6

∑Ni (μM) 0.14 0.1 0.14 2.39 × 10−5

A dashed line (−) indicates the sample was not measured. The concentrations of H2 and DIC 
were not possible and previous measurements from the 2015/2016 field season are reported 
from Rempfert et al. (2017) instead.
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each sampling depth (75, 100, and 275 m). Phylogenomic analysis 
revealed the presence of three distinct populations of the 
Methanobacterium genus from subsurface fluids of the Samail 
Ophiolite. Methanobacterium populations are referred to by 
previous classification schemes reflecting the lithologic and 
hydrologic conditions reflected at the site of each MAG; Type 
I  populations are indicative of alkaline conditions from near-
surface water/rock interaction, whereas Type II populations reflect 
the highly serpentinized, closed-system conditions within 
hyperalkaline fluids in peridotite bedrock. The MAG from 
WAB188 represents the Type I population, while a distinct clade of 
4 MAGs from BA3A and NSHQ14 represent the Type II 
population. Interestingly, the third population consisted of 3 
MAGs and appeared to have recently diverged from the WAB188 
Type I population and are phylogenetically distinct (Figure 1). This 
unique population shares the most phylogenetic relatedness to the 

Type I  lineage, yet exists only in the most hyperalkaline well 
(BA3A, 11.63 pH). Therefore, this distinct population will hereafter 
be  referred to as the “Mixed” population in order to distinctly 
evaluate the three populations throughout the remainder of this 
study. Comparatively, the Type II Methanobacterium MAGs exhibit 
the smallest genome size, while the Type I  MAG contains the 
largest genomes size and Mixed population MAGs are slightly 
smaller than the Type I population (Table 2). This is consistent 
with previously observed genomes in other sites impacted by 
serpentinization, where genome streamlining allows for the 
reduction of energy demands within increasingly hyperalkaline 
conditions (Suzuki et al., 2017; Fones et al., 2019, 2021). While the 
MAGs from WAB188 and NSHQ14 only represent one sampling 
depth, the estimated relative abundance of the Mixed and Type II 
populations appear to increase with depth within well BA3A 
(Table 2).

FIGURE 1

Maximum likelihood phylogenetic reconstruction of Methanobacterium metagenome assembled genomes based on 76 archaeal marker genes (Lee, 
2019). The well and depth from which each MAG was collected is denoted in the sample name, along with the MAG ID. The MAGs are color-coded 
based on their population designation: blue = type II, green = mixed, yellow = type I. Bootstrap values ≥ 90% out of 1,000 bootstraps are denoted with 
black circles. Methanosarcina barkeri representatives were chosen as the outgroup.
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Methanobacterium pangenome

Pangenomic analysis revealed sets of genes intrinsic to all 
Methanobacterium populations that may be vital in the subsurface 
serpentinized environment. The entire metapangenome of 
Methanobacterium MAGs contains 3,125 gene clusters, of which 36% 
(1,122 gene clusters) occupy the core genome (Figure 2). The accessory 
genome of each population appears to decrease in size when the 

population is found in more hyperalkaline conditions – 17% of total 
gene clusters (542 gene clusters) in the accessory genome of Type I, 
6% (173 gene clusters) in the accessory genome of the Mixed 
population, and 8% (260 gene clusters) in the accessory genome of the 
Type II population. To further understand the relationship between 
the three populations, the average nucleotide identity (ANI) was 
calculated to determine the genome similarity between each MAG, 
and is represented in the upper right heatmap of the metapangenome 

TABLE 2 The statistics and information of assembling Methanobacterium MAGs recovered from the subsurface fluids.

MAG ID Well Depth (m) Type Est. comp. 
(%)

Est. red. 
(%)

Est. rel. 
abund. (%)

GC content 
(%)

Genome size 
(Mbp)

Methanobacterium

Methano_1 WAB188 50 I 98.68 1.32 4.04 36.63 2.47

Methano_2 NSHQ14 9–30 II 98.67 0 5.03 34.76 1.64

Methano_3 BA3A 75 Mixed 98.62 1.31 1.67 36.64 2.07

Methano_4 BA3A 100 Mixed 98.68 1.32 7.57 34.15 2.12

Methano_5 BA3A 275 Mixed 94.76 2.63 7.91 34.59 2.29

Methano_6 BA3A 75 II 98.68 0 12.17 34.75 1.37

Methano_7 BA3A 100 II 98.67 0 13.08 35.03 1.59

Methano_8 BA3A 275 II 97.36 0 23.87 34.93 1.38

The relative abundance of each MAG was estimated by the percentage of overall reads mapped to a MAG within each of their corresponding metagenome. Est. comp., estimated completion; 
Est. red., estimated redundancy; Est. rel. abund., estimated relative abundance.

FIGURE 2

Visual depiction of the pangenome of Methanobacterium-affiliated metagenome assembled genomes (MAGs) recovered from subsurface fracture 
fluids from the Samail Ophiolite, Oman. The inner radial dendrogram shows the 3,125 protein-encoding genes homologs in the pangenome, clustered 
by presence/absence across MAGs. The 8 MAGs of the three different population “types” are plotted on the innermost 8 layers (270° arcs), ordered and 
spaced to reflect groupings based on genomic composition. The presence of gene clusters are indicated by filled and colored bars; unshaded bars 
indicate the lack of a gene cluster in a MAG. Gene clusters belonging to the core genome shared across all MAGs and environmental accessory 
genomes are binned and labeled with the according specificity on the outside of the outermost layer. The top right portion above the pangenome 
contains relevant information for each MAG, with the y-axis limits contained within the parentheses. The relative abundance is representative of each 
Methanobacterium MAG’s percentage of overall reads within its corresponding metagenome.
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(Figure  2). Results further highlight the distinction of three 
Methanobacterium populations. Of particular note, the Mixed 
population only shares a stronger genome similarity with the Type 
I MAG (76 to 82% ANI) than compared to the Type II MAGs (28 to 
41% ANI). This finding corroborates the likely short evolutionary 
separation of this population into hyperalkaline conditions.

Core genome

The core genome of the eight Methanobacterium MAGs (the 
bottom right portion of the metapangenome) represents all of the 
genes present among all observed populations (Figure 2). Metabolic 
reconstruction of annotated genes includes the necessary proteins to 
carry out the essential steps of the methanogenesis pathway, 
converting CO2 into CH4. Additional genes and gene clusters  
of interest can be  inspected in Supplementary Table  1. All 
Methanobacterium MAGs contained the genes for trehalose-6-
phophatase synthase and ureidoglycolate dehydrogenase, which serve 
as possible mechanisms to overcome energy limiting conditions 
(Kyryakov et al., 2012; Bird et al., 2019).

Comparison of all Methanobactierum MAGs to publicly available 
Methanobacterium genomes revealed that only six genes were 
functionally enriched specifically to the MAGs collected from  
the Samail Ophiolite with an adjusted q-value < 0.05 
(Supplementary Table 2). Some of these genes included CRISPR/Cas 
associated proteins, mannose-6-phosphate isomerase, and zinc-
dependent alcohol dehydrogenase. An additional nine gene 
annotations were enriched for the Oman MAGs and found in only 
10% or less of external genomes. Of note, these annotations included 
a DNA protection under starvation (DPS) family protein, the zinc-
exporting ATPase (zntA), and an ABC-type iron exporter (fetB; 
Supplementary Table 2).

Accessory genomes and functional 
enrichment

Genes that were present only in the accessory genome of each 
Methanobacterium population were extracted to identify adaptations 
to their environmental conditions. The number of genes present in 
each accessory genome were categorized into 22 observed Clusters of 
Orthologous Genes (COG) categories (Figure 3). The distribution of 
genes within accessory genomes discussed below reflects the gene 
total that falls within one of the COG categories. Additional genes 
that did not receive functional annotations were not included in the 
summary of genes belonging to these categories from each 
Methanobacterium population, as this does not reflect the total gene 
count within the accessory genomes found from each population. 
The Type I population displayed the largest number of accessory 
genes annotated by the COG database (n = 133) with most genes 
being placed within the general function prediction only, defense 
mechanisms, and cell wall/membrane/envelope biogenesis categories. 
The Type I population contains a large number of genes (n = 19) 
belonging to the radical SAM superfamily within the general function 
prediction category. Within the cell wall category, the Type 
I population contained 9 copy numbers of glycosyltransferase, of 
which 5 were encoded as glycosyltransferases involved in cell wall 

biosynthesis UDP-D-galactose:(glucosyl) LPS alpha-1,6-D-
galactosyltransferase rfaB and 4 were annotated as putative colonic 
acid biosynthesis glycosyltransferase wcaA (Figure 4). Many genes 
appeared to be functionally enriched in the Type I MAG, however, 
this could be due to the larger genome size leading to an equally as 
sizeable accessory genome. The functional core of this genome did 
not reveal any clear distinction between the annotated genes  
and the environmental conditions observed at WAB188 
(Supplementary Table 3).

Comparatively, the Mixed population’s accessory genes with COG 
functional annotations decreased in size (n = 107). The cell wall/
membrane/envelope biogenesis COG category was the Mixed 
population’s standout accessory group with a total of 29 genes. Similar 
to Type I, the Mixed population contained 10 gene copy numbers of 
glycosyltransferase, making up more than a third of its dominant 
COG category. However, the Mixed population encoded only 1 copy 
of the wcaA gene while the rfaB stood out with the remaining 9 copy 
numbers (Figure 4). Additionally, this dominant category contained 
the spore coat biosynthesis proteins spsFG. The functional enrichment 
analysis of the Mixed population revealed 20 genes that were not 
present in any of the other two Methanobacterium populations 
(Supplementary Table  3). These gene annotations appeared to 
be related to DNA repair or stress and included DNA glycosylase 
alkD, recombinational DNA repair protein RecF, and the enamine 
deaminase of the YjgF/YER057c/UK114 family ridA. Additional genes 
for the presence of lipoprotein and cell wall biosynthesis included 
teichoic acid biosynthesis protein tagB, lysophospholipase pldB, and 
the spore coat biosynthesis proteins spsFG. Two acetyltransferases 
were identified as n-acetyltrasnferases yhbS and rimL, as well as the 
ADP-ribosylglycohydrolase draG.

The Type II population contained accessory genes (n = 130) with 
the greatest number of genes belonging to the energy production and 
conversion and defense mechanisms COG categories. Distinct from 
the other Methanobacterium, the Type II population contained genes 
encoding for type I  (n = 9) and III (n = 1) restriction enzymes. 
Inspection into the cell wall/membrane/envelope category revealed no 
annotations for glycosyltransferase in the Type II population. The 
functionally enriched gene annotations revealed 23 genes that were 
unique to the Type II population (Supplementary Table 3). Distinct 
transporters included the ABC-type Fe3+ transport system afuA and 
an oxalate/formate antiporter oxlT. Potential antimicrobial and 
detoxification genes included the membrane protein ydbS, 
Zn-dependent glyoxylase phnB, cephalosporin hydroxylase cmcI, and 
bacterial immunity and signal transduction membrane protein 
SdpI. Additional genes that were functionally enriched within the 
Type II MAGs were aconitase hydratase (acnA) and isocitrate 
dehydrogenase (Icd) proteins which are responsible for carrying out 
steps in the tricarboxylic acid (TCA) cycle, though no other gene 
annotations were detected to form a complete TCA cycle.

Transporters

Gene annotations for different transports were inspected for their 
presence or absence across the different Methanobacterium 
populations in order to resolve potential adaptations through pH 
homeostasis or circumventing low nutrient availability. Transporter 
encoding genes were placed into custom categories defined by their 
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gene function and included: Fe, Na+/K+, Lipoprotein, Taurine, Other, 
Acetate and Formate, NH4

+, Cation, and Phosphate transporters 
(Figure 5). All Methanobacterium populations shared the presence of 
all but two Fe transporters. Only the Type II population possessed the 
afuA Fe3+ transporter while exhibiting no detection of the exbD 
subunit. The Mixed and Type I population contain both exb subunits 
that are part of an iron uptake complex to transport ferrous iron in 
the form of siderophores (Noinaj et al., 2010). All Methanobacterium 
populations also contain the fepBCD iron siderophore complex 
(Schalk and Guillon, 2013). Similarly for Na+/K+ transporters, the 
Type II MAGs contained the presence of all the identified annotated 
genes for these transporters, but demonstrates the only presence of 
the natB component of the sodium transport system. Interestingly, 
the natA subunit component was not detected in any of the Type II 
MAGs. The Type I and Mixed populations contain the only detection 
of the nhaP sodium-hydrogen antiporter, which was absent in the 
Type II population.

The gene copy number of lipoprotein transport gene 
annotations was much larger in the Type I and Mixed population 
compared to the Type II population. Specifically, the lolE 
lipoprotein transport subunit and the DedA family protein 
involved in a variety of cell membrane transport and functions are 
2x in gene copy number abundance of the Type I  and Mixed 
populations compared to the Type II populations. Conversely, 
only the Type II population demonstrates the presence of all three 

FIGURE 3

The number of genes within each Methanobacterium population’s accessory metagenome assembled genome. The COG20 Category is listed on the 
y-axis and the x-axis denotes the number of genes that make up the category. The full list of genes found in the top categories of each population can 
be found in Supplementary Table 4.

FIGURE 4

The gene copy number of genes (rfaB and wcaA) encoding 
glycosyltransferase in the accessory metagenome assembled 
genomes of each Methanobacterium population. The full list of 
genes within the accessory genome of each population can 
be found in Supplementary Table 4.
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tauABC subunits in ≥2x gene copy number. However, all 
populations share the presence of the tauE sulfite exporter. Within 
the “Other” category of transporters, only the Type II population 
contained the putative ABC-transporter yhaQ. All 
Methanobacterium MAGs shared the presence of a sulfate 
permease (SulP) gene. The SulP gene from the Type II population 
was resolved through BlastP analysis and identified as a putative 
sulfate transporter. Further BlastP analysis did not resolve the 
SulP transporter from the Type I population, and was broadly 
characterized as an inorganic anion transporter belonging to 
Methanobacterium with 76% identity. However, only the Mixed 
population possessed both of these SulP encoded proteins.

The presence or absence of genes was extended to additional 
categories to further highlight potential adaptions in hyperalkaline 
fluids by the Methanobacterium populations (Figure 5). The Type II 
population contains the only detected formate transporter 
annotated as an oxalate:formate antiporter. Additionally, it appears 
that the Type II population does not possess an acetate transporter, 
while the Type I and Mixed populations share the same transporters, 
actP and satP, for potential acetate assimilation. Similarly, the Type 
II population demonstrates the absence of the ammonium 
transporter amtB and the potassium/hydrogen antiporter 
khtT. Only the Type I Methanobacterium population displays the 
presence of the phnCE subunits of the phosphonate transporters. 
The Type I  and Mixed population share gene annotations for 
phosphate and metal symporter pitA and phosphate transport 
regulator ykaA. Additional gene absence, presence, and copy 
number are illustrated in Figure 5.

Carbon cycling

Multiple pathways for carrying out methanogenesis were 
investigated, and include suggested mechanisms from previous studies 
conducted at the Samail Ophiolite (Fones et al., 2021; Kraus, 2021). 
All Methanobacterium MAGs were queried for proteins involved in 
hydrogenotrophic, acetoclastic, and formatotrophic methanogenesis 
along with carbonic anhydrase to potentially convert bicarbonate into 
bioavailable CO2. The variety of pathways for methanogenesis were 
examined in order to determine adaptability to available carbon 
substrates (Figure 6). Type I and Mixed Methanobacterium MAGs 
contained the full suite of proteins encoded to carry out the 
hydrogenotrophic methanogenesis pathway, reducing CO2 in the 
presence of H2 to CH4 (Figure 6). In line with previously reported 
work, only Type II Methanobacterium populations encoded the 
presence of formate dehydrogenase (fdhAB), which allows for 
potentially using formate as an alternative and sole carbon source to 
circumvent low DIC in hyperalkaline conditions (Fones et al., 2021). 
None of the proteins required for carbonic anhydrase proteins were 
detected in any of the Methanobacterium populations. Furthermore, 
none of the MAGs encoded for the ack/pta proteins that are typically 
found in acetoclastic methanogens (Stams et  al., 2019). All 
Methanobacterium MAGs contained the acetyl-CoA synthetase (acs) 
protein which allows for the conversion of acetate into acetyl-CoA 
(Hattori, 2008). However, the Methanobacterium populations are 
likely assimilating carbon from acetate for biosynthesis of various cell 
components rather than being incorporated into CH4 production 
(Oberlies et al., 1980).

FIGURE 5

(A) The gene copy number of genes involved in transport mechanisms for various metabolites. The x-axis denotes the gene and are faceted (above) 
into custom transporter categories. The y-axis represents each MAG at the depth in which it was collected and is faceted (on the right) from the 
borehole in which it was sampled and the Methanobacterium population it belongs to. Each dot is also sized by the gene copy number. (B) The 
presence or absence of additional transporter genes across each population type. The presence of a gene is indicated by a filled in dot and represents 
all MAGs within the population containing the presence of the gene. The x-axis represents the transporter genes and are faceted (above) into custom 
categories. The y-axis represents the Methanobacterium population.
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Discussion

Methanobacterium core genome and 
shared strategies

Methanobacterium populations play a significant role as the 
primary methane producer in the hyperalkaline subsurface fluids of 
the Samail Ophiolite (Fones et al., 2019; Kraus, 2021). While previous 
work has elucidated a potential adaptation for circumventing DIC 
limitation in the subsurface by use of formate by Methanobacterium, 

more work is needed to fully unravel the strategies Methanobacterium 
uses to adapt to both a high pH and a nutrient limited environment 
(Fones et  al., 2021). In this study, eight MAGs across various 
geochemical gradients have been exploited to investigate metabolic 
strategies for living in the conditions experienced in the most 
hyperalkaline wells. Results from phylogenomic analysis and ANI 
metrics reveal three distinct Methanobacterium populations exist in 
the subsurface serpentinizing fluids of the Samail Ophiolite (Figures 1, 
2). Previous work in the Samail Ophiolite suggests that the 
diversification of methanogens and acetogens can be reflected by the 

FIGURE 6

The different enzymatic pathways for the core methanogenesis pathway (gray), hydrogenetrophic (tan), acetoclastic (purple), formatotrophic (red) or 
steps involving conversion of bicarbonate into CO2 for methanogenesis (black). Carbon substrates, intermediates, and products appear in rectangular 
boxes, while enzymes are in black lettering next to arrows that point in the direction of their end product. Dashed arrows indicate the potential use for 
the pathway to allow for intracellular CO2 to be generated and subsequently reduced to CH4. The enzymatic component of heterodisulfide reductase 
(hdr) is included in both formatotrophic and hydrogenetrophic pathways because each due to its similar function, but does not represent a different 
gene. The bottom of the figure contains a presence/absence diagram, where circles are filled in to represent the presence of a gene in the respective 
pathway and a white, unfilled circle indicates the absence of a gene. The rows of the presence/absence diagram are representative of each 
Methanobacterium population. Figure inspired by Carr et al. (2018). Genes: fwd, formylmethanofuran dehydrogenase; ftr, formylmethanofuran:H4SPT 
formyltransferase; mch, methenyl-H4SPT cyclohydrolase; mtd, F420-dependent methylene H4SPT dehydrogenase; mer, F420-dependent methylene-
H4SPT reductase; mtr, methyl-H4SPT:coenzyme M methyltransferase; mcr, methyl-coenzyme M reductase; ack, acetate kinase; pta, phosphate 
acetyltransferase; acs, acetyl-CoA synthetase; cdh, carbon monoxide dehydrogenase; fdh, formate dehydrogenase; hdr, heterodisulfide reductase; 
mvh, methyl viologen-reducing [NiFe]-hydrogenase; frh, coenzyme F420 [NiFe]-hydrogenase; F420, coenzyme F420. Carbon compounds: CO2, carbon 
dioxide; formyl-MFR, formyl-methanofuran; formyl-H4SPT, formyl-tetrahydrosarcinapterin; methenyl-H4SPT, methenyl-tetrahydrosarcinapterin; 
methylene-H4SPT, methylene-tetrahydrosarcinapterin; methyl-H4SPT, methylene-tetrahydrosarcinapterin; methylene-S-CoM, 2-(Methylthio)
ethanesulfonate; Acetyl-CoA, acetyl-Coenzyme A; Acetyl-PO4, acetylphosphate; CH3COO−, acetate; HCOO−, formate.
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fluid type in which those populations exist (Fones et al., 2021; Colman 
et al., 2022). This work corroborates the distinction between Type II 
Methanobacterium populations that exist in the hyperalkaline fluids 
and Type I populations collected from neutral waters. However, the 
most intriguing discovery includes the identification of a third Mixed 
Methanobacterium population. The Mixed Methanobacterium 
population likely represents an intermediary in the evolutionary 
history from Type I  to Type II lineages. Interestingly, the Mixed 
population appears only within the most hyperalkaline borehole and 
was not detected in any other fluid source. This raises key questions 
regarding why a Methanobacterium population that is likely to 
be better suited to exist in more hospitable conditions only subsists 
within the most unfavorable geochemical regimes within the 
serpentinizing subsurface.

Evidence for genome streamlining is indicated by the decrease in 
genome size between methanogenic populations from neutral and 
hyperalkaline conditions. When organisms face selective pressures 
from their environment, a reduction in genome size allows for 
lessening the costs of energetics associated with the replication of their 
genome (Giovannoni et  al., 2014). The DIC limited and high pH 
conditions found in the more serpentinizing impacted fluids results 
in both nutrient limitation and osmotic stress of organisms, and would 
suggest genome streamlining acts as a favorable adaptation to 
hyperalkaline fluids. The Type I Methanobacterium MAG displays the 
largest genome size and likely receives less environmental stress, given 
that surficial CO2 can more readily mix into the fluids and prevent 
carbon limitation. The Type II population contains the smallest 
genome sizes, and reflects previous work where these hyperalkaline-
adjusted-organisms have reduced their genome size to cut down 
energetic costs (Fones et al., 2021). The genome sizes of the Mixed 
Methanobacterium population are greater than Type II populations, 
yet smaller than Type I. This genome size variance could suggest that 
the Mixed population have not fully adapted to the nutrient limited 
and hyperalkaline conditions, and therefore have not yet fully 
streamlined to minimize energy demands. The presence and absence 
of the various transporter gene annotations between all 
Methanobacterium MAGs may highlight how the Type II population 
keeps necessary transporters for the metabolites that are under 
greatest demand in the hyperalkaline fluids (Figure 5). Additionally, 
genome streamlining may be the dominant strategy for adapting to 
hyperalkaline conditions observed by the Methanobacterium 
populations of the Samail Ophiolite compared to external 
Methanobacterium genomes. This potential adaptation strategy 
becomes emphasized by the lack of genes determined from functional 
enrichment analysis belonging specifically to the Methanobacterium 
populations from Oman. A reduction in genome size will decrease the 
number of shared genes across all three populations, and therefore 
makes it difficult to distinguish unique genes or adaptation strategies 
for circumventing the subsurface serpentinized fluids from the Samail 
Ophiolite. Instead, greater focus on the differences between the three 
populations identified within this study provide greater resolution of 
potential lifestyle strategies invoked by changes in local geochemistry 
across different boreholes and depths.

The pangenomic comparisons among these three 
Methanobacterium species allows for investigation of shared survival 
strategies and how each has adapted unique capabilities to overcome 
limiting conditions in the serpentinizing subsurface. Pangenomic 
analysis revealed sets of genes intrinsic to all Methanobacterium 

populations that may be necessary in the subsurface serpentinized 
environment. Trehalose-6-phophatase synthase was found in all 
Methanobacterium MAGs (and only 66% of publicly available 
genomes not from Oman), and has been suggested as a low-energy 
state strategy in other subsurface systems (Argüelles, 2000; Bird et al., 
2019). This protein has been reported from other energy limiting 
systems in sediments of the Baltic Sea and Antarctic soils, where 
metagenomic sequencing has detected trehalose synthase to aid in 
stabilizing cellular membranes against osmotic stresses (Koo et al., 
2018; Bird et al., 2019). This protein has been suggested to help by 
producing trehalose which prevents accumulation of degraded 
proteins, slow replication rates, and increase cellular longevity (Brauer 
et al., 2006; Kyryakov et al., 2012; Sipes et al., 2021).

Additionally, all Methanobacterium MAGs contain ureidoglycolate 
dehydrogenase which is involved in the degradation of allantoin in 
order to access detrital DNA (Bird et al., 2019; Sipes et al., 2021). 
Though it has been previously reported that ureidoglycolate 
dehydrogenase is employed under nitrogen starvation, work 
quantifying the cycling of nitrogen within the subsurface fluids of the 
Samail Ophiolite is replete (Rempfert et  al., 2023). However, the 
dominant nitrogen species in the hyperalkaline fluids is NH4

+. 
Additionally, the Type II population does not contain the presence of 
an NH4

+ transporter (amtB) that the Mixed population possesses 
(Figure 5). The advantage for the Type II Methanobacterium to not 
contain a NH4

+ transporter is not clear. In order to maintain internal 
cytoplasmic pH balance, the Type II population may have adapted to 
not assimilate NH4

+ due to the cationic charge. NH4
+ has also been 

demonstrated to become toxic to methanogens in bioreactors in large 
concentrations, yet not at the levels reported here or at the pH 
conditions seen at the Samail Ophiolite in hyperalkaline fluids 
(Capson-Tojo et al., 2020). Further, in pH 11 fluids the dominant 
nitrogen species will likely be  NH3, the uncharged form. 
Methanobacterium may be able to acquire NH3 that passes through 
the cell without the need of an ion gradient. While the lack of an NH4

+ 
transporter in the Type II population in not apparent, ureidoglycolate 
dehydrogenase may prove an effective strategy to overcome potential 
nitrogen limitation. The presence of these two encoded proteins 
indicates that Methanobacterium may employ strategies that involve 
maintaining a low-energy state for survival and scavenging during 
periods of nutrient starvation (Liang et al., 2019; Sipes et al., 2021). 
Within the hyperalkaline fluids, DNA scavenging tactics for phosphate 
may take place since DNA can serve as a source for phosphorous. 
Additionally, phosphorous species will precipitate out in the 
hyperalkaline Ca2+ and OH− rich fluids further limiting it is availability. 
Scavenging for DNA supports an avenue for alternative phosphorous 
uptake in the hyperalkaline fluids that have been suggested to 
be phosphorous limited (Kraus, 2021; Rempfert et al., In Review). 
Maintaining low energy states may also explain how both the Type II 
and Mixed Methanobacterium populations comprise the greatest 
relative abundance within the more extreme fluids. By potentially 
employing strategies to reduce replication rates and lower energetic 
costs, the methanogenic populations within the hyperalkaline 
conditions may be able to retain greater cell concentrations, while 
other microbial members are unable to meet the energetic demands 
and cannot sustain replication rates to make up a significant portion 
of the subsurface community. In comparison, conditions within 
WAB188 contain inputs of surface derived DIC and greater access to 
other nutrients. Though, it is possible that Type I Methanobacterium 
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are being out-competed by other microbial members for resources 
and may need to employ these survival techniques against contending 
microorganisms. These findings suggest that all Methanobacterium 
populations might use DNA scavenging and low-energy state 
strategies in order to overcome nutrient limitations imposed by 
environmental pressures or community competition and thus adapt 
to subsurface serpentinizing conditions.

Functional enrichment analysis revealed that all 
Methanobacterium populations share the iron exporter fetB that is 
only found in 3.5% of other observed Methanobacterium genomes 
(Supplementary Table 2). This protein has been reported to play a role 
in providing resistance to oxidative stress through iron homeostasis 
(Nicolaou et al., 2013). Reactive oxygen species such as the hydroxyl 
radical (•OH) can be threatening to DNA and lipids (van Erk et al., 
2023). These reactive oxygen species can be formed through redox 
reactions or from the Fenton reaction in the presence of iron (Burns 
et al., 2010). Given the greater concentrations of ferrous iron from 
serpentine minerals, dissolved iron, and the dominance of OH− 
primarily in the hyperalkaline fluids, the role of iron homeostasis may 
play a role in providing defense against oxidative stress imposed  
on the Methanobacterium populations not commonly observed  
from the external Methanobacterium genomes originating from 
non-serpentinizing environments. However, the generation of reactive 
oxygen species in the presence of iron usually results from the 
abundance of oxygen, which is not replete within the hyperalkaline 
subsurface (Burns et al., 2010). Therefore, it is not clear still why fetB 
would provide an advantage unless another oxidative stress from other 
geochemical analytes is imposed on the Methanobacterium MAGs 
observed in this study. Though reactive oxygen species may play a role 
in the hyperalkaline subsurface, the role of iron transport from 
Methanobacterium populations is influenced by the necessity for 
[NiFe]-hydrogenases that are requisite for methanogenesis. All 
Methanobacterium populations contain the exbB transporter gene, yet 
the Mixed and Type I population contain an incredibly large gene 
copy number compared to the Type II MAGs (Figure 5). This exbB 
protein is involved in the uptake of iron through siderophore uptake 
(Schalk et al., 2004). The Type II population contains the only presence 
of the putative iron ABC transporter afuA, which may allow this 
population an advantage toward accruing iron in hyperalkaline 
conditions. Overall, greater efforts are needed to resolve the 
microbially mediated iron acquisition and trafficking in 
serpentinizing systems.

Unique adaptation strategies resolved from 
accessory genomes and functional 
enrichment

The three different Methanobacterium populations’ accessory 
genomes were evaluated to investigate unique gene clusters and 
individual genes that may promote an advantage to overcome 
environmental challenges in the subsurface of the Samail Ophiolite. 
Initial trends can be  delineated from the three methanogenic 
populations between the dominant COG categories in which the most 
accessory genes fall under. Functional enrichment analysis further 
provided insight into the functional core set of genes unique to each 
population to reflect adaptations imposed by either hyperalkaline or 
circumneutral fluid conditions.

Type II Methanobacterium’s accessory genome demonstrates 
preference toward “Energy production and conversion” and “Defense 
Mechanisms.” It is likely that the dominance of genes related to energy 
production is in line with Type II Methanobacterium being capable of 
potential formatotrophic methanogenesis due to the formate 
dehydrogenase genes (fdhAB) only appearing in the accessory genome 
of the Type II population. This may suggest that Type II 
Methanobacterium are well adapted to hyperalkaline fluids, and may 
be  able to take advantage of unique sources of carbon and other 
nutrients to circumvent energy limitations. The presence of genes 
related to defense mechanisms is intriguing since the threat of 
potential viral infections and microbial competition may not be as 
extensive in hyperalkaline fluids, yet this needs greater efforts to 
resolve why this may aid Type II Methanobacterium. This defense 
mechanisms category is dominated by genes encoding for restriction 
enzymes and components of toxin/antitoxin systems which dually 
play a role in viral protection and potentially against other 
microorganisms (Supplementary Table 4). The 10 gene copy numbers 
of restriction enzymes belonging to the Type II population may play 
a further role in DNA scavenging strategies. An increase in restriction 
enzyme levels has been proposed as a mechanism mainly to protect 
cells from viral infection (Loenen et al., 2014). However, phosphate is 
a limiting nutrient in the hyperalkaline subsurface, often below a 5 μM 
detection limit (Rempfert et  al., 2017, In Review. Table  1). Thus, 
restriction enzymes could function as a mechanism for cleaving 
detrital DNA as a source for phosphate uptake.

Intriguingly, the significant quantity of encoded proteins related 
to antimicrobial resistance and detoxification from the Type II 
population suggests a unique survival adaptation. The ydbS protein is 
reported to be involved in general resistance to antimicrobials, and 
cmcI is linked to detoxifying cephalosporins which act as compounds 
to disrupt cell wall synthesis (Öster et al., 2006). The SdpI protein is 
known to protect against a toxin that lyses cells open for feeding off 
the nutrients released from these dead cells. In a strain of Bacillus 
subtulis, this organism has been shown to produce a cannibalism toxin 
under nutrient limitation that will kill and lyse open cells within its 
own population (Povolotsky et al., 2010). The cells that display the 
activated SdpI protein are able to recognize the toxin and are immune 
to being lysed, and gain the opportunity to uptake nutrients from 
localized dead cells or scavenged DNA (Ellermeier et al., 2006). While 
the ability for Type II Methanobacterium to produce this toxin was not 
confirmed, this population may have acquired the resistance to a toxin 
possibly released by another subsurface microbial member. Therefore, 
we conjecture that the Type II Methanobacterium may be employing 
an adaptive strategy by scavenging from dead cells as a mechanism for 
potentially overcoming nutrient limitation, a viable approach due to 
phosphate limitation in the hyperalkaline fluids.

The Type I population contains the greatest number of unique 
genes in the “General function prediction only” category, though also 
shows great abundance in the “Cell wall/membrane/envelope 
biogenesis” and “Defense mechanisms” COG categories. Speculating 
from these categories, Type I Methanobacterium may require greater 
efforts for defending against viral infections or competition from other 
microbial members. Subsurface fluids with neutral pH conditions 
have been reported to contain a higher diversity and richness of 
microorganisms (Brazelton et al., 2012; Rempfert et al., 2017). These 
fluids typically are composed of a larger presence of stronger oxidants 
and limited by reductants such as H2. Even more, at contact wells such 
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as WAB188 where our Type I MAG exists, fluid mixing allows for 
greater fluctuation of geochemistry. Type I  Methanobacterium 
populations might need to be  flexible to the non-stagnant fluid 
chemistry observed at contact wells. Therefore, the greater competition 
of other microbial members for available reductants may require Type 
I Methanobacterium to employ ways to circumvent thermodynamic 
competition. While the viral community has not yet been explored in 
the subsurface fluids of the Samail Ophiolite, it is likely that the 
abundance of viral members would reflect similar trends in the 
microbial distribution among serpentinizing fluids. Therefore, 
defensive strategies to hold off viral infection may be greater in the 
Type I fluids compared to the deep hyperalkaline environments.

Interestingly, despite both Type II and Mixed Methanobacterium 
occupying hyperalkaline fluids, only the Mixed population’s accessory 
genome is predominantly comprised of genes that fall under the “Cell 
wall/membrane/envelope biogenesis” COG20 category. The presence 
of spore coat polysaccharide biosynthesis proteins (spsFG) have been 
reported for entering a state of stasis until conditions become more 
favorable may imply sporulation as a mechanism for protecting Mixed 
populations (Liang et al., 2019). Sporulation has not been observed as 
a strategy imposed by methanogens, yet these genes may suggest a 
beneficial role to the membrane structure of the Mixed population  
to serve as an environmental stress defense. As the Mixed 
Methanobacterium population represents an intermediary between 
Type I  and Type II methanogens, it is possible that the Mixed 
population have adapted to hyperalkaline conditions requiring greater 
cell membrane integrity preventing cell disruption. The functionally 
enriched genes of the Mixed population may reflect their adaptation 
mechanisms necessary for subsisting in the highly reduced fluids. The 
Mixed population contains the presence of the pldB lipophospholipase 
which may further help to provide membrane stability. 
Lipophospholipases, such as those encoded by pldB, are responsible 
for metabolizing lipophsopholipids which are responsible for cell 
signaling processes and regulation of the cellular membrane structure 
(Kobayashi et  al., 1985). Additionally, it has been shown that 
lipophospholipases play a role in maintaining lipid homeostasis (Wepy 
et  al., 2019). While these biomolecules have not been studied for  
their role in alkaline environments, we  posit that the Mixed 
Methanobacterium population requires greater effort to organize its 
cell membrane in order provide membrane stability or support 
potential collaboration with other microbial members. Cell signaling 
processes may indicate the Mixed population is participating in 
biofilm interactions where lipophospholipases regulate intermediary 
exchanges of metabolites.

Accessory genome results from the Mixed Methanobacterium 
population indicate a role for glycosyltransferases to support niche 
adaptation within the high pH conditions and coexistence with Type 
II Methanobacterium. The incredible shift from Type I populations 
containing a near even distribution of the rfaB and wcaA 
glycosyltransferases to Mixed populations containing almost entirely 
rfaB signifies the importance of this gene for providing an advantage 
in the hyperalkaline fluids (Figure 4). Previous work has demonstrated 
under glucose limitation that the wcaA protein requires a greater 
energetic cost and is not expressed (Pradel et al., 1992; Wang et al., 
2020). The lack of any glycosyltransferase genes in the Type II 
population’s accessory genome further represents the niche 
differentiation of the Mixed population within the hyperalkaline 
fluids. The presence of the glycosyltransferase gene rfaB may indicate 

opportunities for biofilm interaction from methanogenic microbial 
members. The rfaB protein has been linked to biofilm formation and 
is necessary for certain microbes to participate within biofilms 
(Raaijmakers et al., 2010; Chai et al., 2012; Probst et al., 2014). In 
addition, the potential interaction with biofilm communities would 
increase the likelihood for a non-motile mode of habitation for the 
Mixed population. Postulating upon alternative adaptation strategies, 
Mixed Methanobacterium populations might require cooperation 
between additional microbial members in order to gain access to 
DIC. Specifically, other microbial members able to liberate bicarbonate 
from carbonate mineral veins or generate bioavailable CO2 may 
require the Mixed population to interact directly through syntrophic 
partnership or interspecies electron transfer. Further transcriptomic 
analysis and physiological studies are necessary to corroborate the role 
of other microorganisms possessing carbonic anhydrase able to the 
speciation bicarbonate or aid methanogens by another metabolic 
mechanism. The increased gene copy number of rfaB in the Mixed 
Methanobacterium population’s accessory genome would suggest 
biofilm interaction from Mixed Methanobacterium MAGs poses as a 
substantial environmental adaptation to circumvent the lack of 
available DIC in the hyperalkaline fluids.

The Type II and Mixed populations occupy a large abundance (up 
to 23.87% and 7.91% relative abundance, respectively) of the overall 
microbial community within the hyperalkaline fluids within 
BA3A. We hypothesize that niche differentiation is supporting the 
ability for coexistence, given the two Methanobacterium populations 
inhabit the same environmental ecosystem with accessory genomes 
highlighting very different lifestyles. These differences minimize 
overlap in their functions within the microbial community and allow 
for successful adaptation within the hyperalkaline fluids. The Type II 
population appears capable of a metabolic adaptation to utilize 
formate in the absence of a clear source of DIC. Contrastingly, the 
enriched number of glycosyltransferases, specifically rfaB, within the 
Mixed population may indicate greater interaction with biofilms or 
other microbial members. Further, this would suggest Mixed 
Methanobacterium occupy a more sessile mode of existence in  
order to reduce energetic demands in search for a source of 
DIC. Alternatively, the Mixed population could attach to abiotic 
surfaces to potentially acquire a source of nutrients. The lack of any 
genes related to cell motility within the accessory genome of the 
Mixed population further supports the possibility of a sessile lifestyle 
(Figure 3). Ultimately, the augmentation of glycosyltransferases in the 
Mixed Methanobacterium population supports the notion of 
facilitating strong niche differentiation from the Type II population to 
enable co-habitation within the hyperalkaline fluids.

Transporters demonstrate further niche 
differentiation

The contrast of different gene annotations to related transporters 
was explored to provide insight into adaptation to hyperalkaline 
conditions from Type II Methanobacterium as well as to compliment 
how the Mixed population may require additional osmoregulation or 
nutrient acquisition strategies. The Type II population contained a 
small subset of transporter genes that were not observed in the other 
two populations that might provide additional benefit in the 
hyperalkaline subsurface. The Na+ transporter natB was only 
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possessed by the Type II population, and may play some role in 
maintaining osmoregulation. Surprisingly, the Type II population was 
absent of the nhaP Na+/H+ antiporter and khtT K+/H+ antiporter, 
which would appear beneficial given the high H2 concentration in 
hyperalkaline fluids. However, this antiporter may not be active at 
hyperalkaline pH, and may result in gene loss from genome 
streamlining of the Type II population. Fones et al. (2021) reported on 
the Mrp-MbH complex (not reported here) that is present in the Type 
II population and is predicted to help maintain pH homeostasis. 
Interestingly, the Type II Methanobacterium contained the only 
presence of the full suite of tauABC genes responsible for uptake of 
taurine. Taurine may provide a source of sulfur for Type II 
methanogens (Kraus, 2021). Sulfate concentrations are an order or 
two magnitude lesser in the hyperalkaline fluids of NSHQ14 and 
BA3A compared to WAB188, and taurine may prove as an alternate 
source of sulfur (Table 1). However, taurine may also serve as an 
osmoprotectant in order to balance the external osmotic pressure 
faced in the hyperalkaline fluids (Zhang et al., 2016; Yan et al., 2022). 
Methanogens and other microbiota have been reported to accumulate 
soluble organic compounds such as taurine or glycine betain, neutral 
molecules compatible with metabolic processes and cellular structure. 
These organic solutes are predicted to provide osmotic balance within 
the cell against environmental osmotic stress (Farwick et al., 1995; Yan 
et al., 2022). The ability for Type II Methanobacterium to accumulate 
taurine as a possible osmoprotectant highlights an additional 
adaptation strategy by this methanogenic population, though the 
source of taurine within the hyperalkaline subsurface is unclear.

It is additionally perplexing as to why the Type II population only 
possesses the ATP2C P-type Ca2+ transporter shared among all 
Methanobacterium populations and not additional Ca2+ transport 
mechanisms. The Type II population is absent of the yrbG cation:H+ 
antiporter, yet demonstrates the presence of the Mg2+ transport system 
from mgtACE genes. One study demonstrated that 
M. thermoautotrophicus was directly dependent on Ca2+ availability 
for methane production and cell growth (Vancek et al., 2006). Ca2+ 
concentrations are incredibly high in the hyperalkaline fluids (3.35–
6.2 mM) compared to the neutral fluids (1.21 mM). Additional cation 
transporters for the Type II Methanobacterium population may not 
be energetically favorable or have pH dependencies that are exceeded 
in the hyperalkaline conditions and may be excluded due to genome 
streamlining despite high Ca2+ concentrations in hyperalkaline waters. 
The absence of the NH4

+ transporter in the Type II population is 
intriguing given the dominant source of nitrogen in the highly 
reduced fluids is NH4

+. Contrastingly, phosphate may be a limiting 
nutrient in the serpentinizing subsurface (Kraus, 2021). The Type II 
population lacks the ykaA phosphate transport regulator, which may 
further indicate that the cells are under constant phosphate limitation 
and do not require regulation.

The Mixed Methanobacterium population demonstrates few 
transporter mechanisms that would suggest an adaptation or strategy 
to circumvent the high pH conditions found in borehole BA3A. The 
greater gene copy number of lipoprotein transporters compliments the 
presence of functionally enriched lipoprotein gene annotations found 
in the Mixed population. Specifically, the gene annotations for the 
DedA family proteins are involved in the transport of various 
phospholipids in order to rearrange the lipid dynamics of the cell 
membrane and provide improved membrane integrity (Kumar and 
Doerrler, 2015; Okawa et al., 2021). While the exact function of these 

proteins is not fully understood, the reoccurring theme of the Mixed 
population’s focus on cell membrane arrangement suggests this 
population is actively combating the environmental stress imposed in 
the hyperalkaline subsurface fluids. The Mixed Methanobacterium 
MAGs also contain an additional sulfate permease gene compared to 
the other two populations. While the initial sulfate permease protein 
identified across Type II and Mixed Methanobacterium MAGs appears 
to be involved in sulfate transport, the additional SulP protein in the 
Mixed and Type I population shares homology to a generic inorganic 
anion transporter from BlastP analysis. Sulfate permeases compose a 
large family of proteins primarily responsible for sulfate transport, but 
recently recognized for anion:anion antiport exchange in some 
homologs (Felce and Saier, 2004). Bioinformatic analysis of various 
SulP genes demonstrated that many of them are fused to carbonic 
anhydrase homologs, including the bicarbonate transporter belonging 
to the SulP family within a marine cyanobacteria (Felce and Saier, 
2004; Price et al., 2004). Further efforts are required to determine if 
the additional SulP protein identified in the Mixed population could 
act as an anion transporter to circumvent DIC limitation or provide 
another adaptation strategy in the hyperalkaline, reduced fluids. 
Physiological studies providing a better understanding of how Mixed 
Methanobacterium acquires cytoplasmic CO2 are necessary to inform 
on how this population contributes to a significant proportion of the 
relative abundance within the deep subsurface hyperalkaline fluids of 
borehole BA3A.

Carbon substrate adaptability

Understanding how methanogens are able to survive in the 
hyperalkaline conditions despite an obvious source of DIC remains 
puzzling. Multiple pathways for carrying out methanogenesis were 
investigated, and include suggested mechanisms from previous studies 
conducted at the Samail Ophiolite (Kraus, 2021; Fones et al., 2021). 
Corroboration of Type II Methanobacterium MAGs possessing 
formate dehydrogenase encoded proteins to oxidize formate to 
generate cytoplasmic CO2 matches previous findings and supports an 
alternative methanogenic pathway to overcome CO2 limitations 
(Fones et al., 2019, 2021). Though, the significant presence of the 
Mixed Methanobacterium population within hyperalkaline waters not 
containing formate dehydrogenase genes suggests this methanogen 
population is being supported through another adaptation strategy or 
way of scavenging CO2 from some other unknown mechanism. To 
corroborate that the Mixed population was not missing contig 
sequences that may indicate growth on formate, we  looked for 
unbinned contigs encoding for formate dehydrogenase that may 
belong to Methanobacterium. While many formate dehydrogenases 
were identified, results from Blastp searches indicated the homology 
of these genes were not related to any Methanobacterium strains 
(Altschul et  al., 1990). Therefore, Mixed Methanobacterium 
populations are demonstrating an alternative method to cope with 
DIC limitation while also being able to maintain an osmotic balance 
in the high pH fluids.

Acetate would seem a viable carbon source to support 
methanogenesis within the hyperalkaline conditions of fluids within 
the Samail Ophiolite. A study modeling the free energy yield of 
different substrates in the Santa Elena Ophiolite in Costa  Rica 
demonstrated when acetate comprises a greater proportion of the 
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dissolved organic carbon (DOC) concentration, then the free energy 
yield becomes more favorable to methanogens (Crespo-Medina et al., 
2017). Thermodynamic modeling of biological methanogenesis 
reactions within the Samail Ophiolite indicates acetoclastic 
methanogenesis as the most favorable in hyperalkaline conditions 
(Nothaft et al., 2021b). Given the concentration of acetate is nearly 
double that of formate while DIC remains incredibly low in the Samail 
Ophiolite, acetate likely plays a valuable role in the subsurface carbon 
cycle (Table 1). Yet, the Methanobacterium populations here do not 
display the capacity to assimilate acetate for CH4 generation.

It therefore remains puzzling that a metabolic mechanism was not 
identified within the Mixed population to circumvent limited DIC in 
the hyperalkaline fluids of borehole BA3A. Given the Mixed 
population constitutes a significant portion of the relative abundance 
for the microbial community composition, especially with increasing 
depth, another yet to be defined adaptation strategy must be at play 
that cannot be  recognized through sequencing data alone. 
We postulate our hypotheses here as motivation to provide avenues of 
research benefiting our understanding of Methanobacterium 
populations and biological methanogenesis within the subsurface 
hyperalkaline system in the Samail Ophiolite. While the Type II 
population has demonstrated the ability to potentially acquire formate 
as alternative carbon source, it may be that the Mixed population 
survives by lowering energetic demands through a sessile lifestyle and 
increasing interactions with other microorganisms or attaching to a 
carbon substrate source implied by the enriched presence of 
glycosyltransferases. The cooperation of other microbiota could result 
in the oxidation of formate or acetate, analytes which are observed in 
considerable concentrations within the hyperalkaline fluids compared 
to other available oxidants. A microbial partner capable of oxidizing 
formate or acetate may be able to produce a localized source of CO2 
rapidly consumed by Methanobacterium. This collaborative metabolic 
framework would require a strict spatial proximity of the Mixed 
Methanobacterium population to avoid precipitation of CO2 into 
carbonate minerals in the hyperalkaline conditions.

Acetogens and methanogens have received great attention in 
serpentinizing systems in efforts to understand early life on Earth, 
however, the role of additional microbial members in these systems 
have yet to be  explored. Particularly, the ability for specific 
microorganisms to metabolically cooperate with other members in 
the community would seem a viable strategy in the nutrient limited 
hyperalkaline subsurface (Kraus, 2021). Metagenomic sequencing 
data reveals the presence of the organism Bellilinea belonging to the 
Anaerolineaceae family (Supplementary Table  5). Anaerolineaceae 
have been observed in consortia with methanogens in many 
environments, from anaerobic sludge digesters to marine sediments 
within Antarctica (Liang et al., 2015; Carr et al., 2018; Dyksma et al., 
2020). Anaerolineaceae have been observed to degrade n-alkanes and 
subsequently produce acetate, then successively oxidize acetate into 
CO2 through syntrophic cooperation to support methanogenesis 
(Callaghan, 2013; Liang et al., 2015). Future work to unravel the role 
of this organism in potentially aiding the Mixed Methanobacterium 
population and its capability for potential alkane degradation warrant 
further physiological and sequencing based studies. Whether through 
the cooperation of syntrophic activity or another metabolic 
mechanism, further research necessitates additional investigation into 
how Mixed Methanobacterium populations are circumventing DIC 
limitation in the hyperalkaline subsurface fluids. Future work should 

consider focusing on cultivated isolates from this system to support 
the role for niche differentiation and other adaptation strategies of 
Methanobacterium within the subsurface serpentinized fluids of the 
Samail Ophiolite.

Conclusion

Metagenomic sequences were collected from subsurface fluids 
contrasting various geochemical conditions and depths within the 
Samail Ophiolite, Sultanate of Oman, and allowed the 
reconstruction of Methanobacterium MAGs to investigate niche 
differentiation within high pH and DIC limitations resulting from 
hyperalkaline waters. Metapangenomic analysis determined the 
presence of three distinct Methanobacterium populations, where 
two inhabited the most hyperalkaline pH fluids sampled to date at 
the Samail Ophiolite. Core genome analysis revealed all 
Methanobacterium populations contain genes indicating DNA 
scavenging techniques may be  a viable strategy to overcome 
nutrient limitation within the subsurface hyperalkaline, reduced 
fluids. Metabolic reconstruction corroborated the presence of 
formate dehydrogenase in Type II populations suggesting formate 
oxidation to generate intracellular CO2 to overcome DIC limitation 
in hyperalkaline conditions. Further, the accessory genome and 
functional enrichment of genes unique to the Type II population 
highlighted proteins relevant to defense against antimicrobials, and 
the potential use of taurine as an osmoprotectant and source of 
sulfur. The Mixed population existing in the most hyperalkaline 
fluids revealed an accessory genome reflecting many cell membrane 
maintenance mechanisms. The accessory genome of the Mixed 
population revealed an abundance of various DNA repair genes that 
likely result from the pressures of osmotic stress on the cell. 
Additionally, lipoproteins and their associated transporters, as well 
as glycosyltransferases indicate greater potential for opportunities 
to interact with microbial biofilms or abiotic surfaces implying a 
more sessile lifestyle. The significant gene copy number of the rfaB 
glycosyltransferase highlights the need for future research to 
unravel how this methanogenic population may interact with other 
microorganisms or adopt another yet to be defined mechanism to 
overcome DIC limitation, despite a clear metabolic strategy to 
acquire CO2 in the hyperalkaline waters.

The data reported here also highlights the benefits of a 
metapangenomic approach, and how it is capable of identifying 
unique properties of microbial members across diverse environmental 
conditions. This approach distinguished unique adaptations and 
strategies from Methanobacterium populations within the Samail 
Ophiolite, and would provide an insightful approach to deconvolute 
how other members may circumvent serpentinization impacted 
conditions. This work aids our ability to partition niche lifestyles of 
methanogens in this system to better develop methods for 
understanding life in other serpentinizing environments on Earth and 
other planetary bodies.
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Liquid scintillation counting at the 
limit of detection in 
biogeosciences
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Liquid scintillation is widely used to quantify the activity of radioisotopes. We 
present an overview of the technique and its application to biogeosciences, 
particularly for turnover rate measurements. Microbial communities and their 
metabolism are notoriously difficult to analyze in low energy environments as 
biomass is exceedingly sparse and turnover rates low. Highly sensitive methods, 
such as liquid scintillation counting, are required to investigate low metabolic 
rates and conclusively differentiate them from the background noise of the 
respective analyzer. We conducted a series of experiments to explore the effects of 
luminescence, measurement time and temperature on scintillation measurements. 
Luminescence, the spontaneous emission of photons, disproportionally affects 
samples within the first few hours after sample preparation and can be minimized 
by following simple guidelines. Short measurement times will negatively 
affect liquid scintillation analysis or if background noise makes up a significant 
proportion of the detected events. Measurement temperature affected liquid 
scintillation analysis only when the temperature during the measurement reached 
approximately 30°C or higher, i.e. the liquid scintillation analyzer was placed in 
an environment without temperature control, but not in cases where chemicals 
were stored at elevated temperatures prior to measurement. Basic understanding 
on the functionality of a liquid scintillation analyzer and simple precautions prior 
to the measurement can significantly lower the minimum detection limit and 
therefore allow for determination of low turnover rates previously lost in the 
background noise.

KEYWORDS

background measurements, liquid scintillation, minimum detection limit, radioisotopes, 
biotic fringe

Introduction

The subsurface biosphere is the largest continuous ecosystem on the planet (Jørgensen and 
Boetius, 2007). The discovery of microorganisms hundreds or even thousands of meters below 
the ocean floor (Parkes et al., 1994; Inagaki et al., 2015) and in several kilometers depth in 
terrestrial habitats (Baker et al., 2003) illustrate that life in the subsurface is widely distributed.

Albeit extremely low microbial abundance and activity, the deep subsurface harbors ~15% 
of the world’s living biomass due to its sheer volume (Kallmeyer et al., 2012; Bar-On et al., 2018; 
Magnabosco et al., 2018). The subsurface biosphere is the intermediary between the mainly 
biologically controlled surface biosphere and purely abiotic geosphere and thereby plays a key 
role in important element cycles (Hinrichs and Inagaki, 2012).

A reoccurring theme of the investigation of the subsurface biosphere is exploration of the 
biotic fringe (Shock, 2000). Extremophilic microorganisms have been found in a variety of 
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seemingly uninhabitable environments (Heuer et al., 2020; Beulig 
et al., 2022) and the known boundaries of life have been steadily 
extended over the last decades (Cowan, 2004). Particularly in deep 
subsurface environments, the often very low cell abundances and 
therefore low biomass at the biotic fringe hampers detection and 
quantification of microorganisms (Morono and Inagaki, 2016). 
Molecular biological techniques rely on extraction of sufficient 
amounts of biomolecules like DNA or RNA. Insufficient amounts of 
DNA lead to problems with low-level contamination from reagents 
and laboratory equipment, thus deteriorating the ratio between 
sample and contaminants. Given the severe limitations in available 
sample volume from deep subsurface environments, the total 
amounts of extractable biomolecules from such samples are often too 
small for even the most sensitive molecular biological analyses 
(Heuer et  al., 2020). Highly sophisticated methods, such as cell 
separation via flow cytometry and cell sorting (Morono et al., 2013), 
may allow for cell quantification, but usually fall short to collect 
sufficient cells for phylogenetic analyses. Hence, no information 
about the composition of the microbial community can be extracted. 
This is a hurdle that often cannot be overcome, deeming culture-
independent techniques like sequencing impossible (Heuer 
et al., 2020).

Incubations with radiotracer allow highly sensitive measurements 
of several quantitatively important carbon mineralization processes 
such as sulfate reduction, methanogenesis, fermentation, and 
anaerobic oxidation of methane (Jørgensen, 1982; Beulig et al., 2018; 
Jørgensen et al., 2019), that can give insight into microbial activity 
beyond the limits of biomolecular analysis (Heuer et al., 2020; Beulig 
et al., 2022). Short incubation times also allow for separate analysis of 
both directions of bi-directional reactions or steady states (Csala 
et al., 2005).

Radioisotope Incubations

Radioisotope incubations are a standard technique for 
determination of catabolic and anabolic rates in sediments (Ivanov, 
1956; Sorokin, 1962; Iversen and Blackburn, 1981; Smith and Klug, 
1981). Major advantages of radioisotope incubations are their 
sensitivity and the fact that the concentration of the compound of 
interest does not significantly change, as the usually carrier-free 
tracer (i.e., without any non-radioactive components) has a very high 
specific activity and is only added in minute amounts. 
Microorganisms metabolize only a tiny fraction of the supplemented 
radioisotope and, in most cases, the radiolabeled product can still 
be analyzed. Additional sensitivity can be achieved by adding higher 
amounts of radiotracer to increase the chance of a labeled reagent 
being metabolized but comes with the burden of additional 
radioactive material.

Fossing (1995) outlined the major principles that have to 
be considered for radiotracer incubations:

The radiolabeled compound must be  present only in trace 
amounts to keep the chemical and physical equilibrium of the system 
intact. The specific activity of the radioisotope [i.e., Bequerel (Bq) per 
mole of substrate] must be  constant throughout the incubation. 
Therefore, a sufficiently short incubation time has to be chosen to keep 
turnover of the injected tracer <1%. As neither the concentration of 
the radioactive reagent nor the initial ratio of the reactants or other 

physicochemical parameters change significantly during the 
experiment, a constant turnover of the radiolabeled tracer throughout 
the entire incubation period can be assumed.

Jørgensen (2021) illustrates the significance of radioisotope 
techniques on the examples of sulfate reduction rate measurements by 
comparing the sensitivity of measuring changes in sulfate 
concentration via ion chromatography and 35S sulfate via liquid 
scintillation counting. The 35S method relies on conversion of 35S 
sulfate to 35S sulfide by sulfate reducing bacteria (SRB). Each sample 
is typically provided with 0.1–1 MBq 35S sulfate but only a small 
fraction is reduced by SRB. Liquid scintillation counters are able to 
detect less than 1 Bq of activity (Røy et al., 2014), i.e., only a millionth 
of the injected 35S, hence a millionth of the total sulfate pool. Ion 
chromatography has reproducibility of around 1%, so only 
concentration changes >1% can be  safely detected. In conclusion, 
radiotracer techniques increase the sensitivity of measuring sulfate 
turnover about 10,000-fold.

Although turnover rate measurements do not provide any 
information about the composition of the microbial community, 
biological turnover of a specific (radiolabeled) compound can still 
be used to deduce the existence of a certain group of microorganisms 
even when microbial abundances are too low for molecular biological 
analyses (Heuer et al., 2020; Beulig et al., 2022). Additionally, while 
genomic data only provide information about metabolic potential but 
not about ongoing processes (these would require transcriptomic 
data), turnover of a radiolabeled substrate is unambiguous.

A combination of geochemical analyses and turnover rate 
measurements, e.g., anaerobic oxidation of methane, hydrogenase 
activity, methanogenesis, and sulfate reduction, can therefore provide 
novel insight into low biomass environments.

Liquid scintillation counting

Liquid scintillation counting is a standard method for the 
quantification of low energy alpha- and beta-emitting 
radioisotopes. Liquid scintillation counting offers high counting 
efficiency for common isotopes involved in various chemical and 
biological cycles like 3H, 14C, 32P, 35S, and 131I and only requires 
relatively simple sample preparation. It is the method of choice 
for quantification of turnover and incorporation in a wide range 
of environments.

Liquid scintillation counting requires specific scintillation 
cocktails that consist of organic aromatic compounds and a suitable 
solvent. Decaying particles of the radioactive isotopes activate the 
aromatic solvent through electron excitation. The energy is then 
absorbed by the organic scintillator molecules, producing excited 
states of electrons and eventually emitting photons. The bursts of 
photons are detected by photomultiplier tubes (PMT) and converted 
into electric pulses. The amplitude of each electric pulse is hereby 
proportional to the decay energy. The electric pulses are then 
quantified and represent the detected signals given as output in the 
software of the liquid scintillation analyzer.

Due to the versatility of the liquid scintillation counting technique, 
it is used in a variety of fields such as medicine, meteorology, and 
physical sciences. Comprehensive literature about the Liquid 
scintillation counting method and functionality is available (Horrocks, 
2012; Kobayashi, 2012; L’Annunziata, 2020; L’Annunziata et al., 2020) 
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but almost exclusively focused on the previously mentioned main 
areas of application.

This publication aims to summarize relevant information for 
liquid scintillation counting in biogeosciences and to highlight 
important findings with respect to measurements near the absolute 
limit of detection.

History and development of liquid 
scintillation counting

In the late 1920s and early 30s scintillation counting required 
manual detection of scintillation events with a microscope (Meyer 
et  al., 1927; Krebs, 1955) but the methodology was eventually 
abandoned due to its labor intensity, subjective nature and 
difficulty as well as the development and rise of the Geiger-
Müller counter.

Initial investigations of organic compounds and certain dissolved 
solutes as efficient scintillation sources by Kallmann were disrupted 
by the Second World War. After the war however, multiple publications 
(Broser and Kallmann, 1947; Herforth, 1948; Kallmann, 1950; 
Reynolds et al., 1950) presented the viability of organic solutions as 
scintillation liquids.

Most of the early liquid scintillation counters (LSC) were only 
equipped with a single photomultiplier tube (Horrocks, 1974) and 
therefore not able to detect low-energy beta emitters due to the high 
inherent background signal. The first commercially available LSC, the 
Tri-Carb 314, and Packard Instrument Company, was produced in 
1953 (Temple, 2015). Since the inception of commercially available 
LSCs, innovations mainly focused on the reduction of the background 
via physical or electronic improvements (see the section 
“Background Reduction”).

Commercial LS counters

The current market for LSC is shared by only a small number 
of manufacturers—PerkinElmer, Hidex, and Hitachi Aloka. 
Hitachi Alokas’ LB series is available almost exclusively in Japan 
and does not play a major role internationally. PerkinElmer’s 
Tri-Carb series is equipped with two main PMTs, facing the sample 
from opposite sides at one plane; some models have additional 
guard detectors with a PMT. The two-PMT design was also used in 
LSCs from Wallac Oy, Packard Bioscience, and Beckman. These 
companies discontinued their production, but their systems are 
still in use in many laboratories around the world. Hidex 
Scintillation Counters are a relatively recent addition to the market. 
Their two models (300/600SL) are both equipped with a triple 
PMT configuration, which enables determination of the triple-to-
double-coincidence-ratio (TDCR). The TDCR method does not 
require an internal radiation source and allows to directly calculate 
counting efficiency. All of the above mentioned LSC allow for 
reliable determination of turnover rate measurements. Simple, 
portable analyzers like the Triathler LSC (Hidex) are also available 
for field measurements.

There are several factors that can influence the quantification of 
radioactivity via liquid scintillation counting. The most important 
ones are quenching and luminescence.

Quenching

Quenching is defined as incomplete transfer of the radioisotope’s 
decay energy to the PMT and results in an underestimation or loss of 
the amplitude of the signal. Different types of quench can occur, such 
as physical, chemical, color, and ionization quench (Figure 1).

Physical quench occurs when there is physical separation of the 
radioisotope and the scintillator, which can be a problem when 
working with solid scintillation techniques. It is of minor 
importance in the context of liquid scintillation counting as it can 
generally be  avoided by proper homogenization of sample and 
scintillation cocktail. The properties of the cocktail should 
be checked to ensure its suitability for a given sample matrix in 
order to form a stable emulsion of sample and cocktail. Especially 
at very high or low pH values or high salt concentrations, the choice 
of the right LSC cocktail requires special consideration to suit the 
specific parameters. Also, the mixing ratio between cocktail and 
sample needs to be considered to ensure optimal counting efficiency 
(Røy et al., 2014).

Chemical quench describes the process of energy absorption 
between the radioisotope and the scintillator. The scintillation process 
is intercepted by chemical compounds in the sample or sample 
solution that scavenge excited molecules and produce heat instead of 
re-emitting the energy. Chemical quench represents the most frequent 
type of quench in liquid scintillation counting. Common chemical 
quenchers are Zn-ions, NaOH, ketones, organic acids, dissolved 
oxygen, aliphatic alkenes, and hydrocarbons (Cassette et al., 2000; 
Broda et al., 2007).

Color quench occurs when emitted photons are absorbed by 
coloration of particles or solutions before reaching the PMT. Examples 
for color quench include measurements of samples containing 
sediment or colored chemicals.

Ionization quench occurs when molecular damage is caused by a 
charged particle. The damage caused by the ionized molecule can 
either be temporary or permanent. Temporary molecule damage is 
characterized by high ionization density along the track of the ionizing 
particle. Permanent molecule damage is caused by long-term exposure 
of the scintillator to a high density of ionized molecules that negatively 
affect scintillation efficiency. The interaction between the liquid 
scintillator and a particle is a non-linear function of particle energy 
and non-linearity increases with stopping power of the particle (Broda 
et  al., 2007). The stopping power is defined as loss of energy by 
ionizing radiation per unit of distance (Ashley, 1982). Photon emission 
of low-energy beta particles, such as those from 3H, or electrons will 
exhibit greater non-linearity, therefore cause higher ionization 
quench, than high-energy beta particles or electrons as interaction of 
the charged particles.

Luminescence

One of the main contributors to the background (i.e., detection of 
events by the PMTs that are not associated with a sample’s 
radioactivity) is luminescence, which is a phenomenon caused by a 
low energetic single photon emission. Chemiluminescence and 
photoluminescence directly interfere with the assay of radioactive 
samples in scintillation cocktail and should be  reduced and/or 
quantified for a reliable analysis.
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Chemiluminescence is caused by chemical reactions between the 
scintillation cocktail and the chemical solution or substrate. Such 
chemical interactions can cause molecular excitation and light 
emission (L’Annunziata et al., 2020). The light is emitted when the 
excited molecule, in a state of an elevated energy level, decays into its 
ground state, the lowest possible energy level. Storage of the samples 
for a few hours can significantly reduce chemiluminescence.

Photoluminescence describes the effect of photon emission due 
to excitations by ultraviolet light (e.g., sun light) in the sample-
scintillation cocktail mixture (L’Annunziata et al., 2020). Temporary 
storage for approximately 15 min in the dark prior to the LSC 
measurement should eliminate any photoluminescence. Samples can 
either be stored in dark environments or a pre-count delay in the 
LSC itself can be programmed. A subtype of photoluminescence, 
phosphorescence, can be  encountered during wipe tests for 
contamination control. Detergents or cleaning agents are taken up 
by the wipe and then cause a reaction with the scintillation cocktail 
that can be  characterized by a lower decay constant and 
longer duration.

Triple-to-double coincidence rate

Liquid scintillation counters equipped with three instead of one 
or two PMTs allow for quantification of the Triple-to-Double 
Coincidence Rate (TDCR), which relies on a physical and statistical 
model of distribution and detection probability of scintillation 
photons. These models are the foundation for theoretical calculations 
of the counting efficiency, a critical parameter to evaluate the number 
of “true” counts. In TDCR systems, the PMTs are usually arranged in 
120° angles to each other in one plane as it provides a geometrically 
optimal coverage of the measurement chamber. The underlying 
principle of TDCR is the comparison of counts that were measured by 
any combination of only two of the three PMTs and signals that were 
captured by all three PMTs and is calculated using the formula:

 
TDCR Triple Counts

Double Counts Tripl Counts
=

+
 

 e  
(1)

Triple-to-double-coincidence-ratio allows for the determination 
of a factor for quench correction, as common quenches such as color 
and chemical quench disproportionally affect the triple coincidences 
(Simpson and Meyer, 1994). The quench correction is a correlation 
between counting efficiency and measured TDCR and can routinely 
be applied to activity measurements of pure beta emitters irrespective 
of the states of quench. Counting efficiency can be determined by 
using external calculations (Simpson and Meyer, 1994) or is already 
included in the LSC-specific operating program. No external 
standard for the monitoring of quench level is needed and TDCR can 
be applied to both chemical and color quench, aqueous and organic 
samples as well as different scintillation cocktails and isotopes 
(L’Annunziata, 2020).

Triple-to-double-coincidence-ratio is also a viable analytical 
method for high-energy beta emitters, such as 32P, 89Sr, and 90Y by 
Čerenkov counting (Kossert, 2010), i.e., the detection of Čerenkov 
photons that are emitted by high-energy beta decay when moving in 
a dielectric and transparent medium (Čerenkov, 1937). An in-depth 
description of functionality and theoretical approaches of TDCR can 
be found in Broda (2003) and Broda et al. (2007).

Background

The background is defined as the cumulative signal from external 
sources that are not associated with disintegrations in the sample. A 
variety of factors affects the background signal of a liquid scintillation 
counter, i.e., the inherent count rate: electrical noise of the analyzer, 
natural radioactivity in the instrument or in the vial material, ambient 
γ- and cosmic radiation, and the scintillation fluid. These 
interferences can be separated into a quenchable background and an 

FIGURE 1

Schematic overview of the interference of quench on the different steps in the scintillation process. Modified after “PerkinElmer Introduction to 
Quench.”

70

https://doi.org/10.3389/fmicb.2023.1194848
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org


Schubert and Kallmeyer 10.3389/fmicb.2023.1194848

Frontiers in Microbiology 05 frontiersin.org

unquenchable background. Quenchable background is caused by 
interactions of primarily cosmic radiation and natural radioactivity 
with the liquid scintillator solution whereas unquenchable 
background is caused by interactions outside the liquid scintillation 
cocktail (Horrocks, 1985).

Qualification and quantification of the counter background is of 
great significance for samples at or near the detection limit as an 
elevated or fluctuating background disproportionally affects such data. 
The same standards have to be applied for both counter background 
measurements and all actual samples, even those with count rates 
several orders of magnitudes above the background. For samples with 
high-count rates, the effect of the counter background on the data will 
be miniscule as the background only represents a tiny fraction of the 
signal but proper counter background assessment can help to identify 
potential contamination or carry-over of radioactivity in 
subsequent experiments.

A counter background measurement is carried out with a vial 
containing only scintillation cocktail and all other chemicals in the 
exact same ratio as in an actual sample but without any radionuclides. 
The identical ratio of chemicals will result in a comparable quench 
level between the counter background and sample measurements. The 
counter background then has to be measured for a sufficient length of 
time, optimally identical to the measurement time of the 
corresponding sample.

Background reduction

Liquid scintillation counters are equipped with various tools to 
reduce the background. Those tools can be of physical nature like 
passive shielding or guard detectors or electric, e.g., pulse 
discrimination electronics. Commercially available liquid scintillation 
counters are using a combination of various techniques to 
automatically reduce background count rates. More details and 
supporting visuals about the various background reduction 
techniques can be found in L’Annunziata (2020) and L’Annunziata 
et al. (2020).

Passive shielding
A lead shielding is employed to reduce environmental gamma 

photons, cosmic muons, secondary X-rays, and thermal neutrons 
(L’Annunziata et al., 2020). The lead shield is composed of low residual 
activity lead and equipped with a layer of cadmium to shield against 
neutrons and can have an additional copper lining against stray 
magnetic fields (Kojola et al., 1984). The shielding can have a total 
weight of several 100 kg. Still, passive shielding does not fully absorb 
all high-energy photons and energetic cosmic particles (L’Annunziata 
et al., 2020).

Active guard detector
An active guard detector includes additional PMTs that either 

surround the sample or are placed very close to it, but lack an optic 
path for scintillation photons from the sample to enter the tube. Any 
event simultaneously detected by the PMT of the active guard and the 
sample detector will be rejected, as it represents an external signal not 
associated with the disintegration of the sample. Photon detection by 
only the internal PMTs will be  attributed to a decay inside the 
measurement chamber and counted as a sample-derived radioactive 

decay or luminosity, depending on the energy profile and duration of 
the pulse. An active guard is the most efficient way to reduce 
background and filters much of environmental gamma radiation and 
99% of soft cosmic components (L’Annunziata, 2020; L’Annunziata 
et al., 2020).

Pulse discrimination electronics
Pulse shape analysis (PSA) and pulse amplitude comparison 

(PAC) can be applied to carry out pulse discrimination analysis.
The LSC detects different signals, namely nuclear decay or 

background events, which do not share the exact same properties. 
The shapes of the pulses of the detected signals are determined by 
their energy and decay time. Nuclear decays appear with a strong, 
prompt pulse and rapid decay whereas background events produce 
weaker pulses with a longer decay time. The photons emitted by 
the fast decay, from excited single states with paired electrons, 
have a duration of typically 2–8 ns while the delayed pulse, from 
annihilation of more stable triplet states with unpaired electrons, 
can persist for several hundred nanoseconds (L’Annunziata, 2020). 
Pulse shape analysis can be used to differentiate between a true 
nuclear decay and a background event due to their unique pulse 
shape. Optimization of the pulse shape analysis is specific to vial 
material and sample-cocktail chemistry (L’Annunziata et  al., 
2020). PSA is most effective for alpha counting but has also been 
used for background discrimination (Kaihola et al., 1991) and 
separation of background events from beta decay 
(L’Annunziata, 2020).

The ratio of pulse amplitudes detected by different PMTs can 
be analyzed via a pulse amplitude comparison. When PMTs detect 
photons generated by nuclear decay within the scintillation cocktail, 
the pulse amplitudes at the different PMTs will be very similar; hence, 
the ratio of pulse amplitudes between the PMTs will be close to 1. 
Cosmic radiation or naturally occurring decays in the material of the 
vial (e.g., in glass vials) will result in a higher amplitude on one PMT 
and a weaker amplitude at the other PMT(s) causing a dissimilar 
signal and hence a ratio deviating from 1. Pulse amplitude comparison 
should not be  applied to measure low-energy beta-emitters or 
Čerenkov radiation as only a small number of photons is generated 
(L’Annunziata et al., 2020).

Physical background reduction (vial, cocktails)
The physical background of the sample can be  reduced by 

choosing appropriate vials and scintillation cocktail. Vials can have 
an inherent background due to the material containing radioactive 
elements, e.g., 40K in glass vials. While specific low 40K glass vials are 
available, plastic vials provide multiple advantages including a lower 
background, as they are made from 14C-dead hydrocarbons and 
should not contain any natural radioactive compounds. Plastic vials 
require a scintillation cocktail that will not dissolve the vials (i.e., 
cocktails not containing solvents such as benzene or toluene). 
Additionally, plastic vials may be affected by buildup of static charge, 
which leads to elevated count rates (L’Annunziata et  al., 2020). 
Specific antistatic vials or a built-in deionizer in the LSC are efficient 
ways to circumvent the static charge build-up.

As mentioned above, it is important to use the same chemical 
composition, i.e., sample-cocktail ratio, for background and sample 
analysis. An optimal ratio should be determined for every specific LSC 
cocktail-sample mixture.
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Stable counting environment
The liquid scintillation counter should be operated in a controlled 

environment as parameters, such as temperature, humidity, and 
sunlight can affect the background. Optimal temperature windows for 
LSC operations and scintillation cocktails are provided by the 
respective supplier, and deviations from those recommendations can 
significantly affect background levels and variation within the 
background. As mentioned previously, direct exposure of the samples 
to sunlight will lead to elevated rates of photoluminescence. Hence, 
environments without direct sunlight should be prioritized for the 
placement of the LSC.

Motivation

Increasing interest in and accessibility to deep subsurface 
sediment or other samples from environments near the biotic-abiotic 
fringe led to a growing need for measurements of turnover or 
incorporation rates close to the limit of detection. However, such 
measurements demand a deep understanding of the parameters that 
affect the limit of detection. A low limit of detection is the fundamental 
requirement to reliably detect turnover rates in samples from low 
biomass or low activity sites. Therefore, we  investigate different 
parameters such as temperature and measurement time to monitor 
their effect on the limit of detection to provide recommendations and 
to improve detection of very small amounts of radioactivity as often 
encountered in low turnover rate analyses.

Materials and methods

Scintillation counting

Liquid scintillation analysis was conducted with a Hidex 600 SL 
LSC. The LSC is equipped with a triple PMT configuration that allows 
recording double coincidences (CPM2), counts that are detected only 
at two of the three PMTs, and triple coincidences (CPM3), which are 
simultaneously detected at all three PMTs, within a pre-defined 
coincidence time of 35 ns. Measuring CPM2 and CPM3 allows for the 
determination of the triple-to-double-coincidence ratio. Additionally, 
the LSC is equipped with an additional active guard PMT underneath 
the counting chamber to detect ambient radiation.

All background samples were prepared with a 7/8 mL sample/
cocktail mixture; in case of counter background measurements, the 
sample consists of 7 mL 5% zinc acetate (ZnAc) without any added 
radioactivity. The composition of the counter background sample was 
chosen because the ZnAc is used as final trap in the cold chromium 
distillation (Kallmeyer et  al., 2004), a widely used technique to 
measure sulfate reduction. This method uses ZnAc to capture the 
microbially produced H2

35S in the form of Zn35S. All sample-cocktail 
mixtures were vortexed for 10 s to ensure homogeneity. Prior to 
analysis sample vials were cleaned with microfiber tissues moistened 
with ethanol to remove potential contaminants on the outside walls. 
The standard measurement time was 10 min, but dedicated 
measurements with a measurement time of 1, 2, and 60 min were also 
carried out.

Experiments that investigated luminosity and/or the effect of 
measurement time were carried out with the vial repeat option that 

allows measuring the same sample vial multiple times in a row without 
removing it from the measurement chamber, with a delay of a few 
seconds between each measurement.

Luminosity and counter background

For the assessment of the decline of luminosity with time and its 
effect on the background, a freshly prepared background sample 
containing 7 mL 5% ZnAc and 8 mL scintillation cocktail was put into 
the scintillation counter immediately after preparation and cleaning 
of the outside of the vial with ethanol. These background samples were 
measured consecutively for 200 times with a measurement time of 
1 and 2 min and 100 times with a measurement time of 10 and 60 min, 
respectively. For each experiment, new counter background samples 
were freshly prepared—a total of 12 samples, one for each combination 
of the four measurement times and three scintillation cocktails. The 
assessment of luminosity and the counter background was carried out 
with the following scintillation cocktails with the same measurement 
time and number of measurements: ROTISZINT Eco Plus (Carl Roth, 
Germany), AquaLight+ (Hidex, Finland), and Ultima GOLD XR 
(PerkinElmer, United States). We will refer to these cocktails by the 
following abbreviations: ROTI, AL+, and UG, respectively.

Measurement temperature and storage 
temperature

We stored our scintillation cocktails in a dark environment at 
room temperature as per manufacturers’ guidelines. In order to 
investigate the temperature optimum for LSC measurements, 
we conducted a series of tests. Eight counter background samples were 
measured at each of the temperature steps.

In a first experiment, we increased the measurement temperature 
from 10°C to over 35°C to simulate the approximate annual 
temperature range in a room without proper temperature control. For 
this test, we  used ROTISZINT Eco Plus and Ultima GOLD XR 
scintillation cocktail.

In a second experiment, potential chemical effects of elevated 
storage temperatures on the scintillation cocktail were tested by 
heating background samples in an incubator to various temperatures 
between 25 and 60°C. We used the same cocktails, ROTI and UG, as 
in the previous experiment and prepared eight replicates of each 
cocktail. A triplicate of background samples kept at 20°C was used as 
a reference.

Results

Assessment of the counter background

Luminosity
We regularly observed noticeable differences in luminosity in our 

standard background measurements that we run at the beginning, 
middle, and end of each sample analysis. This difference correlated 
with time passed since the start of the measurement; with high 
luminosity in the samples measured early in the sequence and 
significantly lower luminosity at the end. For all measurements 
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(Figure 2), irrespective of scintillation cocktail or measurement time 
per sample an initial peak for luminosity was observed in the very first 
measurement repetitions followed by a asymptotic decline in 
luminosity over the next few hours, which eventually resulted in a 
plateau. While the general trend is similar between all measurements, 
significant differences were observed between the various 
measurement times and scintillation cocktails.

In terms of luminosity, the AL+ scintillation cocktail yielded low 
luminosity values from the start and also quickly established a plateau 
with low and consistent luminosity values. The cocktails ROTI and UG 
show a compareable luminosity profile. Both have initial luminosity 
values of >20% that decline below 10% after ca. 10 h and experience a 
constant decline even after a measurement time of more than 4 days. 
The UG cocktail had a slightly less pronounced initial peak and lower 
minimum values than the ROTI cocktail. In terms of luminosity, the 
1-min measurement experiment with UG cocktail showed significant 
scatter of almost 30% even after almost 5 h of measurement time.

Counter background
Independent of the scintillation cocktail, the measured counter 

background in the various experiment revealed almost identical 
trends. Comparing the background experiments with 1, 2, 10, and 
60 min of measurement time, the scatter of measured background 
activity is declining with increasing measurement time (Tables 1–3), 
i.e., while data of the 1-min measurement time experiments show a 
range of >20 CPM2 or > 0.75 Bq, data of the 60-min measurement 
time experiment are confined within ~5 CPM2 or < 0.1 Bq. For 
measurement times of 2 min and longer all cocktails performed 
equally realiable.

CPM2 vs. CPM3
Initial measurements of CPM2 seem to follow the trends of 

luminosity for approximately 300 min, although the asymptotic 
decline is less pronounced. This effect is especially visible for shorter 
measurement times. After the first 300 min, double detections 
(Figure 2) follow a linear trend around 20 CPM2 for the ROTI and 
AL+ and 15 cpm for UG scintillation cocktails (Table 1). Overall, UG 
reveals the lowest values for CPM2 and CPM3 while AL+ has lowest 
luminosity of all cocktails. However, UG is also heavily affected by 
outliers, especially during the first hour, for measurement times of 
1 min that result in extremely elevated values for CPM2 and standard 
deviation (Table 1).

With the exception of the 1-min measurements, each of the 
cocktails shows relatively small variability in their average cpm values, 
but their standard deviation decreases drastically with increasing 
measurement time (Table 1). While for a measurement time of 1 min 
AL+ appears to perform slightly better than the other two cocktails, 
UG outperforms the other cocktails at longer measurement times, 
revealing both lowest CPM2 values and smallest standard deviation.

Triple detections (CPM3) behave similar to the CPM2 but 
detected values are significantly lower. The CPM3 values do not seem 
to be influenced by luminosity as the initial spike in luminosity that 
can be observed within the first few hours of measurements is not 
visible. Additionally, CPM3 values are extremely consistent from the 
first to the last measurement. In comparison, the first 100 min of 
measurements of CPM2 in the presence of high luminosity (e.g., for 
ROTI) are vastly different from the last 100 min of measurements 
(Figure 2). This effect, much like in the luminosity profiles, is more 
pronounced for shorter measurement times and the ROTI and UG 
scintillation cocktail. ROTI and AL+ show an average of around 12 
CPM3 (Table 2) while the average of the UG cocktail is around 8 
CPM3. Again, measurement time only has a minimal influence on the 
CPM3 with slightly elevated values for the 1-min measurements while 
standard deviation decreases with increased measurement time. The 
1-min measurements of the UG cocktail show highly increased values 
during the first 2 h of measurements, which leads to a significantly 
higher standard deviation (Table  2). Between CPM2 and CPM3, 
CPM3 has a lower average cpm value and lower standard deviation 
(Tables 1, 2).

TABLE 1 Performance of selected scintillation cocktails at various 
measurement times.

[CPM2] 1  min 2  min 10  min 60  min

ROTISZINT 23.48 ± 5.38 21.59 ± 4.28 20.60 ± 2.30 19.32 ± 0.99

AquaLight+ 19.70 ± 4.56 18.07 ± 3.33 19.75 ± 1.42 20.04 ± 0.64

Ultima Gold XR 23.07 ± 77.95 14.58 ± 2.87 15.96 ± 1.60 14.94 ± 0.63

Performance is presented by CPM2 (events counted by two of the three PMTs) of the counter 
background values and respective standard deviation.

TABLE 2 Performance of selected scintillation cocktails at various measurement times.

[CPM3] 1  min 2  min 10  min 60  min

ROTISZINT 13.49 ± 3.56 (±3.67) 12.49 ± 2.63 (± 2.50) 12.62 ± 1.14 (±1.12) 12.52 ± 0.49 (±0.45)

AquaLight+ 12.92 ± 3.76 (±3.59) 11.82 ± 2.42 (±2.43) 12.97 ± 1.17 (±1.14) 13.32 ± 0.55 (±0.47)

Ultima Gold XR 10.31 ± 36.25 (±3.21) 8.03 ± 1.97 (±2.00) 7.80 ± 0.91 (±0.88) 7.90 ± 0.42 (±0.36)

Performance is presented by CPM3 (events counted by all three PMTs) of the counter background values and respective standard deviation. Values in parentheses are calculated values based 
on the Poisson distrubution. Except for the 1-min measurement of Ultima Gold XR, the calculated and measured values are in good agreement.

TABLE 3 Counter background of selected scintillation cocktails at various measurement times.

[Bq] 1  min 2  min 10  min 60  min

ROTISZINT 0.48 ± 0.16 (0.96) 0.45 ± 0.12 (0.81) 0.44 ± 0.05 (0.59) 0.45 ± 0.04 (0.57)

AquaLight+ 0.49 ± 0.16 (0.97) 0.45 ± 0.14 (0.87) 0.49 ± 0.04 (0.61) 0.50 ± 0.02 (0.56)

Ultima Gold XR 0.73 ± 2.80 (9.31) 0.39 ± 0.11 (0.72) 0.45 ± 0.06 (0.63) 0.45 ± 0.02 (0.51)

Performance is presented by the average Becquerel of the counter background values and respective standard deviation. The resulting minimum detection limit (MDL), calculated as counter 
(background plus three times standard deviation is given in parentheses).
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FIGURE 2

Contribution of luminosity on detected counts and related double detections (CMP2), triple detections (CPM3), and Becquerel values over a 
measurement period of up to 4  days, with varying measurement times and different scintillation cocktails. Counter background measurements were 
carried out with 1, 2, 10, and 60 min of measurement time. A time series for each background measurement was established by repeating the analysis 
of the sample for 200 times (for experiment with a measurement time of 1 and 2 min) and 100 times (for experiments with a measurement time of 10 
and 60 min). Three different scintillation cocktails (ROTISZINT, Carl Roth; AquaLight+, Hidex; and Ultima GOLD XR, and Perkin Elmer) were investigated 
with the above mentioned measurement times.
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Becquerel values
The calculated Becquerel values incorporate features of the three 

parameters above. For all cocktails and measurement times, the Bq 
values average around 0.45 Bq (Table 3) with only one major excursion 
in the UG 1-min measurement time data set. This excursion is mainly 
influenced by the generally poor performance of the cocktail at 1-min 
measurement time, especially with regard to its luminosity. The 
standard deviation visibly decreases with measurement time and is 
reduced to 25–12.5% of its original values between the 1- and 60-min 
measurement experiments.

Impact of measurement temperature on 
background measurements

Our data show that at measurement temperatures of 10–20°C, all 
background measurements remain consistently below 1 Bq with only 
one minor excursions at 14°C with six out of eight vials having an 
activity >1 Bq for the UG scintillation cocktail (Figure 3). Around 
25°C, the background measurements for both scintillation cocktails 
increase to mean values around 1.5 Bq. As soon as the measurement 
temperature reached 28°C, we observed a drastic jump to 5–7 Bq for 
both cocktails. Values remained at this level up to the highest 
measurement temperature of 36.5°C. Except for the minor excursion 
in the low temperature range, the response to measurement 
temperature was consistent for both scintillation cocktails analyzed. 
The cocktails performed reliably at 10–20°C and started to jump to 
highly elevated values around the 30°C mark.

Effect of storage temperature on 
background measurements

The data of the temperature-dependent background 
measurements, irrespective of the incubation temperature, are 
generally similar to the 20°C reference background (Figure  4)—
around ±20%. The UG scintillation cocktail performed consistent 
throughout the temperature range of 20–60°C with a maximum 
range of 80–140% of the 20°C reference measurements. While the 
ROTI cocktail mostly lies in the range of 70–130% of the reference 
values, elevated values of up to 190% of the 20°C reference can 
be observed at 35–36°C.

Discussion

Luminosity

L’Annunziata et al. (2020) mention that photoluminescence will 
generally disappear if the sample is stored in a dark environment for 
15 min and chemiluminescence is expected to last for an approximate 
4–6 h. Luminosity will affect samples disproportionately within the 
first few hours and generally drops below 10% after 8–10 h. However, 
only after 4 days a plateau is reached. The AL+ scintillation cocktail 
with its initial low luminosity appears to be a preferable choice for 
measurements where luminosity is of concern. Our experimental 
setup does not allow for the distinction between photo- and 
chemiluminescence, but the high initial peak likely reflects a 

superimposed signal of both prevalent luminescence components that 
quickly changes to an asymptotic decline once the influence of 
photoluminescence wears off. This effect is pronounced for shorter 
measurement times, especially the 1-min measurements, due to low 
numbers of photon detections per measurement. Interestingly, the 
1-min measurements of the UG cocktail also show some strong 
negative outliers within these first few minutes.

The effect of luminosity can be  mitigated by computational 
means that modern LSC are equipped with, but additional 
consistency can be achieved by simply storing sample vials in the 
dark for at least 1 day, preferably 3 or 4 days prior to the 
measurement, or by utilizing a scintillation cocktail that naturally 
shows low luminosity. For background measurements, a 
measurement time of at least 10 min should be  targeted as it 
represents a good compromise between statistical significance and 
duration (Figure 2). If measurement time is of no concern, a longer 
measurement time of, e.g., 60 min will improve performance, 
although the improvement is not dramatic, as illustrated by the 
changes in background counts and standard deviation at different 
measurement times (Table 2).

In general, a consistent measurement protocol and precautions 
such as sufficient time between sample preparation and measurement 
allows for better comparability of the samples and avoids potential 
discrepancies between different measurements caused by changes in 
luminescence over time.

CPM in double and triple PMT setups

With the increasing availability and popularity of commercial 
LSCs with a triple PMT configuration, a distinction between cpm 
values of different types of liquid scintillation counting has to be made. 
On a double PMT setup, both PMTs (PMT A and PMT B) oppose 
each other and are arranged at a 180° angle inside the measurement 

FIGURE 3

Effect of measurement temperature on the background 
measurements of different scintillation cocktails. Error bars indicate 
one standard deviation.
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chamber. Photon detection on both PMTs (AB) will equate to one 
count of sample-associated radioactive decay. In comparison, the 
PMTs in a triple PMT setup (PMT A, PMT B, and PMT C) are 
orientated at 120° angles and sample-associated decay requires the 
detection on all three PMTS (ABC).

Due to the different geometries and number of PMTs, the 
detection limits with regard to cpm values may differ between 
machines, with a lower limit of detection achieved by the 
geometrically more complex triple PMT setups. Next to the advantage 
of having an extra PMT to improve photon detection, the TDCR 
method also allows for statistical modeling of expected double and 
triple coincidences and compares expected detections to the ratio of 
measured CPM2 and CPM3. In turn, the comparison of double 
detections will result in higher CPM2 values in the triple PMT setup 
as a double detection can result from multiple PMT combinations 
(i.e., AB, AC, and BC). TDCR in a triple PMT setup will include the 
detection on only two of its three PMTs and perform a quench 
correction that provides the opportunity to calculate the respective 
Bq value on the basis of the ratio of double detections (CPM2), triple 
detections (CPM3), and luminosity.

The formula for our luminosity corrected TDCR values is 
the following:

 
TDCR CPM

CPM Lumicorr =
−

2

3  
(2)

Where Lumi represents all detected decays not associated with 
radioactive decay of the sample which are determined via probabilistic 
distribution of double and triple counts. On the basis of the 
luminosity-corrected TDCR, the luminosity-corrected Bq can 
be calculated using the formula:

 
Bq

CPM
TDCRcorr =

2

60

2

 (3)

The use of cpm, even between different PMT setups, has the 
advantage of more direct comparability, although cpm values are likely 
skewed toward lower numbers for the triple PMT setups. The 
utilization of the TDCR method and calculated luminosity-corrected 
Bq values are only possible with triple PMT LSC as the statistical 
foundation for calculating Bq values requires both CPM2 and CPM3.

Measurement time

Accuracy of the measurement increases with measurement time 
as the measurement time is correlated to the number of detected 
signals, i.e., a 10-fold increase of measurement time approximately 
results in a 10-fold increase in detected events (Røy et al., 2014). A 
visualization of this statement can be  seen for our 1- and 2-min 
experiment (Tables 1–4) that consistently performed much worse in 
terms of consistency than the 10- and 60-min measurements. 
Radioactive decay are random, independent events that occur at a 
fixed mean rate, i.e., decays follow Poisson distribution. Thus, the rate 
of decay of the targeted radioisotope and ambient and cosmic 
radiation has an underlying variability. These statistical fluctuations 
within the background signal or radioactive decay result in minute 
variations for any specific time frame. Therefore, longer measurement 
times are preferred to reduce variations between measurements as 
they cover a larger number of expected decays. These fluctuations can 
be reduced significantly by targeting a measurement time of at least 
10 min. Throughout all measured scintillation cocktails, we found a 
decrease in standard deviation between the 1- and 10-min background 
measurements to less than 30% of their initial cpm and Bq values. For 
our experiments and throughout all tested scintillation cocktails, 
experiments of 60-min measurement time yielded the best results but 
come with the burden of prolonged time investment especially for 
large numbers of samples. A measurement time of 10 min provides a 
good compromise between low and consistent measurements and 
short measurement time.

Further, we  can compare the observed (standard deviation of 
Table 2) to the expected standard deviation (Table 2) of the counter 
background to evaluate if variability within the background fully 
matches the Poisson process. The standard variation of the Poisson 
process is calculated with λ ∗ −t 1 where λ is the total amount of 
counts over the respective measurement interval and t is the 
measurement time. The comparison shows that both observed and 
expected value are extremely close (Δ ≈ <0.1). Thus, the counter 
background is Poisson distributed and the standard deviation is 
inherited by the Poisson process. The only exception and significant 
deviation of the observed and expected standard deviation is the 
aforementioned 1 min measurement of the UG scintillation cocktail 
that shows an observed variance of 10 times the expected value. 
However, it is unclear what exactly attributes to the stark difference 
between the observed and expected value.

A compromise between statistical significance and duration of a 
measurement has to be made, as data sets can be comprised of several 
hundreds of individual measurements. Short measurement times will 
significantly increase the impact of background noise (Figure  2) 
while long measurement times will be statistically sounder but more 
time consuming. Røy et al. (2014) mention that the number of counts 
will reach a point of diminishing returns, a reduction in statistical 
significance per time spent. Generally, a counting time of 10 min is 

FIGURE 4

Effect of storage temperature on background measurements of 
different scintillation cocktails. Error bars indicate one standard 
deviation.
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accepted as a good compromise between statistical significance and 
time and is used by many studies (Kallmeyer et al., 2004; Beulig et al., 
2022; Nagakura et al., 2022). However, many publications do not 
provide any information about their measurement time (Boetius 
et al., 2000; Böning et al., 2004; Kallmeyer and Boetius, 2004; Treude 
et al., 2005; Røy et al., 2014). In samples with medium to high activity, 
the number of detected decay events is several orders of magnitude 
higher than in low turnover samples and therefore well above the 
minimum detection limit set by the blank measurements. 
Measurement protocols that exceed the 10-min counting time can 
be applied to increase the number of counts and therefore decrease 
variance of the background noise (Røy et al., 2014). Other studies 
that operate at the limit of detection utilize longer measurement 
times (30 min; Glombitza et  al., 2016). Our results show that an 
extended measurement time will have an improved detection limit 
by 1–2 cpm or 0.05 Bq if measurement time is increased from 10 to 
60 min (Table 4).

Kallmeyer et al. (2004) investigated the effect of measurement 
time on the minimum detection limit and proposed that 10 min is a 
sufficient amount of time and further increase will not lower the 
detection limit any further. Furthermore, Røy et al. (2014) presented 
a statistical analysis focusing on the number of detected decay events 
and concluded that a higher number of detected events leads to 
statistically better results. However, the improvement of the results is 
affected by diminishing returns and eventually leads to impractical 
long measurement times. Our results (Tables 2, 3) support the 
concept of diminishing returns on measurement time, although still 
show a benefit of measurement times >10 min for determination of 
the minimum detection limit. Nevertheless, a significantly further 
extension of measurement time beyond 60-min will not lead to a 
markedly improved minimum detection limit due to diminishing 
returns. Additionally, hour-long measurement times can only 
be applied to small sample sets due to the time constraints. The effect 
of the diminishing returns is illustrated in Table 2. Comparing the 
standard deviation of the 2-, 10-, and 60-min measurements, i.e., 
increasing measurement time 5 or 30 times, leads to a reduction of 
standard deviation by ~50 or 75%, respectively. The standard 
deviation for CPM3 drops from 2 to 2.6 cpm of the 2-min 
measurements to approximately 0.5 cpm for the 60-min 
measurement. The diminishing returns are even more obvious for Bq 
measurements (Table 3) as the 60-min measurement already reaches 
a standard deviation of almost zero (~0.02 Bq). Extensive 
measurement times would result in a large enough number of 
expected decays to no longer have any variation between 
measurements but also would be impractically long.

Figure 2 illustrates the effect of insufficient counting times. The 
figure shows consecutive background measurements, but while 
counting times of 2 min or higher show an exponential decline of 
luminosity over time, a counting time of 1 min does not show this 
trend. Moreover, the 1-min data show significant scatter of more than 
three times the standard deviation of the 10-min measurement. This 
scatter can also be seen in the corresponding calculated activity values 
(Figure 2; Bq).

The effects of different measurement times on the minimum 
detection limit can be shown by using, e.g., the CPM3 values for AL+ 
(Table 2). The minimum detection limit (Kaiser, 1970) is defined as:

 MDL b b= + ×3 σ  (4)

Where b is the average value of all counter background 
measurements and σb is the standard deviation of the blank signal. A 
factor of 3 is chosen to reflect the approximate 95% confidence interval 
of the counter background. This calculation of the MDL is used as an 
approximation due to its simplicity. A statistically correct treatment 
based on the true distribution of counter background that is used in 
Røy et  al. (2014) to present detection near the absolute limit of 
detection on the example of sulfate reduction is available in 
Brüchle (2003).

The MDL (4) for the UG cocktail will be  13.94 cpm (2 min), 
10.53 cpm (10 min), and 9.16 cpm (60 min), thus result in a difference of 
>4 cpm or > 33% between 2- and 60-min measurement times. The effect 
of counting times on microbial turnover rate experiments is more 
directly visible and easier to understand when using Becquerel values 
(Table 3). For the UG cocktail, the MDLs (4) for the 2, 10, and 60 min 
measurements are 0.72, 0.63, and 0.51 Bq, respectively. An increase in 
measurement time for the UG scintillation cocktail from 2 to 10 or from 
10 to 60 min results in a reduction of the detection limit by approximately 
one 10th of a Bq. Recent studies that target the biotic-abiotic fringe use 
tracer activities of up to 5 MBq per sample for quantification of sulfate 
reduction rates in the sub-picomolar range (Glombitza et al., 2016; 
Beulig et al., 2022; Nagakura et al., 2022). With these low microbial 
turnover activities a reduction of a single cpm or fraction of a Becquerel 
can be decisive on whether a measurement is above or below MDL and 
therefore potentially change the conclusions derived from such a 
dataset. In the following, we show how small changes in the counter 
background affect the MDL, using a typical sample for quantification of 
sulfate reduction rate measurements as an example. Sulfate reduction 
rates are calculated according to the following formula:

 
SRR SO P a

a
tSED

TRIS

TOT
= [ ]× × × × ×−

4
1 6

1 06 10.

 
(5)

Where SRR is the sulfate reduction rate in pmol cm−3 day−1; [SO4] 
is the sulfate concentration in the porewater of the sediment in mmol 
L−1; PSED is the porosity of the sediment in mL porewater cm−3 
sediment; aTRIS is the radioactivity of the total reduced inorganic sulfur, 
aTOT the total radioactivity used; t the incubation time in days; 1.06 the 
correction factor of the isotopic fractionation (Jørgensen and Fenchel, 
1974); and 106 the factor for the change of units from mmol L−1 to 
pmol cm−3.

Assuming [SO4] of 10 mM, PSED of 0.6, a total radioactivity used 
of 5 MBq, incubation time of 10 days and a SRR of 0.1 pmol cm−3 day−1, 
the amount of radioactivity in the TRIS fraction (aTRIS) is 0.79 Bq. This 
correlates to a turnover of less than 1 millionth of the total radioactivity 
used. For a 10-min measurement time of the tested cocktails, this 
measurement is still detectable as the MDL (Eq. 4) lies between 0.59–
0.63 Bq for the different cocktails (4). These values correspond to 
minimum detection limits of 0.075–0.08 pmol cm−3 day−1. A 60-min 
measurement time would reduce the MDL (4) of SRR to 0.065–
0.071 pmol cm−3 d−1. These hypothetical values compare well to low 
turnover rate measurements with similar parameters in the literature 
that can be found in the range of approximately 0.1–10 pmol cm−3 d−1 
(Beulig et al., 2022; Nagakura et al., 2022).

For methods that rely on measurements via gas solubility such as 
anaerobic oxidation of methane, these reductions of the minimum 
detection limit are especially important as the amount of radiotracer 
cannot be increased as freely as for other processes such as sulfate 
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reduction or methanogenesis due to the constrains of dissolution of 
the tracer in the media (Beulig et al., 2022). We highly encourage the 
inclusion of the measurement time in the method description in all 
studies to allow for better comparability and reproducibility of data. 
Reduced standard deviation (Table  3, AquaLight+) can have 
significant impact on data (Figure  5) from the deep biosphere 
(Nagakura et al., 2022) as the margin of detection is slim for turnover 
rates near the limit of detection. The high variance in our 1- and 2-min 
measurements only covers SRR values above 0.1 pmol cm−3 day−1. 
Almost two more magnitudes of data (just slightly above 1 fmol cm−3 
day−1) are detectable by switching from 1 and 2 min measurement 
time to 10 or 60 min with their reduced variance. As a result, turnover 
rates over the entire depth range can be observed instead of only the 
samples from the shallowest depth.

Temperature

Temperature can have a strong influence on liquid scintillation 
counting as the scintillation process can be accelerated with increasing 
temperatures (Birks, 1964) and counting efficiency can decrease 
(Homma and Murase, 1987). Generally, conditions around 20°C are 
advised by the manufacturers of the scintillation cocktails. As for 
many other parameters, it is advisable to keep the LSC in a 

temperature-controlled environment with as little fluctuation 
as possible.

Our experiment shows that between 10 and 20°C, temperature 
does not influence the background measurements (Figure  3). At 
temperatures around the upper limit of the recommended operating 
temperatures, i.e., above ca. 25°C slightly elevated background 
measurements can be  observed. While this increase will not 
be noticeable during most measurements, as the number of detected 
events it is still negligible compared to the events caused by decays of 
the radioisotope in the sample, it might already be  critical for 
measurements close to the lower limit of detection. At temperatures 
of 28°C and higher, the counter background increases significantly to 
values that are almost an order of magnitude above the counter 
background at 20°C, hence on a level that precludes low turnover 
measurements due to the drastically increased detection limit.

We also investigated potential chemical alterations of the scintillation 
cocktail due to increased storage temperatures. While the measurement 
temperature had a significant effect on the background (Figure 3), the 
storage temperature only has a minimal to no effect (Figure 4). While 
samples of all storage temperatures are roughly spread around the 20°C 
control, measurements around 36°C storage temperature visibly deviate 
to up to 190% of the 20°C reference samples. This increase can 
be  attributed solely to the measurements of the ROTI scintillation 
cocktail. The effect of storage temperature on the counter background 
still is minimal to negligible compared to the measurement temperature.

We repeated both the storage and measurement temperature 
experiments with a UG scintillation cocktail that was exposed to 
extended periods of intense heating due to sunlight. Compared to the 
same cocktail stored according to the manufacturer’s guidelines no 
significant difference was observed (data not shown).

Conclusion

It is vital to understand the mechanisms and parameters surrounding 
liquid scintillation measurements, especially when working close to the 
minimum detection limit. Samples with low microbial activity are 
especially susceptible to minor variations within the counter background 
as these fluctuations are disproportionally affecting the detection limit. 
To avoid a negative impact of luminosity on measurements, samples 
should be stored prior to measurement at least 1 day and up to 4 days, 
depending on the scintillation cocktail. Both samples and the liquid 
scintillation analyzer should be kept at temperatures at around 20°C to 
avoid elevated counter background. While scintillation cocktails perform 
equally well under standard conditions (room temperature, appropriate 
measurement time), cocktails should be selected to meet the needs of 
specific experiments and parameters. At last, we showed that for low 
activity measurements such as the counter background or samples with 
low turnover, a measurement time of 10–60 min should be  chosen. 
Information about counting times should be included in the respective 
method section of each manuscript to provide a more concise picture of 
the analytical conditions.
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FIGURE 5

Sulfate reduction rates of IODP Exp. 385 Site U1545 (Nagakura et al., 
2022), calculated by using standard deviations from different 
measurement times (Table 3). Measurements were carried out with 
AquaLight+ scintillation cocktail.

TABLE 4 Minimum detection limit of selected scintillation cocktails at 
various measurement times.

MDL [CPM3] 1  min 2  min 10  min 60  min

ROTISZINT 24.17 20.38 16.04 13,99

AquaLight+ 24.20 19.08 16.48 14.97

Ultima Gold XR 119.06 13.94 10.53 9.16

The miminum detection limit is presented based on CPM3 of the counter background values 
(Table 2).
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Cell-specific rates of sulfate 
reduction and fermentation in the 
sub-seafloor biosphere
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Bente A. Lomstein 1, Christof Pearce 2, Marit-Solveig Seidenkantz 2 
and Hans Røy 1*
1 Department of Biology, Aarhus University, Aarhus, Denmark, 2 Department of Geoscience, Aarhus 
University, Aarhus, Denmark

Microorganisms in subsurface sediments live from recalcitrant organic matter 
deposited thousands or millions of years ago. Their catabolic activities are low, but 
the deep biosphere is of global importance due to its volume. The stability of deeply 
buried sediments provides a natural laboratory where prokaryotic communities 
that live in steady state with their environments can be  studied over long time 
scales. We  tested if a balance is established between the flow of energy, the 
microbial community size, and the basal power requirement needed to maintain 
cells in sediments buried meters below the sea floor. We measured rates of carbon 
oxidation by sulfate reduction and counted the microbial cells throughout ten 
carefully selected sediment cores with ages from years to millions of years. The 
rates of carbon oxidation were converted to power (J s−1 i.e., Watt) using the Gibbs 
free energy of the anaerobic oxidation of complex organic carbon. We separated 
energy dissipation by fermentation from sulfate reduction. Similarly, we separated 
the community into sulfate reducers and non-sulfate reducers based on the dsrB 
gene, so that sulfate reduction could be related to sulfate reducers. We found that 
the per-cell sulfate reduction rate was stable near 10−2 fmol C cell−1 day−1 right below 
the zone of bioturbation and did not decrease with increasing depth and sediment 
age. The corresponding power dissipation rate was 10−17 W sulfate-reducing cell−1. 
The cell-specific power dissipation of sulfate reducers in old sediments was similar 
to the slowest growing anaerobic cultures. The energy from mineralization of 
organic matter that was not dissipated by sulfate reduction was distributed evenly 
to all cells that did not possess the dsrB gene, i.e., cells operationally defined as 
fermenting. In contrast to sulfate reducers, the fermenting cells had decreasing 
catabolism as the sediment aged. A vast difference in power requirement between 
fermenters and sulfate reducers caused the microbial community in old sediments 
to consist of a minute fraction of sulfate reducers and a vast majority of fermenters.

KEYWORDS

cell-specific carbon oxidation rates, basal power requirement, sulfate reducing 
microorganisms, fermentative microorganisms, deep biosphere

1. Introduction

As continued deposition gradually buries marine sediments, they become increasingly 
isolated from the surface world. Dissolved electron acceptors can be supplied to the isolated 
microbial community from above, but the pool of organic carbon that fuels microbial life is 
mostly constrained to the stationary solid phase (e.g., Komada et al., 2013). Thus, a microbial 
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community must live from the finite amount of organic carbon buried 
with it in the sediment. The anaerobic food chain is inefficient, and 
repeated cycles of cell death and reassimilation of necromass would 
lead to rapid loss of carbon (Orsi et al., 2020). Nevertheless, we find 
microorganisms in ancient sediments that are still thriving and are 
slowly degrading the old and refractory organic matter (Røy et al., 
2012). This implies that the rates of mineralization are exceedingly 
low. Indeed, the reactivity of organic matter decreases steeply in aging 
sediment (Middelburg, 1989; Boudreau and Ruddick, 1991; 
Shang, 2023).

As the rates of carbon mineralization decrease with increasing 
age, so does the size of the microbial community (Røy et al., 2012). 
Although the assembly of the deep biosphere community conserves a 
part of the surface community (Starnawski et al., 2017), the decreasing 
community size with increasing age and depth in the sediment is not 
merely due to a slow death of the surface community. This can be seen 
by the continuous production of dead microbial cells (necromass) far 
in excess of the size of the original community (Lomstein et al., 2012), 
and by the fact that the estimated biomass turnover times of the 
sedimentary microbes is much shorter than the age of the sediment 
they live in Biddle et al. (2006), Hoehler and Jørgensen (2013), Braun 
et al. (2017). Thus, the microbial community in the deep sediment 
column must largely be  in steady state with respect to their basal 
power requirement and the local availability of energy at any time. As 
the rate of liberation of labile carbon substrates from the refractory 
organic matter decreases with time, the size of the microbial 
community is decreasing accordingly. If the energy supply were in 
excess, the community would grow and thereby reduce the energy flux 
available per cell to approach the basal power requirement. If the 
energy supply falls below the basal power requirement, some cells will 
die, and this increases the per-cell energy availability (LaRowe and 
Amend, 2015b). Thus, we  expect that the ever-decreasing energy 
turnover in aging marine sediments will force cells in the deep 
biosphere to constantly exist at the lowest power dissipation that will 
sustain their community (Hoehler and Jørgensen, 2013; Lever 
et al., 2015).

The lower limit, i.e., the basal power requirement, of prokaryotic 
cells is, most likely, set by physical and chemical decay processes in 
the cells such as the rate of leakage of membrane potential, the rate 
of depurination of nucleic acids, and the rate of racemization of 
amino acids. None of these processes are, however, constrained well 
enough to confidently calculate the basal power requirement of the 
individual cells (Lever et  al., 2015). Yet, the intrinsic rate of 
racemization of aspartic acid, which is the amino acid with the 
highest rate of racemization, indicate that this process leads to the 
largest unavoidable loss of energy (Brinton et al., 2002; Onstott et al., 
2014). Indeed, a gene encoding the enzyme (Protein-L-iso 
aspartate(D-aspartate) O-methyltransferase), which recognizes 
damaged L-isoapartyl and D-aspartyl residues in proteins and 
catalyzes their repair while still within the protein, was found widely 
distributed and expressed in deeply buried sediments in the Baltic 
Sea (Mhatre et al., 2019).

The lowest basal power requirement for prokaryotes in the deep 
biosphere is difficult to determine in the laboratory yet experiments 
with axenic bacterial cultures maintained without addition of 
substrates for prolonged time under so-called long-term stationary 
phase have shown general mechanisms of adaptation in cell 
respiration to extreme nutrient limitation (e.g., Riedel et al., 2013; 

Robador et  al., 2019). To avoid artifacts related to laboratory 
cultivation, we have searched for the basal power requirement of 
cells in the natural environment by relating the catabolic rate of a 
community to the community size (Hoehler and Jørgensen, 2013) 
directly in sediments of varying age, ranging from tens to millions 
of years old. To limit the number of variables in the data, we focused 
on the sulfatic zone (Canfield and Thamdrup, 2009; Jørgensen, 
2021), where anaerobic respiration is dominated by sulfate 
reduction. The goal of our study was to identify if, and how, the 
availability of energy controlled the microbial community size and 
the per-cell metabolic rate in the energy-starved deep biosphere. In 
addition, we  compared the community size of the two main 
metabolic guilds, fermenters and sulfate reducers, living 
syntrophically in sulfate-rich sediments, with the power available 
to each of the guilds.

2. Materials and methods

2.1. Sampling sites

Gravity-cores from eight different geographic locations were 
retrieved for this study during 2012–2014. When possible, the gravity-
cores were supplemented with either box-cores or Rumohr cores from 
the same site. Two additional datasets were retrieved from the 
databases of the Ocean Drilling Program (ODP) Leg 201 and 
Integrated Ocean Drilling Program (IODP) Leg 323. The goal of the 
site selection was to access samples from an extensive range of well-
constrained sediment ages within the sulfatic sediment zone. In 
addition, the sedimentary and geochemical settings were selected such 
that the rate of dissimilatory sulfate reduction could be determined 
with good accuracy. The sampling sites can be found in Table 1, in 
Supplementary Figure S1, and at https://drive.google.com/open?id=1
rYE3drQ6eSkWIjRFQtpxwL265bM&usp=sharing.

2.2. Subsampling of sediment cores

Gravity-cores were retrieved specifically for the study and the 
greatest care was taken to avoid oxygen exposure and heating. Thus, 
the cores were sectioned into 1-meter sections immediately after core 
recovery and the full core sections were capped and placed 
horizontally near in situ temperature. Rumohr cores were capped with 
overlying water and stored vertically until processing. All cores were 
taken at high latitudes, which helped to avoid elevated temperatures 
in the upper water column and on deck.

Extraction of pore water and solid-phase sampling were 
completed within 4–48 h after sediment recovery. Pore-water was 
extracted with Rhizon soil-moisture samplers (Rhizosphere Research 
Products, Wageningen, Netherlands) through 4 mm holes drilled 
through the plastic core-liners every 10–25 cm within the top 1 m of 
the gravity-cores and Rumohr Lot cores. Below 1 m, the sample 
resolution in the gravity-cores was 20 to 25 cm. The first milliliter of 
extracted pore water was discarded, and the rest of the pore water was 
collected in evacuated Exetainers (Labco) before distribution for 
further analyses. Solid phase samples were collected with sterile plastic 
syringes with cut-off tip through windows cut into the core liner with 
a vibrating saw (Røy et al., 2014), after the outer sediment in contact 
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with the liner had been removed. The solid-phase samples were taken 
from the same depths as the pore water and care was taken to only 
sample one side of the core (working half of the core). For selected 
cores, the archive-half was scanned by an ITRAX x-ray diffraction 
core scanner (Croudace et al., 2006).

2.3. Determination of age-models

The loss of sediment from the top of the gravity-cores, due to the 
core catcher and the violent penetration of the sediment surface, was 
estimated by matching the pore water profiles of NH4

+, SO4
2−, and 

δ13CDIC. The estimated sediment loss was then used to extend the 
age-models of the cores all the way to the sediment–water interface 
(see section 3.4 for analytical details). The matched pore water profiles 
can be found in the cited literature for each individual cores.

The average age of the upper 5 few cm of sediment in Little Belt 
core (SKA14-05-B25) was estimated based on correlation to IODP 
expedition 347 site M0059 (Andrén et al., 2015), which was retrieved 
at the same location.

The age of the rapidly accumulating sediment in the Glacier Fjord 
(core SA13-ST8-47G) was analyzed via short-lived natural gamma 
emitters (210Pb and 226Ra). The sedimentation rate was estimated from 
the least-squares fit to the natural log of excess 210Pb in the core and 
the output of a one-dimensional two-layer advection–diffusion model 
that accounted for both biomixing and compaction with depth 
(Lavelle et al., 1985; Kuzyk et al., 2015). The data and the procedures 
are described in detail in Pelikan et al. (2019).

Calcareous mollusk shells and organic worm-tubes were collected 
in the Greenland Continental Shelf (core SA13-ST3-20G), Main 
Fjord of Nuuk Kangerlua (also known as Nuuk Fjord or 
Godthåbsfjord; SA13-ST5-30G), Side Fjord Kapisillit Kangerluat of 
Nuup Kangerlua (SA13-ST6-40G), Iceland Basin (DA12-11-
ST1-GC01), and Faroe Bank (DA12-11-ST2-GC03) sediment cores 
for 14C age determination by Accelerator Mass Spectrometry at 

Aarhus AMS Centre, Aarhus University. The 14C ages were calibrated 
using the Marine13 radiocarbon calibration curve (Reimer et al., 
2013) with no further regional reservoir correction (ΔR = 0). The age 
models were reported as calibrated 14C years BP (Before Present, 
where present = AD 1950). For the analysis of the organic matter 
reactivity here, however, the ages were calculated to years before 
collection (AD 2013) to relate to mineralization age. The procedures 
and data are described in detail in Petro et al. (2019).

The age-depth model of the South Azores core (DA14-ST1-GC01) 
was developed from the sediment description and from calcium (Ca) 
and iron (Fe) measurements using an ITRAX x-ray fluorescence 
(XRF) core scanner (Croudace et  al., 2006). The profile of Ca/Fe, 
which may here be considered a proxy for marine productivity, was 
aligned with marine isotope stages and the age of the stages was 
determined according to LR04 Benthic Stack (Lisiecki and 
Raymo, 2005).

The age-depth model of the Bering Sea site (IODP Exp323, Hole 
U1342B) was retrieved from Knudson and Ravelo (2015), who 
based their age model on calcite δ18O of benthic foraminifera, 
which they too correlated to the LR04 Benthic Stack (Lisiecki and 
Raymo, 2005). The depths were converted into ages using a linear 
interpolation between the measurements. Below 35 mbsf (meters 
below seafloor), there was a shift in stratigraphic unit (Unit II), 
where the age versus depth was not clearly resolved (Expedition 323 
Scientists, 2011). Therefore, data below this depth were excluded 
from our study.

The age-depth model for the Eastern Equatorial Pacific core (ODP 
Leg 201, Hole 1,226-B) was based on one unique 14C measurement 
and six biostratigraphic boundaries from the Pleistocene to the Middle 
Miocene (Shipboard Scientific Party, 2003; D'Hondt et  al., 2004), 
previously assessed at site 846 of ODP Leg 138 (Shipboard Scientific 
Party, 1992). The depths were converted into ages using a linear 
interpolation between the seven age points. Below 388 mbsf, the age 
model was interpolated linearly, based on a basement age of 16.5 
million years at the base of the core.

TABLE 1 Coordinates of the coring sites and general description of the cores.

Site Drilling hole/
core name

Water 
depth (m)

Latitude Longitude Temp. 
(°C)*

Length of 
core (m)

Age (year)§

Little Belt SKA14-05-B25 38 55°00.258′ N 10°06.519′E 9 0.035 20

Greenland Glacier Fjord SA13-ST8-47G 475 64°40.7078′ N 50°17.4672′ W 2 5.67 200

Greenland Main Fjord SA13-ST5-30G 622 64°25.3479′ N 51°30.6209′ W 2 6.06 466

Greenland Side Fjord SA13-ST6-40G, SA13-

ST6-35R

389 64°29.0604′ N 50°42.3240′ W 2 5.61 4,600

Iceland Basin DA12-11-1-GC01 2120 61°37.04′ N 20°43.26′ W 3 4.20 12,500

Greenland Continental Shelf SA13-ST3-20G, SA13-

ST3-17R

498 64°26.742′ N 52°47.6478′ W 4 5.92 12,600

Faroe Bank DA12-11-ST2-GC03 742 60°46.94′ N 009°47.62’W 8 5.89 55,100

South Azores DA14-ST1-GC01 2515 37°17.773 N 27°04.934 W 3.2 5.96 300,000

Bering Sea IPDP Exp. 323, Hole 

U1342-B

818 54° 49.7004′ N 176° 55.0232′ E 2–6 43 1,000,000

Eastern Equatorial Pacific ODP Leg 201, Hole 

1,226-B

3297 3°5.24′S 90°49.12′ W 1.7–25.6 417 15,600,000

*Bottom water temperature (or temperature gradient down through the sediment for Eastern Equatorial Pacific and Bering Sea long cores). § approximated age at the bottom of the cores.
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2.4. Pore water analyses

2.4.1. Ammonium
Aliquots of 1 mL pore water for analysis of dissolved ammonium 

were transferred to 2.5 mL Eppendorf tubes and frozen at −20°C until 
analysis. Ammonium concentrations were analyzed by 
spectrophotometry of the blue indophenols formed when ammonium 
is dissolved in a weak alkaline solution with salicylate, hypochlorite, 
and sodium nitroprusside (Bower and Holm-Hansen, 1980). After 
dilution of the pore water samples with MilliQ water (up to 50 times), 
1 mL of the dilution was first mixed with 120 μL salicylic acid catalyst, 
then 200 μL of alkaline-hypochlorite solution (1 part of alkaline-
citrate solution and 9 parts of 5% sodium hypochlorite) was added to 
the reaction tube. After incubating the reaction mix for 1 h, the 
absorbance was measured at 650 nm on a spectrophotometer 
(FLUOstar Omega, BMG Labtech GMBH, Ortenberg, Germany).

2.4.2. Dissolved inorganic carbon
Pore-water for analysis of dissolved inorganic carbon (DIC) was 

transferred to glass vials (Zinsser) filled up to the brim (ca. 2 mL), 
closed without headspace and stored at 4°C until analysis. Subsamples 
were transferred to 10 mL helium-flushed exetainers and the DIC was 
transferred to the headspace as CO2 by reaction with phosphoric acid. 
The CO2 content of the headspace was then analyzed by gas 
chromatography using a GC-IRMS with helium as carrier gas (CTC 
Analytics GC-pal autosampler, Thermo scientific GasBench II, 
Thermo scientific ConFlo IV, Thermo scientific Finnigan Delta V plus 
IRMS). The carbon isotopic composition (δ13C) of the CO2 was 
determined relative to the VPDB standard using LSVEC (δ13C: 
-46.4‰ VPDB) and NBS 19 (δ13C: +1.95‰ VPDB) for calibration.

2.4.3. Sulfate
Aliquots of 300 μL pore water for analysis of sulfate (SO4

2−) were 
transferred to 2.5 mL Eppendorf tubes and ventilated at room 
temperature for 20 min (only samples with low H2S and high SO4

2−) 
or flushed with humidified CO2 to remove hydrogen sulfide before 
storage at 4°C until analysis. The pore water was then diluted with 
MilliQ water (10–100 times), and the sulfate concentration was 
determined by ion chromatography (Dionex ICS 2500 with AS 18 
column and ED 50 electrochemical detector). An initial KOH eluent 
concentration of 20 mmol L−1 was used for the analysis, followed by a 
column flush at 32 mmol L−1 (Røy et  al., 2014). In samples from 
Greenlandic waters, the measured sulfate concentrations were 
normalized to the chloride concentration to correct for possible 
dilution and evaporation errors.

2.5. Solid phase analyses

2.5.1. Porosity and density
Porosity and density of the sediment were determined using 2 cm3 

of wet sediment and calculated from the weight loss of sediment after 
drying at 100°C until constant weight. Porosity was calculated from 
water content multiplied by wet density.

2.5.2. Total organic carbon
Total organic carbon (TOC) was determined by combusting dry 

ball-mill-powdered sediment in an elemental analyzer [FLASH EA 
(1112 series), Thermo Scientific]. To remove the inorganic carbon, the 

sediment samples were pre-treated with 5% (w/w) sulfurous acid until 
the samples no longer produced CO2 bubbles (Braun et al., 2017). 
Once re-dried and homogenized, aliquots of 50 mg acidified sediment 
were packed into tin cups and burned in the elemental analyzer. The 
content of organic matter is given as nmol C cm−3 fresh wet sediment, 
calculated based on the carbon content, the porosity, and the dry 
density. By this volume-specific unit, the organic carbon content can 
be directly compared to its volume-specific rate of oxidation.

2.5.3. Total cell abundance
Samples for total cell abundance determination were taken with 

2.5 mL cut-off syringes. 1 mL of sediment was transferred into 4 mL 
sterile and saline paraformaldehyde solution (35 g L−1 NaCl and 2 g L−1 
paraformaldehyde, final concentration of PFA in preserved samples 
0.1%), mixed thoroughly and stored at 4°C until analysis. Microbial 
cells were quantified by fluorescence microscopy of cell extracts based 
on Kallmeyer et al. (2008) and Morono et al. (2013). The cell extraction 
consisted of a chemical detachment by a detergent mix (100 mM 
EDTA, 100 mM sodium pyrophosphate, and 1% (v/v) Tween 80) and 
methanol, followed by a mechanical detachment by three times 10 s 
sonication at 7 W. After each detachment treatment, the microbial 
cells were separated from sediment particles using density 
centrifugation with 50% Nycodenz (AXIS-SHIELD PoC AS). The cell 
extracts were pooled and filtrated on black polycarbonate membrane 
filters (25 mm, GTBP, 0.2 μm pore size) and stained with DAPI 
solution on the filter. A minimum of 400 cells were counted on at least 
12 fields of view with an epifluorescence microscope (Axiovert 200 M 
Zeiss, Germany). An additional dissolution with acetic acid 
(Kallmeyer et al., 2008) was tested at all sites, but only applied to the 
calcareous Faroe Bank sediment.

2.5.4. Relative abundance of sulfate reducers
The relative abundance of sulfate-reducer cells compared to total 

cell abundance was determined by quantitative PCR (qPCR) of dsrB 
and 16S rRNA- genes in extracted DNA. Mud samples were taken in 
cut-off 5 mL syringes that were immediately frozen at −80°C. Total 
nucleic acids were extracted from 0.5 to 1.0 g thawed sediment with 
a combination of enzymatic and chemical pre-treatment and the 
FastDNA Spin Kit for Soil (MP Biomedicals) as described by 
Kjeldsen et al. (2007). The abundance of dsrB- and of bacterial and 
archaeal 16S rRNA gene copies in the DNA extracts were quantified 
by SYBR green-based qPCR according to Jochum et al. (2017) and 
Starnawski et al. (2017). The dsrB gene encodes for the β-subunit of 
dissimilatory (bi)sulfite reductase, which is a diagnostic marker gene 
for sulfate-reducing prokaryotes. Triplicate reactions were 
performed for each DNA extract. For 2–3 samples from each core 
the qPCR assays were performed on ten-fold serial dilutions of the 
DNA extract to test for the presence of co-extracted PCR inhibitors 
(inhibition effects were not observed). The dsrB gene qPCR assay 
conditions and performance were reported previously (Jochum 
et al., 2017). The assay standard curves were linear within a range of 
102 to 108 target gene copies μL−1 template, with an efficiency 
between 102 and 107% and with R2 > 0.99. The relative abundance 
of sulfate-reducing microorganisms in the total microbial 
community was calculated from dsrB gene copy numbers and the 
sum of bacterial and archaeal 16S rRNA gene copy numbers 
assuming that sulfate reducers on average harbor 1 dsrB copy per 
genome (Jochum et al., 2017) while bacterial and archaeal cells on 
average harbor 4 and 2 16S rRNA gene copies, respectively (Suna 
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et al., 2013). Based on analysis of DNA extraction negative control 
samples and using 2 μL DNA template, the limit of quantification of 
the dsrB assay was approx. 7400 dsrB gene copies per gram of wet 
sediment. The limit of quantification in gene copies cm−3 wet 
sediment varied from site to site depending on porosity and density, 
but was always close to 104. See supplementary information for 
primer sequences and further details.

2.6. Volume-specific carbon oxidation 
rates

2.6.1. Sulfate reduction rates by 35SO4
2− tracer 

incubation
Sulfate reduction rates (SRR) were measured experimentally by 

35SO4
2− tracer incubation in cut-off 5 mL syringes according to Røy 

et al. (2014). Ten μL of carrier free 35SO4
2− tracer (100 to 250 kBq) was 

injected in the center of each sediment sample. The samples were 
incubated at in situ temperature for 6 to 24 h in the dark, under 
anoxic conditions in air-tight plastic bags with an oxygen scrubber 
inside (Oxoid™ AnaeroGen™, Thermo Scientific). The incubations 
were stopped by freezing the mini-cores at −20°C or − 80°C. Later, 
the samples were distilled to separate the total reduced inorganic 
sulfur (TRIS) from sulfate by a cold chromium distillation (Kallmeyer 
et al., 2004, including modifications as recommended by Røy et al., 
2014). The total radioactivity of the sediment before distillation and 
the distilled fraction of total reducible inorganic sulfur (TRIS) were 
measured separately by liquid scintillation counting (Packard 
Tri-Carb 2,900 TR). Killed blank samples that consisted of sediment 
transferred to ZnAc (20% w/v) before tracer injection were used to 
test the procedure background and limits of quantification. The 
sulfate reduction rates (SRR) were calculated according to Jørgensen 
(1978a).

 
SRR sulfate
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TOT

= [ ]× ×
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1
.

 
(1)

where [sulfate] is the pore-water sulfate concentration, Æ is the 
porosity, aTRIS the radioactivity of TRIS, aTOT the sediment radioactivity 
before distillation, t the incubation time, 1.06 a correction factor for 
the estimated isotope discrimination against 35SO4

2− (Jørgensen and 
Fenchel, 1974).

The measured rates of dissimilatory sulfate reduction were related 
to the oxidation of complex organic matter with the net-formula 
C27H28O7 (LaRowe and Amend, 2015a). This implies a nominal 
oxidation state of carbon of −0.52 and a C:S ratio of 1.77:1 according 
to the stoichiometry:
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Sulfate reduction rates can be measured with 35SO4
2− tracer down 

to 0.02 pmol SO4
2− cm−3 day−1, especially if the concentration of sulfate 

is low (Glombitza et al., 2016). We refrained from measurements in 
old and sulfide-free sediments to avoid reoxidation of reduced 

radiotracer, avoid contaminating with atmospheric oxygen in samples 
with poor redox-buffer, and avoid slow drift away from in situ 
conditions during long incubations. Thus, the incubation times could 
be held shorter than 24 h and the injected activity of 35SO4

2− tracer 
could be held below 250 kBq per sample.

2.6.2. Carbon oxidation rates based on modeling 
of NH4

+ profiles
Complete mineralization of organic matter under sulfate-reducing 

conditions releases DIC and NH4
+ in the same ratio as the C:N ratio 

of the organic matter that is being mineralized. But DIC is involved in 
precipitation and dissolution of carbonates, and the net rate of DIC 
production does not always correspond to the rate of carbon 
mineralization. We  therefore used the NH4

+ production rates to 
indirectly determine the carbon oxidation rates with greater accuracy 
in older sediments far from the sediment–water interface, where the 
rates were too low for determination with 35SO4

2− but the long diffusive 
distances increased the sensitivity of reaction–diffusion modeling. 
Ammonium production rates were determined by fitting a reaction–
diffusion model to NH4

+concentration profiles, assuming steady state 
and one-dimensionality (Boudreau, 1996) using the software 
PROFILE (Berg et al., 1998). The program solves the mass balance of 
NH4

+ in the pore water:

 
( )

4 s
d dCD
dz dzNHR +

 = − ϕ ×    
(3)

where RNH4+ is the rate of production of ammonium in the pore 
water, z is the sediment depth in meters below seafloor, φ the 
porosity of the sediment, Ds the diffusion coefficient of ammonium 
in the sediment, C the pore water ammonium concentration. The 
boundary conditions of the model were based on the measured 
concentrations of NH4

+ at the upper and lower boundaries; 
exceptions are mentioned in Supplementary Table S1. The diffusion 
coefficient of ammonium in the sediment (Ds) was determined 
using the relation:

 
D

D
s =

+ × −( )( )
0

1 3 1 ϕ
 

(4)

where D0 is the diffusion coefficient in seawater corrected for salinity 
and temperature (Boudreau, 1996).

2.6.2.1. Calculation of diffusion coefficients in sediment 
with low porosity

For the site 1226-B in the Eastern Equatorial Pacific, the Ds for 
NH4

+ was calculated from formation factors (FF), because this 
approach is more appropriate than Eq. 4 in very compact sediment, 
and because this approach has been used by previous authors who 
worked on data from the same site (Wang, 2006). The FF were 
interpolated from the measurements by a locally weighted least 
squares fit (loess function, in the R Stats Package (R Core Team, 
2013), smoothing parameter =0.25). At the bottom of the core 
(374–418 mbsf), where FF measurements were not available, these 
factors were determined according to the empirical equation of 
Archie’s law:
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 FF = ×−ϕ 1 8812 0 1916
10
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 (5)

(Wang, 2006). FF was used to calculate the tortuosity (τ2) 
according to Boudreau (1996):

 
τ ϕ2 = ×( )FF

 (6)

The sediment diffusion coefficient (Ds) was then calculated by 
dividing the temperature-corrected molecular diffusion coefficient of 
ammonium in pore water (D0) by the tortuosity.

 
D

D
s =

0

2τ  
(7)

2.6.2.2. Temperature-correction of diffusion coefficients 
In thermal gradients

The software PROFILE does not directly allow the diffusion 
coefficient (D0) to vary with depth, which is necessary in deep 
cores due to the geothermal gradient. To accommodate this 
deficiency, we calculated the difference between the diffusion 
coefficients calculated by PROFILE according to Eq. 4, and the 
temperature-corrected Ds at each depth. This difference was fed 
into the model as Db. At runtime, PROFILE will add Ds and Db, 
resulting in a correct diffusion coefficient (Wehrmann 
et al., 2011).

The reaction zones solved by PROFILE were fixed to a minimum 
of three zones when the model allowed. Data from the top and bottom 
reaction zones were rejected due to poor sensitivity, unconstrained 
transport coefficients, and strong influence of the boundary 
conditions, leaving a central reaction zone with high confidence in the 
calculated ammonium production rates.

2.6.2.3. Calculation of carbon oxidation from NH4
+ 

production
The ratio between DIC and NH4

+ production rates in pore 
water can be calculated from the ratio between the concentrations 
of DIC and NH4

+ without calculating the actual fluxes (Jørgensen 
and Parkes, 2010). The procedure is less sensitive to noise in the 
DIC data than reaction–diffusion modeling, it is independent of 
porosity-effects on diffusion coefficients, and it allowed us to 
transform our ammonium production rates (section 3.6.2.2) into 
the equivalent DIC production rates. Thus, the DIC: NH4

+ 
production rate for each site was found as the slope of so-called 
parameter plots of NH4

+ vs. DIC concentrations in the pore water, 
multiplied by the ratio of D0 of HCO3

− and D0 of NH4
+ to account 

for the fact that NH4
+ diffuses away faster than DIC. As the 

precipitation of calcium carbonate influences the DIC 
concentration, and therefore the apparent C:N ratio of mineralized 
organic matter, we determined the DIC: NH4

+ production rate only 
in non-carbonate sediments. As all calculated DIC: NH4

+ ratios fell 
in a narrow range we used the median value from all stations to 
transform the volume-specific rates of NH4

+ production to volume-
specific rates of carbon oxidation.

2.7. Reactivity of organic matter

The reactivity of the sedimentary organic matter was assessed in 
each sediment sample from the momentary first-order rate constant 
of its decay (k, in y−1):

 C k TOCox rate = ×  (8)

 
k

C

TOC

ox rate=
 

(9)

where Cox rate is the rate of organic carbon mineralization based on 
SRR or NH4

+ production rates (nmol C cm−3 y−1) and TOC is the 
measured concentration of total organic carbon (nmol C cm−3) at the 
same depth. The relation between k and sediment age was then 
derived by fitting a non-biased linear model to log–log transformed 
data and transposing this relation back to linear space according to 
Flury et al. (2016).

2.8. Mean cell-specific carbon oxidation 
rates

The mean cell-specific carbon oxidation rates were calculated by 
dividing the volume-specific carbon oxidation rates by the total cell 
abundance at the same depth. Similarly, the mean cell-specific sulfate 
reduction rates were assessed by dividing the volume-specific sulfate 
reduction rates by the number of sulfate-reducing cells. The latter was 
estimated by multiplying the relative abundance of dsrB genes (in %) 
by the total cell abundance at each depth.

2.9. Thermodynamic calculations

Complex sedimentary organic matter was represented by the 
net-formula C27H28O7 (LaRowe and Amend, 2015a), which has a 
nominal oxidation state of carbon (NOSC) of −0.52. 

Since the standard free energy of organic matter is closely 
linked to the mean oxidation state of carbon, we can assess ΔG0

ox of 
the half reaction from C27H28O7 to CO2 per carbon atom via the 
relationship presented by LaRowe and Van Cappellen (2011) at 
25°C and 1 bar:

 ∆G NOSCox
0

60 3 28 5= − ×. .  (10)

We summed ΔG0
ox and the standard free energy of the sulfate 

reduction half-reaction (ΔG0
red) calculated from tabulated Gibbs 

energy of formation for HS−, SO4
2− and H+ (Kulik and Harff, 1993). 

The total Gibbs energy of the reaction (ΔGr) was then calculated 
from ΔG0 and the pore water concentrations of HS−, SO4

2−, 
HCO3

− and H+:
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where R is the gas constant (0.00831 kJ mol −1  K−1), and T is the 
temperature (K).
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i substrate
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ν
ν

ν  is the mass action expression where 

ai is the activity of the ith component of the reaction, and vi is its 
stoichiometric ratio.

We used activity coefficients: 0.172 for SO4
2−, 0.6592 for HS−, 

0.6843 for HCO3
−, retrieved from (Kulik and Harff, 1993) at an ionic 

strength of 0.647. Organic matter as a solid has an activity of 1 
regardless of its concentration. We  assumed a pH of 7, which 
influenced the activity of HCO3

− based on DIC concentration and 
HS− based on total H2S concentration. For simplicity, the calculation 
was done at 25°C (298 K).

Likewise, ΔGr of acetate (CH3COO−) oxidation to CO2 with 
sulfate as electron acceptor was calculated from Eq. 12, using the 
following stoichiometry:

 CH COO SO HCO HS3 4

2
32

− − − −+ → +  (12)

For acetate, we used the same activity coefficient as HCO3
− and 

assumed pH = 7. Acetate concentrations in the Greenland cores were 
available from Glombitza et al. (2015), but such data are rare because 
acetate is difficult to measure in saline water at the relevant 
concentrations (Glombitza et  al., 2014). But the most complete 
datasets indicate that the acetate concentrations in cold marine 
sediments are remarkedly constant due to thermodynamic constraints 
(Glombitza et al., 2019; Beulig et al., 2022). We therefore use the mean 
value of the acetate concentration in the Greenlandic cores 
(5.96 μM ± 1.6) in the calculation of ΔGr for the Eastern Equatorial 
Pacific sediments where no measurements were available. To estimate 
the Gibbs energy liberated by fermentation, we subtracted ΔGr from 
oxidation of acetate to CO2 via sulfate reduction from the total ΔGr 
from C27H28O7 all the way to CO2.

2.10. ODP and IODP data

The data from ODP Leg 201, site 1226, in the Eastern Equatorial 
Pacific were retrieved from the Janus Web Database.1 Pore-water NH4

+ 
concentration and porosity were obtained from Hole 1226-B and the 
porosity measurements were interpolated to the same depth resolution 
as NH4

+. Cell counts from Hole 1226-B were retrieved from Parkes 
et al. (2005), who used direct counts with acridine orange, fluorescent 
dye, without cell extraction. TOC data (weight %) were retrieved from 
Janus web database and recalculated to nmol cm−3. Note that most 
TOC concentrations were measured in hole 1226-E.

Data from IODP expedition 323, site U1342, in the Bering Sea 
were retrieved from the Janus database and from published studies. 
The depth-matching between parameters (porosity from Hole C, pore 
water from Hole B) was done via the corrected composite depth scale 
(CCSF-A) in meter core composite depth below seafloor. This depth 
scale was constructed by Expedition 323 Scientists (2011) based on 
multiple drillings holes, A–D, and was calculated by adding a specific 

1 http://www-odp.tamu.edu/database/

cumulative offset to the CSF-A depth scale of each core. We used 
ammonium concentration as our reference sample resolution. Porosity 
was matched to this resolution using linear interpolation between 
measurements, except for the top and bottom depths, where we used 
the closest porosity data point. Ds was calculated from porosity based 
on Eq. 4, as the data quality of the measured formation factors was 
low. After matching the parameter depths, the CCSF-B scale (mbsf) 
was used for the modeling, which corrected CCSF-A for the core 
expansion during drilling by dividing the CCSF-A-depth by 1.06 
(Expedition 323 Scientists, 2011). Cell count samples were retrieved 
from the Hole U1342B, published in Kallmeyer et  al. (2012) and 
derived via cell extraction based on Kallmeyer et al. (2008) and SYBR 
Green I dye. If the samples were counted multiple times, we used the 
mean value. TOC data (weight %) were retrieved from the LIMS 
database and transformed into nmol C cm−3.

3. Results

3.1. Site descriptions

The Little Belt core (SKA14-05-B25) was co-located with IODP 
expedition 347 site M0059. Samples from the same site and day were 
designated SKA05-B25 by Deng et al. (2020), who describes the link 
between bioturbation and the microbial community. Information on 
benthic infauna and mineralization pathways can be  found in 
Kristensen et al. (2018). The site was situated in a local depression 
prone to seasonal anoxia and, at the time of sampling, the bottom 
water had just barely re-oxygenated. Thus, the sediment was still 
thoroughly reduced and devoid of fauna (Kristensen et al., 2018). The 
sedimentation rate was 5 to 7 mm yr−1, based on the preliminary 
age-model of IODP Expedition 347 site M0059 retrieved from the 
same site (Andrén et al., 2015); paleoclimatic and paleoenvironmental 
data from the site are presented by Kotthoff et al. (2017). SKA14-
05-B25 provided the youngest sulfate-reducing sediment available 
(average age ca 10 years), when sampling the upper 3.5 cm with cut-off 
syringes directly through the sediment–water interface in a box-core.

Greenland Glacier Fjord core SA13-ST8-47G was sampled in the 
innermost part of Nuup Kangerlua (Godthåbsfjord), close to the 
marine-terminating glaciers Narsap Sermia and Kangilinnguata 
Sermia [see Glombitza et al. (2015) and Pelikan et al. (2019) for details 
on all Greenland cores, including age models and geochemistry]. The 
glacier at the head of the fjord delivered large amounts of clastic 
material to the seabed, giving a mean sedimentation rate 2.9 cm yr−1 
(95% confidence interval 2.2–4.1 cm yr−1 based on excess 210Pb 
activity) (Pelikan et al., 2019; Supplementary Figure S2), Thus, the 6-m 
long core provided samples with ages in the range of 0–200 years.

Greenland Main Fjord core (SA13-ST5-30G) was sampled in 
Nuup Kangerlua in the path of the ice-flow from the glaciers, but more 
distant from the glacier front, resulting in lower sedimentation rates 
and higher ages than the Glacier Fjord Core (SA13-ST8-47G). One 
bivalve shell was found at 39 cmbsf (cm below seafloor) and dated to 
265 ± 42 cal yrs BP, a second at 553 cmbsf was dated to 457 ± 26 cal yrs 
BP. This dating could be  ascribed to a dramatic change in 
sedimentation rate occurring sometime between the upper 39 cm 
(0.15 cm yr−1) and the rest of the core below (2.68 cm yr−1). A more 
likely explanation is that the shell found at 39 cmbsf was redeposited 
from an older deposit. Thus, the sediment accumulation rate was 
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estimated to 1.2 cm yr−1 from linear extrapolation between the 
sediment surface and the age of the deepest shell 
(Supplementary Figure S2). According to this, the site provided 
samples in the age range from 80 to 600 years.

Greenland Side Fjord core (SA13-ST6-40G) was sampled in a 
side-fjord (Kapisillit Kangerluat) of Nuup Kangerlua; this side fjord is 
currently not connected to the Greenland ice-cap at its head. Matching 
of Rumohr cores and Gravity-cores indicated a loss of 10 cm from the 
top of the gravity-core. The core was dated to 4.6 ka cal. BP at 270 
cmbsf, which implied an accumulation rate of 0.6 mm yr−1 
(Supplementary Table S1). The surface sediment was heavily 
bioturbated and burrows were observed down to 43 cmbsf. The 
sediment was homogeneous in structure down 340 cmbsf, where the 
material changed from silty-clay to mud with an abundance of small 
ice-rafted pebbles. Data from below the deepest datable fossil at 270 
cmbsf was rejected due to unknown age. The site provided usable 
sediment in the range from 200 to 4,600 years old 
(Supplementary Figure S2).

Iceland Basin gravity-core (DA12-11/1-GC01) and a box-core 
from the same site were collected from 2021 m deep water in the 
North Atlantic. The age model, the paleo-climate, and the paleo-
circulation are described in Van Nieuwenhove et al. (2018), Orme 
et al. (2018), and Braun et al. (2017). Matching of pore-water profiles 
between gravity-core and box-core indicated a loss of 14 cm from the 
top of the gravity-core. The sediment was rich in carbonates and 
contained four distinct horizons of volcanic ash. Sulfate reduction 
rates were measured in the upper parts of the core with radiotracer, at 
sediment ages of 100–380 years. The sulfate reduction rates in the 
deeper parts of the core were below our level of quantification, but the 
ammonium profile in the entire core could be modelled (Figure 1E). 
Discarding the modelled rates of mineralization in the shallowest and 
deepest intervals left data with good confidence in the age-interval 
from 4,000 to 8,200 years (Supplementary Figure S2).

Greenland Continental Shelf core (SA13-ST3-20G) and a Rumohr 
Lot core (SA13-ST3-17R) were both retrieved at the same site on the 
West Greenlandic Shelf in the Labrador Sea. Matching of the two cores 
indicated that the upper 18 cm was lost from the top of the gravity-
core. The sediment accumulation rate was on average 0.48 mm yr−1, 
with a higher sedimentation rate during the recent 2,000 years 
(0.86 mm yr−1, 0–163.5 cmbsf, Supplementary Figure S2). From 253 to 
568 cmbsf the core was weakly laminated, changing to millimeter-
thick laminations (silty-sand) from 568 cmbsf to the bottom of the 
core, indicative of permanent ice cover during the Weichelian ice age 
(see Allan et  al., 2021, for age model, stratigraphic and 
paleoenvironmental details). The core provided sulfate reduction rates 
at sediment ages ranging from 300 to 10,000 years and useful modeled 
rates based on pore water profiles of ammonium in the overlapping 
age range from 1,000 to 8,000 years old (Supplementary Figure S2; 
Figure 2).

Faroe Bank core (DA12-11-ST2-GC03) and a box-core were 
collected from 742 m deep water SW of the Faroe Islands. The 
sediments were carbonaceous with more than 14 cm of 
accumulated foraminiferal tests at the surface. Matching of 
Rumohr and gravity-cores indicated a loss of 18 cm from the top 
of the gravity-core. The sediment was too old for reliable 
determination of sulfate reduction rates with radiotracer but 
provided useful rates of carbon mineralization modeled from 
ammonium profiles in an age range from 22,000 to 35,000 years 

(Supplementary Figure S2, age model published in Braun 
et al., 2017).

South Azores core (DA14-ST1-GC01) was collected from 2,500 m 
deep water between the Azores Archipelago and the East Azores 
Fracture zone. The sediment consisted of calcareous deep-sea ooze 
covering the past 300,000 years. No attempts were made to measure 
reduction of 35S tracer as the younger layers of sediment, where tracer-
incubations could have been feasible, were assumed not to be sulfate 
reducing. The model could not resolve more than one reaction zone 
from the ammonium profile. The calculated rate of mineralization 
was, therefore, only associated with the central third of the core where 
the age ranged from 100,000 to 200,0000 years 
(Supplementary Figures S2, S3).

Bering Sea IODP Leg 323 Bower Ridge Site U1342 was drilled in 
the southern Bering Sea under the Integrated Ocean Drilling Program 
(IODP). The data were retrieved from IODP LIMS Online Report 
http://web.iodp.tamu.edu/LORE/. The temperature at the seafloor was 
1.9°C and increased by 0.0977°C m−1 down-core (Takahashi et al., 
2011). The core covered the past 1,000,000 years, and mineralization 
of organic matter could be modelled with good confidence in the 
age-range from 400.000 to 700.000 years (Supplementary Figure S2).

Eastern Equatorial Pacific IODP Leg 201 Site 1,226 was drilled 
300 km south of the Galapagos Islands. The temperature at the seafloor 
was 1.74°C and increased by 0.0572°C m−1 down-core (Shipboard 
Scientific Party, 2003; Wang et al., 2008). The core penetrated the 
417 m thick sediment column all the way to the basaltic basement and 
covered the past 15,600,000 years. The core had an unusual 
geochemical profile due to diffusion of oxygen, nitrate, and sulfate 
from the basaltic basement (Jørgensen et al., 2006). Therefore, the core 
lacked a methanic zone and instead had a very deep penetration of 
sulfate. This unique core provided rates of carbon mineralization 
modelled from ammonium production in the sulfatic sediment in an 
age interval of 2–3.75 million years, after discarding data from the 
upper and lower reaction zones from PROFILE 
(Supplementary Figure S2).

3.2. Mineralization rates of organic carbon

The content of organic carbon differed between sites but did not 
decrease systematically with increasing sediment age in the individual 
cores (Figure  3). The lowest carbon content was found near the 
glaciers in the Greenlandic fjord (site DA13-ST8-47G), where the 
organic matter was diluted by a large influx of glacially-derived clastic 
material, and in old deep-water deposits (ODP Leg 201/1226-B from 
the Eastern Equatorial Pacific). A continuous loss of organic material 
over time was partly balanced by compaction, when expressed in the 
volume-specific unit applied here, and the trajectory down-core was 
mostly determined by the depositional history. This is for example 
seen in the core from the Greenlandic continental shelf (SA13-
ST3-20G), where the content of organic matter decreased abruptly in 
the early Holocene 6,000–10,000 years ago, when ocean circulation 
and climate changed dramatically after the Last Glaciation (the 
Weichselian; Figure 3). The total variation in organic matter content 
in the entire dataset was mostly between 2 × 105 and 
2 × 106 nmol C cm−3.

In sharp contrast to the low variability of organic carbon 
concentrations, the volume-specific carbon oxidation rates spanned 8 
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FIGURE 1

Nine of the datasets used to calculate mean cell-specific carbon oxidation rates showing pore water ammonium concentrations ([NH4
+, filled circles]), 

model fits to the ammonium data (dashed line), modeled ammonium production rates (blue line), measured sulfate reductions rates (SRR, stars), and 
cell abundance (squares). Near-surface ammonium data marked with open circles was not included in the model fit. The South Azores model (G) starts 
at 0.95 mbsf because above this depth, ammonium concentrations were below the limit of quantification. Sulfate reduction rates from the Greenlandic 
cores were published in Glombitza et al. (2015), while the ammonium profiles were published in Pelikan et al. (2019). The data from Little Belt was not 
resolved in depth and, therefore, not plotted.
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orders of magnitude from 7 × 102 to 8 × 10−6  nmol C cm−3  day−1 
(Figures 1A–I, 4A). The highest rates of mineralization of organic 
matter were found in the youngest sediments using 35S-radiotracer 
measurements. Conversely, the lowest rates of mineralization were 
determined in the oldest sediments using modeling of ammonium 
profiles. Fortunately, the geochemical settings on the Greenlandic 
shelf (SA13-ST3-20G) allowed both methods to be used on the same 
age interval (Figure 2). As expected, the modeled rates of ammonium 
production could not resolve the steep decrease in sulfate reduction 
in the upper meters, and the average rates given by the model 
systematically underestimated the measured rate of carbon 
mineralization in the top of the sediment and overestimated the rate 
in the lower half of the upper reaction zone. Deeper in the core, where 
the sulfate reduction rate changed more gradually, the two methods 
dropped in parallel, although with up to one order of 
magnitude discrepancy.

The reactivity of the organic matter, quantified as the momentary 
first order rate constant (k), decreased systematically with increasing 
age. There was no offset in the trend between data derived from 
incubations with radiotracer and data derived from modeling of 
ammonium profiles (Figure  4C). The best power-law fit to the 
relationship between k and sediment age was:

 k sediment age= × −
0 180

1 11
.

.

 (13)

The exponent of −1.11 in the power function signified that the 
reactivity of organic carbon decreased by 1.11 order of magnitude 
each time the age increased by one order of magnitude. The exponent 
in the fit to the rate constant vs. depth (−1.11, Figure 5) was less 
negative than exponent in the fit to the sulfate reduction rate vs. depth 
(−1.23, Figure 4A). The faster drop in the rate of sulfate reduction 
compared to the rate constant was caused by a relatively fast initial 
drop in carbon concentration, and because loss of pore-space at depth 
concentrated the remaining volumetric carbon content.

3.3. Abundance of prokaryotic cells

The total cell abundance decreased with increasing sediment age, 
but only by three orders of magnitude, from 3.9 × 109 to 1.9 × 106 cells 
cm−3 (Figures 1A–I, 4B). The corresponding exponent of the fitted 
power function was −0.63. As the cell counts decreased relatively less 
than the volume-specific organic carbon oxidation rates (Figure 4A 
Figure 4B), the mean cell-specific carbon oxidation rate decreased 
continuously with sediment depth and age over ~5 orders of 
magnitude from 1.8 × 10−1 to 1.4 × 10−6 fmol C cell−1 day−1, with no 
indication that the decrease was tapering off in the oldest sediment 
(Figure 4D).

The relative proportion of dsrB vs. 16S rRNA gene copies, and 
thus the proportion of potentially sulfate-reducing microorganisms 
within the total microbial community, was up to 40% in the 
youngest sediments but decreased rapidly with increasing 
sediment age (Figure  5). In sediments older than 10,000–
100,000 years, the abundance of dsrB gene copies fell below the 
limit of quantification (104 cm−3). The decreasing proportion of 
sulfate-reducing microorganisms did not follow a common 
function with increasing age, but if the individual cores were 
treated separately, then the decrease followed power functions 
with exponents of −0.77 to −0.86 (Figure 5). We disregard the 
calculated exponent from the Iceland Basin here because the 
surface of this deep-sea core was most likely iron-reducing rather 
than sulfate reducing, and because the high calculated percentages 
of sulfate-reducing cells deep in the sediment were interspersed 
with samples below the level of quantification which skewed 
the fit.

The cell numbers decreased with an exponent of −0.63 and the 
proportion of sulfate-reducing cells decreased with an exponent of 
−0.82. Combined, this caused the number of sulfate-reducing cells to 
decrease with an exponent of −1.45, which is closely matched by the 
rate at which the mineralization of organic carbon decreased 
(exponent of −1.36). Thus, the combined effect of decreasing cell 
numbers and decreasing proportion of sulfate-reducing cells caused 
the quantified abundance of sulfate-reducing cells to decrease as 
steeply as the rate of carbon mineralization over sediment ages from 
101 and at least to 104 years old. Accordingly, the sulfate reduction 
rates per sulfate-reducing cell remained surprisingly constant in the 
order of 10−2 fmol sulfate cell−1  day−1, although the overall cell-
specific community metabolism decreased by 4 orders of magnitude. 
We  could not resolve how the sulfate reduction rate per sulfate-
reducing cell developed in even older sediments ranging from 104 up 
to 107  years because our methods were not sensitive enough to 
quantify the number of dsrB gene copies.

FIGURE 2

Comparison between carbon oxidation rates based on the modeling 
of ammonium concentration profiles, and carbon oxidation rates 
based on 35S-radiotracer incubation in Greenland Continental Shelf 
Sediments. The data was derived from Figure 1D by multiplying the 
sulfate reduction rates by 1.77 according to the C:S stoichiometry in 
Eq. 2 and multiplying the ammonium production rates by 7.59 
according to the C:N stoichiometry from parameter plots 
(Supplementary Figure S4). RC is data from the Rumhor core and GC 
is data from the gravity-core.
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4. Discussion

4.1. Reaction rate and reactivity of organic 
matter in old sediments

The careful selection of sites and methods allowed us to determine 
the rate of mineralization of organic matter in sulfatic sediments 
(Canfield and Thamdrup, 2009; Jørgensen, 2021) with ages from 
10 years to 3,750,000 years. The data extended the power law of organic 
matter decay constants, first presented by Middelburg (1989), to even 
older sediments and overcame the original need for a site-specific 
“initial age,” possibly because our data were more uniform with 
respect to temperature and geochemical zone. In contrast to previous 
data syntheses [e.g., Middelburg (1989) and Katsev and Crowe 
(2015)], our approach did not rely on a measurable decrease in the 
concentration of organic matter with increasing depth and age of the 
sediment. In fact, we found little correlation between depth in the 
sediment column and the concentration of organic matter (Figure 3). 
Our correlation predicted a slightly faster loss of reactivity with 
k = 0.180 × sediment age-1.11 (Eq. 13), compared to models based on, or 
verified from, vertical profiles of organic carbon, which have 
exponents ranging from −0.8 to −1 (Shang, 2023). Power-law models 
with exponents close to −1 demonstrate that the overwhelming factor 
responsible for decreasing rates of microbial catabolism in ageing 
sediments is not so much the loss of organic carbon, but rather the loss 

of organic carbon reactivity (Figures  3, 4D). Conceptually, this 
corresponds well with the increasing molecular complexity of 
degrading organic matter (e.g., Estes et al., 2019; Hach et al., 2020), 
but poorly with models that assume concurrent degradation of 
multiple pools of organic matter with individual degradability 
(Jørgensen, 1978b; Shang, 2023). Note, however, that the two types of 
models provide equally good fits to empirical data (Arndt et al., 2013).

4.2. The link between sediment age, 
community size, and respiration rate

Cell numbers decreased as a function of sediment depth and age, 
as seen in several previous studies (Whitman et al., 1998; Kallmeyer 
et al., 2012). The decrease in total cell abundance with increasing age 
of the sediment was much slower than the decrease in carbon 
oxidation rates (Figure 4A vs. Figure 4B), which implied a large drop 
in the mean cell-specific rates of catabolism (Figure  4D). The 
degradation of organic matter in sulfatic marine sediments is, 
however, divided between two major guilds of cells, one guild that 
hydrolyses and ferments complex organic matter to volatile fatty acids 
and hydrogen, and a second guild that oxidizes these fermentation 
products to CO2 and water while reducing sulfate to sulfide. The rate-
limiting step in mineralization of complex organic matter is the initial 
hydrolysis (Beulig et al., 2018) and the fermenters will take up the 
resulting monomers so efficiently that their concentrations are mostly 
too low to even detect. The community that oxidizes the fermentation 
products via anaerobic respiration is equally efficient, and 
fermentation products do not normally accumulate above a few μM 
(Postma and Jakobsen, 1996; Wang et al., 2010; Glombitza et al., 2015). 
The metabolic guild that has the most energetic respiratory 
metabolism will deplete the fermentation products to such low 
concentrations that energy conservation via proton translocation 
across the cell membrane is only barely possible. This excludes energy 
conservation from respiration with less energetic electron acceptors 
and causes the characteristic geochemical redox-zonation with limited 
overlap between utilization of different external electron acceptors 
(Postma and Jakobsen, 1996). We can, therefore, assume a tight link 
between fermentation and sulfate reduction regardless of which 
specific fermentation processes that were active: The fermenters 
oxidize some organic carbon to CO2, while concurrently producing 
more reduced carbon or H2 in the process. When these electron-rich 
substrates are then used by the sulfate reducers, it balances the 
stoichiometric ratio between sulfate consumption and total CO2 
production to the same value as if the sulfate reducer had mineralized 
the original organic matter with no fermentation involved (Eq. 2). This 
way, the electrons from complex organic matter must pass through 
both fermentation and sulfate reduction for the carbon to be funneled 
fully to CO2, and the rate of sulfate reduction is a measure of the flow 
of carbon and electrons through both processes. Even syntrophic 
interactions with direct electron transfer do not change the overall 
stoichiometry between mineralized organic carbon/CO2 and sulfate.

The fermentation product acetate is instrumental in the transfer 
of reducing equivalents from fermentation to sulfate reduction, and 
oxidation of acetate accounts for 30–65% of the sulfate reduction rate 
in sulfatic sediments (Christensen and Blackburn, 1982; Finke et al., 
2007; Beulig et al., 2018). We specifically selected sediments for the 
study where all other electron accepters than sulfate and CO2 had 

FIGURE 3

Total organic carbon concentration in all cores.
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already been depleted. Under these conditions, sulfate reduction is the 
primary terminal electron accepting process, and all known 
prokaryotes that respire via sulfate use the dsrB gene. The gene is also 
used in sulfide oxidation, but the sediment strata that we analyzed did 
not contain suitable electron accepters for this process. We therefore 
assumed that all cells that contained the dsrB gene were potential 

sulfate reducers, and as they were found in sulfate-reducing sediment, 
we assumed that all potential sulfate reducers were active. This allowed 
us to calculate the per-cell sulfate reduction rate. We found elevated 
rates of per-cell sulfate reduction in upper centimeters of sediment 
with active bioturbation. But when both the decreasing cell numbers 
and the decreasing proportion of sulfate reducers were considered, the 

FIGURE 4

(A) Volume-specific organic carbon oxidation rates versus the age of the sediment. Datapoints represented by triangles were measured by radiotracer 
while datapoints represented by circles were measured by modeling of ammonium profiles. The error bar for Little Belt shows the standard deviation 
of multiple samples at the same depth. (B) Cell abundance versus age of the sediment. (C) Relation between the first order rate constant of organic 
matter mineralization (k) and the age of the sediment. The 95% confidence interval of the calculated exponent of the power function was −1.06 to 
−1.14  year−1. (D) Mean cell-specific carbon oxidation rates versus age of the sediment.
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cell-specific carbon oxidation rate by sulfate-reducing microorganisms 
in the subsurface stayed remarkably constant on the order of 10−2 fmol 
C cell−1 day−1, despite increasing depth and a drop in sulfate reduction 
rates of four orders of magnitude (Figure 5).

Previous studies have shown relatively high cell-specific rates of 
sulfate reduction in the very surface of coastal sediments, gradually 
decreasing to an organic carbon oxidation rate of 10−3 to 10−2 fmol C 
cell−1  day−1 between 30 and 100 cm below seafloor (Hoehler and 
Jørgensen, 2013; Petro et al., 2019). Interpretation of the data deeper 
in the sediment from these coastal sites is difficult because of the 
transition from the sulfatic zone and into the methanic zone, and 
because the early qPCR protocols and primers used (Leloup et al., 
2007, 2009) lacked the necessary resolution. In an attempt to predict 
the cell specific rates of sulfate reduction deeper in the sediment, Lever 
et al. (2015) extended the estimate of Hoehler and Jørgensen (2013) 
into deeply buried sediments of the Peru Margin by assuming that 
sulfate reducers constituted 10% of the total microbial community 
regardless of sediment depth and age. This assumption resulted in 
calculation of constantly decreasing per-cell rates of sulfate reduction 
in deeper sediment, but later studies have not confirmed the 
proportion of sulfate reducers to be constant (Webster et al., 2006; 
Petro et al., 2019). Thus, the constant cell specific sulfate reduction 

rates across depth and age up to 20,000 years seen in our study do not 
contradict the more recent studies and might imply that the size of the 
sulfate-reducing community is indeed controlled by a fixed minimum 
energy requirement of these microorganisms, as hypothesized by 
Hoehler and Jørgensen, (2013). Further, this minimum metabolic rate 
of sulfate reducers in deeply buried marine sediments might not be far 
from that seen below the depth of bioturbation in sediment that is 
buried only 30 cm deep and is only 300 years old (Petro et al., 2019).

Our attempt to detect sulfate-reducing prokaryotes in sediments 
older than 26,000 years was not successful as the dsrB gene copy 
numbers fell below our limit of quantification of ~104 gene copies 
cm−3. Thus, it awaits more sensitive experimental methods to see if the 
proportion of sulfate reducers continue to drop with increasing 
sediment age beyond 26,000 years, which is necessary for the cell 
specific sulfate reduction rates to stay at the constant level of 10−2 fmol 
C cell−1 day−1 that we observed down to this depth. There are, however, 
indications that this could indeed be the case: Studies have revealed 
(a) low abundance of functional genes related to sulfate reduction 
(dsrAB genes) or methanogenesis (methyl-coenzyme M reductase, 
mcr genes) in deep sediments (<1% of total community, Schippers and 
Neretin, 2006; Lever, 2013), (b) fermentation-related genes that were 
much more abundant than dsr or mcr genes in metagenomes 
(Kirchman et al., 2014; Gaboyer et al., 2015), and (c) apparent virtual 
absence of genes related to sulfate reduction in metagenomes from 
deep sulfatic sediments of the Bering Sea (Biddle et al., 2008). The 
apparent difficulty in detection and quantification of dsr genes in the 
diverse pool of DNA extracted form sediment from deep below the 
sea floor on the Peru Margin indicate that terminal-oxidizing 
prokaryotes are present at low abundance (Webster et al., 2006), while 
the consistent detection of mRNA transcript of dsr (Orsi et al., 2013, 
2016) indicate that sulfate reduction play a larger role in community 
activity than the low proportion of sulfate-reducing 
prokaryotes suggests.

4.3. Division of Gibbs free energy between 
fermentation and sulfate reduction

To assess the division of Gibbs free energy (ΔGr) between 
fermenters and sulfate reducers, we calculated the Gibbs free energy 
(ΔGr) by complete oxidation of organic matter to CO2 via Eqs 11, 12 
according to LaRowe and Van Cappellen (2011). We also calculated 
ΔGr for oxidation of acetate to CO2 with sulfate as electron acceptor 
based on measured concentrations of reactants and products (Eqs 12, 
13). By subtracting the energy yield of this terminal oxidation from 
the total energy yield, we  could estimate the energy yield of 
fermentation under in situ conditions without needing to know the 
molecular identity or the concentrations of fermentation substrates 
(i.e., the products of hydrolysis). This is a rather crude approximation, 
as fermentation processes produce other products than acetate, and 
sulfate reducers oxidize H2 and other volatile fatty acids, such as 
formate or propionate, in addition to acetate (Glombitza et al., 2015). 
Moreover, this calculation overestimates the energy available for the 
fermenters, as the free energy from extracellular hydrolysis cannot 
be coupled to energy conservation (i.e., to ATP). Note also that our 
operational definition of “fermenters” includes all organisms involved 
in production of acetate regardless of the actual biochemical pathway. 
Thus, the purpose was not to calculate the accurate ΔGr of the 

FIGURE 5

Relative proportion of sulfate-reducing microorganisms based on 
quantitative PCR of dsrB genes and 16S rRNA genes from Bacteria 
and Archaea. In sediments older than 104 years, sulfate reducers 
could not be detected in 14 out of 23 samples. The lines represent 
fits to power functions with exponents of −0.84 (−0.71 to 1.00) for 
Gr. Main Fjord, −0.86 for Gr. Cont. Shelf (−0.77 to −0.92), −0.78 (0.55 
to 0.89) for Gr. Side Fjord and −0.57 (−0.36 to −72) for the Iceland 
Basin (95% confidence interval).
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processes or to compare energy yields close to thermodynamic 
thresholds. But to test if the overwhelming dominance of fermenting 
cells could be explained by an inequal sharing of energy between 
fermentation and sulfate reduction. Thus, we calculated the division 
of energy between fermentation and sulfate reduction on the four 
Greenland cores and in the oldest core from the Eastern Equatorial 
Pacific, where we had the most complete data on pore water chemistry 
that is needed.

In the core from the Greenland Continental Shelf (SA13-
ST3-20G), the ΔGr liberated by fermentation 1 m below seafloor was 
−43 kJ (mol C)−1, while the ΔGr liberated by acetate oxidation was 
−24 kJ (mol C)−1. At 5.9 meters below seafloor, the values changed 
only slightly to −42 kJ (mol C)−1 and − 18 kJ (mol C)−1, respectively. 
The remaining Greenlandic cores (SA13-ST5-30G, SA13-ST6-40G, 
SA13-ST8-47G) were in the same range, with even less variation 
down-core. In the core from the Eastern Equatorial Pacific (ODP Leg 
201, Hole 1,226-B), the fermenters and the terminal oxidizers shared 
the energy in a similar manner with −42 to −43 kJ (mol C)−1 for the 
fermenters and − 35 to −26 kJ (mol C)−1 for the sulfate reducers. 
Similar values of −42.9 ± 2.7 kJ mol acetate−1 have previously been 
reported for sulfate reduction coupled to acetate oxidation for most of 
the sediment column at ODP Site 1226 (Wang et  al., 2010), 
and − 32 kJ mol C−1 for global marine sediments in general (Bradley 
et al., 2020).

The assumptions and approximations in the thermodynamic 
calculations above were coarse. Most notably the assumed temperature 
of 25°C, while the effects of the pressure between one bar and in situ 
were negligible (Helgeson, 1969). But effects of pressure and 
temperature on thermodynamic calculations are much less severe 
than the effects on kinetics (Jannasch, 1997), and even the temperature 
effect does not influence the conclusions drawn here: The standard 
Gibbs energy of sulfate reduction per mole acetate, for example, only 
change from −48.1 to −44.5 kJ (mol acetate)−1 between reference 
temperature and pressure (25°C, 1 bar) and in situ conditions (2°C, 
50 bar) at the Greenlandic sites. Thus, the coarse calculations still allow 
us to conclude that ΔGr from mineralization of organic carbon to CO2 
was shared between the guilds of fermenters and terminal oxidizers in 
a ratio of roughly 1:1 regardless of site and sediment age. Since the 
fermentation products do not accumulate in the sediment, there must 
be a balance between fermentation and sulfate reduction, whereby 
rates of fermentation limit and control the rates of sulfate reduction 
(Jørgensen, 2021). Thus, the carbon flow through fermentation must 
be  similar to the carbon flow through sulfate reduction. As 
non-sulfate-reducing bacteria outnumbered the sulfate reducers by 
>100-fold, the energy dissipation (i.e., power) available to the 
individual fermenters was much lower than the power available to the 
individual sulfate reducers.

Volume-specific power of reactions in the sediment (Watt cm−3 or 
Joule s−1  cm−3) was calculated by multiplying ΔGr of the reaction 
(J mol−1\C) by the rates of reaction (mol C cm−3 s−1). The mean cell-
specific sulfate reduction rates in the Greenland cores were in the 
order of 10−2 fmol C cell−1 day−1, which was not far outside the range 
from 10−1 to 101 fmol C cell−1 day−1 seen in cultures of mesophilic and 
psychrophilic sulfate-reducing bacteria (Canfield et al., 2000). The 
10−2 fmol C cell−1 day−1 translates to a power dissipation of 10−17 W 
cell−1 if we assume an energetic yield of −42 kJ (mol C)−1 (see above 
and note that J/s equals W). This rate of energy dissipation is similar 

to the value calculated for coastal surface sediments by Lever et al. 
(2015), and similar to the per-cell power dissipation in slow-growing 
axenic cultures of Desulfotomaculum putei (Davidson et al., 2009). It 
is also similar to the power dissipation of extremely low-light adapted 
green sulfur bacteria in the Black Sea (1.9 × 10−17 W cell−1; Marschall 
et al., 2010). Conversely, the values are far above the per-cell power 
dissipation calculated for deeply buried sulfate reducers on the Peru 
Margin by Lever et  al. (2015), even though our estimation of the 
carbon oxidation rates in the same deep Pacific sediment based on 
NH4

+ agrees well with calculations based on sulfate (Wang et  al., 
2008). The difference between our relatively high and invariant 
estimate of power dissipation by deeply buried sulfate reducers, and 
the low and age-dependent power dissipation reported by Lever et al. 
(2015) is that these authors assumed a constant 10% proportion of 
sulfate-reducing microorganisms (see above). The fact that the power 
dissipation we calculated per sulfate-reducing cell did not continue to 
drop with depth and age in the sediment, is because the estimated 
number of sulfate reducers decreased in near perfect balance with the 
decrease in sulfate reduction rates. This could indicate that 10−17 W 
cell−1 approaches a minimum power requirement of sulfate reducers 
in deeply buried sediments. As the same range of power dissipation 
can be observed only 30 cm below the sediment–water interface in 
eutrophic coastal sediments and in axenic cultures, this suggests that 
the sulfate reducers in the deep biosphere do not necessarily have any 
unique physiological adaptations to low energy availability.

The cell-specific power dissipation of extremely old oxic sediments 
has been calculated to 5 × 10−18 W cell−1 in the North Pacific Gyre, and 
within the range from 3.5 × 10−18 down to 4.9 × 10−20 in the South 
Pacific Gyre (LaRowe and Amend, 2015a). These calculations assume 
an energetic yield of −443 kJ (mol C)−1 for aerobic oxidation of organic 
matter all the way to CO2 in a single step (Lever et al., 2015). The low 
values from the SPG were calculated based on an assumed constant 
rate of carbon burial across the 75 million years and is, most likely, less 
accurate than the data from the North Pacific Gyre (NPG) that was 
based directly on modelled oxygen consumption rates (Røy et al., 
2012). Thus, the apparent maintenance power of aerobic and anaerobic 
respiration come within one order of magnitude of each other. And in 
contrast to the per cell power dissipation of the “fermenters” (or the 
total carbon oxidation per total cells), both aerobic and anaerobic 
respiration appears to converge at fixed rates of per cell power 
dissipation rather than dropping continuously with increasing 
sediment age. The difference in the two levels is not understood, as the 
higher energetic cost of biomolecule synthesis aerobes (McCollom 
and Amend, 2005) would suggest that the minimum maintenance 
power of aerobes should be larger than that of anaerobes.

It is possible to estimate the power dissipation by the guild of 
fermenters in the deep sulfatic sediments older than 26,000 years that 
we studied, even though the proportion of fermenters vs. terminal 
oxidizers was not known. This is because the number of fermenters is 
essentially equal to the total cell numbers, only offset by 1% sulfate 
reducers or less. In contrast to the situation for sulfate reducers, the 
per cell power dissipation for the fermenters did not reach a plateau 
that could indicate a minimum power requirement of fermenting 
cells, although such a limit must exist. The lowest values reached in 
our dataset was 7 × 10−22 W cell−1. This rate of power dissipation is so 
low that the cells would just barely cover the lowest estimate of the 
repair cost associated with spontaneous racemization of aspartic acid 
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(Lever et al., 2015). But there are no indications in the data that 10−6 
fmol C cell−1 d−1, corresponding to 10−22 W cell−1 is the lower limit, it 
is simply where our dataset ends. In principle, the correlation could 
extend further back in time. But extrapolation of log–log plots back in 
time from 4 million years would rapidly reach the age of Planet Earth.

In conclusion, we  found that the population size of sulfate-
reducing microorganisms was in balance with the rate of sulfate 
reduction in sub-surface sediments. The minimum per-cell sulfate 
reduction rate, and thus the minimum per cell power dissipation, in 
10,000 to 100,000 years old sediment was not radically different from 
the much shallower sub-surface. Thus, we  do not expect sulfate 
reducers in the deep subsurface to have a fundamentally different 
maintenance metabolism compared to organisms thriving less than 
1 m below the seafloor in coastal seas (Starnawski et al., 2017). We did 
not see a lower threshold for metabolic activity of cells not involved in 
terminal oxidation, although there was a clear log–log correlation 
between the total number of cells and the rate of carbon mineralization. 
It is unknown which physiological properties make the fermenters 
able to apparently subside with a minute fraction of the power needed 
for sulfate reducers. The large number of cells relative to the extremely 
low rates of mineralization in the deep biosphere therefore 
remain enigmatic.
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Cryopeg brines are isolated volumes of hypersaline water in subzero permafrost. 
The cryopeg system at Utqiaġvik, Alaska, is estimated to date back to 40  ka 
BP or earlier, a remnant of a late Pleistocene Ocean. Surprisingly, the cryopeg 
brines contain high concentrations of organic carbon, including extracellular 
polysaccharides, and high densities of bacteria. How can these physiologically 
extreme, old, and geologically isolated systems support such an ecosystem? 
This study addresses this question by examining the energetics of the Utqiaġvik 
cryopeg brine ecosystem. Using literature-derived assumptions and new 
measurements on archived borehole materials, we  first estimated the quantity 
of organic carbon when the system formed. We then considered two bacterial 
growth trajectories to calculate the lower and upper bounds of the cell-
specific metabolic rate of these communities. These bounds represent the first 
community estimates of metabolic rate in a subzero hypersaline environment. To 
assess the plausibility of the different growth trajectories, we developed a model 
of the organic carbon cycle and applied it to three borehole scenarios. We also 
used dissolved inorganic carbon and nitrogen measurements to independently 
estimate the metabolic rate. The model reconstructs the growth trajectory of 
the microbial community and predicts the present-day cell density and organic 
carbon content. Model input included measured rates of the in-situ enzymatic 
conversion of particulate to dissolved organic carbon under subzero brine 
conditions. A sensitivity analysis of model parameters was performed, revealing 
an interplay between growth rate, cell-specific metabolic rate, and extracellular 
enzyme activity. This approach allowed us to identify plausible growth trajectories 
consistent with the observed bacterial densities in the cryopeg brines. We found 
that the cell-specific metabolic rate in this system is relatively high compared 
to marine sediments. We  attribute this finding to the need to invest energy in 
the production of extracellular enzymes, for generating bioavailable carbon from 
particulate organic carbon, and the production of extracellular polysaccharides 
for cryoprotection and osmoprotection. These results may be relevant to other 
isolated systems in the polar regions of Earth and to possible ice-bound brines on 
worlds such as Europa, Enceladus, and Mars.
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1. Introduction

On Earth, bacteria often encounter energy-limited environments. 
Their prevalent physiological state is understood to be energy-limited 
(Lever et al., 2015). For example, the vast subsurface biosphere is 
energy-limited (Jørgensen and Boetius, 2007), yet sustains abundant 
microbial life (Teske, 2005; Jørgensen and Marshall, 2016). 
Understanding the strategies that allow bacteria to survive in such 
extreme environments prompts the question: what is their minimum 
metabolic requirement? Here we investigate the energetic needs over 
time of bacterial communities in cryopeg brine, a subzero hypersaline 
environment geologically isolated from surface inputs. We seek to 
answer the question posed by estimating the cell-specific metabolic 
rates of the bacterial communities residing in these extreme settings.

Cryopeg brines are considered extreme for various reasons, one 
of which is their assumed energetic isolation. These brines are volumes 
of hypersaline subzero liquid water found in permafrost well below 
the surface. The Utqiaġvik system of cryopegs in the high Alaskan 
Arctic at approximately 8 m below surface has a temperature around 
−6°C and total salt concentration around 120 ppt (Cooper et  al., 
2019). Carbon-14 (14C) measurements suggest the brines have been 
enclosed for approximately 40 ka BP (Iwahana et al., 2021). Two types 
of cryopeg brines exist within the permafrost here: those encased by 
a layer of frozen marine sediments and those encased by massive ice. 
Both types are thought to be isolated hydrologically (Iwahana et al., 
2021). Together, these properties describe an environment that is not 
only energy-limited, but also energetically costly to inhabit due to 
challenging conditions. Despite these conditions, cell densities range 
from 105 to 108 cells mL−1 brine (Cooper et al., 2019), comparable to 
previously sampled cryopeg brines across the Arctic (Gilichinsky 
et al., 2003, 2005; Bakermans et al., 2006). Metagenomic analyses show 
the presence of overwhelmingly heterotrophic bacterial communities 
dependent on organic carbon for their source of energy (Rapp et al., 
2021; Cooper et al., 2022).

Investigations of cryopeg systems are relevant not only to our 
understanding of Earth-bound ecosystems but, excitingly, can inform 
our understanding of possible extraterrestrial life. Life within the icy 
mantles of Europa or Enceladus, and possibly the subsurface of Mars, 
could be inhabiting similarly extreme, energy-limited environments 
(Marion et  al., 2003; Priscu and Hand, 2012; Sholes et  al., 2019; 
Gomez-Buckley et al., 2022). To our knowledge, no estimate of cell-
specific metabolic rate in subzero hypersaline environments is 
available. The objective of this study was to develop such estimates and 
contribute to our understanding of the habitability of subsurface 
subzero brines, be they Earth-bound or extraterrestrial.

We considered that the key to understanding the Utqiaġvik 
cryopeg system was to reconcile high cell densities with potential 
microbial kinetics and the available energy pool. We hypothesized that 
the minimum metabolic rate of the brine residents would be relatively 
high due to the extreme conditions and corresponding need to 
synthesize protective compounds, making the requirement for organic 
carbon correspondingly high to account for the observed cell densities. 
To test this hypothesis, we  first made a series of simplifying 
assumptions to enable a first-order analysis of the system. The 
objective was to estimate the cell-specific metabolic rate of a resident 
community, assuming organic carbon as the sole energy source and 
considering two microbial growth trajectories to provide an upper and 
lower bound of this rate. This approach required us to measure the 

quantity of organic carbon in the sediments surrounding the brines. 
We then constructed a model of the organic carbon cycle within the 
brine, which allowed us to reconstruct microbial growth trajectories 
and relate them to available organic carbon. A sensitivity analysis of 
model parameters was performed to understand their relevance to 
model results and thus the limitations of our model. These parameters 
included the enzymatic conversion of particulate organic carbon 
(POC) to dissolved organic carbon (DOC) in the brine. POC 
represents the dominant form of organic carbon in surrounding 
permafrost yet is not available to bacteria until hydrolyzed to smaller 
molecular weight compounds (DOC).

Finally, we  compared the model predictions to the available 
observations, which together allowed us to propose the system’s 
microbial history under energetic isolation. We produced plausible 
simulations hinging on the precision of key parameters, and thus 
could identify research areas that would further advance 
understanding of bacterial energetics in extreme environments.

2. Physical and biological context for 
the model

To provide context for our model we  outline the relevant 
environmental characteristics of cryopeg brines in this section. The 
physical characteristics guided the development of the equations 
governing environmental interactions in the model. Microbial 
energetics of the bacteria found in the cryopeg brine constrained our 
analyses and provided an understanding of the biology that the model 
attempts to resolve. Together, the physics and biology of the cryopeg 
brine underlie the design of our work, and the thoughts behind the 
analyses conducted.

2.1. Physical characteristics of cryopeg 
brines

Cryopeg brines are volumes of hypersaline water that occur in 
cryopeg, a basal layer in permafrost of unfrozen sediment perennially 
at subzero temperatures (van Everdingen, 2005). The brines studied 
herein were collected from below the Barrow Permafrost Tunnel at a 
depth of approximately 8 m below the surface, on the northernmost 
coast of Alaska. They are thought to have formed from saturated 
marine sediments in a lagoonal environment (Iwahana et al., 2021). 
As sea level fell during glaciation, these sediments would have been 
exposed to the atmosphere and become desiccated, causing previously 
dissolved solutes to concentrate and, following entrainment into 
permafrost, depress the freezing point of water to yield brine 
(Gilichinsky et  al., 2003, 2005; Iwahana et  al., 2021). This 
cryoconcentration effect leads to high salinities and possibly to 
concentrated organic matter. The marine origin of these brines is 
supported by ionic and microbiological evidence (Colangelo-Lillis 
et al., 2016; Iwahana et al., 2021). The temperature of these Alaskan 
brines perennially falls within a narrow range of −6 to −8°C and is 
thought to have remained within this range over their lifespan 
(Colangelo-Lillis et al., 2016; Cooper et al., 2019; Iwahana et al., 2021; 
Osman et al., 2021). The salinity of these brines ranges from 109 to 
140‰ salt (Cooper et  al., 2019). These brines are hydrologically 
isolated from each other as evidenced by the different pressure heads 
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and equilibrium brine levels (Iwahana et al., 2021). Moreover, the 
combination of ice content plugging sediment pores and bacteria 
attached to surfaces is thought to preclude input of cells into the brine 
from the surrounding environment (Gilichinsky et  al., 2005). 
However, possible input during partial melting at the brine/ice 
boundary cannot be  excluded given slight seasonal temperature 
oscillations. They may be relevant to the observed microbiological 
similarities between proximate massive ice and sediment brines 
(Cooper et al., 2019).

The Utqiaġvik cryopeg system presents brines encased by marine 
sediments, as previously observed in other cryopegs, as well as those 
newly discovered to be encased by massive ice, respectively called 
intra-sediment and intra-ice brines (Iwahana et al., 2021). Intra-ice 
brines are thought to have migrated along the temperature gradient 
into the massive ice around 11 ka BP. This migration is suggested by 
the equal age of organic carbon in the brine and the massive ice 
surrounding it (Iwahana et al., 2021).

We considered brines sampled from three distinct cryopeg 
boreholes in the Barrow Permafrost Tunnel (Figure  1): two 

intra-sediment brines from boreholes CB1 and CB4, and one intra-ice 
brine from borehole CBIW. CBIW was sampled twice, in 2017 and 
2018. All brines were sampled in May and were at −6°C when 
sampled, with salinities of 115, 121 and 140‰ salt, respectively 
(Cooper et al., 2019). No in situ oxygen measurements have been 
made in these or other tunnel boreholes, but anaerobic conditions are 
expected within the brines (Iwahana et al., 2021).

Cryopeg brines considered here featured POC concentrations 
of 2–12 mM and DOC concentrations of 30–102 mM, which are 
high when compared to the typical micromolar concentrations in 
seawater (Mathis et  al., 2005; Goñi et  al., 2021). The DOC 
concentrations are also high when compared to porewaters of 
nearby (unfrozen) marine sediments (e.g., < 7 mM on the Alaskan 
north slope; Coffin et al., 2017) and other Arctic marine sediments 
(1–6 mM, Arnosti and Jørgensen, 2006; < 1 mM, Rossel et  al., 
2020). Measured inorganic nutrients were also relatively high: 
nitrate, nitrite, and phosphate were present in micromolar 
concentrations, while ammonium concentrations were at 
millimolar levels (Cooper et al., 2019). Sulfate concentrations were 

FIGURE 1

NNW-facing cross-sectional diagram of the Barrow Permafrost Tunnel providing access to cryopeg brines near Utqiaġvik, Alaska. Depicted are the 
cryopeg boreholes CB1, CBIW and CB4 considered in this study. CB1 and CB4 accessed intra-sediment brines 7–8  m below the massive ice; CBIW 
accessed intra-ice brine thought to have migrated upwards into the massive ice 11,000  years BP (Iwahana et al., 2021). Units I-III refer to permafrost 
regions (Meyer et al., 2010). Figure adapted from Iwahana et al. (2021).
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similar to those in Chukchi Sea water, potentially drawn down in 
the brines from more concentrated values due to sulfate reduction 
or to mirabilite formation (Marion et  al., 1999; Iwahana 
et al., 2021).

2.2. Microbial energetics of cryopeg brines

Across the Arctic, cryopeg brines have been found to harbor 
sizeable microbial communities, ranging between 105 and 108 
cells mL−1 (Gilichinsky et al., 2003, 2005; Cooper et al., 2019). These 
brine communities are composed of a diverse set of organisms, 
which can include species of Marinobacter, Psychrobacter, Gillisia, 
Frigoribacterium, Rhodococcus, Polaribacter, and Sulfurospirillum 
(Bakermans et al., 2003, 2006; Bakermans and Nealson, 2004; 
Gilichinsky et  al., 2005; Colangelo-Lillis et  al., 2016; Cooper 
et al., 2019). Community composition appears to differ between 
Arctic regions, but the use of different methods across studies 
limits this assessment. The cryopeg brines below the Barrow 
Permafrost Tunnel, however, have been the subject of in-depth 
microbiological characterization.

The dominant bacterium in the brines from CB1 and CBIW, two 
of the brines we  considered in this study, was a novel species of 
Marinobacter, recently brought into culture (Cooper et al., 2022). On 
average it comprised 49% of the total community (Cooper et  al., 
2019). In the brine from CB4, this Marinobacter sp. was abundant, but 
the dominant bacterium was Psychrobacter sp. at 54% of the total 
community (Cooper et al., 2019). Model parameters for microbial 
community kinetics were therefore based on the available data for 
these organisms. Regarding bacterial densities by epifluorescence 
microscopy, the brines from CB1, CB4 and CBIW (averaged over both 
sampling years) harbored 5.70 × 106, 1.14 ×107 and 1.30 ×108 cells 
mL−1, respectively, with dividing cells observed in all three brines 
(Cooper et al., 2019). Dissolved extracellular polysaccharides (dEPS) 
made up between 19 and 28% of the DOC pool. Particulate 
extracellular polysaccharides (pEPS) made up between 2 and 13% of 
the POC pool (Colangelo-Lillis et al., 2016; Cooper et al., 2019).

Organisms reliant upon a range of metabolisms have been 
detected in cryopeg brines, including heterotrophs, sulfate reducers, 
acetogens and methanogens (Gilichinsky et al., 2003, 2005; Cooper 
et al., 2019). The genus Marinobacter features a highly versatile set of 
metabolisms, allowing its members to inhabit a wide diversity of 
environmental niches. Species of this genus, including from cryopeg 
brines, possess a complete tricarboxylic acid (TCA) cycle and 
glyoxylate shunt. The glyoxylate shunt bypasses the production of 
carbon dioxide and may play a role in oxidative stress response (Ahn 
et  al., 2017). A genomic analysis of four strains of the dominant 
Marinobacter sp. isolated from Utqiaġvik cryopeg brines further 
reveals its metabolic potential (Cooper et al., 2022). This Marinobacter 
sp. possesses the genes required to derive energy from a wide range of 
organic compounds, including all 20 amino acids (with the possible 
exception of asparagine). As a substitute for glycolysis, it encodes the 
Entner–Doudoroff pathway, considered an adaptation for energy 
efficiency at low temperatures (Czajka et al., 2018). Its pathways for 
nitrogen cycling include nitrate oxidation and reduction, dissimilatory 
nitrate reduction, nitric oxide reduction, and nitrous oxide reduction. 
A C-P lyase system encoded in its genome may facilitate the 
scavenging of phosphate from organophosphates. The variety of 

nitrogen, sulfur and metal-based redox reactions encoded in its 
genome supports a facultative anaerobic lifestyle.

For a heterotrophic Psychrobacter sp. isolated from Siberian 
cryopeg, Bakermans et al. (2003) measured resazurin reduction rate 
(as a proxy for respiration) and growth rate across a temperature range 
of −10 to 22°C. From ratios of these rates, they concluded that cell 
metabolic requirements increase substantially at subzero temperatures. 
Such an increase is unexpected when considering that base energetic 
needs scale predominantly as a function of temperature, increasing 
with warming (Tijhuis et al., 1993; Price and Sowers, 2004). Given the 
subzero temperature of cryopeg brines, a relatively low cell-specific 
metabolic rate would be  reasonable to expect. However, multiple 
constraints may impose a higher energetic cost to life in this extreme 
brine system.

Constrained habitat volume and high cell density in cryopeg brines 
lead to higher rates of cell-to-cell (and virus-to-cell) contact than occur 
in seawater. Increased cell-to-cell contact rates exacerbate resource and 
space competition. An analysis of cryopeg brine metagenomes found 
high abundance of cells associated with the type VI secretion system 
and microcin C, both tools to lyse neighboring competitors (Rapp 
et al., 2021). This microbial weaponry can be understood within the 
framework of an energetic arms race. Such competition-associated 
costs could raise the energetic cost of living in this system.

Moreover, cryopeg brines host abundant viral communities of 
marine origin that appear to have mediated the exchange of genetic 
information (Colangelo-Lillis et al., 2016; Zhong et al., 2020). Viral 
interactions contribute to the rate of cell death by lysis, influencing the 
organic carbon cycle through release of cellular carbon content 
(Showalter, 2020). Thus, we can hypothesize a high turnover of cell 
biomass leading to increased energetic cost to maintain a steady-
state population.

The required production of certain compounds may also increase 
the energetic cost of life in this system. Subzero brines are relatively 
viscous (Cox and Weeks, 1975), and must be especially viscous when 
they contain millimolar concentrations of EPS (Cooper et al., 2019), 
known for cryoprotection and osmoprotection (Marx et al., 2009; 
Deming and Young, 2017). Viscosity may lead to the creation of 
microscale environmental niches, for example, as cell lysis alters local 
biochemistry. Metagenomics on cryopeg brines revealed the abundance 
of genes encoding two-component signaling systems (Rapp et  al., 
2021). These systems would allow a bacterium to respond to a changing 
energetic landscape more rapidly to outcompete its immediate 
neighbors (Rapp et al., 2021). A microbial response to localized patches 
of high molecular weight organic matter may take the form of 
extracellular enzyme production. Extracellular enzyme activity (EEA) 
has been measured in cryopeg brines (Showalter, 2020), providing 
evidence of proactive management of substrate concentrations by the 
bacterial community. The production of extracellular compounds, 
from EPS to enzymes, is an additional energetic cost.

Although the current genomic data available provide promising 
insights into the metabolisms supported by cryopeg brines, they do not 
allow us to determine whether these brines have supported energetically 
isolated microbial communities for 40,000 years. To understand the 
energetics of the Utqiaġvik brines, their energetic histories need to 
be reconstructed. This effort necessarily involves the reconstruction of 
the microbial growth trajectory over the lifespan of the brine. Figure 2 
illustrates several possible growth trajectories. The different fluctuations 
or constancy in cell densities over time in each case lead to different 
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energetic requirements. Simplistically, a community that spent most of 
its history at 105 cells mL−1 will not require the same amount of energy 
as one at 108 cells mL−1. More complex trajectories could also have 
occurred, such as when a microbial community declines due to 
insufficient energy, then recovers after an energy input (e.g., when 
intra-sediment brine is assumed to have migrated into massive ice).

3. Materials and methods

Here we indicate the methods used to quantify key variables, such as 
organic carbon, and show the equations developed to model the different 
processes involved in microbial energetics. Along with the mathematical 
outline of our model, we also present fundamental assumptions and 
limitations. All of the code used to describe and calculate the equations 
below and plot the results shown is available online on GitHub. The 
contents of this paper were generated from the most recent commit on 
the “paper” branch. Python v3.9 and Julia v1.8.2 (Bezanson et al., 2017) 
are used throughout, and plots were generated using Matplotlib v3.6.2 
and Seaborn v0.12.1 (Hunter, 2007; Waskom, 2021).

3.1. Organic carbon and nitrogen in 
sediment and massive ice

To determine the POC content of sediments surrounding the 
cryopeg brines, we used the method of Verardo et al. (1990). Duplicate 
samples of approximately 20 g of material were cleanly removed from 
previously collected sediments (Iwahana et al., 2021) that had been 
stored frozen (−20°C) until analysis. In each case, the sediment 
material was placed in a 50-cc polypropylene tube, weighed, dried in 
an oven at 60°C for at least 48 h, and weighed again to obtain dry 

weight. Samples were then homogenized to a fine powder in a ceramic 
mortar and pestle and kept in the drying oven until further processing. 
In the Marine Chemistry Lab (School of Oceanography, University of 
Washington), 4–6 mg of each sample were weighed in duplicate in 
combusted silver “boats” after having been fumed in HCl for 24 h to 
remove inorganic carbonates. Samples were dried again in the 60°C 
oven while acetanilide standards were prepared. Before analysis, the 
samples were cooled in a desiccator for at least 24 h. The sediment 
organic carbon and nitrogen content was measured using a Model 440 
CHN/O/S Elemental Analyzer and a combustion temperature of 
1,050°C. The organic carbon and nitrogen content of massive ice from 
this site was already available (Colangelo-Lillis et al., 2016).

To convert our sediment carbon measurements to in-situ 
concentrations we assumed a dry sediment density of 2.625 g mL−1, the 
average of the density of kaolinite and sand. This assumption is guided 
by the fact that nearby sediment is composed of undefined clay 
minerals and sand (Iwahana et al., 2021). An expansion factor was 
needed to account for the fact that carbon quantification methods 
require thawing porewater, and that water density changes between its 
solid and liquid phases. We used a common expansion factor of 9.05% 
for permafrost porewater, and 8.042% for massive ice. Values for the 
volumetric ice content of permafrost, needed to determine the density 
of sediment in situ, were 73.1% in both CB1 and CBIW sediment, and 
52.7% in CB4 sediment.

To determine DOC of porewater in the frozen sediment 
surrounding the cryopeg brines, subsamples of the sediment and ice 
were shaved off core sections with a sterile scalpel onto sterile 
aluminum foil. These subsamples were placed in 50-cc polypropylene 
tubes, weighed, and allowed to thaw at 4°C for 15 min before 
centrifuging for 10 min at 2,000 rpm in a benchtop centrifuge (IEC, 
Model HN-SII IM201) at 2°C. The resulting supernatant was decanted 
and filtered into a clean EPA vial using a 0.2-μm syringe filter, then 
frozen until analyzed. The tube of leftover sediment was reweighed for 
porewater/sediment normalization. DOC was measured using a 
Shimadzu TOC-VCSH DOC analyzer according to standard protocols 
in the Marine Chemistry Lab (School of Oceanography, University of 
Washington). In the case of massive ice, we lacked suitable samples for 
DOC analysis, so measurements of dEPS (Colangelo-Lillis et al., 2016) 
were used as a proxy for DOC.

3.2. Dissolved inorganic carbon

Dissolved inorganic carbon (DIC) was measured for a sample of 
CBIW brine taken in 2017 as an auxiliary to the 14C dating procedure 
(Iwahana et al., 2021). Brine sample of approximately 200 mL was 
degassed under vacuum by pumping to the 10−4 Torr range. Dissolved 
carbon dioxide was liberated by the addition of anhydrous phosphoric 
acid. Purified carbon dioxide was isolated from other gases by gas 
distillation. DIC was then measured by the University of Arizona, 
Accelerator Mass Spectrometry Lab.

3.3. Modeling scenarios

We considered three separate scenarios for modeling purposes. 
Each scenario is based on a unique occurrence of cryopeg brine below 
the permafrost tunnel. The scenarios are named after the borehole that 

FIGURE 2

Hypothetical growth trajectories to account for a given endpoint cell 
density. Four possible cases for growth are illustrated here to 
describe why endpoint measurements leave open many possible 
trajectories. The case for rapid initial growth followed by stasis is 
presented in blue. The case for slow growth leading to the observed 
cell density is presented in green. In red, an intermediate growth rate, 
followed by decline due to insufficient energy and then an input of 
organic carbon (OC), depicts recovery of the community to the 
given endpoint. The no growth scenario, requiring the starting 
community to be as dense as the endpoint, is indicated by the 
dashed purple line. Growth lines are intended to be logarithmic, but 
all lines are conceptual (not drawn to scale).
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yielded the brine they describe: CB1, CB4, and CBIW. The following 
variables define a scenario: brine cell density, brine POC and DOC 
concentration, surrounding POC and DOC concentration, post-
enclosure carbon addition, bacterial growth rate, and carbon content 
per cell.

The CB1 scenario was chosen to represent the multiple intra-
sediment brines in the Utqiaġvik region of common geology and 
microbial composition. It was paired with organic carbon 
measurements made on regional permafrost from the nearby Barrow 
Environmental Observatory (BEO). As the dominant organism in this 
brine was the newly isolated Marinobacter sp., its growth rate and a 
literature-informed approximation of its carbon content were used to 
represent the microbial community.

The CB4 scenario describes an intra-sediment brine that differs 
from the others in terms of its dominant organism, Psychrobacter sp. 
The published growth rate and carbon content for Arctic Psychrobacter 
sp. (Bakermans et al., 2003, 2006) were used to represent the microbial 
community. In this scenario we used our measurements of organic 
carbon in sediment immediately surrounding this brine.

The CBIW scenario represents cryopeg brine encased in massive 
ice instead of sediment. This brine is thought to have originated as 
intra-sediment brine, then migrated upwards into massive ice around 
11,000 years BP to become surrounded by ice. This 14C-dating 
provided evidence of a possible mechanism for addition of organic 
carbon from the ice into the brine (Iwahana et al., 2021). The CBIW 
scenario is therefore the only one for which we have modeled an 
addition of organic carbon past the initial stage of brine enclosure. 
We used a lower bound estimate of the amount of carbon added, 
based on the amount of carbon in the massive ice currently 
surrounding the brine (Colangelo-Lillis et al., 2016). As CBIW brine 
was dominated by the new Marinobacter sp., we used its traits to 
represent the microbial community.

Specific values for the variables we  used to define a model 
scenario are provided in Table 1. For scenarios CB1 and CBIW, where 
Marinobacter sp. dominated the brine community, the cell carbon 
content, ±D , was taken from an average value for Arctic sea-ice 

bacteria from Nguyen and Maranger (2011), the closest relevant 
estimates for a subzero brine environment that we could find. For the 
CB4 scenario we took the average size for a proxy of its dominant 
bacterium, Psychrobacter sp., as 0.365 µ m3 (Bakermans et al., 2006), 
using 148 fg C µ m−3 as the carbon conversion factor (Kirchman 
et al., 2009). The maximum growth rate, maxµ , for scenarios CB1 
and CBIW was derived from lab experiments with the Marinobacter 
sp. isolated from these cryopeg brines. The cultures were grown in 
nutrient-replete media under in-situ temperature and salinity 
(Cooper et al., 2022). For the CB4 scenario, we used the growth rate 
determined for a culture of Psychrobacter sp. grown in nutrient-
replete media at −10°C (Bakermans et al., 2003). The model assumes 
these rates to be  the in-situ growth rates, as they are the closest 
approximations available. We note that they were determined not 
only under nutrient-replete conditions but also under aerobic culture 
conditions, and therefore likely represent over-estimations of the 
in-situ growth rates given that cryopeg brine is assumed to be an 
anaerobic environment.

3.4. Cell-specific metabolic rate

A primary goal was to develop an equation to estimate the cell-
specific metabolic rate of the microbial community, which is described 
below (Equation 1). The cell-specific metabolic rate term was inspired 
by Pirt (1982), who proposed a constant base maintenance energy 
term and a second growth-dependent term without distinguishing 
different types of metabolisms. In our model, we have abstracted the 
total organic carbon (TOC) consumed to a cell-specific metabolic rate 
term, as we  do not have a good approximation of the growth-
dependent term. Metabolic rate as a function of growth rate would 
be needed to more accurately approximate the growth-dependent 
term. We account for organic carbon usage for biomass production 
(growth) separately.

We assumed that the brine upon initial enclosure contained POC 
and DOC pools equivalent to those present in the continuously frozen 

TABLE 1 Variables and values used to define each of three cryopeg brine scenarios.

Variable Symbol (units) CB1 scenario (sourcea) CB4 scenario (sourcea) CBIW scenario (sourcea)

Cell density
N f  (cells mL−1)

5.70 × 106 (CB1; Colangelo-Lillis et al., 2016) 1.14 × 107 (CB4; Cooper et al., 2019) 1.39 × 108 (CBIW; Cooper et al., 2019)

Sediment POC P0 (fg C cm−3) 1.64 × 1013 (BEO; this study) 1.75 × 1013 (CB4; this study) 1.64 × 1013 (BEO; this study)

Sediment DOC D0 (fg C cm−3) 3.41 × 1010 (BEO; this study) 6.17 × 1011 (CB4; this study) 3.41 × 1010 (BEO; this study)

Brine POC
Pf  (fg C mL−1)

1.49 × 1011 (CB1; Cooper et al., 2019) 4.97 × 1010 (CB4; Cooper et al., 2019) 2.38 × 1010 (CBIW; Cooper et al., 2019)

Brine DOC
Df  (fg C mL−1)

1.23 × 1012 (CB1; Cooper et al., 2019) 1.02 × 1012 (CB4; Cooper et al., 2019) 3.60 × 1011 (CBIW; Cooper et al., 2019)

Added DOCb
Din (fg C mL−1) 0 0 3.88 × 1010 (massive ice; Colangelo-

Lillis et al., 2016)

Added POCb
Pin (fg C mL−1) 0 0 1.86 × 1010 (massive ice; Colangelo-

Lillis et al., 2016)

Cell carbon 

content
Dα  (fg C cell−1)

15.7 (Nguyen and Maranger, 2011) 54.04 (Bakermans et al., 2006; 

Kirchman et al., 2009)

15.7 (Nguyen and Maranger, 2011)

Net growth ratec

maxµ  (day−1)
0.06 (Cooper, 2021) 0.016 (Bakermans et al., 2003) 0.06 (Cooper, 2021)

aCB1, CB4, and CBIW indicate boreholes; BEO indicates Barrow Environmental Observatory. CB1 and CBIW were dominated by Marinobacter sp.; CB4, by Psychrobacter sp. bSingle addition 
at 29,000 years (11,000 years BP) into the 40,000-year trajectory. cNet (community) growth rate was set to the maximum growth rate of the dominant bacterium (see Section 3.7).
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material currently surrounding the brines. In the CBIW scenario, 
we considered the surroundings to have been equal in TOC content 
to regional frozen sediment at depth in the permafrost (sampled at 
BEO). We then took the difference between starting TOC and TOC 
measured in the brines. This calculation accounted for any carbon 
addition during the 40,000-year period by adding it to the starting 
TOC quantity. We subtracted from this difference the quantity of 
organic carbon diverted toward biomass.

To obtain bounds for our approximation we considered two cases 
of cell growth. The lower bound case requires the available quantity of 
organic carbon to be  divided among as many cells as possible to 
minimize this per-cell quantity. This case corresponds to one in which 
no growth occurs (Pirt, 1982). The upper bound case minimizes the 
cell quantity to maximize the cell-specific metabolic rate. This approach 
is intuitive by realizing that biomass is the only sink of carbon in this 
equation. Therefore, the upper bound case is represented by the slowest 
possible rate of exponential growth.

To calculate the slowest possible rate of exponential growth, 
we determined the growth rate of a community over the simulation 
time of 40,000 years by fitting an exponential function between the 
starting cell density of 105 cells mL−1 and the observed ending cell 
density. The resulting rate is called the “minimum growth rate.” This 
approach assumes that the microbial community was growing over 
the entire lifespan of the enclosed brine, and hence does not allow for 
death or dormancy. Inherent to Equation 1 is that our system is 
feasible under the minimum growth rate with either cell-specific 
metabolic rate bounds.

The cell-specific metabolic rate, m, is given in femtograms of 
carbon per cell per day by:

 

( ) ( )
( )

0 0

0

i f D f
f

S S S N N
m

N t dt

+ − − −
=

∫



 

(1)

where Dα  denotes the quantity of organic carbon content per cell 
in femtograms of carbon per cell; S, the concentration of TOC in 
femtograms of carbon per milliliter; N, the cell density in number of 
cells per milliliter, and 0 and f , the start and end times, respectively, 
in days. Si is any organic carbon added at time i. Sympy v1.11.1 was 
used to calculate the integral (Meurer et al., 2017). We took N f  to 
be the observed cell density in the cryopeg brine of reference for each 
scenario (Table 1). We  took N0 to be 105 cells mL−1, the order of 
magnitude of cell densities observed in coastal sea ice (Cooper et al., 
2019). The use of a coastal sea ice value is based on physical similarities 
between the two environments, and the potential that coastal sea 
ice  of  40,000 years ago, being a frozen, brine-containing surface 
environment, supported a microbiome resembling that of cryopeg 
brine when first formed.

3.5. Extracellular enzyme activity

Measurements of EEA in cryopeg brines are available (Showalter, 
2020), but we sought to calculate EEA rate bounds to understand 
whether EEA might hint at the age and energetic requirements of the 
microbial community. These bounds were calculated similarly to those 
for the cell-specific metabolic rate, using Equation 2:

 

( )
( )
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0
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f
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N t dt

+ −
γ =

∫  

(2)

where cell-specific EEA rate, cellγ , is given in femtograms of 
carbon per cell per day, and P denotes quantity of POC. We  thus 
considered the difference in POC quantity between the brine and its 
surroundings, accounting for any additional POC input to the brine, 
with the resulting quantity divided by cell density over time. The 
bounding growth trajectories were identical to those used to estimate 
the cell-specific metabolic rate. Using Equation 2, we  could also 
predict the timespan of the system by replacing γ cell  with measured 
EEA rate and solving for t . We solved for the timespan using the 
growth case with the minimum calculated growth rate starting at 105 
cells mL−1.

3.6. Model description

To determine the plausibility of the calculated cell-specific 
metabolic rate value, and to understand the energetic requirements of 
the system, we developed a model of the organic carbon cycle in 
Utqiaġvik cryopeg brines. In this section we offer a non-mathematical 
description and schematic representation (Figure 3) of the model. The 
central assumptions are presented in the next section.

The model keeps track of four quantities: POC, DOC, DIC, and 
cell abundance. Five processes structure these quantities: respiration 
of DOC to DIC by bacteria, cell growth, cell death, hydrolysis of POC 
to DOC by extracellular enzymes, and organic carbon additions to 
the system.

Here the rate of respiration, as well as all other utilizations of 
organic carbon (e.g., cell growth, production and release of 
extracellular compounds), is encompassed in the cell-specific 
metabolic rate. Each unit of organic carbon respired is removed from 

FIGURE 3

Graphical representation of processes and quantities modeled for 
permafrost-enclosed cryopeg brine. Particulate organic carbon 
(POC) is shown as dark brown circles; dissolved organic carbon 
(DOC), as yellow semi-circles; and dissolved inorganic carbon (DIC), 
as black triangles. Extracellular enzymes (teal-colored shapes) 
produced and released by bacteria hydrolyze POC to DOC. Bacteria 
take up DOC, respiring it to dissolved DIC or assimilating it into 
biomass to grow and reproduce. They release DOC back to the brine 
upon death, attributed explicitly to starvation in the model.
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the DOC pool and added to the DIC pool. The quantity of DIC in the 
model runs presented here are modified solely by this cellular 
respiration of DOC. Cells grow according to an equation relating their 
maximum growth rate to substrate concentration (Monod, 1949). As 
a cell grows, the quantity of DOC it contains is removed from the 
DOC pool. Conversely, cells release the DOC they contain upon 
death. Cell death is explicitly considered to occur when the quantity 
of available DOC is less than the cell-specific metabolic rate and thus 
is referred to as starvation death. Other death processes are abstracted 
by net growth rate. Extracellularly, the enzymatic conversion of POC 
to DOC contributes to the DOC pool.

As used in the CBIW scenario, the model allows for the addition 
of organic carbon to the system, beyond that available at time zero. A 
model feature not used here would allow consideration of a punctuated 
or a constant input of DIC through processes other than respiration, 
such as carbonate dissolution. Possible chemoautotrophy to remove 
DIC and generate new biomass (Rapp et al., 2021) would require 
modifications that are being considered for a future modeling effort.

3.7. Model assumptions and limitations

Due to the sparse data available on cryopeg brines, reconstructing 
their microbial history requires assumptions to obtain the first-order 
approximation of their energetics. These assumptions inherently 
introduce limitations to our results. We  address the central 
assumptions here to contextualize our results.

A key assumption in our analyses is that the cryopeg brines 
started with an amount of organic carbon equivalent to the quantity 
observed in their contemporary surroundings. This assumption is 
required, as obtaining precise information on a cryopeg system at the 
time of its formation 40,000 years ago is not possible. The assumption 
is not unreasonable given the hydrological isolation of the brines and 
the temperatures that have kept their surroundings frozen throughout 
their lifetimes (Iwahana et al., 2021; Osman et al., 2021).

Our model does not account for diffusion of material 
throughout the brine, which neglects the likelihood of 
environmental niches (Rapp et al., 2021). Without in situ microscale 
observations of these remote systems, we  cannot parameterize 
niches or differentiate the energetic requirements of inhabiting 
them. For the purposes of conducting an overarching energetic 
analysis of the system, the lack of diffusivity may not be a critical 
limitation. The analysis is simply spread uniformly across the 
environment and the microbes.

We assumed that every cell in the system grows at the same rate. 
Of course, different subpopulations of cells express different 
phenotypes and levels of activity, including dormancy, at different 
times in their life histories. This assumption likely leads to an 
overestimation of the community growth rate and, in turn, an 
underestimation of the cell-specific metabolic rate. However, as will 
be  seen in our results, the cell-specific metabolic rate compares 
reasonably well to existing estimations.

We also assumed that every cell in the system has the same carbon 
content throughout its lifetime. Of course, bacterial communities 
exhibit a range of cell sizes, with size and potentially content changing 
as a function of growth conditions, growth phase, starvation 
conditions, and dormancy. Until distribution data for cryopeg brines 
are obtained, the use of a uniform distribution of cell size and carbon 

content in our analyses leaves some uncertainty to our results. As 
will  be  seen, our model simulations are not overly sensitive to 
this parameter.

We have attributed cell death to starvation, but other processes 
can lead to cell death in these cryopeg brines. In particular, cell lysis 
following viral infection and “bacterial warfare” may contribute 
significantly (Rapp et al., 2021). Use of a net community growth rate 
includes such death processes implicitly. Our use of growth rates 
determined in cultures as net community growth rates likely 
represents an overestimation of the net rate. As a future research 
direction, this model could be modified to account explicitly for death 
mechanisms other than starvation.

We assumed that microbial community kinetics could 
be represented by those of the dominant bacterium. Many bacterial 
species exist within the cryopeg brine, each with presumably distinct 
kinetics. However, overall diversity was low and the dominant species 
was strongly dominant in each scenario considered, accounting for 
half or more of the community. Making this assumption allowed a 
first-order approximation despite the unknown complexities of 
community kinetics.

We assumed that all POC is inaccessible to the brine community 
until hydrolyzed enzymatically to DOC, and that all DOC is accessible 
and labile. An absence of data on the chemical composition and lability 
of either of these pools of organic carbon limits our analysis, as does 
the assumption that EEA rate is constant. Bacteria regulate their 
production of extracellular enzymes in response to environmental 
substrates, but we lack data to model this kinetic or enzyme lifetime. 
These assumptions could lead to biased results in EEA rate calculations 
and final carbon quantities (Supplementary Figure S1).

Finally, we assumed that organic compounds are the only limiting 
source of carbon, nutrients and energy for cell respiration and growth. 
Sources of inorganic nutrients are plentiful in cryopeg brines (Cooper 
et al., 2019), but are not included explicitly in our model. While data 
on the existence of other sources of chemical energy in the system are 
limited, the levels of POC and DOC in the brines indicate this 
assumption to be reasonable. The microbial communities in the brines 
examined were dominated overwhelmingly by organoheterotrophs, 
further supporting the assumption.

3.8. Model equations

The model was solved using the DifferentialEquations.jl package 
v7.6.0 (Rackauckas and Nie, 2016) using a Rosenbrock23 solver 
(Shampine and Reichelt, 1997) set up to solve an initial-value problem.

The growth term, G, is solved with a straightforward Monod 
equation (Monod, 1949) that relates the maximum net growth rate, 

max ,µ  to substrate concentration, D, using a half-velocity term, KD, 
where the substrate is DOC (Equation 3):

 
max

max
1

D

D NG N
K D N

 
= µ ∗ ∗ ∗ − +    

(3)

A logistic growth term has been added to cap the growth as the 
cell density, N , approaches carrying capacity, Nmax. If cell density 
declined to zero at the time of a carbon addition (e.g., in the CBIW 
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scenario), we set N =1 to simulate a viable cell able to respond to 
the addition.

The death term, ∆ , corresponds to deaths by starvation 
(Equation 4):

 

( )max ,0mN D
m
−

∆ =
 

(4)

This term accounts for the assumption that cells will lyse if they 
do not have enough substrate to maintain their integrity, i.e., cannot 
satisfy their metabolic need (m). Other death-inducing processes such 
as viral infection or bacterial warfare are included implicitly in net 
growth rate (Equation 3). The net change in cell density is the 
difference between growth and death by starvation (Equation 5):

 
–dN G

dt
= ∆

 
(5)

While the cell-specific EEA rate remains constant throughout our 
simulations, the absolute EEA rate, γ , must be lower or equal to the 
available quantity of substrate, P. To satisfy this constraint, we used a 
minimum function (Equation 6):

 γ γ= ∗( )min cell N P,  (6)

where P is the quantity of POC, which is given by the sum of two 
terms. The first term, Pin,  represents any addition of POC into the 
system. The second term is the absolute EEA rate, ³ , subtracted to 
remove the quantity of POC hydrolyzed to DOC.

 
dP
dt

Pin= − γ
 

(7)

The quantity of DOC in the system is the sum of five terms 
(Equation 8):

 
dD
dt

D G m N I Iin D xr= + −( ) − −( ) + + ( )α γ∆ ∆ min ,

 
(8)

The first term is any addition of organic carbon into the system, 
Din, which allows the simulation of single or repeated carbon additions 
from the surrounding environment into the cryopeg brine. The 
second term is DOC sequestered or released by biomass, equal to the 

change in cell abundance multiplied by the quantity of organic carbon 
per cell, Dα . The third term accounts for the metabolism of the 
remaining population. The fourth term, ,γ  is the quantity of POC 
converted to DOC by EEA. The final term simulates autotrophy in the 
system by taking a DIC fixation rate, Ixr , which removes carbon from 
the DIC pool and adds to the DOC pool. This rate cannot be smaller 
than the quantity of DIC. In this work, we have set this term to zero, 
for lack of measurements of Ixr in cryopeg brines and expecting the 
rate to be minor based on metagenomic information (Rapp et al., 
2021). If such rates become available for future simulations, the model 
would need modification to accommodate the flow of DIC into new 
cell biomass instead of directly into DOC (Section 3.7).

The equation for change in DIC is constructed similarly, though 
the EEA term is absent as it need not be considered (Equation 9):

 
dI
dt

I G m N I Iin I xr= + −( ) + −( ) − ( )α ∆ ∆ min ,

 
(9)

In this equation, Iα  is the quantity of DIC per cell. While Iα  and 
Ixr are set to zero here, they could be used in a future study to model 
autotrophy in this system.

3.9. Model inputs and simulations

In addition to the variables defined for each cryopeg brine 
scenario (Table 1), a set of constants were input to the model (Table 2). 
For each constant, we used the most accurate estimate we could find. 
In some cases, the chosen value was less relevant to our unique 
environment than we had hoped. However, given that we are striving 
for order of magnitude estimations, we expect these to be adequate, 
especially when considering the results of our sensitivity analysis 
(Sections 3.10 and 4.4).

KD was derived by taking an average of the values for amino acid 
uptake rates measured at −1°C in Arctic seawater by Yager and 
Deming (1999), then taking the dissolved combined amino acids to 
be 41% carbon (as in Rowe and Deming, 1985). No adjustment was 
made for temperature, as the original data, determined across a range 
of temperatures, showed no conventional Q10 effect (Yager and 
Deming, 1999).

We ran simulations to obtain growth trajectories (changes in cell 
density over time) for each of the three cryopeg scenarios under 
different boundary conditions. Each simulation represents one of 8 
unique combinations of the lower or upper bound of three variables: 
m , maxµ , and cellγ . Simulations thus address minimum and 
maximum growth rate, lower and upper bound cell-specific metabolic 

TABLE 2 Constants used to model cryopeg brine scenarios.

Constant Symbol (unit) Value Reference

Carrying capacity Nmax  (cells mL−1) 109 Assumed, based on Schmidt et al. (1998)

Monod half-velocity constant KD  (fg C mL−1) 8.82 × 105 Estimated from Rowe and Deming (1985) and Yager and Deming (1999)

Cell density at t0 N0 (cells mL−1) 105 Assumed, based on density in coastal sea ice (Cooper et al., 2019)

Extracellular enzyme activity rate γmax  (fg C cell−1 day−1) 1.22 × 10−2 Measured in CBIW (Showalter, 2020)

Simulation timespan
t f  (years)a 40,000 Measured (Iwahana et al., 2021)

aConverted to days for all calculations.

106

https://doi.org/10.3389/fmicb.2023.1206641
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org


Kanaan et al. 10.3389/fmicb.2023.1206641

Frontiers in Microbiology 10 frontiersin.org

rate, and calculated and measured extracellular enzyme activity. They 
also track POC and DOC during the 40,000-year time span of the 
resulting growth trajectories.

3.10. Sensitivity analysis

To understand how the accuracy of our estimates affect model 
results, we conducted a sensitivity analysis of model parameters. Using 
GlobalSensitivity.jl package v2.1.2 (Ma et al., 2021) we executed a 
global sensitivity analysis using a variation of the Sobol variance 
decomposition method and estimator (Sobol, 2001; Sobol et al., 2007). 
The analysis was allowed to converge to obtain a satisfactory 
confidence interval at a confidence level of at least 95%.

Briefly, this variance decomposition method varies each parameter 
within given bounds and measures the corresponding variance of the 
output. The resulting first-order Sobol index of a parameter is a measure 
of how much variance in the output can be attributed to that parameter. 
The total-effect Sobol index encompasses interactions between the 
variance of that parameter and the others in the analysis. The bounds 
passed for each parameter aim to encompass the range of 
microbiologically plausible values; these can be found in Table 3.

The sensitivity analysis was executed on the CB1 scenario, 
excluding environmental parameters. This choice was made to 
understand the influence of bacterial parameters, such as carbon 
content per cell and growth rate, on our results. Furthermore, these 
constitute the few parameters that future lab work may attempt to 
quantify, whereas more accurate environmental data is elusive.

4. Results

Here we provide the results of the different measurements made 
to fill gaps and complement the datasets available in the literature, and 
thus enable our model simulations. These measurements include 
sediment carbon and nitrogen content of cryopeg and regional 
sediments and brine DIC for one borehole sample. Estimates of cell-
specific metabolic rate and extracellular enzyme rate are shown for the 
three different scenarios examined. Finally, a sensitivity analysis of 
model parameters and the model predictions are presented.

4.1. Sediment carbon and nitrogen 
measurements

To improve the accuracy of our model, we measured the quantity 
of organic carbon in sediment permafrost previously sampled at two 
locations in the BEO. The average value for POC was 0.0232 ± 0.0006 μg 
C μg sediment−1 at a depth of 367–383 cm (n = 4). The porewater  
salt concentration was 6‰. The concentration of DOC in this 
porewater was 51.2 μg C mL−1. The nitrogen content of the sediment 
was 0.0016 ± 0.00005 μg N μg sediment−1, for a molar C:N ratio of  
15.8 mol C mol N−1.

We also measured the concentration of organic carbon in 
sediment surrounding the CB4 cryopeg brine. For POC, the average 
value in this sediment layer was 0.0136 ± 0.0012 μg C μg sediment−1 
(n = 3). The porewater salt concentration ranged between 22‰ and 
30‰. The concentration of DOC in this porewater at 187-cm depth 

was 1,286 μg C mL−1. The nitrogen content of the sediment was 
0.0010 ± 0.00015 μg N μg sediment−1. CB4 sediment thus had a C:N 
ratio of 15.8 mol C mol N−1.

4.2. Brine dissolved inorganic carbon

The dissolved inorganic carbon content of CBIW brine (in 2017) 
was measured as 6.93 × 1010 fg C mL−1. The dissolved inorganic 
carbon content of frozen sediment from CBIW (in 2018) was 4.9 × 
1010 fg C mL−1. We do not have DIC measurements for other brines.

4.3. Estimates of cell-specific metabolic 
rate

The lower and upper bounds of the cell-specific metabolic rate 
that we estimated for each of the three cryopeg brine scenarios ranged 
from 0.008 to 0.743 fg C cell−1 day−1 (Table 4). As expected, due to the 
input of organic carbon, the lowest of these rates was obtained for the 
CBIW scenario. The calculated minimum growth rate ranged between 
2.77 × 10−7 and 4.95 × 10−7 day−1. These extremely low growth rates, 
which correspond to doubling times on the order of 103 years, are due 
to the significant age of the system and rely upon our assumption of a 
starting cell population of 105 cells mL−1.

4.4. Extracellular enzyme activity rate 
estimates and predicted timespan

We calculated the EEA rate required to hydrolyze the difference 
between surrounding sediment POC and brine POC. In the case 
of the CB1 scenario, the bounds of estimated EEA rates were 0.195 

TABLE 3 Parameter bounds of the sensitivity analysis.

Parameter (units) Lower 
bound

Upper 
bound

Growth rate (day−1) 1 × 10−6 1 × 102

Cell-specific metabolic rate (fg C cell−1 day−1) 1 × 10−5 5 × 102

Cell carbon content (fg C cell−1) 1 × 102 5 × 102

EEA rate (fg C cell−1 day−1) 0 1 × 102

Monod half-velocity constant (fg C) 1 × 103 1 ×108

Carrying capacity (cells mL−1) 1 × 108 1 × 109

Starting cell density (cells mL−1) 1 1 × 108

TABLE 4 Cell-specific metabolic rate bounds and calculated maximum 
doubling time and minimum growth rate for each cryopeg brine 
scenario.

Parameter (units) CB1 
scenario

CB4 
scenario

CBIW 
scenario

Cell-specific metabolic rate (fg 

C cell−1 day−1)

0.181–0.743 0.099–0.474 0.008–0.057

Maximum doubling time (years) 6,860 5,850 3,870

Minimum growth rate (day−1) 2.77 × 10−7 3.24 × 10−7 4.95 × 10−7
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and 0.802 fg C cell−1 day−1. At the measured EEA rate of 0.012 fg C 
cell−1 day−1, the time required to hydrolyze the POC difference in 
this scenario would have been 81,200 years. In the CB4 scenario, 
the estimated bounds of EEA rates were 0.101 and 0.483 fg C 
cell−1 day−1, with a predicted timespan of 71,000 years. Finally, in 
the CBIW scenario (that received organic input), the estimated 
bounds of EEA rates were 0.806 and 0.584, with a predicted 
timespan of 48,700 years, much closer to the observed age of the 
cryopeg system. In all cases, this independent estimation of the 
system’s timespan is near to or less than double the measured 
timespan, well within the goal of obtaining order of 
magnitude estimates.

4.5. Model sensitivity analysis

A sensitivity analysis of model parameters revealed the importance 
of the three parameters at the heart of the Monod growth term 
(Figure 4): growth rate, cell-specific metabolic rate, and half-velocity 
constant. These are the only parameters with notable first-order 
indices. They have a measurable direct impact on model output, 
whereas cell carbon content and initial cell density do not. The total-
effect indices offer more nuance. These indices reflect the added 
importance of carrying capacity. As a whole, this sensitivity analysis 
offers insight into which parameters account for much of the 
variability in the model results.

4.6. Model predictions

In two of the eight sets of conditions used for model simulations, 
our model fully or partially succeeds in explaining the cell densities 

observed at 40,000 years. With conditions of minimum growth rate 
paired with low cell-specific metabolic rate and calculated EEA, all 
three cryopeg brine scenarios reach their observed cell densities 
(Figure  5A). With measured EEA (Figure  5B), the observed cell 
density is reached only for the CBIW scenario; CB1 and CB4 scenarios 
fall short of their densities (Figure 5B). The CBIW scenario succeeds 
in reaching the observed cell density because it includes an addition 
of DOC, while the other two depend upon the hydrolysis of existing 
POC to generate DOC for bacterial growth. Insufficient POC is 
hydrolyzed toward the end of the trajectory (Supplementary Figure S1) 
to support these other two communities.

By Equation 1, minimum growth rate paired with the upper 
bound cell-specific metabolic rate should yield the observed cell 
densities. However, this is not the case. Common to all the 
minimum growth rate simulations (Figures 5A–D) is a long plateau 
for the first few thousand years. In those simulations where 
minimum growth rate and upper bound cell-specific metabolic rate 
are paired, the populations subsequently grow weakly before 
declining (Figures 5C,D). Given that abundant POC remains in the 
system in all cases (Supplementary Figure S1), these results are 
explained by an EEA rate inferior to the cell-specific metabolic rate 
requirements. The CBIW population does start to recover due to 
addition of DOC at 29,000 years, but the growth rate is too low to 
allow recovery to the observed cell densities before the simulation 
ends (Figures 5C,D).

When the maximum growth rate is used, the microbial 
populations rapidly reach the system carrying capacity (Figures 5E–H). 
Once they consume all available DOC, the populations decline. The 
time elapsed before the decline is governed by the demand for DOC 
driven by the cell-specific metabolic rate. Because CBIW sees a 
punctual addition of DOC at 29,000 years, the high growth rate allows 
the population to recover for a short time before declining again 

FIGURE 4

Sensitivity analysis of microbial parameters used in the organic carbon model. Numerical values represent the first-order (in orange) and total-effect (in 
blue) Sobol indices of the selected parameters: maximum growth rate ( maxµ ), cell-specific metabolic rate (m), cell carbon content ( Dα ), carrying 
capacity (Nmax), cell specific extracellular enzyme activity ( cellγ ), half-velocity constant for carbon uptake (KD), and starting cell density (N0). First-
order indices show the sensitivity of the model when varying only the parameter in question. Total-effect indices show the sensitivity of the model 
when varying the selected parameter in conjunction with the other parameters selected in this analysis. Values shown are rounded at 10−2.
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(Figure 5 panels E-H). However, not enough carbon has been added 
to sustain the population to the end of this simulation.

5. Discussion

Our overall approach can be considered a bulk energetic analysis. 
We have made the fundamental assumption that the total energy use 
of the system corresponds to the difference in organic carbon between 
the permafrost and the cryopeg brine, assuming these started with 
equal amounts. This approach mitigates the lack of a secondary 
metabolic state (i.e., dormancy) in our model. In this way, our cell-
specific metabolic rate calculations provide bounds on the average 
energy requirement of a bacterium in this setting.

Multiple analyses increase our confidence in the mentioned 
assumption and our model predictions. Using the measured rate of 
EEA and following our assumption on total energy use in this system, 
we calculated an expected timespan of the system equal or less than 
double the measured timespan. We also used the measured C:N ratio 
of CB4 sediment and the previously measured quantity of ammonia 
in the brine from Cooper et al. (2019) to estimate the amount of 
organic carbon consumed. We obtained a value of 8.59 × 1011 fg C 
mL−1, two orders of magnitude below the quantity produced by our 
assumption. This calculation is expected to produce a lower bound 
quantity given that it does not consider nitrogen cycling or the 
concentration of other nitrogen species in the brine. Thus, this 
quantity does not contradict our assumption or prediction. Similarly, 
the DIC value measured is three orders of magnitude below our 
expectations based on DOC consumed in CBIW. This analysis 
indicates that we may be overestimating DIC in the model by not 

accounting for the complexities of the inorganic carbon system in a 
subzero brine (Marion et al., 1999), supported by the measured DIC 
in surrounding frozen sediment. Together these results confirm the 
plausibility of our assumptions, while providing crucial context for 
our results. Future work could focus on modeling the DIC sinks of 
these brines in order to increase the fidelity of this model and 
understand the potential role for autotrophy in this extreme 
microbial community.

To understand the biological plausibility of our metabolic rate 
estimates we sought to compare them to existing measurements and 
estimates of metabolic rates in other remote and energy-limited 
environments. Assuming an energetic yield of 30 kJ mol C−1 our cell-
specific metabolic rate values range on the order of 10−17 to 10−19 W 
cell−1. This range overlaps at the high end of the range for estimated 
energy turnover from cold anoxic subsurface marine sediments, the 
closest analog we can find, on the order of 10−19 W cell−1 and 10−20 W 
cell−1 (Hoehler and Jørgensen, 2013; Lever et  al., 2015). For deep 
crustal fluids, another energy-limited but open and oxygenated 
environment, sample incubations amended with 13C-substrates at 4°C 
yielded potential anabolic rates that range from 10−3 to 30 fg C 
cell−1 day−1 (Trembath-Reichert et  al., 2021). Our metabolic rates, 
which represent net anabolic and catabolic activities at −6°C, fall at 
the low end of this range (order of 10−3 to 10−1 fg C cell−1 day−1; 
Table  4), as expected given the significant differences between 
these environments.

Thus, the cell-specific metabolic rate values we obtained, being 
framed by other existing rates, are biologically plausible. Our 
calculation of the cell-specific metabolic rate implicitly includes every 
cellular process but growth, including membrane, protein and other 
adaptations to low temperature and high salinity. The relatively high 

FIGURE 5

Model predictions of cell density over the lifetime of the system for each cryopeg brine scenario. Measured cell densities at 40,000  years are recreated 
by the model only under conditions shown in panel A: lower bound net growth rate ( maxµ ), lower bound cell-specific metabolic rate (m) , and the 
calculated cell-specific extracellular enzyme activity ( cellγ ); and for CBIW in panel B: lower bound net growth rate ( maxµ ), lower bound cell-specific 
metabolic rate (m) , and the measured cell-specific extracellular enzyme activity ( cellγ ). Panels C through H depict cases where the predicted end cell 
density did not match the observed cell density, regardless of the combination of bounds applied.
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cell-specific metabolic rate of bacteria in the cryopeg brine system, 
compared to deep subsurface marine sediments, can be accounted for 
at least partly by the production of extracellular compounds. 
Moreover, cell carbon mass in these environments may be larger than 
cells in deep sediments, which could also account for some of the 
difference in cell-specific metabolic rate between cryopeg brines and 
cold (unfrozen) marine sediments.

Extracellular enzyme activity has been documented in cryopeg 
brines (Showalter, 2020). Producing extracellular enzymes is a costly 
endeavor, with the price reflected in higher cell-specific metabolic rate 
requirements (Vetter et al., 1998; Lever et al., 2015). Extracellular 
polysaccharides are also present in high concentrations in cryopeg 
brines (Cooper et al., 2019). These polysaccharides take on many 
critical functions, offering cell protection against the effects of both 
subzero temperatures and hypersaline conditions (Krembs et al., 2002, 
2011; Carillo et  al., 2015; Deming and Young, 2017). While 
extracellular polysaccharides appear to be fundamental in allowing a 
cryopeg microbial community to exist, their chemical nature and high 
concentration in cryopeg brines implies a significant energetic cost, 
again implicitly built into our cell-specific metabolic rate calculation.

We calculated the minimum growth rate of bacteria in this system, 
making an important assumption on the starting cell concentration of 
these brines. While we have made an informed assumption in using 
cell density in sea ice, the value remains at best an educated guess. 
We have no data on the actual starting cell concentration of these 
cryopeg brines. Nevertheless, our sensitivity analysis suggests little 
influence of this parameter on model output. Assuming a starting cell 
concentration of 105 cells mL−1, we obtain maximum doubling times 
on the order of 103 years. This result is microbiologically feasible, 
based on similarly long doubling times (20–2,500 years) calculated for 
other, related energy-limited environments, particularly marine and 
deep subsurface sediments (Hoehler and Jørgensen, 2013; Lever et al., 
2015; Jørgensen and Marshall, 2016), which are thermally more 
growth-permissive environments than subzero cryopeg brines. As 
we discuss below, very slow doubling times are not necessary in all 
cases to explain our observations.

The sensitivity analysis reflects the importance of the parameters 
we chose to manipulate in our simulations. Growth rate, cell-specific 
metabolic rate, and Monod half-velocity constant each have high first-
order and total-effect Sobol indices. These high indices reflect an 
important interplay between the parameters in determining the 
outcome of the model. The EEA rate also presents a high total-effect 
index in its role of determining the quantity of DOC in the system. 
Surprisingly, EEA rate does not exhibit a high first-order index, 
despite other data suggesting this variable is key to cryopeg brine 
energetics. In fact, EEA does have a high Sobol index when only 
considering the end concentration of POC in the system (not shown).

In all but two (of 8) sets of conditions for simulations, the model 
fails to reconstruct a cell growth trajectory that yields the observed cell 
densities. In these cases, cell density collapses to zero due to the lack 
of available DOC to meet community energetic requirements. 
However, in most cases, plenty of POC, a potential source of energy, 
remains (Supplementary Figure S1). The extinction of available DOC 
in these simulations (Supplementary Figure S1) is caused by the cell-
specific metabolic rate being higher than the cell-specific EEA rate. In 
other words, individual cells are consuming DOC faster than their 
enzymes can convert POC to DOC.

While the half-velocity constant presents high Sobol indices, this 
result must be nuanced. First, the chosen value is orders of magnitude 
lower that the quantity of DOC present in the system. Thus, the 
impact of this term at the beginning of the simulation is low, and 
growth proceeds unimpeded. A higher value might slow growth, but 
the timespan here is long enough that the effect would be negligible. 
When the quantity of DOC in the system is closer to or below the 
value chosen, the community is typically on a trajectory toward 
extinction in the model. Hence, the half-velocity constant, while 
important because it modulates growth, does not alone explain why 
the model is limited in explaining our observations.

Simulations based on the CBIW scenario provide some insight on 
model success versus failure in predicting the observations. In this 
scenario, the lower bound cell-specific metabolic rate is lower than the 
extracellular enzyme activity rate used, whether the calculated or 
measured value (Table 4, Section 4.3). Thus, with abundant DOC 
available, the model can reproduce the observed cell density using the 
minimum growth rate (Figures 5A,B). Observed cell densities are also 
obtained for the CB1 and CB4 scenarios if the calculated EEA rate is 
used (Figure 5A). In contrast, using the maximum growth rate in 
conjunction with the calculated EEA rate leads to the depletion of the 
POC pool, unless carrying capacity is reduced by one order of 
magnitude (not shown).

Clearly, the EEA rate has the potential to make bioavailable a 
significant energy source in the system: POC. We  note that the 
observed cell-specific rate of EEA used in the simulations is the 
average of activities measured on only three substrates in CBIW brine. 
This rate is kept constant throughout every simulation. This 
simplification does not accurately reflect the number and specificity 
of enzymes produced in a cryopeg brine, their complex kinetics, the 
regulation of their production, or their lifetimes under subzero brine 
conditions. The cell-specific EEA rate surely fluctuated over the 
lifespan of the brine as a function of cell density, DOC concentration, 
and extracellular enzyme turnover time. We were thus led to calculate 
the range of EEA rates that would allow for enough POC to 
be hydrolyzed to sustain the microbial community. For the CB1 and 
CB4 scenarios, these calculated rates are an order of magnitude higher 
than the measured rate used. Conversely, we calculated the amount of 
time needed for the chosen EEA rate to hydrolyze the required 
amount of POC. The results point to a longer lifespan for the cryopeg 
brines than the measured 40,000 years (by carbon dating), as high as 
81,200 years in one case. This discrepancy, based on the chosen EEA 
rates being too low, provides one explanation as to why our model fails 
in many cases to explain the observed cell densities. A lack of data to 
account for cell size differences between in vitro and in situ 
measurements may represent another. Future research on extracellular 
enzyme production and kinetics at subzero temperatures and high 
salinities, coupled with cell-size measurements, could allow for an 
improved understanding of bacterial energetics in cryopeg brines.

Despite being detected (Colangelo-Lillis et al., 2016; Cooper et al., 
2019), hydrogen sulfide is not considered here as a potential source of 
chemical energy in these cryopeg brines. Most members of the 
bacterial communities as revealed by metagenomics are not known to 
utilize it (Rapp et al., 2021), bacterial kinetics for those that do are not 
available under in-situ conditions, and hydrogen sulfide concentrations 
are not known. However, the presence of sulfur-oxidizing and sulfur-
reducing bacteria was recorded in these brines (Cooper et al., 2019). 
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Therefore, a large enough endogenous source of hydrogen sulfide in 
the cryopeg brines could change the energetic balance of these 
communities. We also note that sulfur concentration may be impacted 
by abiotic processes such as mirabilite precipitation (Marion et al., 
1999). Armed with the relevant kinetics, a future study could establish 
an upper bound on the possible energetic contribution of hydrogen 
sulfide to this system. A more detailed analysis could account 
for  metabolically different bacterial populations and different 
metabolic states.

6. Conclusion

Here we have produced a first estimation of cell-specific metabolic 
rate in cryopeg brines, ancient, geologically isolated, subzero 
hypersaline liquids in Arctic permafrost. Comparing our estimates to 
the few other estimates available on natural microbial systems is 
difficult, given the use of different approaches and reporting units. 
Our estimates suggest that cell-specific metabolic rate in a cryopeg 
system is much higher than in subsurface marine sediments (Hoehler 
and Jørgensen, 2013), the closest parallel we can find. Although both 
are sediment-based systems, the differences between them are marked: 
subsurface marine sediments are neither subzero nor hypersaline and 
they lack the energy resources that surround a cryopeg system. 
However, our estimates of cell-specific metabolic rate may be high 
primarily because we define cell-specific metabolic rate to include 
every cellular process but growth. The energetically costly production 
of extracellular enzymes and extracellular polysaccharides may best 
explain our result of high cell-specific metabolic rate.

To further understand the energetics of the cryopeg system, 
we developed a model of a simplified organic carbon cycle in subzero 
cryopeg brines. The results of a selective sensitivity analysis of this 
model suggest that growth rate, cell-specific metabolic rate and EEA 
rate are key parameters in determining the fate of the microbial 
community. Running simulations representative of different energetic 
bounds for each cryopeg brine improved our understanding of the 
history of a cryopeg microbial community. In most cases, the energetic 
requirement is too high and the microbial community collapses. A 
higher EEA rate would allow the community to take advantage of the 
energy locked within the high amounts of POC in the system. Where 
we  modeled a punctual addition of DOC into the system, the 
population was either too slow growing to achieve the observed cell 
density, or the quantity of DOC was insufficient to sustain it. In cases 
where the lower bound cell-specific metabolic rate was inferior to the 
EEA rate, the model was successful in reproducing the observed cell 
densities after 40,000 years. In calculating the required EEA rate to 
satisfy the energetic requirements in each of the cryopeg brine 
scenarios considered, we concluded that the 40,000-year timespan 
could be  reconciled with the measured EEA rate if the energetic 
requirements of the bacterial community are low enough. The 
calculated EEA based on our assumption on starting DOC and POC 
conditions yields an expected system timespan within a factor of two 
of the measured timespans. This result increases our confidence in the 
assumptions underlying our energetic analyses.

Although our model unavoidably relies on numerous assumptions, 
it has produced testable hypotheses for the continued study of cryopeg 
brines. It also leads us to conclude that the microbial densities 
observed today in cryopeg brines could well have been reached in 

energetic isolation over an estimated system lifespan of 40,000 years. 
In general, the success of these communities would have required a 
lower growth rate than that observed under in-situ conditions in the 
lab and higher average rate of EEA. The calculated cell-specific 
metabolic rate of bacteria in these systems can be met by the assumed 
available quantity of POC and DOC in the system and appears to 
be biologically plausible, particularly for bacteria functioning under 
the extreme conditions of subzero temperature and hypersalinity. 
Finally, this model could be  tuned in its parameters to describe 
theoretical astrobiologically relevant environments within the icy 
crusts of Europa or Enceladus.
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A corrigendum on

Modeled energetics of bacterial communities in ancient subzero brines

Kanaan, G., Hoehler, T. M., Iwahana, G., and Deming, J. W. (2023). Front. Microbiol. 14:1206641.

doi: 10.3389/fmicb.2023.1206641

In the published article, there was an error. The temperature of the permafrost

is incorrectly characterized as near-constant; although temperature was always below

freezing, some changes occurred during the period considered.

A correction has been made to Material and Methods, Model assumptions and

limitations, 2. This sentence previously stated:

“The assumption is not unreasonable given the hydrological isolation of the brines and

the near-constant temperatures that have kept their surroundings frozen throughout their

lifetimes (Iwahana et al., 2021; Osman et al., 2021).”

The corrected sentence appears below:

“The assumption is not unreasonable given the hydrological isolation of the brines

and the temperatures that have kept their surroundings frozen throughout their lifetimes

(Iwahana et al., 2021; Osman et al., 2021).”

There was another error resulting from a typo. The stated exponent for the value of

dissolved inorganic carbon in CBIW is incorrect because the multiplier 10 was typed twice.

A correction has been made to Results, Brine dissolved inorganic carbon, 1. This

sentence previously stated:

“The dissolved inorganic carbon content of frozen sediment from CBIW (in 2018) was

4.9× 10× 1010 fg C mL−1”.

The corrected sentence appears below:

“The dissolved inorganic carbon content of frozen sediment from CBIW (in 2018) was

4.9× 1010 fg C mL−1”.

The authors apologize for these errors and state that they do not change the scientific

conclusions of the article in any way. The original article has been updated.
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Aerobic methanotrophy increases 
the net iron reduction in 
methanogenic lake sediments
Hanni Vigderovich 1*, Werner Eckert 2, Marcus Elvert 3, 
Almog Gafni 1, Maxim Rubin-Blum 4, Oded Bergman 1,2 and 
Orit Sivan 1

1 Department of Earth and Environmental Sciences, Ben-Gurion University of the Negev, Beer Sheva, 
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Research, Migdal, Israel, 3 MARUM—Center for Marine Environmental Sciences and Faculty of 
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In methane (CH4) generating sediments, methane oxidation coupled with iron 
reduction was suggested to be catalyzed by archaea and bacterial methanotrophs 
of the order Methylococcales. However, the co-existence of these aerobic and 
anaerobic microbes, the link between the processes, and the oxygen requirement 
for the bacterial methanotrophs have remained unclear. Here, we  show how 
stimulation of aerobic methane oxidation at an energetically low experimental 
environment influences net iron reduction, accompanied by distinct microbial 
community changes and lipid biomarker patterns. We  performed incubation 
experiments (between 30 and 120  days long) with methane generating lake 
sediments amended with 13C-labeled methane, following the additions of 
hematite and different oxygen levels in nitrogen headspace, and monitored 
methane turnover by 13C-DIC measurements. Increasing oxygen exposure (up to 
1%) promoted aerobic methanotrophy, considerable net iron reduction, and the 
increase of microbes, such as Methylomonas, Geobacter, and Desulfuromonas, 
with the latter two being likely candidates for iron recycling. Amendments of 
13C-labeled methanol as a potential substrate for the methanotrophs under hypoxia 
instead of methane indicate that this substrate primarily fuels methylotrophic 
methanogenesis, identified by high methane concentrations, strongly positive 
δ13CDIC values, and archaeal lipid stable isotope data. In contrast, the inhibition 
of methanogenesis by 2-bromoethanesulfonate (BES) led to increased methanol 
turnover, as suggested by similar 13C enrichment in DIC and high amounts of 
newly produced bacterial fatty acids, probably derived from heterotrophic 
bacteria. Our experiments show a complex link between aerobic methanotrophy 
and iron reduction, which indicates iron recycling as a survival mechanism for 
microbes under hypoxia.

KEYWORDS

aerobic methanotrophy, iron reduction, lake sediments, iron recycling, methylotrophy, 
methanogenesis
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1. Introduction

Methane (CH4) is a very efficient and potent greenhouse gas, 28 
times more efficient than CO2 on a 100-year time scale (Myhre et al., 
2013). It is microbially produced in anoxic marine and freshwater 
settings. Freshwater environments contribute greatly to methane 
emissions (Bastviken et al., 2011), despite taking up a much smaller 
portion of the Earth’s surface than oceans (Downing et al., 2006). The 
methane formed in the sediments can be attenuated by oxidation with 
available electron acceptors. Methane oxidation is microbially 
mediated in two fashions, anaerobically or aerobically. Anaerobic 
oxidation of methane (AOM) in marine sediments is mainly coupled 
to sulfate reduction via anaerobic methanotrophs (ANMEs; Knittel 
and Boetius, 2009). In freshwater sediments, which are usually 
depleted in sulfate, AOM is coupled to other electron acceptors like 
nitrate, nitrite, metal oxides, and humic substances. It is performed 
mostly by different ANMEs (mainly by ANME-2) with or without a 
bacterial partner (Raghoebarsing et al., 2006; Haroon et al., 2013; 
Nordi and Thamdrup, 2014; Ettwig et al., 2016; Lu et al., 2016; Scheller 
et al., 2016; Cai et al., 2018; Elul et al., 2021).

Aerobic methane oxidation is found in the oxic-anoxic transition 
zone (Bender and Conrad, 1994; He et  al., 2012), usually at the 
sediment–water interface or the oxycline in the water column of 
stratified systems, and is performed by different methanotrophic 
bacteria (type-I, II, X; McDonald et al., 2008; Trotsenko and Murrell, 
2008; Smith and Wrighton, 2019). Generally, during aerobic 
methanotrophy, bacteria use the enzyme complex methane 
monooxygenase (MMO) to oxidize methane with oxygen to methanol. 
The methanol is then oxidized to formaldehyde, which is finally 
oxidized to CO2 (Dalton, 2005).

Interestingly, growing evidence in recent years indicates aerobic 
methanotrophs and methylotrophs activity below the oxic-anoxic 
zone in the anoxic hypolimnion of freshwater lakes (Blees et al., 2014; 
Oswald et al., 2016a) and sediments (Beck et al., 2013; Bar-Or et al., 
2015; Martinez-Cruz et  al., 2017; Su et  al., 2022). Concomitantly, 
obligate anaerobic microbes, such as methanogens and iron reducers, 
were observed there (Elul et  al., 2021; Van Grinsven et  al., 2021; 
Steinsdóttir et al., 2022; Su et al., 2022).

Three possible scenarios can explain this co-occurrence of aerobic 
and anaerobic microorganisms; (1) Microlevel oxygen is trapped and 
survive this environment (Wang et al., 2018). The oxygen is slowly 
released so it does not poison the obligatory anaerobes. In this case, 
long-term anoxic conditions will terminate aerobic activity 
(Vigderovich et al., 2022). (2) Low oxygen levels are continuously 
produced in the anoxic environment and are immediately used by 
these methanotrophs. This has been demonstrated for the aerobic 
bacteria Methylomirabilis (NC10), which produce and utilize oxygen 

during a unique denitrification process to oxidize methane (Ettwig 
et  al., 2010). Similarly, the archaeon Nitrosopulimus maritimus is 
suggested to produce oxygen upon depletion (to 1 nM) to mediate 
ammonia oxidation (Kraft et  al., 2022). Alphaproteobacterial 
methanotrophs have been shown to survive under hypoxia by utilizing 
methanobactins to generate oxygen and fuel their methanotrophic 
activity (Dershwitz et al., 2021). (3) Under hypoxia conditions, aerobic 
methanotrophs survival is mediated by anaerobic metabolism. Recent 
experiments with sediments and pure cultures of methanotrophic 
bacteria show that these methanotrophs can use electron acceptors 
other than oxygen under hypoxia. The Gammaproteobacterial 
methanotrophs Methylomonas and Methylosinus were suggested to 
perform methane oxidation coupled with the reduction of metal 
oxides (Zheng et al., 2020). The Alphaproteobacterial methanotroph 
Methylocystis sp., strain SB2 was shown to couple methane oxidation 
with iron reduction (Dershwitz et  al., 2021). Methylomonas 
denitrificans strain FJG1 expresses genes that encode for nitrate 
reduction (Kits et  al., 2015; Orata et  al., 2018). In addition, it is 
suggested that the Gammaproteobacteria Methylocaldum can couple 
methane oxidation to N2O reduction in wetland sediments under 
anoxic conditions (Cheng et al., 2021). It should be noted that the 
presence of aerobic methanotrophic bacteria in a highly reduced 
environment without detectable oxygen raises the question whether 
the environment accounts as anoxic or hypoxic. In this study, 
we  define hypoxia as a reduced environment with down to 
undetectable oxygen levels (below our detection limit of 1 ppb) but 
with evidence for active aerobic metabolism. The conditions are 
anoxic when oxygen is not detected and there is no evidence for 
aerobic activity.

Lake Kinneret (Sea of Galilee) is a monomictic lake in northern 
Israel. Its average depth is 24 m, and its maximum depth is 42 m at the 
center (station A). The lake is stratified between March and December, 
leading to about 20 m of hypolimnion with undetectable oxygen 
concentrations most of the stratified period (Adler et al., 2011). Sulfate 
is depleted in the upper few centimeters of the sediment and the 
methane zone below is characterized by low redox conditions (−200 
mv) and unmeasurable oxygen levels (Eckert and Conrad, 2007). 
Despite this, pmoA gene-bearing methanotrophic bacteria together 
with mcr gene-bearing archaea were suggested to mediate methane 
oxidation coupled with iron reduction (Bar-or et al., 2017; Elul et al., 
2021; Vigderovich et al., 2022) in these sediments. Aerobic type-I 
Gammaproteobacteria methanotrophs were observed, and evidence 
for aerobic methanotrophy has been demonstrated by the presence of 
specific fatty acids, the pmoA functional gene, and metagenomic 
analysis of incubation experiments (Bar-Or et al., 2015, 2017; Elul 
et  al., 2021). These aerobic methanotrophs operate alongside 
methanogenesis and iron reduction in the methane generating 

Highlights

 - Stimulation of aerobic methanotrophy with oxygen levels up to 1% increases the net iron 
reduction in energy-limited methane-generating lake sediments.

 - Iron reduction is performed either by iron-reducing bacteria, such as Desulfuromonas or 
Geobacter, or by the methanotrophs themselves in a survival mode.

 - Under hypoxia, methanol is not involved as a substrate for the methanotrophs instead 
of methane.
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sediments (Elul et al., 2021). This phenomenon was observed also in 
other sediments of shallow lakes (Martinez-Cruz et al., 2017; Su et al., 
2022). Given that pmoA activity must involve oxygen (Dalton, 2005), 
and that it appears only in the natural (fresh) methane-generating 
sediments and incubations (and not in long-term two-stage 
incubations; Vigderovich et  al., 2022), it seems that remnant 
microlevels of oxygen would be  the most plausible scenario 
responsible for the methanotrophs’ activity, making this environment 
hypoxic and not completely anoxic (with remnant oxygen but low 
enough redox values that enable the life of strictly anaerobes) 
However, it is unknown how the aerobic microbes survive and 
whether their survival is linked to the observed iron reduction coupled 
with methane oxidation in these sediments.

Here, we  explored the potential link between aerobic 
methanotrophy and iron reduction in methane generating sediments 
by injecting low (micro) levels of oxygen into lake sediment slurries 
and quantified its effect on net iron reduction. This is by a set of slurry 
incubations with methane generating sediments of Lake Kinneret 
amended with 13C-labeled methane, hematite, and with and without 
inhibition of methanogenesis by BES. Finally, we  tested whether 
methanotrophic bacteria can operate under hypoxia by using the 
potential intermediate methanol as a substrate by another set of slurry 
incubations with 13C-labeled methanol.

2. Materials and methods

2.1. Study site

The sediments and the extracted porewater used in this study were 
from the methane-generating depth (below 20 cm from the water–
sediment interface from station A). They are mostly carbonatic-clay 
and contained 7% iron oxides (Vigderovich et al., 2022) and about 3% 
total organic carbon (TOC). Dissolved sulfate concentrations decrease 
from about 0.5 mM at the surface sediment to depletion around 10 cm 
depth, where dissolved Fe(II) appears and increases with depth up to 
80 μM at 30 cm depth. Dissolved methane concentrations increase 
with sediment depth, reaching a maximum of 2 mM at 10–15 cm 
depth. The concentrations decrease then to 0.5 mM at 30 cm depth. 
The dissolved organic carbon (DOC) concentrations in the porewater 
increase with sediment depth, from ~6 mg C L−1 at the sediment–
water interface to 17 mg C L−1 at 25 cm depth (Adler et al., 2011; Sivan 
et al., 2011; Bar-Or et al., 2015).

2.2. Sediment sampling

Sediment cores were collected using a gravity corer on four 
day-long sampling campaigns (Table 1), on the research vessel Lillian, 
between 2017 and 2021 from station A in the center of the lake (water 
depth 42 m). In each campaign, 1–2 Perspex cores of 50 cm long were 
collected for the incubation experiment, and another 10 cores were 
collected for porewater extractions. For the porewater extraction, 
sediment from the methane-generating zone (sediment depth > 20 cm) 
of each core was transferred to a 5 L plastic container onboard. The 
cores and the container were brought to the lab, and the cores were 
kept at 4°C, while porewater was extracted on the same day by 
centrifugation as described in Vigderovich et al. (2022).

2.3. Experimental settings

Five experiments are presented in this study, one of them 
(experiment C) is a slurry experiment set up with freshly collected 
sediment and is described below. The other four experiments (A, B, D, 
and E) are long-term two-stage slurry experiments (details in 
Vigderovich et  al., 2022). In short, sediments from the methane 
generating zone of the collected cores were transferred within 48 h of 
their collection, under anaerobic conditions, to a 250 mL 
pre-autoclaved glass bottle and diluted with porewater extracted from 
the methane generating sediments to reach a 1:1 sediment-to-
porewater ratio (pre-incubated slurry). The incubations were flushed 
with N2 (99.999%, MAXIMA, Israel) and methane (12CH4 + 13CH4, 
99.99%, MAXIMA, Israel and 99%, Sigma-Aldrich, respectively) was 
injected into the incubations to reach 20% of the headspace. After at 
least 3 months of incubation, sub-samples (18–20 g each) from each 
pre-incubated slurry were transferred under a laminar hood, with 
continuous flushing of N2 to 60 mL pre-autoclaved glass bottles. The 
slurry was then diluted with filtered (0.22 μm) fresh anoxic porewater 
from the same depth as the sediments to reach a 1:3 sediment-to-
porewater ratio. All experiments were kept in the dark at 20°C. The 
bottles were shaken before every porewater sampling point, before 
oxygen measurements, and after every oxygen injection. This was to 
ensure a homogeneous distribution of the oxygen and the dissolved 
constituents. We describe below each experiment; details summary of 
the experiments can be found in Table 1 and Figure 1.

In experiment A, seven sub-samples of pre-incubated (set-up in 
August 2017) slurry were transferred to seven 60 mL experiment glass 
bottles. Hematite (Sigma-Aldrich, <5 μm, 99%) was added to six of the 
bottles to reach final concentration of 10 mM, as was done previously 
in Vigderovich et al. (2022). Each slurry was further diluted with fresh, 
filter-sterilized, and anoxic porewater and was crimped-sealed. The 
final headspace volume in the experiment bottles was 20 mL. The 
bottles were flushed with N2 for 5 min, shaken vigorously, and flushed 
again thrice (Sivan et al., 2014) to confirm anoxic starting conditions. 
This was verified with an optical oxygen sensor (details in the 
analytical methods below). The killed control bottle was autoclaved 
twice, cooled and only then hematite was added to the killed control 
bottle. Finally, 1.5 mL of methane was injected into all the experiment 
bottles (1 mL 12CH4 + 0.5 mL 13CH4) to reach final concentration of 
7.5% methane in the headspace. The experiment consisted of four 
treatments, 0% O2 + hematite, 1% O2 + hematite, 0.1% O2 + hematite, 
and killed control with 1% O2 + hematite (“% O2” refers to the oxygen 
concentrations in the headspace). The treatments were set up in 
duplicates. The duration of this experiment was 70 days. During that 
time porewater samples were taken for dissolved Fe(II) concentrations 
and δ13C-DIC analyses. Oxygen gas (99.999%, MAXIMA, Israel) was 
injected into the specific bottles once a week and the oxygen levels in 
the headspace were monitored. A sample was taken from the 1% O2 
treatment at the start of the experiment and after 52 days for 
metagenome analysis. The experiment bottles were kept after the 
experiment ended, and a sample for lipid analysis was taken after 
558 days.

Experiment B was set-up from pre-incubated slurry (set-up in 
September 2018), similarly to experiment A. It consisted with the 
seven following treatments 13CH4, 10 mM hematite, hematite + BES, 
0.3% O2 + hematite, 1% O2 + hematite, 20% O2 + hematite, 1% 
O2 + hematite + BES, and killed control + 1% O2 + hematite + BES. 1 mL 
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TABLE 1 Experiments detail summary.

Experiment Sediment 
collection 
time

Treatment No. of 
bottles

12CH4 
[mL]

13CH4 
[mL]

CH4 in 
headspace 

[%]

Hematite 
[mM]

O2 in 
headspace 

[%]

13CH3OH 
[mM]

BES 
[mM]

Sampling point 
for 

metagenome/16S 
rRNA gene [days]

Duration

A Aug-17 13CH4 + hematite+1% O2 2 1 0.5 7.5 10 1 0, 52 70

13CH4 + hematite+0.1% O2 2 1 0.5 10 0.1

13CH4 + hematite 2 1 0.5 10

killed+13CH4 + hematite+1% 

O2

1 1 0.5 10 1

B Sep-18 13CH4 2 1 5 111

13CH4 + hematite 2 1 10

13CH4 + hematite+BES 2 1 10 20

13CH4 + hematite+0.3% O2 2 1 10 0.3

13CH4 + hematite+1% O2 2 1 10 1

13CH4 + hematite+20% O2 2 1 10 20

13CH4 + hematite+1% 

O2 + BES

2 1 10 1 20

Killed+13CH4 + hematite+1% 

O2 + BES

2 1 10 1 20

C Mar-21 CH4 + hematite+1% O2 5 1.5 4.2 10 1 37

N2 + hematite+1% O2 3 10 1

D Dec-18 no additions 3 0 (two samples) 147

13CH3OH 3 0.56 459

13CH4 3 1 4.2

Killed+13CH3OH 2 0.56

E Dec-18 no additions 2 0 129

13CH3OH 2 0.56

13CH3OH + BES 2 0.56 20 284

13CH3OH + hematite 2 10 0.56 284

hematite 2 10
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of BES stock solution (0.8 M) was injected into the specific treatment 
bottles to reach a final concentration of 20 mM, as was previously 
shown to inhibit the AOM in these sediments (Bar-Or et al., 2017). 
The final headspace volume of the bottles was 24 mL. The treatments 
were set up in duplicates. Due to a mistake, 13C-labeled methane was 
injected into all experiment bottles in two pulses, 200 μL in the 
beginning of the experiment and another 1 mL after 21 days, reaching 
5% methane in the headspace. It should be  noted that in this 
experiment (and in experiment D) only 13C-labeled methane was 
injected into the bottles, in a lower volume than experiment A. The 
methane concentrations were enough to sustain methane oxidation, 
and the higher labeling resulted in a faster 13C-labeling of the DIC in 
the bottles without oxygen. During the experiment time of 111 days, 
water samples were taken for dissolved Fe(II) concentrations and 
δ13CDIC. In addition, the oxygen levels were monitored in the 
headspace, and oxygen gas was injected into the specific bottles 
once a week.

Fresh sediments for experiment C were collected from the 
methane generating zone of a core collected in March 2021, were cut 
under anaerobic conditions into a zip lock bag, and 7 g of sediment 
sample was transferred to eight pre-autoclaved 60 mL glass bottles 
under a laminar hood. Hematite was added to all bottles (final 

concentration of 10 mM). Fresh, filter-sterilized, and anoxic porewater 
from the same depth as the sediments was added to reach a 1:3 
sediment-to-porewater ratio. The final headspace volume was 
32 mL. The bottles were crimped-sealed and flushed with N2 for 1 h 
and stored in the dark at 4°C for 5 days. To the headspace of each 
bottle, 1.5 mL of air was injected to reach 1% oxygen in the headspace. 
1.5 mL of methane was added to five of the bottles, and 1.5 mL of N2 
to the rest. Methane concentrations in the bottles headspace were 
4.2%. The experiment consisted of two treatments: hematite + O2 + CH4 
in a N2 headspace and hematite + O2 in a N2 headspace. Oxygen 
concentrations were monitored in the headspace daily and when the 
levels depleted, the bottles were flushed with N2, subsequently, air was 
reinjected to all bottles, and CH4 to the relevant treatment bottles. The 
experiment bottles were sampled for dissolved Fe(II) concentrations 
and metagenome analysis (not presented here). The experiment’s 
duration was 37 days.

Experiment D was set-up from a pre-incubated slurry (set-up 
in December 2018) in the same fashion as experiment B and 
consisted of four treatments, 13CH3OH, 13CH4, killed control 
+13CH3OH, and live control (no additions). For the methanol 
labeling, a stock of 101 mM concentration of 13C-labeled methanol 
was prepared. Then, 0.2 mL of the stock was injected into the 

FIGURE 1

Summary of the experimental settings. Two experiment types are presented (in green): “fresh slurry incubations” with freshly collected methane-
generating sediments and porewater from the same depth in a 1:3 sediment-to-porewater ratio. This type includes only experiment C. The second 
type is “two-stage slurry incubations.” Methane-generating sediments are incubated first in a 1:1 sediment-to-porewater ratio with 13C-labeled 
methane. In the second stage, the slurry is divided into smaller incubations with different amendments and diluted to a 1:3 sediment-to-porewater 
ratio. This type includes experiments A, B, D, and E. The experiments are divided according to their purpose (in blue). Experiments A–C test the link 
between aerobic methanotrophy and iron reduction by oxygen injections; thus, they are hypoxic experiments. In these experiments, δ13CDIC, dissolved 
Fe(II) and oxygen concentrations in the headspace were measured regularly. A sample from the 1% O2 treatment in experiment A was taken for 
metagenome and lipid analyses. Experiments D and E test methanol as a potential intermediate in methanotrophy under anoxic conditions. In these 
experiments, δ13CDIC, dissolved Fe(II) and CH4 concentrations were measured. Samples from both experiments were taken for 16S rRNA gene amplicon-
based sequencing and lipid analysis. Asterisks denote treatments without oxygen injections (i.e., 0% O2 in the headspace).
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relevant experiment bottles. The final 13CH3OH concentration in 
the bottles was 0.56 mM. The killed control bottles were autoclaved 
twice and cooled, only then 13CH3OH was injected into them. The 
final head space volume in the experiment bottles was 24 mL. One 
milliter of 13C-labeled methane was injected into the relevant 
treatment bottles (4.2% methane in the headspace). All the 
treatments were set up in triplicates except for the killed control, 
which was set up in duplicates due to the limited amount of the 
original 1:1 slurry that was used for this experiment. The duration 
of this experiment was 147 days, in which porewater was sampled 
for dissolved Fe(II) concentrations and δ13CDIC, and the headspace 
was sampled for methane concentrations and δ13CCH4. Two samples 
for 16S rRNA amplicon-based sequencing were taken from the 
unamended slurry at the beginning of the experiment (as t0), and 
another sample, after the experiment ended, at day 459 of 
incubation from the 13CH3OH treatment. Samples for lipid analysis 
from the 13CH4 and 13CH3OH treatments were taken after 462 days.

Experiment E was set-up from a pre-incubated slurry (set-up in 
December 2018) similarly to experiment D and consisted of five 
treatments, live control (no additions), 13CH3OH, 13CH3OH + BES, 
13CH3OH + hematite, and hematite. Each treatment was set up in 
duplicates. Hematite (Sigma-Aldrich, <5 μm, 99%) was added to reach 
a final concentration of 10 mM. BES was added to the bottles as in 
experiment B, and 13CH3OH was added as in experiment D. The final 
head space volume in the experiment bottles was 24 mL. All treatments 
were set up in duplicates. The duration of this experiment was 
129 days, in which porewater was sampled for dissolved Fe(II) 
concentrations and δ13CDIC, and the headspace was sampled for 
methane concentrations. Samples for 16S rRNA amplicon-based 
sequencing were taken from the unamended slurry at the beginning 
of the experiment and after the experiment ended, at day 284 of 
incubation, from the 13CH3OH + BES and 13CH3OH + hematite 
treatments. Samples for lipid analysis from the same treatments were 
taken after 287 days.

2.4. Analytical methods

2.4.1. Geochemical measurements
Dissolved Fe(II) samples were analyzed using the ferrozine 

method (Stookey, 1970) by a Hanon i2 visible spectrophotometer at a 
562 nm wavelength with a detection limit of 1 μM. Samples for δ13CDIC 
and δ13CCH4 values were measured on a DELTA V Advantage Thermo 
Scientific isotope-ratio mass spectrometer (IRMS) with a precision of 
±0.1‰. Reported results refer to the Vienna Pee Dee Belemnite 
(VPDB) standard. Oxygen concentrations in the headspace were 
measured by a fiber optic oxygen meter (Fibox 3 trace, PreSens), using 
an optical oxygen sensor (type PSt6) glued to the inside of the 
experiment bottle, with a detection limit of 1 ppb. Methane 
concentrations were measured on a gas chromatograph (FOCUS GC, 
Thermo Fisher), equipped with a flame ionization detector (FID) with 
a detection limit of 1 nmol of methane.

2.4.2. Lipid analysis and calculation of new 
production

A sub-set of samples (Table 2) was investigated for the assimilation 
of 13C-labeled methane into polar lipid-derived fatty acids (PLFAs) 
and ether lipid-derived hydrocarbons. A total lipid extract (TLE) was 

obtained according to Sturt et al. (2004) based on a modified Bligh & 
Dyer protocol. Before extraction, 1 μg each of 1,2-diheneicosanoyl-sn-
glycero-3-phosphocholine and 2-methyloctadecanoic acid was added 
as internal standard. PLFAs in the TLE were converted to fatty acid 
methyl esters (FAMEs) using saponification with KOH/MeOH and 
derivatization with BF3/MeOH (Elvert et al., 2003). Total ether lipid-
derived biomarkers in the TLE were obtained using ether cleavage 
with BBr3 followed by reduction with lithium triethylborohydride, 
forming hydrocarbons (Lin et al., 2010). For the O2-treated sample, 
ether lipid-derived hydrocarbons were obtained from the intact polar 
fraction, which was separated from the apolar archaeal lipid 
compounds using preparative liquid chromatography (Meador et al., 
2014) and processed as those present in the TLE. Both FAMEs and 
ether-cleaved hydrocarbons were analyzed by a GC–mass 
spectrometry (GC–MS; Thermo Finnigan TRACE GC coupled to a 
TRACE MS) for identification and by GC-IRMS (Thermo Scientific 
TRACE GC coupled via a GC IsoLink interface to a DELTA V Plus) 
to determine δ13C values using column and temperature program 
settings described by Aepfler et al. (2019). δ13C values are reported 
with an analytical precision better than 1‰ as determined by long-
term measurements of an n-alkane standard with known isotopic 
composition of each compound. The incorporation of 13C-methane or 
13C-methanol into PLFAs was calculated as the product of excess 13C 
and the amount of PLFA carbon based on quantification via GC-FID 
measurements. Excess 13C is the difference between the fractional 
abundance (F) of 13C in PLFAs after relative to the t0 sample where 
F = 13C/(13C + 12C) = R/(R + 1), with R being derived from the measured 
δ13C values as R = (δ13C/1000 + 1) × RVPDB.

2.4.3. DNA extraction, 16S rRNA gene V4 
amplicon-sequencing, and metagenomics

DNA was extracted from six sediment slurries samples (stored at 
−20°C) of the experiments D and E. Two samples from t0 of 
experiment D and one sample from the 13CH3OH treatment. From 
experiment E one sample of t0 and one sample from each of the 
following treatments 13CH3OH + BES and 13CH3OH + hematite. This 
was done by using the PowerSoil™ DNA Isolation Kit (QIAGEN, 
Hilden, Germany), according to the manufacturer’s instructions and 
stored at −80°C. The 16S rRNA gene amplicon-based sequencing 
targeting the V4 region was performed using modified primer pair 
with consensus sequence CS1_515F (ACACTGACGACATGGTTCTA 
CAGTGCCAGCMGCCGCGGTAA) and CS2_806R (TACGGT 
AGCAGAGACTTGGTCTGG ACTACHVGGGTWTCTAAT; Sigma-
Aldridge, Israel; Walters et al., 2015). 25 μL reactions of the first PCR 
contained 12.5 μL KAPA HiFi HotStart ReadyMix (KAPA Biosystems, 
Wilmington, WA, United States) and 0.75 μL forward and reverse 
primers at a final concentration of 300 nM each. The PCR conditions 
were an initial denaturation at 95°C for 3 min, followed by 25 cycles of 
98°C for 20 s, 60°C for 15 s, and 72°C for 30 s. PCR products were 
visualized on a 2% agarose gel to measure the bands’ relative intensity. 
Samples were pooled and purified using calibrated Ampure XP beads 
and used for library preparation. PCR visualization, purification, 
library preparation, and sequencing (2 × 250 bp pair-end reads) were 
performed at HyLabs (Israel) and sequenced on an Illumina MiSeq 
platform. Metagenomic libraries were constructed using NEBNext® 
Ultra™ IIDNA Library Prep Kit (Cat No. E7645) and sequenced as 
circa 100 million 150 bp paired-end reads using the Illumina NovaSeq 
at Novogene (Singapore). For metagenomics, we used the genomic 
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DNA from two samples of the 1% O2 + hematite treatment of 
experiment A: (i) at beginning of the experiment (t0) and (ii) after 
52 days. Total genomic DNA was extracted using the DNeasy 
PowerLyzer PowerSoil Kit (Qiagen). Genomic DNA was eluted using 
50 μL of elution buffer and stored at −20°C. Metagenomics libraries 
were prepared at the sequencing core facility at the University of 
Illinois Chicago using the Nextera XT DNA library preparation kit 
(Illumina, United  States). Between 19 and 40  million, 2 × 150 bp 
paired-end reads per library were sequenced using Illumina 
NextSeq 500 metagenomes.

2.4.4. Bioinformatics
For the amplicon reads, QIIME2 V.2020–11 (Bolyen et al., 2019) 

was used for demultiplexing of the paired-end reads and following 
analysis. Sequence quality was assessed using the q2-demux plugin. 
Merging of reads into Amplicon Sequence Variants (ASVs) was done 
with DADA2 (Callahan et al., 2016), using the q2-dada2 plugin. To 
account for length variations, ASVs were defined by clustering at 
100% similarity (Rognes et al., 2016). The 138-SILVA QIIME-release 
database was used for taxonomy assignment, at 99% clustering (Quast 
et al., 2012). The q2-feature-classifier plugin (Bokulich et al., 2018) was 
used to build the classifier (Extract-reads and fit-classifier-naive-bayes 
methods). Classification of the ASVs was done via the classify-sklearn 
method (ver. 0.23.1; Pedregosa et al., 2011). Downstream analysis in 
R was performed using the packages phyloseq (McMurdie and 
Holmes, 2013), and ggplot2 (Wickham, 2016). The QIIME2 feature-
table plugin was used to generate the Heatmaps (Hunter, 2007; 
McDonald et al., 2012).

For metagenomics, read quality control, assembly, and binning 
were performed within ATLAS v2.1 framework (Kieser et al., 2020), 
using SPAdes v3.14 (Prjibelski et al., 2020) as assembler, as well as 
binning using metabat (Kang et al., 2015) and maxbin2 (Wu et al., 
2016), finalized by DAStool (Sieber et  al., 2018). Metagenome-
assembled genomes were dereplicated using the 0.975 cutoffs with 
dRep (Olm et al., 2017). The relative read abundance was estimated by 
mapping the metagenomic reads at 0.9 identities to the genomes using 
BBMap (Bushnell, B., https://sourceforge.net/projects/bbmap/).

2.5. Statistical analysis

We measured the change in Fe(II) concentrations after the 
addition of methane or nitrogen in experiment C in four time points 
(after 0, 11, 23, and 37 days). To assess the change over time, 
we performed a separate statistical analysis for both treatments, via 

one-way repeated measures ANOVA. To analyze the differences 
between treatments, Two-way repeated measures ANOVA was 
performed. Post hoc tests were performed by pairwise t-tests, with 
Bonferroni correction for multiple testing. To achieve normality Fe(II) 
concentrations were Log10 transformed. Analysis was performed in 
R using the rstatix package.

3. Results

3.1. Aerobic methanotrophy and iron 
reduction

Three incubation experiments (A, B, and C) tested how exposure 
to limited amounts of oxygen affects the methanotrophy and iron 
reduction in methane-generating sediments of Lake Kinneret. In 
experiment A, oxygen was injected repeatedly to reach two final 
concentrations (1 and 0.1%) in the headspace. The δ13CDIC values of 
the 1% O2 treatment increased intensively and reached up to 2,500‰ 
(Figure  2A; Supplementary Table S1). In the 0.1% treatment, the 
values increased by 37‰ during the experiment. The values of the 
bottles without the addition of oxygen also increased during the 
experiment, but only by 19‰. The average initial dissolved Fe(II) 
concentrations were 20 ± 8 μM. The highest Fe(II) concentrations 
change was in the 1% O2 treatment (Figure 2B; Supplementary Table S2). 
The change in Fe(II) concentrations of the control and the 0.1% O2 
treatments were 16 and 11 μM, respectively. Using the more frequent 
O2 measurements in the beginning of the experiment, the oxygen 
consumption rate was calculated to be 0.03% O2 per g sediment per 
day (Figure 2C).

To corroborate the findings obtained in experiment A and to 
extend our comprehension of the impact of oxygen on iron reduction, 
experiment B (Figure 3; Supplementary Figure S1) was set up. Oxygen 
was injected to reach three different concentrations of 0.3, 1, and 20% 
in the headspace. The δ13CDIC values of the 20% O2 treatment were the 
highest (>10,000‰), and the 1% O2 treatments, with and without BES, 
reached approximately 2,000‰ after 60 days (Figure  3A; 
Supplementary Table S3). Both treatments were not measured for 
δ13CDIC after 60 days because of a memory effect of the IRMS (due to 
the very high isotopic values). The δ13CDIC values of the 0.3% oxygen 
treatment reached 2,381‰ at the end of the experiment. The isotopic 
values of the 13CH4-only and hematite treatments increased as well and 
reached 261 and 210‰ (respectively) by the end of the experiment. 
The δ13CDIC values of the hematite and BES treatment did not change 
throughout the experiment (Supplementary Figure S1). The average 

TABLE 2 Isotope change (in ‰) of most diagnostic bacterial fatty acids and archaeol-derived phytane compared to DIC as an overall indicator of 

methane/methanol turnover (complete isotopic pattern can be found in Supplementary Table S5).

Experiment Treatment iC15:0 C16:1ω7 Phytane δ13CDIC Sum of 13C in 
bacterial fatty acids 

(ng 13C/g dw)

D 13CH4 −27 −42 −3 300 1.2

D 13CH3OH 170 −7 2,300 2,500 7.8

E 13CH3OH + BES 710 850 −5 2,500 20.3

E 13CH3OH + hematite 710 140 1,600 2,800 16.1

A 13CH4 + hematite+1% O2 480 4,100 16 2,500 57.9

In addition, the calculated sum of newly produced bacterial fatty acids is presented. Samples were taken from experiments D and E after 462 and 287 days of incubation, respectively.
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initial dissolved Fe(II) concentrations were 40 ± 6 μM. The change in 
the Fe(II) concentrations increased in all treatments, except for the 
20% O2 treatment which remained the same with low concentrations 
(Figure 3B; Supplementary Table S4). The highest change was in the 
1% O2 treatment with the addition of BES, then the treatment with 1% 
O2 without BES, then 0.3% O2 treatment. Dissolved Fe(II) 
concentrations of the treatments without oxygen increased as well, 

however much lower than the treatments to which oxygen 
was injected.

The third experiment (experiment C) used fresh sediments and 
consisted of two treatments, one with a headspace of N2 and methane 
and the other with a headspace of only N2. Air was injected into both 
treatments to reach a 1% O2 concentration in the headspace and 
reinjected each time the oxygen depleted. The average initial dissolved 

FIGURE 2

Development of δ13CDIC (A), Δ dissolved Fe(II) (B), and %O2 (C) during experiment A with the additions of 13C-labeled methane, 10  mM hematite and 
injection of oxygen. Black upside-down triangles in panel (B) represent oxygen injections time. Error bars represent the average deviation from the 
mean of duplicate bottles.

FIGURE 3

Net change of δ13CDIC after 61  days (A) and dissolved Fe(II) after 111  days (B) of experiment B, where 10  mM hematite and 20  mM BES were added in 
addition to 13C-labeled methane and oxygen injections. Error bars represent the average deviation from the mean of the duplicate bottles.
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Fe(II) concentrations were 27 ± 3 μM. Fe(II) concentrations measured 
in the treatment with methane addition did not alter significantly 
throughout the experiment. A slight non-significant average decrease 
(of 8 μM) was noted between day 0 and day 11. Final concentrations 
after 37 days were 24.3 ± 5 μM. In the treatment without methane, 
concentrations decreased significantly (F = 122.1, p = 9.1×10−6). Fe 
concentrations were lower at the end of the experiment after 37 days 
by 22.7 μM (t = 11.1, p = 0.032) and stood at 4.5 ± 1.2 μM. Similarly, post 
hoc pairwise comparisons indicate concentrations were higher at day 
0, compared to the other time points (Figure 4; Supplementary Data). 
Two-way repeated measured ANOVA showed a significant correlation 
between time and treatment (F = 73.7, p = 4 × 10−5). Post hoc analysis 
revealed Fe(II) concentrations did not differ at day 0. Subsequently, at 
the following time points (11, 23, and 37 days), concentrations were 
significantly and consistently lower at the treatment without methane 
(Figure 4; Supplementary Data).

Metagenomic analysis was performed on the 1% O2 + hematite 
treatment at t0 and after 52 days. The results show an increase in the 
relative abundance of the methanotrophic bacteria Methylomonas 
(5.4%), Methylobacter (2%), and the methylotrophic bacterium 
Methylotenera (1.5%) during the experiment (Figure 5A). A small 
increase was also observed in the relative abundance of 
Desulfuromonas (0.02%) and Geobacter (0.04%). In this treatment, a 
decrease of 0.2 and 2.7% in the relative abundance of archaea 
Methanothrix and the Methanofastidiosales order (respectively) 
was observed.

Isotopes and concentrations analyses of PLFAs during the oxygen 
experiment provide a base for calculating the production of newly 
formed fatty acids. Our analysis shows a pattern indicative of aerobic 
methanotrophs being highly stimulated (Figure 5B), with new 13C 
production ranging between 4 and 20 ng 13C/g dw observed for 

dominating C14:0, C16:1ω7, C16:1ω5, and C16:0. This PLFA pattern matches 
the one provided by Bar-Or et al. (2017) (Supplementary material), 
but the new production is four times higher during active addition of 
oxygen, as performed here.

3.2. Methanol intermediate as a potential 
substrate for methanotrophy

We explored the involvement of methanol in methanotrophy and 
iron reduction, due to our former suggestion of potential methane 
activation by archaea and the release of available intermediates to the 
methanotrophs (Bar-Or et al., 2017). Of those, methanol would be the 
most probable candidate. During those anoxic slurry experiments, 
we observed an inhibition of the overall process by BES addition. Using 
13C-labeled methanol, two incubation experiments (D and E) 
tested the involvement of methanol. In experiment D (Figure  6; 
Supplementary Figure S2), the methane concentrations increased in all 
treatments except for the killed control. The highest change in methane 
concentrations was observed in the methanol treatment (6.2 μmol/g dw). 
The change in methane concentrations was the same in the no-addition 
and the methane treatments (2.6 μmol/g dw; Figure 6A). The δ13CCH4 
values in the 13C-labeled methanol treatment reached the highest value 
(67,000‰) compared to the no-addition value (−18‰) and the killed 
control (300‰; Figure 6B). Throughout the experiment δ13CDIC values 
of the 13C-labeled methanol treatment increased to ~2,500‰ in, and to 
260‰ in the 13C-labeled methane treatment (Figure 6D). The average 
initial dissolved Fe(II) concentrations were 28 ± 6 μM. The dissolved 
Fe(II) concentrations increased in all treatments except for the killed 
control treatment, with the highest increase noted in the 13C-labeled 
methane treatment (13.8 μM; Figure 6C).

FIGURE 4

Development of dissolved Fe(II) concentrations over time in experiment C are presented as boxplots, with (purple) and without (cyan) methane in the 
headspace. The error bars indicate the measurements of replicate bottles. Significance levels; *p  ≤  0.05; **p  ≤  0.01; ***p  ≤  0.001. Air was injected into 
the bottles to reach 1% O2 in the headspace at the following time points: 2, 5, 10, 11, 12, 13, 14, 15, 18, 21, and 23 (days from the start of the experiment).
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In experiment E, BES and hematite were added to the slurries in 
addition to 13C-labeled methanol to test the involvement of 
methanogens. Methane concentrations increased in all treatments 

except for the methanol + BES treatment. The methanol and the 
methanol + hematite treatments show the highest change of 5.7 μmol/g 
dw, while the no-addition and hematite treatments increased by 3 and 

FIGURE 5

(A) Change in the relative abundance of the 16S rRNA gene from metagenome analysis of the 1% O2 with hematite addition treatment of Experiment A 
(sampled after 52  days). (B) Newly produced fatty acids of the same treatment (in ng 13C/g dw) after 558  days.

FIGURE 6

Net changes of CH4 (A), δ13CCH4 (B), dissolved Fe(II) (C), and δ13CCH4 (D) after 147 days of Experiment D with the addition of 13C-labeled methanol (δ13CCH4 
was measured after 61 days). Error bars represent the average deviation from the mean of triplicate bottles.
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2 μmol/g, respectively (Figure 7A). The δ13CDIC values in the methanol 
and the methanol + hematite treatments increased during the 
experiment by 2,389 and 2,409‰, respectively (Figure  7B). The 
δ13CDIC of the methanol + BES increased by the end of the experiment 
by 2,809‰; however, the slope during the first 14 days was relatively 
low compared to the slope between day 14 and the end of the 
experiment (Supplementary Figure S3). The average initial dissolved 
Fe(II) concentrations were 50 ± 7 μM. Dissolved Fe(II) concentrations 
increased by about 7 μM in the hematite and methanol + hematite 
treatments (Figure  7C). In the methanol + BES treatment, the 
concentrations increased by 12 μM throughout the experiment. The 
concentrations of the no-addition and methanol treatments remained 
the same.

Samples from experiments D and E were analyzed for the isotopic 
composition of bacterial fatty acids and archaeal-derived isoprenoid 
hydrocarbons (Table 2; Supplementary Table S5). The δ13C values of 
the archaeol-derived phytane in the 13C-methanol treatments with and 
without hematite addition were 1,600 and 2,300‰, respectively. In 
contrast, in treatments with methane and 13C-methanol plus BES δ13C 
values were − 3 and − 5‰, respectively. Fatty acids mostly indicative 
of heterotrophic bacteria (iC15:0, Aepfler et  al., 2019) from the 
13C-labeled methanol treatment were slightly enriched in 13C. The 
enrichment was more pronounced in the treatments with the addition 
of BES and hematite. In addition, there was a strong 13C-enrichment 
in the fatty acid C16:1ω7, which can be affiliated with methylotrophic 
bacteria (Guckert et al., 1991), specifically considering the conditions 
applied here. The highest value was found in the treatment with BES 
(up to 850‰), then with hematite, and a small enrichment in the 
treatment with methanol only. No change in δ13C values of fatty acids 
was observed in the methane treatment. A combination of fatty acid 
carbon isotope values and their corresponding concentrations were 
used to calculate the portion of newly produced fatty acids (in ng 13C/g 
dw; Supplementary Figure S7). These patterns are different from that 
observed for the oxygen experiment which is highly specific for 
aerobic methanotrophs and shows much higher 13C incorporation. 
Nonetheless, new production is still fairly high in the methanol 
treatments with new production ranging from 0.5 to 4.5 ng 13C/g dw 
for the most diagnostic fatty acids iC15:0 and C16:1ω7. Other fatty acids 
such as aiC15:0, C16:0, and C18:1ω7 are also showing new production values 
higher than 1.0 ng 13C/g dw, especially when methanogens were 
inhibited or when iron reduction was stimulated by hematite 

additions. This trend is also visible using the sum of all newly 
produced bacterial fatty acids as an indicator of the overall turnover 
capacity of bacteria during the different treatments (Table 2). The 
highest amount of new production was found when oxygen is 
introduced (57.9 ng 13C/g dw), whereas the lowest amount was 
detected during addition of 13CH4 (1.2 ng 13C/g dw). Methanol 
additions resulted in new productions of 7.8 ng 13C/g dw, and 20.3 and 
16.1 ng 13C/g dw, when BES and hematite was used, respectively.

To study the microbial community associated with methanotrophy 
related to methanol addition, samples supplemented with methanol 
(experiment D), methanol and BES, and methanol and hematite 
(experiment E) were sent for 16S rRNA amplicon-based sequencing. 
Following taxonomic classification, our analysis indicated archaea 
accounted for a significant percentage of the microbial population of 
all treatments (between 28.3 and 37.5%, Supplementary File 1), and 
the remaining reads were assigned to bacteria. All ASVs of both 
experiments are also presented in Supplementary File 1. A 
substantially larger number of Bacterial Classes and Orders was noted 
(experiments D: 129 classes and 228 Orders; experiment E: 112 classes 
and 199 Orders), compared to Archaea (experiment D: 17 classes and 
24 Orders; experiment E: 18 classes and 28 Orders). 
Supplementary Figure S4 presents the most abundant (>1%) Bacterial 
Classes and Archaeal Orders in experiments D and E. Six prominent 
bacterial Classes accounted for about 50% of the bacterial reads, with 
slight alteration observed from T0 to the methanol, methanol + BES 
and methanol + hematite additions: Anaerolineae, Dehalococcoidia, 
Gammaproteobacteria, Sva0485, Thermodesulfovibrionia, and 
Aminicenantia (Supplementary Figure S4B). Similarly, the six 
prominent Archaea orders, accounted for over 80% of the archaeal 
reads, with minor variations: Bathyarchaeia, Methanomicrobiales, 
Marine Benthic Group D and DHVEG-1, Woesearchaeales, 
Methanosarciniales and Methanofastidiosales 
(Supplementary Figure S4A).

We identified methanogens of the orders Methanosarciniales, 
Methanomassiliicoccales, Methanomicrobiales, Methanocellales, Ca. 
Methanomethyliales and Ca. Methanofastidiosales. Methanogens of 
the genus Methanomethylovorans (0.6% of total reads), were only 
detected after methanol addition to the slurries, compared to t0 of 
experiment D (Supplementary Figures S5A, S6A). Similarly, the genus 
Methanosarcina (2.4% of total reads) was predominantly found after 
methanol addition. An increase in the relative abundance of Ca. 

FIGURE 7

Net changes of CH4 (A), δ13CDIC (B), and dissolved Fe(II) (C) after 129  days of Experiment E with the addition of 13C-labeled methanol, hematite, and BES. 
Error bars represent the average deviation from the mean of duplicate bottles.
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Methanomethylicus was noted (from 0.16 to 0.32% of total reads). In 
contrast, the relative abundance of the Methanomassiliicoccaceae 
family was reduced (from 0.38 to 0.28% of total reads) in the presence 
of methanol. Slight decreases were observed after methanol addition 
in the genera Methanosaeta (2.6–1.9% of total reads), Methanoregula 
(1.36–1.5% of total reads), and Methanolinea (3.2–2.75% of total 
reads). As expected, after BES addition, the relative abundance of all 
the methanogens decreased compared to t0 of experiment E, excluding 
Methanosarcina which was only observed after BES addition 
(Supplementary File 1).

Aerobic methanotrophs were also observed in both experiments 
(Supplementary Figures S5B, S6B). The Gammaproteobacteria family 
Methylophilaceae, comprising type I aerobic methanotrophs (Deng 
et al., 2019), was detected at low relative abundance (0.02 and 0.05% 
of total reads) after the addition of methanol. The family 
Methylococcaceae (class Gammaproteobacteria), which is also 
comprised of type I methanotrophs (Taubert et al., 2019), was found 
in all samples of both experiments. After methanol addition, 
Methylococcaceae relative abundance decreased (from 0.28 to 0.21% 
of total reads). An increase (from 0.2 to 0.3%) was noted after the 
addition of hematite. Methylocystis (Alphaproteobacteria), a type II 
strictly aerobic methanotroph (Bowman, 2006; Belova et al., 2011), 
was observed in both experiments at low relative abundance (between 
0.04 and 0.08% of total reads). Although Methylocystis relative 
abundance did not change significantly after methanol addition, when 
methanol and hematite were added, it increased compared to t0 (from 
0.05 to 0.08% of total reads). Methanol addition also increased the 
relative abundance of bacteria capable of iron-reduction: ca. 
Omnitrophus (from 1.1 to 1.64% of total reads), Anaeromyxobacter 
(from 0.34 to 0.47% of total reads), Desulfuromonas (from 0.07 to 
0.15% of total reads) and Thermoanaerobaculum (from 1.44 to 1.57% 
of total reads). Even more profound increases were observed for most 
of the aforementioned iron reducers in the presence of hematite 
(Supplementary Figures S5C, S6C, Supplementary File 1).

4. Discussion

4.1. Aerobic conditions (re)activate 
methanotrophy and promote net iron 
reduction

Methane oxidation in Lake Kinneret sediments has been observed 
in pore-water profiles, models, on-top core, and incubation 
experiments; however, the observed oxidation was considered 
anaerobic due to the anoxic nature of the sediments (Adler et al., 2011; 
Sivan et  al., 2011; Bar-Or et  al., 2017; Vigderovich et  al., 2022). 
Nevertheless, evidence for aerobic methanotrophy was presented in 
different microbial profiles (Bar-Or et  al., 2015) and incubation 
experiments (Bar-Or et al., 2017; Elul et al., 2021) of Lake Kinneret 
sediments and, similarly, in other highly reduced freshwater 
environments around the world (Blees et al., 2014; Milucka et al., 
2015; Oswald et al., 2016b; Martinez-Cruz et al., 2017; Van Grinsven 
et al., 2020, 2021; Su et al., 2022). This may be due to the slow release 
of remnant oxygen from clay-containing sediments, as proposed in 
Wang et al. (2018), or due to the continuous production of low oxygen 
levels in the anoxic environment, which is immediately used by 
methanotrophs and thus does not poison the anaerobes (Ettwig et al., 

2010; Dershwitz et  al., 2021; Kraft et  al., 2022). An alternative 
explanation may be  the potential survival of methanotrophs 
performing anaerobic metabolism under hypoxia conditions (Kits 
et al., 2015; Orata et al., 2018; Zheng et al., 2020; Cheng et al., 2022). 
In Lake Kinneret, aerobic methanotrophs and Fe-AOM co-occur at 
the same depth, raising the possibility that iron reduction is somehow 
associated with aerobic activity. Here we explored the potential aerobic 
methanotrophy in hypoxic methane-generating sediments of Lake 
Kinneret and assessed its influence on iron reduction.

The link between aerobic methanotrophy and iron reduction was 
investigated by repeated oxygen injections into three sets of initially 
anoxic slurry incubation experiments with/out of methane in the 
headspace and with/out inhibition of methanogenesis. Our results 
indicate first that the aerobic methanotrophs in these sediments can 
be activated by even small oxygen levels, which means that they are in 
a dormant-like state or possess the ability to survive under anoxic 
conditions by using other electron acceptors as was previously shown 
with related methanotrophs (Kits et al., 2015; Orata et al., 2018; Zheng 
et al., 2020; Cheng et al., 2021).

Second, interestingly, the net iron reduction increased along with 
the oxygen levels, up to 1% O2 treatment. This increase was unexpected 
since dissolved Fe(II) was thought to be oxidized quickly when oxygen 
is introduced to the system, as can be seen in the 20% O2 treatment 
(Figure 3). Generally, Fe(III) reduction is considered to occur mainly 
under anoxic conditions, where it acts as an electron acceptor instead 
of oxygen, and the produced Fe(II) is stable (Straub et al., 2001; Lovley 
et al., 2004). Nevertheless, iron reduction under aerobic conditions 
has recently been demonstrated in pure culture of iron reducers 
(Zhang et al., 2019). Zhang et al. (2019) also noted a delay in Fe(II) 
oxidation under oxic conditions due to metabolites (citric and 
gluconic acids) and self-produced-siderophores secreted by the 
specific iron reducers (Actinobacteria) that were tested. These 
metabolites can bind Fe(II) to form stable complexes. In our slurries, 
a net increase in Fe(II) was observed in all the treatments where 
oxygen was injected. Higher levels of injected oxygen (up to 1%) 
resulted in higher Fe(II) levels. In experiment C, where fresh 
sediments were incubated (Figure 4), it seems that there is no Fe(II) 
build-up without the presence of methane, suggesting that 
methanotrophy is required to explain the increase in net iron 
reduction. This implies that the methanotrophs/methylotrophs 
contribute to the observed iron reduction, perhaps by secreting 
metabolites that are actively used by iron reducers (as a carbon source, 
for instance) or by functioning as Fe(II)-binding ligands.

The iron reduction in the methane-generating sediments could 
be performed by iron-reducing bacteria, but also by methanogens 
(Sivan et al., 2016) and even by aerobic methanotrophs (Zheng et al., 
2020); all three have been found in this depth of Lake Kinneret 
sediments (Bar-Or et al., 2015). It seems that before oxygen injection, 
natural iron reduction occurs in anoxic sediments by different iron 
reducers and perhaps by methanogens (Elul et  al., 2021). When 
oxygen is injected, it is used for aerobic methanotrophy and biotic/
abiotic Fe(II) oxidation. As a result, new and highly reactive (less 
crystalline) iron oxides precipitate. The increase in reactive iron oxides 
encourages iron reduction when oxygen levels are low and net iron 
reduction increases. In addition, some of the aerobic methanotrophs 
(i.e., Methylomonas and Methylosinus species) are known to be able to 
switch to iron reduction metabolism when oxygen levels are low 
(Zheng et  al., 2020), this contributes to the increase in net Fe(II) 
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concentrations. Experiment C indicates that when methanotrophy is 
scarce, there is no increase in the net iron reduction. This suggests that 
dissolved Fe(II) does not only increase due to the presence of oxygen 
but that methanotrophic bacteria activity is necessary for Fe(II) to 
accumulate, as was shown by Zhang et al. (2019). This potentially 
encourages iron reduction due to metabolites or an intermediate 
release during methanotrophy.

Hematite is considered a less reactive and more stable iron oxide 
compared to non-crystalline Fe-oxides, such as ferrihydrite, goethite 
or other iron(hydr)oxide (Poulton et al., 2004). Here, hematite was 
chosen to be the Fe(III)-oxide added to the slurries due to its stable 
nature, so that it will not disturb the system and shift it toward iron 
cycling. In addition, it is found naturally in the sediments and was 
shown to be the most available iron oxide for Fe-coupled AOM in 
incubations with Lake Kinneret sediments (Bar-Or et al., 2017). Here, 
in the hypoxic incubations, where oxygen was injected regularly, an 
aerobic metabolic pathway for methanotrophy was observed that 
promoted the iron reduction. It could be that addition of more reactive 
iron oxide to the experiments would cause more intense 
iron reduction.

From the results of the metagenome analysis on the 1% O2 
treatment of experiment A, it is evident that the methane oxidation 
is most likely performed by the type I methanotrophs Methylomonas 
and Methylobacter (Figure  4A). This is in line with previous 
observations from Lake Kinneret sediments, where the 
Methylococales order was detected in a microbial sediment profile 
and a slurry incubation experiment (Bar-Or et al., 2015, 2017; Elul 
et al., 2021). These methanotrophs were also noted in other anoxic/
hypoxic freshwater environments (Martinez-Cruz et al., 2017; Cabrol 
et al., 2020; Van Grinsven et al., 2020, 2021; Su et al., 2022). Another 
aerobic bacterium detected in experiment A is the non-methane-
oxidizing methylotroph Methylotenera. This methylotroph is known 
to co-occur with both Methylomonas and Methylobacter and oxidizes 
methanol excreted by the latter two as an intermediate during the 
methanotrophy process (Beck et al., 2013; Oshkin et al., 2015; Cao 
et  al., 2019). The iron reducers Geobacter and Desulfuromonas 
abundance increased as well. Both are well-documented anaerobic 
iron-reducing bacteria in aquatic sediments and soils (Lovley et al., 
2011; An and Picardal, 2015). As expected, the abundance of most 
methanogens and ANME-1 did not change during the experiment. 
The decrease in abundance of Methanothrix and the order 
Methanofastidiosales during the experiment suggests that ANME 
and methanogens are not involved in the observed methanotrophy, 
as indicated by the geochemical results. The results of the lipid 
analysis of the 1% O2 treatment are in line with the metagenomic 
results (Figure 5B). There is a similar pattern of the PLFAs to the one 
previously observed in an anaerobic incubation experiment (Bar-Or 
et al., 2017) but given the apparent amount of new production in 
iC15:0 (1.3 ng 13C/g dw) we  can speculate that this is the result of 
concomitant heterotrophic activity (Aepfler et al., 2019).

4.2. The role of methanol in Lake Kinneret 
sediments

To explain the results of the previous anaerobic incubation 
experiment (Bar-Or et  al., 2017), the production of potential 
intermediates that can be  channeled from archaea to aerobic 

methanotrophs was suggested. As the most probable candidate is 
methanol, its role was tested in anoxic methane-generating 
sediments in two slurry incubation experiments. Our results 
indicate that under anaerobic conditions, methanol additions 
fueled methylotrophic methanogenesis rather than methanol 
oxidation, as opposed to the fatty acids analyses of the 1% O2 
experiment (Figure 5B; Supplementary Figure S8) and previous 
observations (Bar-Or et al., 2017). In general, methanol addition 
increased methane concentrations and higher δ13CDIC values, 
originating from methylotrophic methanogenesis. This aligns with 
the strong 13C-enrichment of methylotrophic methanogen lipids 
(i.e., phytane and phytenes; Table  2; Supplementary Table S5). 
These isoprenoid hydrocarbons are indirect indicators of archaeol 
and hydroxyarchaeols produced by methylotrophic methanogens 
of the order Methanosarcinales (Sprott et al., 1993). Accordingly, 
the 16S rRNA sequencing results fit the biogeochemical 
observations and show changes in the relative abundance of 
various methanogens during the experiment. These ranged from 
acetoclastic and hydrogenotrophic methanogens, i.e., 
Methanosaeta, Methanoregula, and Methanolinea (Jetten et al., 
1992; Oren, 2014), to methylotrophic methanogens of the genera 
Methanosarcina, Methanomethylovorans, and Methanomethylicus 
(Smith, 1978; Ranalli, 1986; Lomans, 1999; Vanwonterghem, 2016; 
Supplementary Figures S5A, S6A). In the methanol treatment 
(experiment D), there was just a slight 13C-enrichment and hence 
an incorporation of methanol into bacterial fatty acids (Table 2). 
Nonetheless, this suggests that methanol addition also stimulated 
the activity of bacteria, either directly as a substrate or by 
consuming 13CO2 derived from methylotrophic methanogenesis, 
as expected in this kind of environment (Dijkhuizen and 
Harder, 1984).

In experiment E, some slurries were amended with BES and 
hematite, in addition to 13C-methanol, to test the potential of 
methanol turnover when methanogenesis is inhibited or additional 
electron acceptors available. Similarly, high δ13CDIC values in these 
treatments (Figure 7) suggest the direct oxidation of methanol by 
bacteria, which is also reflected in higher 13C-incorporations 
compared to those observed during the methanol-only experiment 
(Table  2). Even though the FA C16:1ω7 is associated with 
methylotrophs (Guckert et al., 1991), they were not detected in the 
16S rRNA sequencing results (Supplementary File 1). Alternatively, 
this FA could indicate the involvement of aerobic methanotrophs; 
however, their relative abundance decreased compared to the t0 
treatment (Supplementary Figure S6). Considering the increase in 
Fe(II) concentrations, these new production patterns of bacterial 
fatty acids may indicate the activity of iron reducers (Teece et al., 
1999; Zhang et  al., 2003). When methanogenesis was inhibited, 
there was a marginal 13C-enrichment in phytane and phytenes 
compared to the original values in the sediment (−32‰, 
Vigderovich et al., 2022). These results indicate that methylotrophic 
methanogens very likely outcompete heterotrophic bacteria for 
methanol in a natural system.

Hematite addition with and without methanol mostly 
encouraged net iron reduction. According to the δ13CDIC results, 
hematite does not appear to influence methanol oxidation. 
However, the isotopic composition of bacterial fatty acids revealed 
a more complex picture. It seems that the addition of hematite 
doubled the activity of the heterotrophic bacteria (Table  2), 
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indicating a shortage of electron acceptors in the slurry. The 
sequencing analysis showed a similar picture, where the relative 
abundance of several bacteria capable of iron reduction (i.e., ca. 
Omnitrophus, Anaeromyxobacter, and Thermoanaerobaculum) 
increased during the incubation time. Similar results were noted for 
the phylums Zixibacteria and Sva0485. Prior reports identified 
iron-reducing genes in both members (Treude, 2003; Kerin, 2006; 
Losey, 2013; Tan, 2019; Garber, 2020; Casar, 2021; Williams, 2021). 
Interestingly, the type I  aerobic methanotroph family 
Methylococcaceae was found in all treatments; however, it only 
increased in the methanol and hematite treatment. Members of this 
family have been previously found in suboxic and anoxic 
environments, such as lake sediments (Bar-Or et  al., 2015; 
Martinez-Cruz et al., 2017; Elul et al., 2021; Su et al., 2022) and in 
the anoxic hypolimnion of freshwater lakes (Blees et  al., 2014; 
Oswald et  al., 2016a; Rissanen et al., 2021). This increase could 
indicate a potential metabolism that can sustain these 
methanotrophs in natural anaerobic environments.

5. Conclusion

Aerobic methanotrophs were previously discovered in anaerobic 
methane generating Lake Kinneret sediments. However, their ability 
to perform the aerobic activity and its potential link to iron reduction 
as the AOM in these sediments is unclear. By injecting different 
oxygen concentrations, we show that methanotrophs Methylomonas 
and Methylobacter are activated under low levels of oxygen (i.e., 1%). 
Furthermore, adding oxygen promoted an unexpected increase in net 
iron reduction in hypoxic slurries. We propose this may occur due to 
one or a combination of the following processes (i) ferrous iron 
recycling by its aerobic oxidation to low crystalline minerals available 
for reduction, (ii) methanotrophs switch from oxygen to iron 
reduction metabolism when oxygen concentrations are low, and (iii) 
the methanotrophs’ activity promotes iron reduction by excretion of 
metabolites, which can be used as Fe(II)-binding ligands. By testing 
whether methanotrophic bacteria can operate under anoxic 
conditions we  show that methanol is less likely to act as an 
intermediate between methanogens and methanotrophs, and that 
methanotrophs do not incorporate methanol. The results of these 
incubations indicate that methylotrophic methanogens outcompete 
heterotrophic bacteria as long as the methanogens are not inhibited. 
Adding hematite to the incubation stimulates iron reducers and 
possibly methanotrophic bacteria, while methylotrophic 
methanogens are active. Our findings open new avenues for 
elucidating microbial networks in reducing environments and 
indicate that methanotrophs and methylotrophs sustain anaerobic 
conditions from which they can be revived.

Data availability statement

The raw reads generated in this study have been deposited in the 
European Nucleotide Archive (ENA) Database (https://www.ebi.
ac.uk/ena/browser/home) as BioProject accession number 
PRJEB59988. Additional data are available under the 
Supplementary material and Supplementary Data sections.

Author contributions

HV, WE, and OS designed the research. HV, ME, MR-B, AG, and 
OB analyzed the samples and the data. WE and OS supervised HV 
and provided resources and funding. HV and OS synthesized the data 
and wrote the original draft. All authors contributed to the article and 
approved the submitted version.

Funding

This research work was supported by ERC Consolidator (818450) 
and Israel Science Foundation (857–2016) grants awarded to 
OS. Funding for ME was provided by the Deutsche 
Forschungsgemeinschaft (DFG) under Germany’s Excellence Strategy 
through the cluster of excellence EXC 2077 “The Ocean Floor – Earth’s 
Uncharted Interface” (project no. 390741601). Funding for MR-B is 
funded by the Israel Ministry of Science and Technology Grant 
001126 and the Israel Ministry of Energy (Grants 219-17-015 and 
221-17-002). HV was supported by a student fellowship from the 
Israel Water Authority and by a short-term post-doctoral scholarship 
of the Kreitman School.

Acknowledgments

The authors would like to thank Benni Sulimani and Oz Tzabari from 
the Yigal Allon Kinneret Limnological Laboratory for their onboard 
technical assistance. We thank all of OS lab members for their help during 
sampling and express especially heartfelt thanks to Noam Lotem for 
helping with the lab work, and to Efrat Eliani-Russak for her technical 
assistance. Clemens Roettgen is thanked for his help during lipid 
biomarker extraction and clean-up.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated 
organizations, or those of the publisher, the editors and the 
reviewers. Any product that may be evaluated in this article, or claim 
that may be made by its manufacturer, is not guaranteed or endorsed 
by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fmicb.2023.1206414/
full#supplementary-material

129

https://doi.org/10.3389/fmicb.2023.1206414
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://www.ebi.ac.uk/ena/browser/home
https://www.ebi.ac.uk/ena/browser/home
https://www.frontiersin.org/articles/10.3389/fmicb.2023.1206414/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fmicb.2023.1206414/full#supplementary-material


Vigderovich et al. 10.3389/fmicb.2023.1206414

Frontiers in Microbiology 15 frontiersin.org

References
Adler, M., Eckert, W., and Sivan, O. (2011). Quantifying rates of methanogenesis and 

methanotrophy in Lake Kinneret sediments (Israel) using pore-water profiles. Limnol. 
Oceanogr. 56, 1525–1535. doi: 10.4319/lo.2011.56.4.1525

Aepfler, R. F., Bühring, S. I., and Elvert, M. (2019). Substrate characteristic bacterial 
fatty acid production based on amino acid assimilation and transformation in marine 
sediments. FEMS Microbiol. Ecol. 95, 1–15. doi: 10.1093/femsec/fiz131

An, T. T., and Picardal, F. W. (2015). Desulfuromonas carbonis sp. nov., an Fe(III)-, 
S0- and Mn(IV)-reducing bacterium isolated from an active coalbed methane gas well. 
Int. J. Syst. Evol. Microbiol. 65, 1686–1693. doi: 10.1099/ijs.0.000159

Bar-Or, I., Ben-Dov, E., Kushmaro, A., Eckert, W., and Sivan, O. (2015). Methane-
related changes in prokaryotes along geochemical profiles in sediments of Lake Kinneret 
(Israel) methane-related changes in prokaryotes along geochemical profiles in sediments 
of Lake Kinneret (Israel). Biogeosciences 12, 2847–2860. doi: 10.5194/bg-12-2847-2015

Bar-or, I., Elvert, M., Eckert, W., Kushmaro, A., Vigderovich, H., Zhu, Q., et al. (2017). 
Iron-coupled anaerobic oxidation of methane performed by a mixed bacterial-archaeal 
community based on poorly-reactive minerals. Environ. Sci. Technol. 51, 12293–12301. 
doi: 10.1021/acs.est.7b03126

Bastviken, D., Tranvik, L. J., Downiing, J. A., Crill, P. M., and Enrich-Prest, A. (2011). 
Freshwater methane emissions offset the continental carbon sink. Science. 331:50. doi: 
10.1126/science.1196808

Beck, D. A. C., Kalyuzhnaya, M. G., Malfatti, S., Tringe, S. G., del Rio, T. G., 
Ivanova, N., et al. (2013). A metagenomic insight into freshwater methane-utilizing 
communities and evidence for cooperation between the Methylococcaceae and the 
Methylophilaceae. PeerJ 2013, 1–23. doi: 10.7717/peerj.23

Belova, S. E., Baani, M., Suzina, N. E., Bodelier, P. L. E., Liesack, W., and Dedysh, S. N. 
(2011). Acetate utilization as a survival strategy of peat-inhabiting Methylocystis spp. 
Environ. Microbiol. Rep. 3, 36–46. doi: 10.1111/j.1758-2229.2010.00180.x

Bender, M., and Conrad, R. (1994). Methane oxidation activity in various soils and 
freshwater sediments: occurrence, characteristics, vertical profiles, and distribution on 
grain size fractions. J. Geophys. Res. 99, 16,531–16,540. doi: 10.1029/94jd00266

Blees, J., Niemann, H., Wenk, C. B., Zopfi, J., Schubert, C. J., Kirf, M. K., et al. (2014). 
Micro-aerobic bacterial methane oxidation in the chemocline and anoxic water column 
of deep south-alpine Lake Lugano (Switzerland). Limnol. Oceanogr. 59, 311–324. doi: 
10.4319/lo.2014.59.2.0311

Bokulich, N. A., Kaehler, B. D., Rideout, J. R., Dillon, M., Bolyen, E., Knight, R., et al. 
(2018). Optimizing taxonomic classification of marker-gene amplicon sequences with 
QIIME 2’s q2-feature-classifier plugin. Microbiome 6, 1–17. doi: 10.1186/
s40168-018-0470-z

Bolyen, E., Rideout, J. R., Dillon, M. R., Bokulich, N. A., Abnet, C. C., Al-Ghalith, G. A., 
et al. (2019). Reproducible, interactive, scalable and extensible microbiome data science 
using QIIME 2. Nat. Biotechnol. 37, 852–857. doi: 10.1038/s41587-019-0209-9

Bowman, J. (2006). “The methanotrophs-the families methylococcaceae and 
methylocystaceae” in The Prokaryotes. 3rd, eds. M. Dworkin, S. Falkow, E. 
Rosenberg, K.H. Schleifer, E. Stackebrandt, (Springer), 266–289.

Cabrol, L., Thalasso, F., Gandois, L., Sepulveda-Jauregui, A., Martinez-Cruz, K., 
Teisserenc, R., et al. (2020). Anaerobic oxidation of methane and associated microbiome 
in anoxic water of northwestern Siberian lakes. Sci. Total Environ. 736:139588. doi: 
10.1016/j.scitotenv.2020.139588

Cai, C., Leu, A. O., Jianhua, G. X., Yuexing, G., Zhao, F. J., and Tyson, G. W. (2018). A 
methanotrophic archaeon couples anaerobic oxidation of methane to Fe (III) reduction. 
ISME J, 12. doi: 10.1038/s41396-018-0109-x

Callahan, B. J., McMurdie, P. J., Rosen, M. J., Han, A. W., Johnson, A. J. A., and 
Holmes, S. P. (2016). DADA2: high-resolution sample inference from Illumina amplicon 
data. Nat. Methods 13, 581–583. doi: 10.1038/nmeth.3869

Cao, Q., Liu, X., Ran, Y., Li, Z., and Li, D. (2019). Methane oxidation coupled to 
denitrification under microaerobic and hypoxic conditions in leach bed bioreactors. Sci. 
Total Environ. 649, 1–11. doi: 10.1016/j.scitotenv.2018.08.289

Casar, C. P., Momper, L. M., Kruger, B. R., and Osburn, M. R. (2021). Iron-fueled life 
in the continental subsurface: deep mine microbial observatory, South Dakota, USA. 
Applied and Environmental Microbiology. 87, 1–14. doi: 10.1128/AEM.00832-21

Cheng, C., He, Q., Zhang, J., Chen, B., and Pavlostathis, S. G. (2022). Is the role of 
aerobic methanotrophs underestimated in methane oxidation under hypoxic conditions? 
Sci. Total Environ. 833, 1–4. doi: 10.1016/j.scitotenv.2022.155244

Cheng, C., Zhang, J., He, Q., Wu, H., Chen, Y., Xie, H., et al. (2021). Exploring 
simultaneous nitrous oxide and methane sink in wetland sediments under anoxic 
conditions. Water Res. 194, 1–10. doi: 10.1016/j.watres.2021.116958

Dalton, H. (2005). The Leeuwenhoek lecture 2000 the natural and unnatural history 
of methane-oxidizing bacteria. Philosophical transactions of the Royal Society of 
London. Series B. Biol. Sci. 360, 1207–1222. doi: 10.1098/rstb.2005.1657

Deng, Y., Gui, Q., Dumont, M., Han, C., Deng, H., Yun, J., et al. (2019). 
Methylococcaceae are the dominant active aerobic methanotrophs in a Chinese tidal 
marsh. Environ. Sci. Pollut. Res. 26, 636–646. doi: 10.1007/s11356-018-3560-3

Dershwitz, P., Bandow, N. L., Yang, J., Semrau, J. D., McEllistrem, M. T., 
Heinze, R. A., et al. (2021). Oxygen generation via water splitting by a novel biogenic 
metal ion-binding compound. Appl. Environ. Microbiol. 87, 1–14. doi: 10.1128/
aem.00286-21

Dijkhuizen, L., and Harder, W. (1984). Current views on the regulation of autotrophic 
carbon dioxide fixation via the Calvin cycle in bacteria. Anton. Leeuw. Int. J. Gen. Mol. 
Microbiol. 50, 473–487.

Downing, A. J., Prairie, T. Y., Cole, J. J., Duarte, C. M., Tranvik, L. J., Striegl, R. G., et al. 
(2006). The global abundance and size of lakes, ponds and impooundments. Limnology 
and Oceanography 51, 2388–2379. doi: 10.4319/lo.2006.51.5.2388

Eckert, W., and Conrad, R. (2007). Sulfide and methane evolution in the hypolimnion 
of a subtropical lake: athree-year study. Biogeochemistry 82, 67–76. doi: 10.1007/
s10533-006-9053-3

Elul, M., Rubin-Blum, M., Ronen, Z., Bar-Or, I., Eckert, W., and Sivan, O. (2021). 
Metagenomic insights into the metabolism of microbial communities that mediate iron 
and methane cycling in Lake Kinneret sediments. Biogeosci. Discuss. 2091–2106. doi: 
10.5194/bg-2020-329

Elvert, M., Boetius, A., Knittel, K., and Jørgensen, B. B. (2003). Characterization of 
specific membrane fatty acids as chemotaxonomic markers for sulfate-reducing bacteria 
involved in anaerobic oxidation of methane. Geomicrobiol J. 20, 403–419. doi: 
10.1080/01490450303894

Ettwig, K. F., Butler, M. K., Le Paslier, D., Pelletier, E., Mangenot, S., Kuypers, M. M. 
M., et al. (2010). Nitrite-driven anaerobic methane oxidation by oxygenic bacteria. 
Nature 464, 543–548. doi: 10.1038/nature08883

Ettwig, K. F., Zhu, B., Speth, D., Keltjens, J. T., Jetten, M. S. M., and Kartal, B. (2016). 
Archaea catalyze iron-dependent anaerobic oxidation of methane. Proc. Natl. Acad. Sci. 
113, 12792–12796. doi: 10.1073/pnas.1609534113

Garber, A. I., Nealson, K. H., Okamoto, A., McAllister, S. M., Chan, C. S., Barco, R. A., 
et al. (2020). FeGenie: a comprehensive tool for identification of iron genes and iron gene 
neighborhoods in genome and metagenome assemblies. Frontiers in Microbiology. 11, 
1–23. doi: 10.3389/fmicb.2020.00037

Guckert, J. B., Ringelberg, D. B., White, D. C., Hanson, R. S., and Bratina, B. J. (1991). 
Membrane fatty acids as phenotypic markers in the polyphasic taxonomy of 
methylotrophs within the Proteobacteria. J. Gen. Microbiol. 137, 2631–2641. doi: 
10.1099/00221287-137-11-2631

Haroon, M. F., Hu, S., Shi, Y., Imelfort, M., Keller, J., Hugenholtz, P., et al. (2013). 
Anaerobic oxidation of methane coupled to nitrate reduction in a novel archaeal lineage. 
Nature 500, 567–570. doi: 10.1038/nature12375

He, R., Wooller, M. J., Pohlman, J. W., Quensen, J., Tiedje, J. M., and Leigh, M. B. (2012). 
Diversity of active aerobic methanotrophs along depth profiles of arctic and subarctic lake 
water column and sediments. ISME J. 6, 1937–1948. doi: 10.1038/ismej.2012.34

Hunter, J. D. (2007). Matplotlib: a 2D graphics environment. Comput. Sci. Eng. 9, 
90–95. doi: 10.1109/MCSE.2007.55

Jetten, M. S. M., Stams, A. J. M., and Zhender, A. J. B. (1992). Methanogenesis from 
acetate metabolism in Methanothrix soehngenii and Methanosarcina spp. FEMS 
Microbiology Reviews. 88, 181–198. doi: 10.1111/j.1574-6968.1992.tb04987.x

Kang, D. D., Froula, J., Egan, R., and Wang, Z. (2015). Meta BAT, an efficient tool for 
accurately reconstructing single genomes from complex microbial communities. PeerJ 
2015, 1–15. doi: 10.7717/peerj.1165

Kerin, E. J., Gilmour, C. C., Roden, E., Suzuki, M. T., Coates, J. D., and Mason, R. P. 
(2006). Mercury methylation by dissimilatory iron-reducing bacteria. Applied and 
Environmental Microbiology. 72, 7919–7921. doi: 10.1128/AEM.01602-06

Kieser, S., Brown, J., Zdobnov, E. M., Trajkovski, M., and McCue, L. A. (2020). ATLAS: 
a Snakemake workflow for assembly, annotation, and genomic binning of metagenome 
sequence data. BMC Bioinformatics 21, 1–8. doi: 10.1186/s12859-020-03585-4

Kits, K. D., Klotz, M. G., and Stein, L. Y. (2015). Methane oxidation coupled to nitrate 
reduction under hypoxia by the Gammaproteobacterium Methylomonas denitrificans, 
sp. nov. type strain FJG1. Environ. Microbiol. 17, 3219–3232. doi: 
10.1111/1462-2920.12772

Knittel, K., and Boetius, A. (2009). Anaerobic oxidation of methane: Progress with an 
unknown process. Annu. Rev. Microbiol. 63, 311–334. doi: 10.1146/annurev.
micro.61.080706.093130

Kraft, B., Jehmlich, N., Larsen, M., Bristow, L. A., Könneke, M., Thamdrup, B., et al. 
(2022). Oxygen and nitrogen production by an ammonia-oxidizing archaeon. Science 
375, 97–100. doi: 10.1126/science.abe6733

Lin, Y. S., Lipp, J. S., Yoshinaga, M. Y., Lin, S. H., Elvert, M., and Hinrichs, K. U. (2010). 
Intramolecular stable carbon isotopic analysis of archaeal glycosyl tetraether lipids. 
Rapid Commun. Mass Spectrom. 24, 2817–2826. doi: 10.1002/rcm.4707

Losey, N. A., Stevenson, B. S., Busse, H. J., Sinninghe Damsté, J. S., Rijpstra, W. I. C., 
Rudd, S., et al. (2013). Thermoanaerobaculum aquaticum gen. nov., sp. nov., the first 
cultivated member of Acidobacteria subdivision 23, isolated from a hot spring. 
International Journal of Systematic and Evolutionary Microbiology. 63, 4149–4157. doi: 
10.1099/ijs.0.051425-0

130

https://doi.org/10.3389/fmicb.2023.1206414
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://doi.org/10.4319/lo.2011.56.4.1525
https://doi.org/10.1093/femsec/fiz131
https://doi.org/10.1099/ijs.0.000159
https://doi.org/10.5194/bg-12-2847-2015
https://doi.org/10.1021/acs.est.7b03126
https://doi.org/10.1126/science.1196808
https://doi.org/10.7717/peerj.23
https://doi.org/10.1111/j.1758-2229.2010.00180.x
https://doi.org/10.1029/94jd00266
https://doi.org/10.4319/lo.2014.59.2.0311
https://doi.org/10.1186/s40168-018-0470-z
https://doi.org/10.1186/s40168-018-0470-z
https://doi.org/10.1038/s41587-019-0209-9
https://doi.org/10.1016/j.scitotenv.2020.139588
https://doi.org/10.1038/s41396-018-0109-x
https://doi.org/10.1038/nmeth.3869
https://doi.org/10.1016/j.scitotenv.2018.08.289
https://doi.org/10.1128/AEM.00832-21
https://doi.org/10.1016/j.scitotenv.2022.155244
https://doi.org/10.1016/j.watres.2021.116958
https://doi.org/10.1098/rstb.2005.1657
https://doi.org/10.1007/s11356-018-3560-3
https://doi.org/10.1128/aem.00286-21
https://doi.org/10.1128/aem.00286-21
https://doi.org/10.4319/lo.2006.51.5.2388
https://doi.org/10.1007/s10533-006-9053-3
https://doi.org/10.1007/s10533-006-9053-3
https://doi.org/10.5194/bg-2020-329
https://doi.org/10.1080/01490450303894
https://doi.org/10.1038/nature08883
https://doi.org/10.1073/pnas.1609534113
https://doi.org/10.3389/fmicb.2020.00037
https://doi.org/10.1099/00221287-137-11-2631
https://doi.org/10.1038/nature12375
https://doi.org/10.1038/ismej.2012.34
https://doi.org/10.1109/MCSE.2007.55
https://doi.org/10.1111/j.1574-6968.1992.tb04987.x
https://doi.org/10.7717/peerj.1165
https://doi.org/10.1128/AEM.01602-06
https://doi.org/10.1186/s12859-020-03585-4
https://doi.org/10.1111/1462-2920.12772
https://doi.org/10.1146/annurev.micro.61.080706.093130
https://doi.org/10.1146/annurev.micro.61.080706.093130
https://doi.org/10.1126/science.abe6733
https://doi.org/10.1002/rcm.4707
https://doi.org/10.1099/ijs.0.051425-0


Vigderovich et al. 10.3389/fmicb.2023.1206414

Frontiers in Microbiology 16 frontiersin.org

Lomans, B. P., Maas, R., Luderer, R., Op den Camp, H. J. M., Pol, A., Van der Drift, C., 
et al. (1999). Isolation and characterization of Methanomethylovorans hollandica gen. 
Nov., sp. Nov., isolated from freshwater sediment, a methylotrophic methanogen able to 
grow on dimethyl sulfide and methanethiol. Applied and Environmental Microbiology. 
65, 3641-3650. doi: 10.1128/AEM.65.8.3641-3650.1999

Lovley, D. R., Holmes, D. E., and Nevin, K. P. (2004). Dissimilatory Fe(III) and 
Mn(IV) reduction. Adv. Microb. Physiol. 49, 219–286. doi: 10.1016/
S0065-2911(04)49005-5

Lovley, D. R., Ueki, T., Zhang, T., Malvankar, N. S., Shrestha, P. M., Flanagan, K. A., 
et al. (2011). Geobacter. The microbe electric’s physiology, ecology, and practical 
applications. Adv. Microb. Physiol. 59, 1–100. doi: 10.1016/B978-0-12-387661-4.00004-5

Lu, Y. Z., Fu, L., Ding, J., Ding, Z. W., Li, N., and Zeng, R. J. (2016). Cr (VI) reduction 
coupled with anaerobic oxidation of methane in a laboratory reactor. Water Res. 102, 
445–452. doi: 10.1016/j.watres.2016.06.065

Martinez-cruz, K., Leewis, M., Charold, I., Sepulveda-jauregui, A., Walter, K., 
Thalasso, F., et al. (2017). Science of the Total environment anaerobic oxidation of 
methane by aerobic methanotrophs in sub-Arctic lake sediments. Sci. Total Environ. 
607–608, 23–31. doi: 10.1016/j.scitotenv.2017.06.187

Meador, T. B., Gagen, E. J., Loscar, M. E., Goldhammer, T., Yoshinaga, M. Y., Wendt, J., 
et al. (2014). Thermococcus kodakarensis modulates its polar membrane lipids and 
elemental composition according to growth stage and phosphate availability. Frontiers 
in Microbiology. 5, 1–13. doi: 10.3389/fmicb.2014.00010

McDonald, I. R., Bodrossy, L., Chen, Y., and Murrell, J. C. (2008). Molecular ecology 
techniques for the study of aerobic methanotrophs. Appl. Environ. Microbiol. 74, 
1305–1315. doi: 10.1128/AEM.02233-07

McDonald, D., Clemente, J. C., Kuczynski, J., Rideout, J. R., Stombaugh, J., Wendel, D., 
et al. (2012). The biological observation matrix (BIOM) format or: how I learned to stop 
worrying and love the ome-ome. Giga Science 464, 1–6. doi: 10.1186/2047-217X-1-7

McMurdie, P. J., and Holmes, S. (2013). Phyloseq: An R package for reproducible 
interactive analysis and graphics of microbiome census data. PLoS One 8, 1–11. doi: 
10.1371/journal.pone.0061217

Milucka, J., Kirf, M., Lu, L., Krupke, A., Lam, P., Littmann, S., et al. (2015). Methane 
oxidation coupled to oxygenic photosynthesis in anoxic waters. ISME J. 9, 1991–2002. 
doi: 10.1038/ismej.2015.12

Myhre, G., Shindell, D., Bréon, F. M., Collins, W., Fuglestvedt, J., and Huang, J. (2013). 
“Anthropogenic and Natural Radiative Forcing. In: Climate Change 2013: The Physical 
Science Basis” in Contribution of Working Group I to the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change. eds. T. F. Stocker, D. Qin, G.-K. Plattner, M. 
Tignor, S. K. Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex and P. M. Midgley (NY, USA: 
Cambridge University Press).

Nordi, K. A., and Thamdrup, B. (2014). Nitrate-dependent anaerobic methane 
oxidation in a freshwater sediment. Geochim. Cosmochim. Acta 132, 141–150. doi: 
10.1016/j.gca.2014.01.032

Oren, A. (2014). “The family Methanoregulaceae” in The Procaryotes. ed. E. Rosenberg 
(Springer), 253–258.

Olm, M. R., Brown, C. T., Brooks, B., and Banfield, J. F. (2017). DRep: a tool for fast 
and accurate genomic comparisons that enables improved genome recovery from 
metagenomes through de-replication. ISME J. 11, 2864–2868. doi: 10.1038/
ismej.2017.126

Orata, F. D., Kits, K. D., and Stein, Y. (2018). Complete genome sequence of 
Methylomonas denitrificans strain FJG1, an obligate aerobic Methanotroph that can 
couple methane oxidation with denitrification. Genome Announc. 6, 1–2. doi: 10.1128/
genomeA.00276-18

Oshkin, I. Y., Beck, D. A. C., Lamb, A. E., Tchesnokova, V., Benuska, G., 
Mctaggart, T. L., et al. (2015). Methane-fed microbial microcosms show differential 
community dynamics and pinpoint taxa involved in communal response. ISME J. 9, 
1119–1129. doi: 10.1038/ismej.2014.203

Oswald, K., Jegge, C., Tischer, J., Berg, J., Brand, A., Miracle, M. R., et al. (2016a). 
Methanotrophy under versatile conditions in the water column of the ferruginous meromictic 
Lake La Cruz (Spain). Front. Microbiol. 7, 1–16. doi: 10.3389/fmicb.2016.01762

Oswald, K., Milucka, J., Brand, A., Hach, P., Littmann, S., Wehrli, B., et al. (2016b). 
Aerobic gammaproteobacterial methanotrophs mitigate methane emissions from oxic 
and anoxic lake waters. Limnol. Oceanogr. 61, S101–S118. doi: 10.1002/lno.10312

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., et al. 
(2011). Scikit-learn: machine learning in Python. J. Mach. Learn. Res. 127, 2825–2830. 
doi: 10.1289/EHP4713

Poulton, S. W., Krom, M. D., and Raiswell, R. (2004). A revised scheme for the 
reactivity of iron (oxyhydr)oxide minerals towards dissolved sulfide. Geochem. 
Cosmochim. Acta 68, 3703–3715. doi: 10.1016/j.gca.2004.03.012

Prjibelski, A., Antipov, D., Meleshko, D., Lapidus, A., and Korobeynikov, A. (2020). 
Using SPAdes De novo assembler. Curr. Protoc. Bioinformatics 70, 1–29. doi: 10.1002/
cpbi.102

Quast, C., Pruesse, E., Yilmaz, P., Gerken, J., Schweer, T., Yarza, P., et al. (2012). The 
SILVA ribosomal RNA gene database project: improved data processing and web-based 
tools. Nucleic Acids Res. 41, 590–596. doi: 10.1093/nar/gks1219

Raghoebarsing, A. A., Pol, A., Van De Pas-Schoonen, K. T., Smolders, A. J. P., 
Ettwig, K. F., Rijpstra, W. I. C., et al. (2006). A microbial consortium couples anaerobic 
methane oxidation to denitrification. Nature 440, 918–921. doi: 10.1038/nature04617

Ranalli, G., Whitmore, T. N., and Lloyd, D. (1986). Methanogenesis from methanol 
in Methanosarcina barkeri studied using membrane inlet mass spectroscopy. FEMS 
Microbiology Letters. 35, 119–122. doi: 10.1111/j.1574-6968.1986.tb01512.x

Rissanen, A. J., Saarela, T., Jäntti, H., Buck, M., Peura, S., Aalto, S. L., et al. (2021). 
Vertical stratification patterns of methanotrophs and their genetic controllers in water 
columns of oxygen-stratified boreal lakes. FEMS Microbiol. Ecol. 97, 1–16. doi: 10.1093/
femsec/fiaa252

Rognes, T., Flouri, T., Nichols, B., Quince, C., and Mahé, F. (2016). VSEARCH: a 
versatile open source tool for metagenomics. PeerJ 2016, 1–22. doi: 10.7717/peerj.2584

Scheller, S., Yu, H., Chadwick, G. L., McGlynn, S. E., and Orphan, V. J. (2016). 
Artificial electron acceptors decouple archaeal methane oxidation from sulfate 
reduction. Science 351, 1754–1756. doi: 10.1126/science.aad7154

Sieber, C. M. K., Probst, A. J., Sharrar, A., Thomas, B. C., Hess, M., Tringe, S. G., et al. 
(2018). Recovery of genomes from metagenomes via a dereplication, aggregation and 
scoring strategy. Nat. Microbiol. 3, 836–843. doi: 10.1038/s41564-018-0171-1

Sivan, O., Adler, M., Pearson, A., Gelman, F., Bar-Or, I., John, S. G., et al. (2011). 
Geochemical evidence for iron-mediated anaerobic oxidation of methane. Limnol. 
Oceanogr. 56, 1536–1544. doi: 10.4319/lo.2011.56.4.1536

Sivan, O., Antler, G., Turchyn, A. V., Marlow, J. J., and Orphan, V. J. (2014). Iron oxides 
stimulate sulfate-driven anaerobic methane oxidation in seeps. Proc. Natl. Acad. Sci. U. 
S. A. 111, E4139–E4147. doi: 10.1073/pnas.1412269111

Sivan, O., Shusta, S., and Valentine, D. L. (2016). Methanogens rapidly transition from 
methane production to iron reduction. Geobiology 190–203. doi: 10.1111/gbi.12172

Smith, M. R., and Mah, R. A. (1978). Growth and methanogenesis by Methanosarcina 
Strain 227 on acetate and methanol. Applied and Environmental Microbiology. 36, 
870–879. doi: 10.1128/aem.36.6.870-879.1978

Smith, G. J., and Wrighton, K. C. (2019). Metagenomic approaches unearth 
methanotroph phylogenetic and metabolic diversity. Curr. Issues Mol. Biol. 33, 57–84. 
doi: 10.21775/cimb.033.057

Sprott, G. D., Dicaire, C. J., Choquet, C. G., Patel, G. B., and Ekiel, I. (1993). 
Hydroxydiether lipid structures in Methanosarcina spp. and Methanococcus voltae. Appl. 
Environ. Microbiol. 59, 912–914. doi: 10.1128/aem.59.3.912-914.1993

Steinsdóttir, H. G. R., Gómez-Ramírez, E., Mhatre, S., Schauberger, C., 
Bertagnolli, A. D., Pratte, Z. A., et al. (2022). Anaerobic methane oxidation in a coastal 
oxygen minimum zone: spatial and temporal dynamics. Environ. Microbiol. 24, 
2361–2379. doi: 10.1111/1462-2920.16003

Stookey, L. L. (1970). Ferrozine-a new spectrophotometric reagent for iron. Anal. 
Chem. 42, 779–781. doi: 10.1021/ac60289a016

Straub, K. L., Benz, M., and Schink, B. (2001). Iron metabolism in anoxic environments 
at near neutral pH. FEMS Microbiol. Ecol. 34, 181–186. doi: 10.1016/
S0168-6496(00)00088-X

Sturt, H. F., Summons, R. E., Smith, K., Elvert, M., and Hinrichs, K. U. (2004). Intact 
polar membrane lipids in prokaryotes and sediments deciphered by high-performance 
liquid chromatography/electrospray ionization multistage mass spectrometry - New 
biomarkers for biogeochemistry and microbial ecology. Rapid Communication in Mass 
Spectrometry. 18, 617–628. doi: 10.1002/rcm.1378

Su, G., Zopfi, J., Niemann, H., and Lehmann, M. F. (2022). Multiple groups of 
methanotrophic bacteria mediate methane oxidation in anoxic lake sediments. Front. 
Microbiol. 13:864630. doi: 10.3389/fmicb.2022.864630

Tan, S., Liu, J., Fang, Y., Hedlund, B. P., Lian, Z. H., Huang, L. Y., et al. (2019). Insights 
into ecological role of a new deltaproteobacterial order Candidatus 
Acidulodesulfobacterales by metagenomics and metatranscriptomics. ISME. 13, 
2044–2057. doi: 10.1038/s41396-019-0415-y

Taubert, M., Grob, C., Crombie, A., Howat, A. M., Burns, O. J., Weber, M., et al. 
(2019). Communal metabolism by Methylococcaceae and Methylophilaceae is driving 
rapid aerobic methane oxidation in sediments of a shallow seep near Elba. Environ. 
Microbiol. 21, 3780–3795. doi: 10.1111/1462-2920.14728

Teece, M. A., Fogel, M. L., Dollhopf, M. E., and Nealson, K. H. (1999). Isotopic 
fractionation associated with biosynthesis of fatty acids by a marine bacterium under 
oxic and anoxic conditions. Org. Geochem. 30, 1571–1579. doi: 10.1016/
S0146-6380(99)00108-4

Treude, N., Rosencrantz, D., Liesack, W., and Schnell, S. (2003). Strain FAcl2, a 
dissimilatory iron reducing member of the Anaeromyxobacter subgroup of 
Myxococcales. FEMS Microbiology Ecology. 44, 261–269. doi: 10.1016/
S0168-6496(03)00048-5

Trotsenko, Y. A., and Murrell, J. C. (2008). Metabolic Aspects of Aerobic Obligate 
Methanotrophy. Advances in AppTlied Microbiology, Academic Press. 63,  183–229. doi: 
10.1016/S0065-2164(07)00005-6

Van Grinsven, S., Oswald, K., Wehrli, B., Jegge, C., Zopfi, J., Lehmann, M. F., et al. 
(2021). Methane oxidation in the waters of a humic-rich boreal lake stimulated by 
photosynthesis, nitrite, Fe(III) and humics. Biogeosciences 18, 3087–3101. doi: 10.5194/
bg-18-3087-2021

131

https://doi.org/10.3389/fmicb.2023.1206414
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://doi.org/10.1128/AEM.65.8.3641-3650.1999
https://doi.org/10.1016/S0065-2911(04)49005-5
https://doi.org/10.1016/S0065-2911(04)49005-5
https://doi.org/10.1016/B978-0-12-387661-4.00004-5
https://doi.org/10.1016/j.watres.2016.06.065
https://doi.org/10.1016/j.scitotenv.2017.06.187
https://doi.org/10.3389/fmicb.2014.00010
https://doi.org/10.1128/AEM.02233-07
https://doi.org/10.1186/2047-217X-1-7
https://doi.org/10.1371/journal.pone.0061217
https://doi.org/10.1038/ismej.2015.12
https://doi.org/10.1016/j.gca.2014.01.032
https://doi.org/10.1038/ismej.2017.126
https://doi.org/10.1038/ismej.2017.126
https://doi.org/10.1128/genomeA.00276-18
https://doi.org/10.1128/genomeA.00276-18
https://doi.org/10.1038/ismej.2014.203
https://doi.org/10.3389/fmicb.2016.01762
https://doi.org/10.1002/lno.10312
https://doi.org/10.1289/EHP4713
https://doi.org/10.1016/j.gca.2004.03.012
https://doi.org/10.1002/cpbi.102
https://doi.org/10.1002/cpbi.102
https://doi.org/10.1093/nar/gks1219
https://doi.org/10.1038/nature04617
https://doi.org/10.1111/j.1574-6968.1986.tb01512.x
https://doi.org/10.1093/femsec/fiaa252
https://doi.org/10.1093/femsec/fiaa252
https://doi.org/10.7717/peerj.2584
https://doi.org/10.1126/science.aad7154
https://doi.org/10.1038/s41564-018-0171-1
https://doi.org/10.4319/lo.2011.56.4.1536
https://doi.org/10.1073/pnas.1412269111
https://doi.org/10.1111/gbi.12172
https://doi.org/10.1128/aem.36.6.870-879.1978
https://doi.org/10.21775/cimb.033.057
https://doi.org/10.1128/aem.59.3.912-914.1993
https://doi.org/10.1111/1462-2920.16003
https://doi.org/10.1021/ac60289a016
https://doi.org/10.1016/S0168-6496(00)00088-X
https://doi.org/10.1016/S0168-6496(00)00088-X
https://doi.org/10.1002/rcm.1378
https://doi.org/10.3389/fmicb.2022.864630
https://doi.org/10.1038/s41396-019-0415-y
https://doi.org/10.1111/1462-2920.14728
https://doi.org/10.1016/S0146-6380(99)00108-4
https://doi.org/10.1016/S0146-6380(99)00108-4
https://doi.org/10.1016/S0168-6496(03)00048-5
https://doi.org/10.1016/S0168-6496(03)00048-5
https://doi.org/10.1016/S0065-2164(07)00005-6
https://doi.org/10.5194/bg-18-3087-2021
https://doi.org/10.5194/bg-18-3087-2021


Vigderovich et al. 10.3389/fmicb.2023.1206414

Frontiers in Microbiology 17 frontiersin.org

Van Grinsven, S., Sinninghe Damste, J. S., Abdala, A. A., Engelmann Harrison, J., and 
Villanueva, L. (2020). Methane oxidation in anoxic lake water stimulated by nitrate and 
sulfate addition. Environ. Microbiol. 22, 766–782. doi: 10.1111/1462-2920.14886

Vanwonterghem, I., Evans, P. N., Parks, D. H., Jensen, P. D., Woodcroft, B. J., 
Hugenhultz, P., et al. (2016). Nature Microbiology. 1, 1–9. doi: 10.1038/
nmicrobiol.2016.170

Vigderovich, H., Eckert, W., Elul, M., Rubin-Blum, M., Elvert, M., and Sivan, O. 
(2022). Long-term incubations provide insight into the mechanisms of anaerobic 
oxidation of methane in methanogenic lake sediments. Biogeosciences 19, 2313–2331. 
doi: 10.5194/bg-19-2313-2022

Walters, W., Hyde, E. R., Berg-lyons, D., Ackermann, G., Humphrey, G., Parada, A., 
et al. (2015). Transcribed spacer marker gene primers for microbial community surveys. 
Am. Soc. Microbiol. 1, 1–10. doi: 10.1128/mSystems.00009-15

Wang, L., Miao, X., Ali, J., Lyu, T., and Pan, G. (2018). Quantification of oxygen 
Nanobubbles in particulate matters and potential applications in remediation of 
anaerobic environment. ACS Omega 3, 10624–10630. doi: 10.1021/acsomega.8b00784

Wickham, H. (2016). ggplot2: Elegant Graphics for Data Analysis (35). New York: 
Springer-Verlag

Williams, T. J., Allen, M. A., Berengut, J. F., and Cavicchioli, R. (2021). Frontiers in 
Microbiology. 12, 1–16. doi: 10.3389/fmicb.2021.741077

Wu, Y. W., Simmons, B. A., and Singer, S. W. (2016). MaxBin 2.0: An automated 
binning algorithm to recover genomes from multiple metagenomic datasets. 
Bioinformatics 32, 605–607. doi: 10.1093/bioinformatics/btv638

Zhang, C. L., Li, Y., Ye, Q., Fong, J., Peacock, A. D., Blunt, E., et al. (2003). Carbon 
isotope signatures of fatty acids in Geobacter metallireducens and Shewanella algae. 
Chem. Geol. 195, 17–28. doi: 10.1016/S0009-2541(02)00386-8

Zhang, L., Zeng, Q., Liu, X., Chen, P., Guo, X., Ma, L. Z., et al. (2019). Iron reduction 
by diverse actinobacteria under oxic and pH-neutral conditions and the formation of 
secondary minerals. Chem. Geol. 525, 390–399. doi: 10.1016/j.chemgeo.2019.07.038

Zheng, Y., Wang, H., Liu, Y., Zhu, B., Li, J., and Yang, Y. (2020). Methane-dependent 
mineral reduction by aerobic Methanotrophs under hypoxia. Environ. Sci. Technol. Lett. 
7, 606–612. doi: 10.1021/acs.estlett.0c00436

132

https://doi.org/10.3389/fmicb.2023.1206414
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org
https://doi.org/10.1111/1462-2920.14886
https://doi.org/10.1038/nmicrobiol.2016.170
https://doi.org/10.1038/nmicrobiol.2016.170
https://doi.org/10.5194/bg-19-2313-2022
https://doi.org/10.1128/mSystems.00009-15
https://doi.org/10.1021/acsomega.8b00784
https://doi.org/10.3389/fmicb.2021.741077
https://doi.org/10.1093/bioinformatics/btv638
https://doi.org/10.1016/S0009-2541(02)00386-8
https://doi.org/10.1016/j.chemgeo.2019.07.038
https://doi.org/10.1021/acs.estlett.0c00436


Frontiers in Microbiology 01 frontiersin.org

Intact polar lipidome and 
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The generation of hydrogen and reduced carbon compounds during 
serpentinization provides sustained energy for microorganisms on Earth, and 
possibly on other extraterrestrial bodies (e.g., Mars, icy satellites). However, the 
geochemical conditions that arise from water-rock reaction also challenge the 
known limits of microbial physiology, such as hyperalkaline pH, limited electron 
acceptors and inorganic carbon. Because cell membranes act as a primary barrier 
between a cell and its environment, lipids are a vital component in microbial 
acclimation to challenging physicochemical conditions. To probe the diversity of 
cell membrane lipids produced in serpentinizing settings and identify membrane 
adaptations to this environment, we conducted the first comprehensive intact polar 
lipid (IPL) biomarker survey of microbial communities inhabiting the subsurface at 
a terrestrial site of serpentinization. We used an expansive, custom environmental 
lipid database that expands the application of targeted and untargeted lipodomics 
in the study of microbial and biogeochemical processes. IPLs extracted from 
serpentinite-hosted fluid communities were comprised of >90% isoprenoidal and 
non-isoprenoidal diether glycolipids likely produced by archaeal methanogens 
and sulfate-reducing bacteria. Phospholipids only constituted ~1% of the 
intact polar lipidome. In addition to abundant diether glycolipids, betaine and 
trimethylated-ornithine aminolipids and glycosphingolipids were also detected, 
indicating pervasive membrane modifications in response to phosphate limitation. 
The carbon oxidation state of IPL backbones was positively correlated with the 
reduction potential of fluids, which may signify an energy conservation strategy 
for lipid synthesis. Together, these data suggest microorganisms inhabiting 
serpentinites possess a unique combination of membrane adaptations that allow 
for their survival in polyextreme environments. The persistence of IPLs in fluids 
beyond the presence of their source organisms, as indicated by 16S rRNA genes 
and transcripts, is promising for the detection of extinct life in serpentinizing 
settings through lipid biomarker signatures. These data contribute new insights 
into the complexity of lipid structures generated in actively serpentinizing 
environments and provide valuable context to aid in the reconstruction of past 
microbial activity from fossil lipid records of terrestrial serpentinites and the 
search for biosignatures elsewhere in our solar system.
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serpentinization, habitability, intact polar lipids, lipid membrane adaptations, 
untargeted lipidomics, polyextreme conditions, Samail ophiolite, subsurface 
microbiome
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1. Introduction

Efforts to detect life on other planetary bodies can be informed by 
investigating the distribution, diversity, and adaptations of extant life 
in planetary analog environments on Earth. Of particular interest are 
serpentinizing settings because the reducing conditions that arise 
during the hydration of ultramafic rock can yield abundant energy for 
microbial metabolism through the generation of hydrogen and 
organic compounds (Schulte et al., 2006; Russell et al., 2010). Both 
physiological and phylogenetic evidence support the hypothesis that 
microbial metabolisms dependent on substrates derived from 
serpentinization were among the first metabolisms on early Earth 
(Russell et al., 2010; Weiss et al., 2016; Boyd et al., 2020), and diverse 
microbial communities have been found to inhabit modern 
serpentinite-hosted fluids (Brazelton et al., 2013; Suzuki et al., 2013; 
Postec et al., 2015; Rempfert et al., 2017). Because ultramafic rocks are 
common not just in the Earth’s mantle, but also on Mars and in the 
cores of icy satellites, the potential for serpentinization to provide 
sufficient energy to support life is widespread throughout the solar 
system and through time (Vance et al., 2007; Quesnel et al., 2009; 
Sleep et al., 2011; Tarnas et al., 2018).

While extended water-rock reaction may provide ample reducing 
power for microbial metabolism, the geochemical conditions that 
result from serpentinization also pose challenges to the physiology of 
microorganisms and influence the distribution and composition of 
microbial communities in these settings (Brazelton et al., 2013; Suzuki 
et al., 2013, 2017; Cardace et al., 2015; Meyer-Dombard et al., 2015; 
Postec et al., 2015; Woycheese et al., 2015; Miller et al., 2016; Crespo-
Medina et al., 2017; Rempfert et al., 2017; Twing et al., 2017; Fones 
et al., 2019; Sabuda et al., 2020; Seyler et al., 2020; Kraus et al., 2021). 
Reacted fluids are often highly reduced and hyperalkaline (pH > 11), 
limiting the availability of oxidants for microbial metabolism and 
complicating maintenance of a proton motive force across the cellular 
membrane (Schrenk et al., 2013). As an additional consequence of the 
high pH of reacted fluids, dissolved inorganic carbon and nutrients, 
such as phosphate, are rapidly depleted through precipitation of 
minerals and sorption which limits microbial carbon fixation and 
biosynthesis in this environment (Chavagnac et al., 2013; Schrenk 
et al., 2013). Microbial life capable of harnessing energy from water-
rock reaction in serpentinites must adapt to these polyextreme 
conditions to survive.

A primary strategy microorganisms employ to adapt to extreme 
environments is to modify their cellular membranes, as the cell 
membrane plays an integral role in both shielding the cell from its 
environment and in preserving disequilibrium in chemical energy 
for metabolism (Siliakus et  al., 2017). Lipids, as a bilayer or 
monolayer, are the primary components of the cytoplasmic 
membrane of microbial cells. The physical properties of lipid 
membranes are dependent on the chemical structures of the 
individual lipids that comprise the membrane, and microorganisms 
are capable of rapidly adjusting the composition of their lipid 
membrane in order to maintain membrane integrity and 
functionality (Benning et al., 1995; Rowlett et al., 2017; Okur et al., 
2019; Chwastek et al., 2020). Membrane lipid remodeling may also 
be an important adaptation to reduce energetic costs of biosynthesis 
or the need for specific macronutrients that may be  limited 
(Schubotz, 2019; Boyer et al., 2020). Modifications to lipids include 
altering the polar lipid headgroup, configuration of the backbone 

linking the polar head group to the hydrophilic chains, or saturation 
and branching of hydrophobic chains, however all adjustments 
require an underlying genetic capability, and consequently can 
be  specific to taxonomic groups (Parsons and Rock, 2013; 
Sohlenkamp and Geiger, 2016; Siliakus et  al., 2017). In 
polyextreme environments, the lipidome thus reflects a combination 
of evolved physiological adaptations to the challenging conditions, 
short-term regulated enzymatic remodeling in response to 
changing environmental parameters, and the overall microbial 
community composition.

Due to the recalcitrant nature of lipids compared to other 
biomolecules (e.g., DNA, RNA, proteins; Brocks and Summons, 2003; 
Walters et  al., 2004; Eigenbrode, 2008), numerous studies have 
identified lipids in serpentinizing settings with the goal of determining 
signatures that can be used to trace ancient microbial activity on Earth 
or even to inform the search for life on extraterrestrial bodies (Klein 
et al., 2015; Zwicker et al., 2018; Newman et al., 2020; Rattray et al., 
2022). Accordingly, studies of serpentinite-hosted lipids have focused 
almost exclusively on core lipid moieties that are retained in rock 
(Klein et al., 2015; Zwicker et al., 2018; Newman et al., 2020), and not 
on intact polar lipids (IPLs), which represent a more recent lipid 
signature, since covalently-bound headgroups are susceptible to 
hydrolysis after cell death (White et al., 1979; Harvey et al., 1986; 
Logemann et al., 2011; Sturt et al., 2004). Because IPLs reflect modern 
microbial communities and carry additional structural information 
(e.g., lipid headgroup and backbone configuration), IPLs are more 
suitable molecules for correlating lipid adaptations to ambient 
geochemistry than core lipids. A recent study by Rattray et al. (2022) 
reported complex IPLs in calcite and brucite veins in serpentinite rock 
at the Chimera Seeps in Turkey, illustrating a need to explore the 
conditions under which diverse lipids are produced in serpentinizing 
environments. To our knowledge, the IPL composition of extant 
biomass has only been comprehensively investigated in serpentinized 
fluids at one site of active serpentinization, the Lost City Hydrothermal 
Field, a marine hydrothermal system (~90° C) venting into oxygenated 
seawater (Bradley et  al., 2009a,b). Inventorying the fluid-hosted 
lipidome of a terrestrial site of serpentinization would provide an 
opportunity to isolate lipid membrane modifications specific to the 
geochemical conditions imposed by water-rock reaction, in the 
absence of additional osmotic pressures and temperature. Elucidating 
the source and type of lipid membrane adaptations that occur in the 
subsurface of terrestrial serpentinizing settings would improve 
interpretation of preserved lipid signatures in serpentinite rock and 
inform potential sampling efforts for biosignature detection on other 
planetary bodies such as Mars.

Here, we present the first IPL survey of serpentinized fluids from 
a terrestrial site of low-temperature serpentinization, in the Samail 
Ophiolite of Oman. We examined the distribution and diversity of IPL 
compounds in subsurface, serpentinite-hosted fluids that spanned 
both a large range of pH (7.6–11.3) and reduction potential (Eh +269 
to −253 mV). We developed an expansive theoretical database (> 2 
million lipids) to be able to classify diverse IPLs from this setting. The 
intact lipidome of these fluids was characterized within the framework 
of aqueous geochemistry and microbial community composition, 
which allows us to infer source organisms for lipid signatures and 
identify potential membrane modifications to improve understanding 
of the adaptations that enable microbial life to inhabit this 
polyextreme environment.

134

https://doi.org/10.3389/fmicb.2023.1198786
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org


Rempfert et al. 10.3389/fmicb.2023.1198786

Frontiers in Microbiology 03 frontiersin.org

2. Materials and methods

2.1. Site description and sampling of 
subsurface fluids

In February 2017, subsurface fluids were pumped from six 
preexisting wells previously drilled into the crust–mantle section of 
the Samail Ophiolite by the Oman Ministry of Regional Municipalities 
and Water Resources (Table 1).

At each well, a Grundfos SQ2-85 submersible pump (Grundfos 
Pumps Corp., Denmark, Netherlands) attached to a splitting 
manifold and Teflon tubing was utilized to collect water at depth 
(Table 1). The pump, manifold, tubing, and filter housings were 
flushed with site water for 20–30 min (~100 L of water) prior to 
sampling. Biomass was concentrated for lipid analysis on combusted 
(450° C, 8 h) 0.3 μm Advantec (Advantec MFS, Inc., Dublin, CA) 
glass fiber filters in a Millipore 47 mm stainless steel housing 
(Millipore Sigma, Burlington, MA), and for DNA/RNA analysis on 
0.2 μm Millipore polycarbonate filters in a 47 mm Pall (Pall 
Corporation, Cortland, NY) polycarbonate filter housing. The 
volume of water filtered at each well was measured by collecting the 
filtrate in a graduated cylinder. Biomass for DNA/RNA analysis was 
suspended in bead tubes with lysis/stabilization solution (Zymo 
Research Inc., Irvine, CA) and frozen in a liquid nitrogen dewar on 
site. Glass fiber filters with concentrated biomass for lipid analysis 
were placed in combusted aluminum foil and frozen inside sterile 
cryovials until analysis. Measured volumes of well water filtered for 
lipid analysis are listed in Table 1.

Water temperature, conductivity, pH, and oxidation–
reduction potential (Eh) were measured in the field with a Hach 
HQ40D Portable Multi Meter (Loveland, CO). Aqueous phase gas 
sampling was conducted using the “bubble strip” method 
(modified from Kampbell et al., 1998, Nothaft, 2019). Additionally, 
filtered well water (passed through the 0.22 μm filter) was 
collected in 15 mL Falcon® tubes (Corning Inc., Corning, NY) for 
quantification of major anions and cations, with the latter 
acidified with nitric acid in the field at the time of collection to a 
final pH <2. Aliquots for dissolved inorganic carbon quantification 
were injected through 0.22 μm polyethersulfone Basix syringe 
filters (Thermo Fisher Scientific, Waltham, MA) into butyl-
stoppered vials that had previously been evacuated, acid-washed, 
and combusted.

2.2. Aqueous geochemical analyses

Protocols for aqueous geochemical analyses are described in detail 
in Kraus et al. (2021). Briefly, dissolved H2 and CH4 were measured 
using an SRI 8610C gas chromatograph (SRI instruments, Torrance, 
CA) with a 2 × 1 mm ID micropacked ShinCarbon ST column 
(Agilent, Santa Clara, CA) and N2 as the carrier gas. Peak intensities 
were measured on a thermal conductivity detector for H2 and a flame 
ionization detector for CH4. Peak intensities were calibrated (±2%) 
with standard gas mixes (Supelco Analytical, Bellefonte, PA) with a 
relative standard deviation of ~5% over the calibrated range. 
Concentrations of cations and anions were measured via inductively 
coupled plasma atomic emission spectroscopy (ICP-AES; Optima 
5,300, Perkin-Elmer, Fremont, CA) and ion chromatography (IC; 
ICS-90; Dionex, Sunnyvale, CA) at the Colorado School of Mines. For 
DIC analyses, 6 mL aliquots of samples were transferred to helium-
purged Exetainer® tubes (Labco, Ceredigion, United Kingdom) and 
converted to CO2 for analysis by addition of boiled 85% phosphoric 
acid (H3PO4). Equilibrated and converted samples were then 
quantified using a Delta V Isotope Ratio Mass Spectrometer equipped 
with a Thermo Gasbench II gas preparation and introduction system 
(Thermo Fisher Scientific) at the Earth Systems Stable Isotope 
Laboratory at the University of Colorado, Boulder.

2.3. DNA and RNA extraction, sequencing, 
and processing

Prior to extraction, cells were lysed by bead beating in one-minute 
intervals for a total of 5 mins (with one-minute rests between beating 
intervals to cool the sample tubes to prevent sample degradation). 
DNA and RNA were then extracted in parallel using the Zymo 
microbiomics soil/fecal DNA miniprep extraction kit (Zymo Research 
Inc.) according to manufacturer instructions. DNA was quantified by 
the Qubit double-stranded DNA high-sensitivity assay (ThermoFisher 
Scientific) and then frozen at −80°C. Extracted RNA was first 
converted to cDNA through reverse transcription-PCR as described 
previously (Kraus et al., 2021) and then quantified and stored frozen.

SSU rRNA genes were amplified from both DNA and cDNA using 
the 515-Y M13 and 926R primer set (Parada et al., 2016; Kraus et al., 
2018) which spans the V4 and V5 hypervariable regions. PCR 
conditions and barcode reactions utilized in this study were described 

TABLE 1 Locations of wells and borehole sampling parameters.

Well WAB188 WAB105 WAB104 WAB55 WAB71 NSHQ14

Lithology gabbro peridotite peridotite peridotite peridotite peridotite

UTM Easting 671,123 644,678 643,099 634,777 670,322 675,495

UTM Northing 2,529,798 2,536,524 2,541,124 2,506,101 2,533,981 2,529,716

elevation (masl) 514 738 842 531 608 526

well depth (m) 78 120.5 120.4 102 136.5 304

screened interval (mbc) 34.5–51 110–117 100.8–104 8–97 128–131 open below casing

depth to water (mbc) 9.5 16.2 35 7.7 7.7 10a

pump depth (mbl) 78 50 28 26 50 85

L filtered for lipid analysis 16.3 162 9.9 115.9 20.2 67.3

a indicates data from 2017 was not available and replaced with 2016 data published by Rempfert et al. (2017).
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by Kraus et al. (2018). Final products were purified with Pure beads 
(Kapa Biosystensm Wilmington, MA) and pooled in equimolar 
amounts before concentration to a final volume of 80 μL on a 
Ultracel-30 K membrane (Millipore Sigma) within an Amicon Ultra 
0.5 mL centrifugal filter (Millipore Sigma). The prepared DNA/cDNA 
library was sequenced using V2 PE250 chemistry on an Illumina 
MiSeq sequencer (Illumina Inc., San Diego, CA) at the Duke Center 
for Genomic and Computational Biology.1 All raw sequences are 
available under accession PRJNA560313 on the NCBI Sequence 
Read Archive.

Sequence files were demultiplexed and trimmed using Cutadapt 
(Martin, 2011) and quality filtered using Figaro v1.1.1.2 Amplicon 
sequence variants (ASVs) were then identified in the “DADA2” R 
package (Callahan et al., 2016) and assigned taxonomy to the genus 
level using the RDP classifier (Wang et al., 2007) trained on the Silva 
SSU 138 reference database (Quast et al., 2013). Sequences assigned 
to mitochondria, chloroplasts, eukaryotes, or not assigned at the 
domain level (collectively <1% of sequences), were removed. 
Processing scripts are available online3 under folder “OM17.”

2.4. Lipid extraction and analysis

Intact polar lipids were extracted from glass-fiber filters loaded 
with biomass using a modified (Wörmer et al., 2015) Bligh and Dyer 
method (Bligh and Dyer, 1959). Samples were subjected to a total of 
five sequential extractions by ultrasonication. Two extractions were 
performed using 2:1:0.8 v:v:v methanol/dichloromethane/phosphate 
buffer (50 mM dipotassium phosphate monobasic, adjusted to pH 
7.4), followed by two extractions in 2:1:0.8 v:v:v methanol/
dichloromethane/TCA buffer (5% trichloroacetic acid, adjusted to pH 
2), and a final extraction in 5:1 v:v methanol/dichloromethane. Prior 
to extraction, 200 ng of C16-PAF (Avanti Polar Lipids, Inc., Alabaster, 
Alabama) was added to each sample as an extraction standard to 
assess yield. Entire glass fiber filters were extracted using 4 mL of 
extraction buffer per extraction step. Supernatant from each extraction 
step was pooled in a separatory funnel. We separated and collected the 
organic fraction of the total lipid extract (TLE) after addition of 1:1 v:v 
dichloromethane/water in an amount equal to the total buffer utilized 
throughout the combined extraction steps. TLEs were then 
concentrated under a gentle flow of nitrogen gas (UHP grade) using 
a turbovap® evaporator, filtered through a 0.45 μm 
polytetrafluoroethylene syringe filter, re-dissolved in 100 uL of 9:1 v:v 
dichloromethane/methanol, and transferred to a 2 mL vial with insert 
prior to analysis. 1 ng of deuterated standard (d9-DGTS, Avanti Polar 
Lipids) was added to each insert to correct for sample matrix effects 
on ionization and to monitor retention times between samples.

Lipid extracts were analyzed by high performance liquid 
chromatography with heated electrospray ionization high resolution 
mass spectrometry (HPLC-HESI-HRMS) on a Thermo Scientific 
UltiMate 3000 system coupled to a Q Exactive Focus hybrid 
Quadrupole-Orbitrap mass spectrometer at the Organic Geochemistry 
Lab in the University of Colorado, Boulder. Untargeted screening of 

1 https://www.genome.duke.edu

2 https://github.com/Zymo-Research/figaro

3 https://github.com/danote/Samail_16S_compilation

all samples was performed in full scan coupled to TopN data-
dependent MS–MS mode (full scan-ddMS2) with dual positive and 
negative ionization in which a full scan of parent ions across the entire 
mass range was obtained and the top three parent ions at any given 
time were successively isolated and fragmented in the next scan. 
Separation of IPL headgroups was achieved using hydrophilic 
interaction liquid chromatography (HILIC) under conditions 
described by Wörmer et al. (2013) on an Acquity BEH Amide column 
(1.7 μm, 2.1 by 150 mm column, Waters Corporation, Eschborn, 
Germany). Eluent A consisted of 75:25 v:v acetonitrile/
dichloromethane with 0.01% formic acid and 0.01% ammonium 
hydroxide; eluent B consisted of 50:50 v:v methanol/water with 0.4% 
formic acid and 0.4% ammonium hydroxide. Gradient elution was 
performed at a constant flow rate of 0.4 mL/min under the following 
gradients: 1% B for 2.5 min, 1 to 5% B from 2.5 to 4 min, 5 to 25% B 
from 4 to 22.5 min, 25% B to 40% B from 22.5 to 26.5 min, held at 40% 
B from 26.5 to 27.5 min, dropped to 1% B from 27.5 to 28.5 min and 
then held at 1% B to re-equilibrate the column until the end of the run 
(total run time 50 min). The column was kept at 40°C throughout the 
duration of each run, and 10 μL of sample dissolved in 9:1 v:v 
dichloromethane/methanol was injected per run. Optimal 
electrospray source parameters for ionization of lipid classes as either 
hydrogen or ammonium adducts with positive ionization, or formate 
or deprotonated adducts with negative ionization, were used: spray 
voltage of 3.5 kV, sheath gas flow of 40 arbitrary units (AU), auxiliary 
gas flow of 5 AU, S-lens RF level of 55 AU, capillary temperature of 
200°C, and auxiliary gas heater temperature of 250°C. A scan range of 
400–2000 m/z was used and mass resolution was set to the maximum 
possible value of 70,000 (FWHM at 200 m/z) for full-scan and 17,500 
for MS2, with an AGC target of 1e5, minimum AGC target of 1e4, 
200 ms maximum injection time, stepped collisional energy (nce: 10, 
30, 70), and 3 m/z isolation window for MS2 scans.

The mass spectrometer was calibrated for mass resolution and 
accuracy weekly through direct infusion of Pierce LTQ Velos ESI 
Positive (88323) and Negative (88324) Ion Calibration Solution 
(ThermoFisher Scientific). Real-time mass accuracy and correction 
was performed using the lock mass of a low-level eluent contaminant 
polysiloxane (391.28429).

2.5. Generation of theoretical intact polar 
lipids database

We developed a custom in silico IPL database for environmental 
lipids by adapting “LOBSTAHS” (Collins et al., 2016), an existing 
bioinformatic software package in R (R Core Team, 2020). 
We modified the LOBSTAHS “generateLOBdbase.R” script to allow 
for the addition of mixed acyl/ether glycerol (AEG), monoether 
glycerol (MEG), diether glycerol (DEG), ceramide (Cer), 1,2 
alkanediol (AD), and fatty amide (FA) backbone structures in addition 
to the diacyl glycerol (DAG) and monoacyl glycerol (MAG) backbones 
already included in the package structure. Additionally, we increased 
the number of allowed chains from 2 to 4 to include cardiolipins and 
triglyceride lipids. Possible headgroups were expanded through 
compilation of previously identified headgroup structures from 
environmental IPLs from published literature. Chemical formulas and 
references (Kates, 1993; Benning et al., 1995; Karlsson et al., 1998; 
Ferreira et  al., 1999; Kawahara et  al., 2002; Sturt et  al., 2004;  
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Yang et al., 2006, 2010; Zhang et al., 2009; Murphy and Axelsen, 2011; 
Rossel et al., 2011; Moore et al., 2013; Popendorf et al., 2013;  Diercks 
et al., 2015; Schubotz et al., 2013, 2015, 2018; Lobasso et al., 2015; 
Moore et  al., 2015, 2016; Wang et  al., 2015; Wörmer et  al., 2015; 
Yoshinaga et al., 2011, 2012, 2015; Becker et al., 2016; Bosak et al., 
2016; Hewelt-Belka et al., 2016; Li et al., 2017; Slavetinsky et al., 2017; 
Luo et al., 2018; Bale et al., 2019; Boyer et al., 2020; Tsugawa et al., 
2020) for included headgroups are reported in Supplementary Table S1.

For generation of the database, the summed formulas of 
headgroup and backbone combinations (Supplementary Table S1) 
were inputted as separate entries in the LOBSTAHS-formatted 
component table for iterative calculation. Additionally, formulas for 
the full IPL structure of ladderane and isoprenoidal diether and 
tetraether lipids were entered as unique components to the table. For 
database components calculated iteratively, we  used parameters 
specified for lipid chains as described by Foster et al. (2013). Chains 
were allowed to vary in length from 2 to 30 carbons, and double bonds 
were allowed to vary from 0 to 6 per chain (with a minimum spacing 
of “3n + 2,” where n is any non-negative integer which fits within the 
length of the chain). Chains were also allowed to have up to 3 
hydroxylations, as reported in previous studies (Smułek et al., 2015; 
Nowak et al., 2016).

For unique components, we used custom R scripts to combine 
headgroup and core (backbone + chains) formulas. These include 
archaeol (1–8 unsaturations, 0–2 hydroxylations, 0–1 methylations, 
0–2 extensions and 0–1 abridgements of an isoprene unit), glycerol 
dialkyl glycerol tetraethers (GDGTs) of both branched (br-GDGTs; 
0–14 methylations) and isoprenoidal varieties (0–12 double bond 
equivalents, 0–2 methylations, 0–2 unsaturations) and the glycerol 
dialkyl diether (GDD) modification of these structures, as well as 
ladderane lipids with 3 and 5 cyclobutane rings and 18–22 carbons in 
the ladderane chain. The final database contained 91 headgroups 
corresponding to 2,139,073 unique ionized IPLs. Custom scripts and 
modified LOBSTAHS scripts for database generation are publicly 
available.4

2.6. Identification of intact polar lipids

Intact polar lipid datafiles in the raw Thermo file format were first 
converted to mzXML files using the software msConvert in centroid 
mode according to vendor format (Adusumilli and Mallick, 2017). 
The resulting mzXML files were read into R (R Core Team, 2020) 
using the package “MSnbase” (Gatto and Lilley, 2011; Gatto et al., 
2021). Peak detection, grouping, and alignment was performed using 
the package “xcms” (Smith et  al., 2006; Tautenhahn et  al., 2008; 
Benton et al., 2010) with parameters optimized for the dataset in the 
package “IPO” (Libiseller et al., 2015). The package “CAMERA” was 
then utilized to aggregate peak groups into pseudospectra and 
annotate secondary isotopic features in the dataset (Kuhl et al., 2012). 
Peak groups were screened preliminarily with our custom 
environmental IPL database in “LOBSTAHS” (Collins et al., 2016). 
MS2 spectra were extracted for peak groups using the “featureSpectra” 
function in “xcms” and spectra across samples pertaining to the same 

4 https://github.com/krempfert/Samail_fluid_IPLs

peakgroup were combined to a composite MS2 spectra using 
“combineSpectra.”

Only peak groups that had corresponding MS2 data for 
confirmation of “LOBSTAHS” identifications were included for 
downstream analysis. Due to the size of the custom database, multiple 
isomers exist for any given lipid of interest. These isomers represent 
different lipid structures in either core chain, backbone, or headgroup 
composition, but the same chemical formula, and thus measured mass 
on the Orbitrap. While the HILIC chromatography we  employed 
separated lipid classes according to the polarity of their polar 
headgroup, we found that retention time screening by headgroup class 
did not entirely resolve isomer identification. Chain length and 
hydroxylation of core chains can result in retention time shifts of a few 
minutes, well within the range of typical separation between 
headgroup classes. We  used a custom helper script to putatively 
annotate diagnostic MS2 fragments and neutral losses (diagnostic 
masses listed in Supplementary Table S2) and then manually screened 
annotations before final assignment of lipid identity. Positively ionized 
MS2 spectra were used to characterize headgroup composition, and 
negatively ionized MS2 were utilized to probe core lipid structure, as 
ester-linked fatty acids are lost from the intact structure at the 
collisional energies induced in our experimental method.

Identified compounds are reported as composite formulas in the 
format of “(headgroup abbrv.)- (backbone abbrv.) (# of carbons):(# of 
unsaturations) + (# of hydroxylations)O,” e.g., “PG-DAG 34:0 + 1O” for 
a phosphatidylglycerol diacylglycerol with two saturated chains 
adding up to 34C in total, with one chain hydroxylation. Because the 
ionization response of IPLs was poorer for negative adducts, many 
IPLs with diagnostic positive MS2 spectra did not have complimentary 
negative ion data. For this reason, and because diether lipids 
diagnostically lack fragmentation as negative adducts, we did not 
specify their individual chain lengths and properties (see 
Supplementary Datasheet 1 for further elaboration on assumptions for 
DEG assignments). In the event that no corresponding negative MS2 
data existed for any lipid structure that had been putatively annotated 
as one of multiple structural isomers of the same headgroup, an 
assignment was made to the linkage of a nearby (retention time < 15 s) 
lipid compound of the same headgroup with negative ion 
confirmation, or if that was not present, to the structural isomer that 
did not require hydroxylation.

Raw spectrometry files are available in the MetaboLights database 
(Haug et al., 2020) under study identifier MTBLS7570 and processing 
scripts and parameters are available.5

2.7. Quantification of intact polar lipids

Prior to quantification, annotated lipids found in solvent blanks 
were subtracted from sample data (Broadhurst et al., 2018). Only 
lipids with peak areas 10-fold greater than blank averages were 
considered for downstream analysis. To account for any sample matrix 
effects on ionization efficiency, we corrected all peak areas in each 
sample with the ratio of the peak response for the deuterated reference 
compound d9-DGTS spiked as an internal standard compared to the 

5 https://github.com/krempfert/Samail_fluid_IPLs
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peak response of the pure compound. Following matrix factor 
correction, IPL concentrations were calculated through application of 
analytical response factors from 31 commercially-available IPL 
external standards (Avanti Polar Lipids, see Supplementary Table S3). 
Response factors were estimated by taking the linear slope of the 
injected masses vs. the integrated peak areas across a 5-point dilution 
series (0.1, 1.0, 2.5, 5.0, 10.0 ng on column; see 
Supplementary Figure S1). Because authentic standards are not 
available for every IPL structure present in nature, or even headgroup, 
IPL analysis is only considered semi-quantitative. When no authentic 
standard was available, we assigned response factors on the basis of 
similarity of headgroups to existing standards, and for lipid classes 
with multiple measured standards, the average response factor for that 
class was applied. All aminolipids (e.g., OL, 3Me-OL, DGCC) were 
assigned to the DGTS response factor, all IPL glycolipids with 
nitrogen-bearing groups (e.g., NAcG-G, NAcG-P, G-GA) were 
assigned to the DG-Cer standard, and all glycolipids with more than 
one glycosyl group (e.g., GAc-G) to the DG-DAG standard.

2.8. Calculations and statistical analyses

Abundance-weighted properties of IPLs were calculated according 
to Boyer et al. (2020) using the following equation:

 

,

,
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where Ξ represents the average property of interest (e.g., number 
of aliphatic carbons, number of unsaturations), Ξipl,i represents the 
property summed across all components in the ith IPL (e.g., 36 
carbons in the alkyl chains of a 36:0 DAG) with ncomponent,i 
instances (e.g., 2 alkyl chains in a DAG), and xi represents the mole 
fraction of the ith IPL.

The oxidation state of carbon (Zc) was calculated for IPLs and 
their component parts (e.g., headgroup, backbone, combined core 
chains) using the equation:

 
Zc =

+ − − − +2 3 5 4o n p s h Z
c

where Z indicates the net charge and c, h, n, o, p, and s are the 
number of atoms of carbon, hydrogen, nitrogen, oxygen, phosphorus, 
and sulfur, respectively, in the chemical formula. Abundance-weighted 
properties and Zc calculations were conducted using scripts provided6 
by Boyer et al. (2020).

To correlate taxa abundances with IPLs, Pearson’s correlations of 
the relative abundance matrices of DNA and IPLs were calculated with 
Bonferroni-corrected p-values according to Probst et al. (2020) with 
modifications to the scripts provided7 to allow for more than one 
assignment for each IPL to potential source organism.

6 https://gitlab.com/gmboyer/polarlipidzc

7 https://github.com/AJProbst/lip_metgen

To investigate lipid distribution in relation to aqueous 
geochemistry, constrained analysis of principle coordinates (CAP) was 
performed using the “capscale” function in the R package vegan 
(Dixon, 2003) on the Gower dissimilarity matrix of Hellinger-
transformed IPL compound relative abundances. A variation inflation 
factor (VIF) was calculated to ensure that there was no significant 
multicollinearity (VIF <10) of constrained parameters for the CAP 
analysis. The significance level in the CAP model was assessed by 500 
data permutations.

3. Results

3.1. Geochemical characterization of 
subsurface fluids

Subsurface fluids were sampled from a series of six government 
monitoring wells previously drilled into crustal gabbro and mantle 
peridotite bedrock in the Samail Ophiolite, Sultanate of Oman. The 
chemical characterization of each well is summarized in Table 2. The 
pH of recovered fluids varied from 7.6 to 11.3. Hyperalkaline (pH 
>10) fluids sampled from wells NSHQ14 and WAB71 were also 
characterized by negative oxidation–reduction potentials (Eh) and low 
(<0.2 mM) concentrations of dissolved inorganic carbon (DIC). 
Potential electron acceptors were limited in these fluids, with 
measured sulfate and nitrate concentrations of or below 42 μM and 
2.5 μM, respectively. Conversely, alkaline fluids (pH <10) hosted in the 
peridotite wells WAB104, WAB105, and WAB55 exhibited positive Eh 
values, oxidant concentrations an order of magnitude higher (sulfate 
≥292 μM, nitrate ≥118 μM) than hyperalkaline fluids, and DIC 
concentrations up to 3 mM. WAB188, the only sampled well hosted 
within gabbro, was characterized by the highest concentration of 
sulfate (1.13 mM), and greater concentrations of potential reductants 
such as hydrogen and methane (0.99 μM H2, 1.8 μM CH4) compared 
to alkaline fluids hosted in peridotite. While dissolved aqueous-phase 
methane was detected in every fluid sampled, the greatest 
concentrations were measured in hyperalkaline fluids (14.8–106 μM). 
Hydrogen was only detected in hyperalkaline fluids and fluids hosted 
within gabbro, and was highest in concentration (253 uM) in well 
NSHQ14. Ammonium concentrations were highest (130 uM) in 
hyperalkaline fluids in well WAB71. Phosphate was below the 
detection limit (5.26 μM) in all fluids.

3.2. Custom intact polar lipid database 
generation

To be able to probe the diversity of IPL structures anticipated in 
this geologic setting, we developed a custom in silico IPL database for 
environmental lipids by adapting the existing bioinformatic software 
package “LOBSTAHS” (Collins et al., 2016). The LOBSTAHS package 
was developed in part to calculate the monoisotopic mass for 
theoretical lipid structures through user-specified combinations of 
IPL headgroups, acyl chain lengths, unsaturations, and hydroxylations 
for acylglycerol lipids. However, because this package was designed to 
annotate oxylipins of marine algae, the default database is limited to a 
few common marine lipid headgroups with ester-linkages of aliphatic 
chains to the lipid backbone. We  expanded possible backbone 
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configurations to include mixed acyl/ether glycerol (AEG), monoether 
glycerol (MEG), diether glycerol (DEG), ceramide (Cer), 1,2 
alkanediol (AD), and fatty amide (FA) backbone structures in addition 
to the diacyl glycerol (DAG) and monoacyl glycerol (MAG) backbones 
already included in the package structure (Figure 1). Additionally, the 
number of allowed chains was increased from 2 to 4 to include 
cardiolipins and triglyceride lipids. We also expanded the headgroups 
considered by compiling previously identified headgroup structures 
of environmental IPLs from published literature; the chemical 
formulas and references for 91 included headgroups are reported in 
Supplementary Table S1. The final database consisted of over 2 million 
lipid species.

3.3. Inventory of intact polar lipids

We were able to identify a diversity of IPLs with varying 
headgroup and backbone structures in serpentinite-hosted fluids 
using our custom environmental IPL database coupled with data-
dependent MS2 screening. A total of 96 IPLs were identified; the most 
abundant 20 IPL compounds across all sampled wells are presented in 
a relative abundance heatmap in Figure 2 (see Supplementary Table S4). 
Notably, these 20 IPLs constituted ≥98% of the observed IPL diversity 
across sampled fluids.

Total IPL concentrations (normalized by liter of filtered well 
water) showed no trend with planktonic cell abundances 

previously reported for these wells from paraformaldehyde-fixed 
samples collected at the time of lipid sampling (Fones et al., 2019). 
For example, the maximum concentration of polar lipids 
was observed in hyperalkaline well NSHQ14 where the lowest 
cell abundance (1.16 × 105 cells mL−1) was reported 
(Supplementary Figure S2).

IPLs for both Bacteria (non-isoprenoidal) and Archaea 
(isoprenoidal) were dominated by glycolipids, which comprised 91 
to 99% of the total intact lipidome (Figure  3). Apart from well 
WAB71, the most abundant glycolipid in subsurface fluids was 
monoglycosyl archaeol (1G-AR). This archaeal diether lipid made 
up 77% of measured IPLs in well WAB188 and 69% of IPLs in well 
NSHQ14. Bacterial monoglycosyl diethers (1G-DEGs) were 
prevalent in all fluids with the greatest relative abundance observed 
in WAB71 where 93% of IPLs could be  attributed to just two 
1G-DEG compounds (1G-DEG 32:1 and 1G-DEG 33:1; Figure 2). 
In all other wells, the relative abundance of 1G-DEG lipids varied 
from 15 to 52%.

Altogether, the combined relative abundance of bacterial and 
archaeal monoglycosyl diether lipids constituted 89 to 98% of the 
measured polar lipids (Figure  4), with the remaining glycolipids 
consisting of either glycosphingolipids (up to 4% in WAB71; primarily 
1G-Cer, but 2G-Cer was present at <1% relative abundance), 
monoglycosyl glycoronic acid diacylglycerol (1G-GA-DAG) lipids 
(<1% relative abundance in NSHQ14), or diglycosyl isoprenoidal 
lipids (up to 14% relative abundance in NSHQ14). 

TABLE 2 Geochemical composition of sampled fluids in the 2017 field season previously reported by Kraus et al. (2021).

Well WAB188 WAB105 WAB104 WAB55 WAB71 NSHQ14 LOQ (μM)

pump depth (mbl) 78 50 28 26 50 85 -

L filtered for lipid analysis 16.3 162 9.9 115.9 20.2 67.3 -

pH 7.6a 8.3a 8.5 9.2 10.6 11.3 -

Eh (mV) 214 178a 180a 269 −133 −253 -

SO4
2− (μM) 1.13E+03 2.92E+02 4.77E+02 8.75E+02 4.20E+01 2.00E+00 1.04E+00

NO2
− (μM) 6.00E+00 BLOQ BLOQ 8.00E+00 1.40E+01 1.60E+01 2.17E+00

NO3
− (μM) 1.18E+02 1.35E+02 1.23E+02 1.43E+02 2.50E+00 BLOQ 1.61E+00

NH4
+ (μM) BLOQ BLOQ 6.41E+00 BLOQ 1.00E+02 1.30E+01 1.00E+00

PO4
3−(μM) BLOQ BLOQ BLOQ BLOQ BLOQ BLOQ 5.26E+00

H2 (μM) 9.92E-01 BLOQ BLOQ BLOQ 5.92E-01 2.53E+02 4.80E-02

CH4 (μM) 1.83E+00 2.01E-02 2.30E-02 1.06E-01 1.48E+01 1.06E+02 1.53E-02

DIC (mM) 3.00E+03 3.50E+03 3.50E+03 2.90E+03 1.20E+02 1.30E+02 2.00E+01

Na (total) (μM) 3.49E+03 5.92E+02 6.58E+02 4.12E+03 4.95E+03 1.02E+04 5.85E+00

Ca (total) (μM) 1.33E+03 2.69E+02 1.03E+02 5.40E+01 4.07E+03 4.34E+03 1.60E-01

Mg (total) (μM) 1.44E+03 1.69E+03 1.91E+03 2.75E+03 2.00E+00 2.00E+01 5.90E-02

K (total) (μM) 3.92E+01 2.72E+01 2.95E+01 2.10E+02 2.51E+02 2.45E+02 8.26E-01

Al (total) (μM) 8.00E-01 8.00E-01 1.00E+00 BLOQ 1.80E+00 2.00E+00 7.60E-01

Fe (total) (μM) 4.00E-01 5.00E+00 2.00E+00 2.50E+00 1.57E-01 2.00E+00 6.00E-03

Si (total) (μM) 3.69E+02 2.67E+02 1.22E+02 3.00E+00 2.10E+01 6.00E+00 4.00E-01

Cl− (μM) 5.04E+03 8.55E+02 8.01E+02 7.24E+03 1.16E+04 1.62E+04 2.82E+00

Br− (μM) 2.00E+00 BLOQ BLOQ 5.00E+00 1.20E+01 2.50E+01 1.25E+00

a indicates data from 2017 was not available and replaced with 2016 data published by Rempfert et al. (2017); BLOQ indicates the parameter was below the limit of quantification (limit 
indicated in column LOQ).
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Membrane-spanning archaeal tetraethers were not detected in high 
abundance but were observed primarily in well NSHQ14 where 
2G-GDGT-0 was present at 2% relative abundance.

Phospholipids were present at less than 1.1% relative abundance 
in all wells. Due to the predominance of archaeal and bacterial 
1G-diether lipids, the lower barplot in Figure 4 displays the relative 
abundances of minor lipids (<12%) excluding these major lipid 
classes. Phospholipid classes included phosphocholine (PC) 
diacylglycerol (DAG), dietherglycerol (DEG), monoetherglycerol 
(MEG) and mixed acyl/ether glycerol (AEG) lipids, 
phosphoethanolamine sphingolipids (PE-Cer), and 
phosphatidylglycerol diacylglycerol (PG-DAG) lipids. Aminolipids 
were relatively more abundant than phospholipids, comprising up to 
5.5% relative abundance of detected IPLs. Betaine lipids were 
particularly abundant in well WAB104 where diacylglyceryl-
trimethylhomoserine (DGTS)-DAG 36:2 constituted 4% of the 
lipidome. Ornithine lipids (OL), particularly trimethylated ornithine 
(3Me-OL) lipids, were detected in all fluids with the greatest relative 
abundance in WAB105 and WAB188, where cumulatively this class 
made up 0.7 and 1.5% of the lipidome, respectively. In addition, two 
classes of lipids with N-acetylglucosaminyl (NAcG) headgroups and 

diether backbones were detected at <1% combined relative abundance 
across fluids.

3.4. Correlation of intact polar lipidome 
with potential source organisms

We coupled lipidomic analyses with 16S rRNA gene amplicon 
sequencing of DNA and RNA transcripts (RNA converted to cDNA) 
generated from biomass collected from the same fluids at the time of 
IPL sampling to infer potential source organisms for observed IPL 
compounds (Figure 5).

While archaeal lipids constituted >40% of the lipidome in all but 
one well, archaeal amplicon sequence variants (ASVs) comprised at 
most only 10.9% of the DNA and 34.4% of the cDNA (Figure 6). In 
wells WAB105 and WAB55, archaeal ASVs made up less than 2.5% of 
all ASVs; yet, 1G-AR accounted for 46 and 67% of the measured IPLs, 
respectively. However, fluids that exhibited the greatest relative 
abundance of lesser archaeal IPLs (e.g., 2G headgroups, GDGTs) did 
also have the greatest relative abundance of archaeal ASVs. 
Predominant archaeal ASVs varied considerably between wells; 

FIGURE 1

Designation of headgroup, backbone, and chains for Zc calculations with the example IPL PC-DAG 34:0 (A) and structures of all backbone linkages 
investigated (B).
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NSHQ14 and WAB188 were dominated by Methanobacteria, WAB55 
and WAB104 by Nitrosopumiliaceae, and WAB105 by Woesarchaeales 
(Supplementary Table S5).

Pearson’s correlation was used to evaluate relationships between 
non-isoprenoidal IPL and bacterial ASV relative abundances. A total 
of 48 bacterial IPL compounds were correlated significantly 
(Bonferroni-corrected value of p  < 0.005) with 84 bacterial ASVs 
(Supplementary Figure S3). Generally, most compounds within a lipid 
class correlated with the same ASV, but multiple ASVs demonstrated 
equivalent correlation coefficients and value of ps per lipid class. 1G 
and 2G ceramides correlated with an entirely different set of ASVs; 1G 
ceramides were associated with Acidobacteria, Ignavibacteria, 
Desulfomonile, Candidate Phylum DTB120, Nitrospinota, and 
Verrucomicrobiota, while 2G ceramides were associated primarily 
with Acetothermia and Meiothermus. Both glycosphingolipid classes 
correlated with different ASVs assigned to Firmicutes, 
Thermodesulfovibriona, Chloroflexi, Alphaproteobacteria, and 
Gammaproteobacteria. Trimethylated ornithine lipids were correlated 
with the same set of ASVs as 1G-ceramides, and NAcG-containing 
classes were correlated with the same set of ASVs as 2G-ceramides. 
Betaine lipids correlated with Gammaproteobacteria (primarily 

Pseudomonas), Pedosphaeraceae, Planctomycetiota, Nitrospirota, 
Firmicutes, Acidobacteria, and Bacteriodota (primarily Kryptioniales).

3.5. Trends in lipid composition with 
aqueous geochemistry

To evaluate the relationship between the distribution of IPLs and 
subsurface fluid chemistry, we  performed constrained analysis of 
principle coordinates (CAP) using the Gower dissimilarity matrix of 
IPL compound relative abundances for each site. For this analysis, 
we omitted 1G-AR from the calculation of IPL relative abundances, as 
this compound was strongly overrepresented in the intact polar 
lipidome compared to the relative abundance of any potential source 
organism as inferred by sequencing. Three explanatory variables (pH, 
[CH4], [SO4

2−]) explained 77.7% of the observed variance (R2 = 0.77; 
500 permutations: pseudo F = 2.33, value of p = 0.046) in the lipidome 
(Figure  7). Due to multicollinearity of geochemical parameters, 
replacing NO3

− for SO4
2− and H2 for CH4 yielded a similar ordination 

of samples and IPL compounds. The triplot for the CAP displayed a 
prevalence of trimethylated ornithine and betaine lipids in wells 

FIGURE 2

Relative abundance heatmap of the 20 most abundant intact polar lipid (IPL) compounds detected.
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associated with higher concentrations of sulfate. Additionally, a trend 
toward 2G instead of 1G headgroups of glycolipids was demonstrated 
in wells with higher methane concentrations and more 
hyperalkaline pH.

Differences in overall lipid structure across wells were also 
assessed through calculation of the average oxidation state of carbon 
(Zc) in IPLs. Lower values of Zc in a molecule indicate more reduced 
carbon (e.g., −4 in CH4) and higher values represent more oxidized 
carbon (e.g., +4  in CO2). Across sampled fluids, the abundance-
weighted Zc of the full lipid and of the lipid chains were remarkably 
consistent, with the full lipid Zc varying from −1.52 to −1.56 and the 
chain Zc from −1.88 to −1.90. The Zc of headgroups and backbones 
were slightly more variable across samples, ranging from −0.12 to 
−0.32 and from −0.62 to −0.96, respectively (Supplementary Table S6). 
Notably, all calculated components of the IPL exhibited negative 
carbon oxidation states. The abundance-weighted Zc of IPL backbones 
was the only component of the IPL to display any significant trend 
with geochemistry (Figure  8), which demonstrated a positive 
correlation with Eh (R2 = 0.81, p = 0.014).

The proportion of ether-linked chains was greatest in 
hyperalkaline wells NSHQ14 and WAB71, where negative Eh values 
were measured (Supplementary Figure S4). Ester linkages were nearly 
absent in both these wells, but were the second most common linkage 
in all other sampled wells. Amide linkages were most abundant in well 
WAB55 (7% of linkages). There was little variation in both the 
abundance-weighted average number of aliphatic carbon (nC: 16.5–
17.6) and unsaturations (nUns: 0.3–0.51) in lipid chains across 

sampled fluids. The maximum nC and minimum nUns for lipid chains 
was reported in NSHQ14, the well with the most negative Eh, however, 
there was no statistically significant trend of chain-linkage, nC, or 
nUns with Eh or any other measured geochemical parameter.

4. Discussion

4.1. Subsurface intact polar lipidome of a 
terrestrial serpentinite

Archaeal IPLs in the Samail Ophiolite were dominated by those 
with an archaeol core. Diether lipids are not typically found as the 
dominant class of archaeal lipids in ecosystems (Koga and Morii, 2005; 
Biddle et al., 2006; Sollai et al., 2019). However, a predominance of 
diether over tetraether IPLs has been described at a marine 
serpentinizing system- the Lost City hydrothermal vent field (Bradley 
et al., 2009b; Lincoln et al., 2013), in ophiolites (Rattray et al., 2022), 
as well as in deep oceanic crust drilled from the Atlantis Bank (Li 
et al., 2020) and some sites of methane seeps (Rossel et al., 2011). It 
has been postulated that archaeol abundance may serve as an indicator 
for methanogenic biomass, particularly where the Thaumarchaeotal 
GDGT lipid crenarchaeol (GDGT-5) is low in abundance (Lim et al., 
2012). We found 2G-AR and 2G-GDGT-0 to be most abundant in the 
well NSHQ14 where methane concentrations were highest, ASVs 
assigned to Methanobacterium were the most prominent, and cDNA 
for this organism was comparatively enriched (Figures  2–4). In 

FIGURE 3

The abundances (ng of lipid/L) of bacterial non-isoprenoidal monoglycosyl diether (1G-DEG) lipids and the archaeal isoprenodial monoglycosyl diether 
lipid, archaeol (1G-AR), in comparison with total lipid abundances in each well.
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culture, isolates of Methanobacterium have been reported to 
produce both archaeol and GDGT-0 with glycosyl and phosphate-
containing headgroups (Nishihara and Koga, 1987). While 
we  did detect Thaumarcheota of the family Nitrososphaeraceae 
(Supplementary Table S5), especially in alkaline peridotite-hosted 
fluids, we did not detect crenarchaeol, the major lipid constituent of 
this family (Elling et al., 2017). It is possible intact crenarchaeol lipids 
are present at low abundances in sampled fluids, but not in high 
enough concentrations to be detected by MS2 analysis. Accordingly, 
it is possible that some small fraction of isoprenoidal IPLs, including 
a proportion of 1G-AR, could be produced by Nitrososphaeraceae and 
other archaeal taxa, but these organisms are unlikely to be the major 
contributor of isoprenoidal diether lipids (Pitcher et  al., 2010). 
We instead suggest the abundance of archaeol-based lipids in these 
fluids likely represent primarily a methanogenic source. The idea 
that at least some fraction of the archaeal IPL pool is actively produced 
by methanogens can be supported by previous studies of the biomass 
in these fluids by Fones et al. (2019) showing active biological 14CH4 
production from 14C-labeled bicarbonate and by Kraus 
et  al. (2021) identifying transcripts for key genes encoding 
methanogenesis enzymes.

Glycolipids with non-isoprenoidal diether cores were ubiquitous 
in biomass sampled from the Samail serpentinite-hosted fluids. 
Bacterial diether glycolipids were the major lipid class detected at the 
Lost City Hydrothermal Field (Bradley et  al., 2009a,b). 
Non-isoprenoidal diether core lipids have additionally been described 
in fossilized serpentinite systems in the Iberian Margin (Klein et al., 
2015), in serpentinite rock in ophiolites (Zwicker et  al., 2018; 
Newman et al., 2020), and in drill cores of deep oceanic crust at 
Atlantis Bank (Li et al., 2020), suggesting this lipid class is common 
across ecosystems supported by water-rock interaction. Only a 
limited number of cultured bacteria have been found to synthesize 
DEG backbones, stemming mostly from thermophilic clades such as 
Thermodesulfobacterium (Langworthy et  al., 1983), Ammonifex 
(Huber et  al., 1996), Aquifex (Huber et  al., 1992), Rhodothermus 
(Jorge et al., 2015), and Thermatoga (Damsté et al., 2007), along with 
some mesophilic sulfate-reducers (Rütters et al., 2001; Grossi et al., 
2015). The only cultured isolate that has been reported to produce 
DEG lipids with a glycosyl headgroup is Thermodesulfobacterium 
(Langworthy et  al., 1983). We  observed the greatest relative 
abundance of 1G-DEG lipids in well WAB71 where the most 
predominant ASV was assigned to the family Thermodesulfovibriona 

FIGURE 4

Relative abundances of IPLs by headgroup type with and without bacterial and archaeal monoglycosyl diether lipids included. Abbreviations: 1G, 
monoglycosyl; 1G-GA, monoglycosyl glycuronic acid; 2G, diglycosyl; 3Me-OL, trimethylated ornithine; BL, betaine lipid (DGTS and DGCC); GAc-G, 
acetylglycosyl monoglycosyl; NAcG, N-acetyl glycosaminyl (both NAcG-P and NAcG-G); OL, ornithine lipid, PC, phosphatidylcholine; PE, 
phosphatidylethanolamine; PG, phosphatidylglycerol.
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(Figure  5), supporting the hypothesis put forth by Bradley et  al. 
(2009a) that sulfate-reducing organisms could be the source of these 
enigmatic lipids in serpentinized fluids (Bradley et  al., 2009a). 
However, at Lost City, no known strains of bacteria capable of 

producing DEG lipids were detected via 16S rRNA gene sequencing, 
and so it was postulated that Clostridial sulfate-reducers instead 
could be a possible source (Bradley et al., 2009a). We did observe 
Clostridial ASVs enriched in the cDNA fraction of WAB71 as well as 

FIGURE 5

Relative abundance heatmap of top 20 ASVs for cDNA and DNA.

FIGURE 6

Overrepresentation of archaea in IPL compared to genomic and transcriptomic assays.
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minor relative abundances of ASVs assigned to Aquificales, 
Ammonifexales (e.g., Desulforudis), and Desulfobacteriota, so other 
potential source organisms cannot be ruled out.

Although diether glycolipids were measured in high abundance 
across all measured samples, it is important to note that there is no 
apparent instrumental bias toward the detection of this class of lipids. 
Instead, the ionization response of both mono- and di-glycosyl 
standards was an order of magnitude lower (1.84E+05 and 1.21E+06, 
respectively) than that of aminolipids (2.37E+08) and most 
phospholipids (1.81E+06 to 1.59E+08; Supplementary Table S3, 
Supplementary Figure S1) with no observed effect on ionization 
response for ether compared to ester linkages to the glycerol backbone 
(e.g., PC-AR and PC-DAG 32:0 standards: 8.85E+07 and 7.04E+07, 
respectively).

Minor bacterial IPLs in the lipidome included betaine and ornithine 
(including trimethylated ornithine) aminolipids, glycosphingolipids, 
aminoglycolipids with a N-acetyl glucosaminyl headgroup (NAcG), and 
to a lesser degree, phospholipids. We  used Pearson’s correlations 
between the relative abundances of non-isoprenoidal lipids and bacterial 
ASVs to discern possible sources of these largely cosmopolitan IPLs 
(Supplementary Figure S3). The significant correlation of highly specific 
lipids with NAcG headgroups to Meiothermus ASVs lends credence to 
the use of this approach because this class of lipids has only been found 
in members of the Thermus/Meiothermus clade (Ferreira et al., 1999; 
Yang et al., 2006). However, 14 other ASVs also significantly correlated 
with NAcG structures (Supplementary Figure S3). Because microbial 
community composition in Samail Ophiolite fluids is associated with 
aqueous geochemistry (Rempfert et al., 2017), it is to be expected that 
the relative abundance of many taxa co-vary, thus complicating 
source assignment.

Ceramide-linked sphingolipids were common across sampled 
fluids. Ceramide backbone linkages are only known to be synthesized 

by a few bacterial groups. Sphingolipids have been reported in 
organisms belonging to the Fibrobacteres-Chlorobi-Bacteriodetes 
superphylum, Alphaproteobacteria (e.g., Sphingomonadales), and 
some Deltaproteobacteria (Olsen and Jantzen, 2001; Keck et al., 2011; 
Stankeviciute et al., 2022), however, the genetic biosynthetic potential 
is found in a wider range of Gram-negative and several Gram-positive 
genera including Thermodesulfovibrio and Ignavibacter (Sohlenkamp 
and Geiger, 2016; Stankeviciute et  al., 2022). 1G sphingolipids 
were correlated with Bacteriodota, Ignavibacteriales, and 
Thermodesulfovibriona ASVs, and both 1G and 2G glycosphingolipids 
were significantly correlated with ASVs belonging to Alpha- and 
Gammaproteobacteria (Supplementary Figure S3); we  tentatively 
attribute ceramide IPLs to a combination of these taxa. While 
ceramide lipids are much more common in Eukarya, Kraus et al. 
(2021) reported only low eukaryotic 18S rRNA gene sequence counts 
in complimentary samples (0.11% of all sequences from all wells), and 
so we assume a bacterial source.

Aminolipids, such as betaine and ornithine lipids, were 
relatively abundant to the greatest degree in alkaline wells and were 
associated with higher concentrations of oxidants (e.g., sulfate) in 
constrained principle coordinate analysis (Figure 7). To the best of 
our knowledge, betaine lipids have only been reported in 
Alphaproteobacteria, Gammaproteobacteria, Actinobacteria, 
Verrucomicrobia, and Bacteriodetes (Benning et al., 1995; Geiger 
et al., 1999; Geske et al., 2013; Sebastián et al., 2016; Yao et al., 
2016). Betaine lipids with DGTS/DGTA headgroups were 
significantly correlated with all these clades 
(Supplementary Figure S3), and thus we speculate this IPL class is 
produced by multiple bacterial sources in this setting. DGTS and 
DGTA have identical fragmentation patterns in MS2, but 
we  presume these aminolipids have DGTS headgroups because 
DGTA has not yet been identified in bacteria (Geiger et al., 2010; 

FIGURE 7

Constrained analysis of principle coordinates (CAP) of the Gower dissimilarity matrix of Hellinger-transformed IPL compound relative abundances. 
Permutations test of 500 iterations indicated significance of analysis (pseudo F  =  2.33, value of p  =  0.046).
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López-Lara and Geiger, 2017). Ornithine lipids are only present in 
Bacteria (Vences-Guzmán et  al., 2012) and have been widely 
reported in Proteobacteria and other Gram-negative bacterial 
strains (Geiger et al., 2010; Sohlenkamp and Geiger, 2016). Like 
betaine lipids, ornithine lipids are likely produced by many taxa in 
this environment. Interestingly, while Planctomycetes groups were 
detected in low relative abundances in alkaline wells, there was no 
significant correlation of these groups with the abundance of 
trimethylated ornithine lipids (3Me-OL). Planctomycetes is the 
only known source of 3Me-OL signatures (Moore et  al., 2013; 
Moore, 2021). However, 3Me-OL IPLs did correlate with 
Verrucromicrobia ASV abundance, a phylum that also belongs to 
the PVC superphylum (Planctomycetes-Verrucomicrobia-
Chlamydiae). It is thus possible that the ability to produce this 
trimethylated structure is more widely spread across phyla than 
previously described.

4.2. Membrane adaptations in a 
polyextreme environment

The abundance of glycolipids and aminolipids compared to 
phospholipids in serpentinized fluids resembles the headgroup 

assemblages typically observed in the oligotrophic open ocean where 
phosphate is limiting (Van Mooy et al., 2009; Schubotz et al., 2018; 
Schubotz, 2019). All wells sampled did not have any detectable 
phosphate (detection limit 5 μM), which indicates subsurface fluid 
phosphate concentrations are below the 10 μM concentration at which 
heterotrophic (Sebastián et al., 2016) and sulfate-reducing bacteria 
(Bosak et al., 2016), as well as methanogenic archaea (Yoshinaga et al., 
2015), have been observed to replace phospholipid membrane lipids 
with amino- and/or glycolipids in culture. Peridotite rocks have 
exceedingly low bulk phosphorus concentrations (median of 131 ppm 
from 577 samples in the EarthChem database; Porder and 
Ramachandran, 2013), with harzburgites in the Samail Ophiolite 
containing only 0.009–0.012 wt.% P2O5 (Hanghøj et al., 2010). Thus, 
limited phosphorus is available in the host rock to be  liberated as 
phosphate during water-rock reaction. Additionally, the limited 
availability of phosphate in subsurface fluids within the ophiolite may 
be due to the formation of insoluble Ca-phosphates in hyperalkaline 
Ca-OH fluids, as well as the presence of the mineral brucite, which 
was found to comprise up to 8 wt% of the mineral assemblage in 
Samail Ophiolite dunite (Templeton et al., 2021) and is known to be an 
effective scavenger of phosphate from fluids (Holm et  al., 2006; 
Templeton and Ellison, 2020). Accordingly, we  suggest that the 
predominance of glycolipids and aminolipids in serpentinized fluids 

FIGURE 8

Abundance-weighted carbon oxidation state (Zc) of intact lipids, headgroups, backbones, and chains in relation to Eh. Backbone Zc is significantly 
(R2  =  0.81, p  =  0.014) correlated with Eh (mV) of fluids.
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in Oman represents a phosphorus conservation strategy of organisms 
adapted to living within serpentinite systems with notably low 
phosphate availability.

Through culturing experiments, it has been documented that 
anionic phospholipids (e.g., PG) are often replaced with anionic 
glycolipids (e.g., GAc), and that neutral or zwitterionic phospholipids 
(e.g., PE, PC, PME, PDME) are replaced with neutral or zwitterionic 
amino or glycolipids (e.g., 1G, 2G, DGTS, OL) during phosphate 
limitation (Geske et al., 2013; Carini et al., 2015; Bosak et al., 2016; 
Sebastián et al., 2016). However, the ratio of anionic to neutral or 
zwitterionic lipids is not always conserved through membrane 
remodeling, which may impact the integrity of the lipid membrane 
(Bosak et al., 2016; Schubotz, 2019). Additionally, the shape of the 
membrane may be altered during remodeling (Bosak et al., 2016) if 
the configuration of cylindrical bilayer-forming IPLs and conical 
non-bilayer-forming IPLs is adjusted (Schubotz, 2019). For organisms 
that cannot synthesize DGTS, zwitterionic ornithine lipids have been 
implicated as important for maintaining membrane lipid charge 
(López-Lara et al., 2005). The addition of three methyl groups on the 
terminal nitrogen of trimethylated ornithine lipids mimics the 
structure of a phosphocholine headgroup, which likely imparts a 
greater polarity and similar cylindrical shape (Moore et  al., 2013; 
Moore, 2021). Phosphocholine is a bilayer-stabilizing IPL common in 
heat-stressed microorganisms (Hazel and Williams, 1990; Hazel, 1995; 
Sollich et  al., 2017) and was the most abundant phospholipid in 
sampled fluids. Accordingly, the predominance of zwitterionic 
3Me-OL and DGTS aminolipids in the Samail Ophiolite lipidome 
likely reflect a preservation of membrane charge, structure, and 
integrity through membrane adaptation.

In addition to the apparent adaptation of IPL headgroup 
composition to phosphate limitation in serpentinite-hosted fluids, 
we observed an influence of fluid geochemistry on IPL backbone 
linkage structures. The average carbon oxidation state (Zc) of IPL 
backbones was significantly and positively correlated with the 
measured reduction potential (Eh) of sampled fluids (Figure 8). Fones 
et  al. (2019) noted a similar trend with the proteome’s Zc in 
complimentary samples, with the lowest Zc observed in the most 
hyperalkaline, reduced well, NSHQ14. It has been interpreted that this 
relationship reflects an evolutionary convergence to minimize cellular 
biosynthetic costs, as reduced biomolecules are energetically more 
cost-effective to synthesize under reducing conditions (Dick and 
Shock, 2011; Dick, 2014; Fones et al., 2019; Boyer et al., 2020). Boyer 
et  al. (2020) thus postulated that the Zc of lipids represents an 
adaptation of organisms to the availability of reduction potential (i.e., 
concentrations of electron donors and acceptors) in their environment. 
However, we did not observe any significant correlation of full lipid Zc 
with Eh, as was reported for hot spring IPL samples from Yellowstone 
(Boyer et al., 2020). The invariance of IPL Zc in Samail Ophiolite 
aquifers can likely be attributed to the pervasiveness of phosphate 
limitation. Due to the weight of nitrogen and phosphorus in the 
calculation of lipid Zc, the ubiquity of headgroup modifications across 
sampled fluids overprints the observed signature from 
backbone modifications.

The reduced IPL-backbone Zc in NSHQ14 corresponds to a 
prevalence of ether linkages, the most reduced backbone 
configuration explored in this study (Figure  1). Ether-linked 
backbones have commonly been described in deep marine sediments 
(Evans et al., 2017), hydrothermal ecosystems (Jahnke et al., 2001; 

Pancost et al., 2006), and anerobic methane oxidizing and sulfate-
reducing consortia at cold methane seeps (Hinrichs et  al., 2000; 
Orphan et al., 2001; Pancost et al., 2001; Rossel et al., 2011) where 
their abundance was attributed to the robustness of these lipid 
structures. However, it is also possible ether linkages were prevalent 
in these environments in part due to the energetic favorability of 
producing this backbone structure under the prevailing reducing 
conditions. Ether-bound lipids have a lower proton permeability 
relative to ester-bound lipids (van de Vossenberg et al., 1998; Mathai 
et al., 2001) which may reduce energetic costs to cellular maintenance 
in energy-limiting environments (Valentine, 2007). Ether-bound 
lipids are also produced by soil bacteria during starvation-induced 
sporulation (Ring et  al., 2006; Lorenzen et  al., 2014), further 
implicating an influence of energy availability on membrane lipid 
backbone structure in serpentinizing settings where oxidants and 
inorganic carbon are deficient.

Ceramide backbone linkages also correspond to a reduced Zc 
(−0.75) and were observed in the lipidome of all sampled fluids 
(Supplementary Figure S4). Ceramides have been reported as a major 
component of the lipidome in hyperthermic marine sediments in 
Spathi Bay (Sollich et  al., 2017), as well as minor components in 
serpentine rock in the Chimera ophiolite (Rattray et al., 2022), the 
anoxic water column of the Black Sea (Schubotz et al., 2009), and in 
hot springs (Schubotz et  al., 2013). However, ceramides are more 
commonly described for their hypothesized role in virulence and 
stress survival in host-associated taxa (e.g., Kunz and Kozjak-Pavlovic, 
2019). Sollich et al. (2017) hypothesized that ceramides may confer 
increased membrane rigidity and stability through tighter membrane 
packing facilitated by the strong hydrogen-bonding potential of 
ceramide backbones. This hypothesis is supported by multiple studies 
that confirm intramolecular hydrogen bonding of amino and hydroxyl 
groups in the ceramide backbone with the headgroup of 
sphingomyelin lipids (Talbott et  al., 2000; Mombelli et  al., 2003; 
Venable et al., 2014). Interestingly, the availability of an amino group 
near the lipid headgroup also occurs in the fatty amide backbone 
structure of ornithine lipids, implying similar potential for increased 
hydrogen bonding. Overall, ceramide lipids likely provide increased 
membrane stability in IPLs and perhaps represent an alternative to 
ether linkages for organisms not genetically capable of synthesizing 
DEG backbones.

We observed little variation in the abundance-weighted average 
number of aliphatic carbons and unsaturations in IPL chains across 
wells; however, we did note the maximum nC and the minimum nUns 
in the chains of IPLs from the well NSHQ14 where pH was highest. 
Increasing length and saturation of alkyl chains has been shown to 
decrease membrane permeability (de Gier et al., 1968; Paula et al., 
1996) which could modulate the maintenance of an ion gradient 
across the membrane at high pH. The methods employed for IPL 
characterization do not allow us to distinguish between branched 
non-isoprenoidal chains (e.g., iso- and anteiso- fatty acids) and 
straight-chain counterparts, and so nC is not necessarily equivalent to 
chain length. However, increased branching of aliphatic chains, which 
would similarly increase nC, has been reported in laboratory cultures 
of organisms belonging to the Bacillus/Clostridium subphylum when 
grown at high pH (Clejan et  al., 1986; Li et  al., 1994; Prowe and 
Antranikian, 2001). Thus, the observed trend of increasing nC and 
decreasing nUns could represent a strategy to cope with hyperalkaline 
pH. Importantly, unlike headgroup modifications, adjustments to IPL 
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chains such as increased methylations or chain length could ultimately 
be preserved in fossil biomarker structures such as hydrocarbons as a 
record of past geochemical conditions.

4.3. IPLs as biomarkers for living biomass in 
terrestrial serpentinizing environments

A key assumption in the use of IPLs to characterize the abundance 
and physiology of microorganisms is that IPLs are a proxy for living 
biomass. This has been widely assumed because the bond linking the 
polar headgroup to the lipid backbone is labile and can easily 
be cleaved after cell death on the order of hours to days (White et al., 
1979; Harvey et  al., 1986). However, the lack of a meaningful 
correlation of estimated IPL concentrations with enumerated 
planktonic cells in Samail Ophiolite subsurface fluids 
(Supplementary Figure S2) demonstrates a stark difference in relative 
turnover times between at least some fraction of IPLs and microbial 
communities. This, in conjunction with the predominance of 1G-AR 
in wells that exhibited very low relative abundances of archaeal DNA 
and RNA (Figure 6) suggests an unknown, but large, proportion of 
IPLs in this setting does not represent viable biomass. An 
overrepresentation of archaea by IPL analyses in comparison to other 
biomass quantification techniques has been reported in multiple 
marine deep biosphere surveys (Biddle et al., 2006; Lipp et al., 2008; 
Lengger et  al., 2014). The prevalence of archaeal IPLs in deep, 
subsurface environments has been interpreted to be an artifact of the 
differential lability of ester-bound bacterial and ether-bound archaeal 
IPLs (Schouten et al., 2010). Laboratory studies of IPL degradation 
kinetics demonstrate that glycosidic archaeal IPLs degrade at a rate of 
one to two orders of magnitude slower than bacterial phosphatidic 
ester-bound IPLs (Logemann et al., 2011; Xie et al., 2013). In deep 
biosphere systems with very low cellular turnover rates, it has been 
extrapolated that glycosidic archaeal lipids could persist for 10 of 1,000 
of years (Lin et al., 2013; Xie et al., 2013). Because of the persistence 
of at least some classes of IPLs in serpentinite-hosted fluids, the intact 
polar lipidome must be considered as a cumulative record of longer-
scale patterns of microbial diversity and geochemistry, and not as a 
snapshot of a dynamic system.

4.4. Lipid preservation potential

The persistence of IPLs in fluids beyond the presence of their 
source organisms is promising for the detection of extinct life 
through lipid biomarker signatures. Intact diether lipids were 
found to be  highly abundant in hyperalkaline fluids (Figure  3) 
despite low planktonic cell abundances, indicating a potential for 
these biomolecules to accumulate in fluids. Over time, these IPLs 
could amass to concentrations far surpassing living biomass, thus 
facilitating the detection of lipid signatures if these biomarkers 
were to be preserved in mineral precipitants. Fossil lipid signatures 
have been observed in carbonate and brucite veins at both 
terrestrial and marine sites of serpentinization (Klein et al., 2015; 
Zwicker et  al., 2018; Newman et  al., 2020), supporting the 
hypothesis that fluid-sourced microbial membrane lipids can 
be  preserved in this type of geologic setting. Although, the 
apparent difference in residence times between diether lipids and 

other IPL classes suggests the preserved lipid biomarker record 
would not be a representative snapshot of the full diversity of the 
microbial community. Nevertheless, the detectability of IPLs 
(3.3 ng/L – 27 mg/L) in fluids with low (~1 × 105 cells/mL) cellular 
abundances merits further investigation into serpentinites as 
targets for life detection on other planetary bodies. Specifically, it 
supports the concept that life detection could be  achieved via 
analysis of organic molecules in serpentinite fluids or in secondary 
mineral assemblages, to search for degradation products of 
cell membranes.

4.5. Reinterpretation of the fossil lipid 
biomarker record of the Samail ophiolite

The intact polar lipidome of serpentinized fluids hosted 
within the Samail Ophiolite can provide valuable context to aid 
in the reconstruction of past microbial activity from core lipid 
records of terrestrial serpentinites. Newman et  al. (2020) 
surveyed core lipid biomarkers in travertine deposits and 
carbonate veins of serpentinized rock in the Samail Ophiolite. 
This record represents an integrated signature of microbial life 
over the time at which carbonate was precipitated, which could 
span ~50,000 years (Clark and Fontes, 1990; Kelemen and Matter, 
2008; Kelemen et  al., 2011; Mervine et  al., 2014). The core 
structures observed here in IPLs from subsurface Samail 
Ophiolite fluids most closely resemble the assemblage of lipids 
detected in layered carbonate and travertine outcrops (Subset A 
in Newman et al., 2020), which were categorized by an abundance 
of archaeol and non-isoprenoidal ether lipids as well as a high 
ratio of GDGT-0 to crenarchaeol. These lipids were interpreted 
as signatures of surficial microbial communities because the 
source carbonates were presumed to have precipitated from 
surface outflow of Ca2+ and OH− rich, serpentinized fluids 
(Newman et al., 2020). We posit that microorganisms inhabiting 
deep, highly reacted fluids could alternatively be the source of 
these biomarkers.

In wells such as NSHQ14, we sampled highly reacted fluids that 
exhibited a hyperalkaline pH (11.3) with reduced Eh (−253 mV), as 
well as characteristically high calcium (4,340 μM) and low 
magnesium (5 μM) and DIC (130 μM) concentrations consistent 
with the expected chemistry for source fluids of travertines in 
serpentinizing settings (Barnes and O’neil, 1969; Neal and Stanger, 
1985; Paukert et  al., 2012). Highly reduced fluids contained 
co-occurring intact diglycosyl archaeol and GDGT-0 lipids with 
non-isoprenoidal glycosyl diether bacterial lipids which were 
associated with high relative abundances of cDNA of methanogenic 
Methanobacteria and sulfate-reducing Thermodesulfovibriona. 
Because we  found archaeal diether IPLs to be  so recalcitrant in 
serpentinized fluids, we hypothesize archaeol, and perhaps other 
ether-linked lipids, comparatively accumulate in subsurface fluids 
with respect to more labile lipids, and thus are preferentially 
preserved upon rapid carbonate precipitation as reacted, subsurface 
fluids reemerge near the surface and are exposed to atmospheric 
carbon dioxide. We also note that the abundance of GDGT-0 could 
primarily be sourced by Methanobacteria, and not methanotrophic 
archaea, Crenarcheota, or Thaumarcheota as suggested by Newman 
et al. (2020), because we observed such high relative abundances of 
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2G-GDGT-0  in association with Methanobacteria. A subsurface, 
methanogenic source of archaeal biomarkers in serpentinites is 
consistent with the findings by Zwicker et  al. (2018) for the 
serpentinite-hosted Chimera seeps of Turkey, as well as the 
distribution of methanogenic biomarkers in marine serpentinites 
where archaeol and acyclic GDGTs were most abundant within 
chimneys (Bradley et al., 2009a; Lincoln et al., 2013) and subsurface 
veins (Klein et  al., 2015). The co-occurrence of bacterial 
non-isoprenoidal ether-linked lipids with archaeol in all intact and 
fossil lipid surveys of alkaline sites of serpentinization suggests these 
biomarkers could be a hallmark signature of serpentinized fluids 
(Bradley et al., 2009a,b; Lincoln et al., 2013; Méhay et al., 2013; Klein 
et al., 2015; Zwicker et al., 2018; Newman et al., 2020).

4.6. Implications for the detection of 
biomarkers on Mars

The detection of serpentine minerals by the Compact 
Reconnaissance Imaging Spectrometer for Mars (CRISM) in 
conjunction with olivine-rich basalts, carbonates, and other alteration 
mineral phases (e.g., talc, saponite) indicates serpentinization on Mars 
was once active, and potentially widespread (Ehlmann et al., 2008, 
2009, 2010; Brown et  al., 2010). Spectroscopic evidence from the 
Perseverance rover for aqueously-altered, olivine-rich rocks (Farley 
et  al., 2022) imply there may even be  the potential for sample 
collection of serpentinized Martian rock in the near future. We suggest 
these serpentine mineral assemblages are promising potential targets 
in the search for preserved organic signatures of ancient biomass on 
Mars. The abundance of recalcitrant IPLs in subsurface serpentinite-
hosted fluids reported in this study in combination with the detection 
of fossil signatures in Samail Ophiolite travertines reported by 
Newman et al. (2020) support the theory that subsurface microbial 
communities inhabiting serpentinite-hosted aquifers could 
be  preserved within mineral products of fluid-rock reaction. 
Travertine deposits form where deep-seated, highly reacted fluids 
discharge at the surface from bedrock fissures (Giampouras et al., 
2020). Thus, travertine deposits facilitate the accessibility of sampling 
fossil subsurface, fluid-hosted biomass. On Mars, faults from impacts, 
the buildup of Tharsis, the dichotomy-forming event, or local tectonics 
(e.g., subsidence, uplift) could penetrate deep into the subsurface and 
potentially act as conduits for fluid seepage (Oehler and Etiope, 2017), 
thus providing near-surface access to subsurface material. A 
subsurface source of biomass may promote its preservation in 
carbonate veins below the surface, as a major challenge for the 
persistence of organic signatures on the Martian surface is degradation 
from exposure to ionizing radiation or prevalent chemical oxidants 
such as perchlorates (Hays et al., 2017). Accordingly, locations such as 
Nilli Fossae where fractured, serpentinized rocks have been detected 
from orbit should be prioritized for detection of preserved cell-derived 
organics in future missions.

5. Conclusion

This study represents the first intact polar lipid biomarker survey 
of subsurface fluids from a terrestrial site of active serpentinization, 

sampling high pH fluids characterized by challenging states of nutrient 
and energy limitation, thus greatly increasing the astrobiologically 
relevant physicochemical conditions explored in lipid biomarker 
investigations. To probe the anticipated diversity of intact lipid 
structures in this setting, IPLs were inventoried using an expansive, 
custom environmental lipid database, which expands the application 
of targeted and untargeted lipidomics in the study of microbial and 
biogeochemical processes. The intact polar lipidome across fluids was 
dominated by archaeal and bacterial glycosyl diether lipids that bore 
a surprising resemblance to the biomarker assemblages described for 
the marine serpentinizing system, Lost City Hydrothermal Field 
(Bradley et  al., 2009a), despite differing microbial community 
compositions. In Oman, we  interpret these lipids to most likely 
be  signatures of methanogenic archaea belonging to the genus 
Methanobacteria and sulfate-reducing bacteria, possibly of the family 
Thermodesulfovibriona or Clostridiaceae. The co-occurrence of 
bacterial and archaeal diether glycolipids at Lost City and in the 
Samail Ophiolite suggests these biomarkers are potentially diagnostic 
signatures for serpentinizing systems.

The prominence of non-phospholipids such as betaine, trimethyl-
ornithine, and glycosphingolipids suggests extensive membrane 
modifications of polar headgroups, likely as a conservation strategy of 
organisms adapted to living in phosphate-depleted conditions within 
serpentinite rock and fluids. Additionally, backbone linkages in highly 
reduced fluids exhibited low carbon oxidation states and were 
characterized by primarily ether and amide linkages, which may 
reflect an energy-conservation strategy of cells and an adaptation to 
reduce membrane permeability.

An unknown, but possibly dominant, proportion of IPLs in this 
setting were not representative of living biomass as commonly 
assumed for intact lipids. The accumulation of recalcitrant IPLs could 
facilitate the detectability of lipid biosignatures in mineral precipitates 
of serpentinized fluids, thus improving prospects for life detection 
efforts in serpentinites. We invoke this mechanism in a reinterpretation 
of the core lipid biomarker record for travertines in the Samail 
Ophiolite published by Newman et al. (2020), and hypothesize these 
biomarkers are representative of deep, highly reacted fluids rather 
than surficial microbial communities. This hypothesis merits further 
investigation because it implies that travertines should be  a high 
priority target for organic biosignature detection on Mars or other 
planetary bodies. Overall, this work provides context for the 
interpretation of molecular fossil records in serpentinite-hosted 
settings, such as those potentially left on early Earth, Mars, or similar 
planetary systems, which will help guide future efforts to detect 
signatures of subsurface life.
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