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An innovative additively
manufactured implant for
mandibular injuries: Design and
preparation processes based on
simulation model

Lingling Zheng1, Chao Wang1*, Min Hu2, Antonio Apicella3,
Lizhen Wang1, Ming Zhang4 and Yubo Fan1*
1Key Laboratory of Biomechanics and Mechanobiology, Ministry of Education, Beijing Advanced
Innovation Center for Biomedical Engineering, School of Biological Science and Medical Engineering,
School of Engineering Medicine, Beihang University, Beijing, China, 2The First Medical Center of PLA
General Hospital, Department of Stomatology, Beijing, China, 3Polytechnique School of Engineering
and Base Science, University of Campania, Aversa, CE, Italy, 4Department of Biomedical Engineering,
The Hong Kong Polytechnic University, Kowloon, Hong Kong SAR, China

Objective: For mandibular injury, how to utilize 3D implants with novel

structures to promote the reconstruction of large mandibular bone defect is

the major focus of clinical and basic research. This study proposed a novel 3D

titanium lattice-like implant for mandibular injuries based on simulation model,

which is designed and optimized by a biomechanical/mechanobiological

approach, and the working framework for optimal design and preparation

processes of the implant has been validated to tailored to specific patient

biomechanical, physiological and clinical requirements.

Methods: This objective has been achieved by matching and assembling

different morphologies of a lattice-like implant mimicking cancellous and

cortical bone morphologies and properties, namely, an internal spongy

trabecular-like structure that can be filled with bone graft materials and an

external grid-like structure that can ensure the mechanical bearing capacity.

Finite element analysis has been applied to evaluate the stress/strain distribution

of the implant and bone graft materials under physiological loading conditions

to determine whether and where the implant needs to be optimized. A

topological optimization approach was employed to improve biomechanical

and mechanobiological properties by adjusting the overall/local structural

design of the implant.

Results: The computational results demonstrated that, on average, values of the

maximum von-Mises stress in the implant model nodes could be decreased by

43.14% and that the percentage of optimal physiological strains in the bone graft

materials can be increased from 35.79 to 93.36% since early regeneration

stages. Metal additive manufacturing technology was adopted to prepare the

3D lattice-like implant to verify its feasibility for fabrication. Following the

working framework proposed in this study, the well-designed customized

implants have both excellent biomechanical and mechanobiological
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properties, avoiding mechanical failure and providing sufficient biomechanical

stimuli to promote new bone regeneration.

Conclusion: This study is expected to provide a scientific and feasible clinical

strategy for repairing large injuries of mandibular bone defects by offering new

insights into design criteria for regenerative implants.

KEYWORDS

large bone defects, mandibular injury, lattice-like implant, bone regeneration,
biomechanics and mechanobiology

Introduction

The mandible is a critical component of the skull

maxillofacial bones that have a pivotal role in aesthetic and

structural functions such as mastication, swallowing and

phonation. Traumas, osteoradionecrosis, malformation,

dysplastic pathologies, and benign or malignant neoplasm can

cause large mandibular injuries (Torroni et al., 2015; Kumar

et al., 2016). Mandibular reconstruction is not only to recover the

external contour of maxillofacial region, but also to restore the

normal physiological function of the patient. However,

reconstruction of large mandibular injuries is still a major

challenge in maxillofacial surgery (Vidal et al., 2020).

Although there are many clinical solutions for mandibular

reconstruction, all of them have limitations or deficiencies.

Firstly, autogenous bone grafts are regarded as the “golden

standard” in reconstructive surgery because of its

osteoinductive, osteoconductive and non-immunogenic

properties (Cypher and Grossman, 1996). Even though several

successful clinical results have been reported (Cordeiro et al.,

1999; Okay et al., 2016; Brown et al., 2017), the limitation of

autografts, such as insufficient donor-site bone material,

postoperative infection, and various potential complications,

remains a considerable clinical concern (Ahlmann et al.,

2002). Secondly, reconstruction of mandible with titanium

plate instead of autologous bone can obtain satisfactory

aesthetic effect without complications of donor site (Goh

et al., 2008; Sadr-Eshkevari et al., 2013). Nevertheless,

problems such as extraoral exposure, plate fracture,

osteomyelitis and the inability to restore the occlusal function

remain major defects of titanium plate (Okura et al., 2005).

Thirdly, an alternative solution is allograft (Carter, 1999) and

xenograft substitutes (Giannoudis et al., 2005), which can repair

local bone defects, such as alveolar bone (Elgali et al., 2017) and/

or periodontal tissue (Rasperini et al., 2015). While in large bone

defects, the lack of mechanical strength under physiological load

is the main drawback. In a word, given the limitations of the

above solutions, an innovative solution with biomimetic

structure and function needs to be developed to meet the

clinical needs of repairing large mandibular injuries.

In this study, a novel 3D titanium lattice-like implant with

structural design and preparation processes based on simulation

model was proposed, which can be filled with bone graft

materials to promote bone regeneration. A successful

maxillofacial implant would restore the mandibular function

and promote bone tissue regeneration at the damaged site.

While the biomechanical and mechanobiological processes of

bone regeneration are complex (Guilak et al., 2014), thus, more

stringent and unique requirements are put forward for the design

and manufacture of 3D titanium implants (Figure 1). From the

biomechanical standpoint, the implant is a fundamental device

for bone regeneration with a continuously space maintenance

capacity; the proper mechanical properties and structural

parameters choices are critical. The elastic modulus, strength,

fatigue and other mechanical properties of customized implants

should be up to standard to avoid stress shielding andmechanical

failures. Structural parameters, as well as trabecular-like textures,

porosity, pore size and pore interconnectivity, are key factors that

will significantly influence the biomechanical properties of

implants such as bone ingrowth and cell regeneration. From

the mechanobiological standpoint, bone regeneration is known

to be highly dependent on the local conditions, and

mechanobiology studies show how biomechanical stimuli

influence the growth and regeneration of bone tissues.

Implants providing a complex micro-environment should

have mechanobiological stimulation abilities, which can

promote the proliferation and differentiation of osteoblasts

while guiding bone regeneration. It is reported that implant

with different porosities, pore sizes, and strut diameters has

different biomechanical stimuli on bone growth and adjusting

these structure features can achieve desired bone regeneration

outcomes (Sanz-Herrera et al., 2010; Razi et al., 2012;Wang et al.,

2016b; Gao et al., 2019). Regretfully, despite the advances in

theoretical basis of mandibular reconstruction, comprehensive

research and validation studies of 3D titanium implant design

and optimization criteria based on biomechanical/

mechanobiology methods are still lacking.

Therefore, the aim of this study was to propose a novel 3D

titanium lattice-like implant for mandibular injuries based on

simulation model, which is designed and optimized by a

biomechanical/mechanobiological approach, and validate the

working framework for optimal design and preparation

processes of the 3D titanium lattice-like implant. This study

details the design concept, analysis method, optimization
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criterion, and manufacturing processes, expected to provide a

scientific and feasible clinical solution for reconstructing large

mandibular injuries. It is hoped that it will have great clinical

application prospect in maxillofacial surgery.

Materials and methods

In this study, the design workflow of the 3D lattice-like

implant is shown as follows (Figure 2A):

1) The cone-beam computed tomography (CBCT) data

acquisition and three-dimensional (3D) reconstruction of

the mandible;

2) Design a solid model for the virtual mandibular

reconstruction based on the mirroring reconstruction

approach;

3) Optimization iteration of the solid model;

4) Design the implant with the internal trabecular-like structure

and the external grid-like structure;

5) Optimization iteration of the lattice-like implant based on

biomechanical strength and mechanobiological critical levels;

6) Additive manufacturing technologies adopted to fabricate the

optimized lattice-like implant.

More details are given in the next sections.

3D modelling reconstruction

The cone-beam computed tomography (CBCT) data

acquisition needed for the reconstruction of the missing

mandible section was obtained from the Department of Oral

and Maxillofacial Radiology with the following parameters: slice

thickness 0.4 mm, pixel size 0.4 mm. The cone-beam computed

tomography (CBCT) images were imported into Mimics

software (Mimics Innovation Suite v.21.0, Materialise, Leuven,

Belgium). Software inbuilt specific craniofacial bone region

growing greyscales threshold values of the Hounsfield units

(HU) were selected to define the bounds and properties of the

solid parts. Then a 3D digital model of the mandible was

generated and saved in the standard tessellation language file

format (.STL), which served as the basis for the computer aided

design (CAD) of mandible geometry. Figure 3 shows the process

for generating a 3D volumetric mandibular reconstruction and

the mandibular defects data investigated in this study.

Design process of the lattice-like implant

The patient mandible 3D model was imported in STL format

into the medically certified computer aided design (CAD)

modelling software 3-Matic 12.0 (Materialise, Leuven,

Belgium). Prior to the implant lattices definition, it was first

FIGURE 1
Methodological approach for the lattice-like implants. (A) The morphology of trabecular bone. (B) The texture characteristics of trabecular. (C)
A dodecahedral cellular unit. (D) The overall view of local orientation of mandible and the arrow indicates the direction of maximum stiffness
concerning the occlusal plane. (E) Trabecular-like component to mimic the cancellous bone of the mandible. (F) Grid-like component to mimic
cortical bone of the mandible.
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FIGURE 2
The framework from image acquisition to manufacturing implant. (A) Flowchart of lattice-like implant design, optimization and manufacture.
(B) Schematic diagram of lattice-like implant design, optimization andmanufacture. (a) 3D reconstruction. (b) Mandibular design (solid). (c) Optimize
the solid counterpart. (d) The architecture of lattice-like implant. (e) The original design of the lattice-like implant. (f) Optimize the lattice-like implant.
(g) The final design of the 3D implant.

FIGURE 3
Reconstruction of mandible defect based on CBCT image. (A) The process for the generation of a three-dimensional (3D) mandibular
reconstruction. Coronal view, axial view, sagittal view and 3D model of mandibular. (B) Several mandibular defects data were used in this study.
Patients 1, 2, 3 and 4.
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needed to anatomically restore the mandible defect using a

reconstruction approach mirroring and fitting the symmetrical

healthy mandible section in the space of its missing part

(Figure 2Ba). Then, the general implant structure was outlined

and discussed with the surgeon for appropriate length, width,

and height (Figures 2Bb,c).

The typical mandibular structure with cortical and trabecular

bone is the methodological base approach for designing

biomimetic 3D mandibular reconstruction implant. The lattice

textures mimicking cancellous and cortical bone morphologies

and properties were then chosen (Figure 2Bd). Specifically, the

lattice-like implant comprised two types: internal spongy

interconnected trabecular-like structure and external grid-like

structure mimicking cancellous and cortical bone morphologies

and properties, respectively.

Cancellous bone component- The structure of cancellous

bone is composed of thin trabecular which are the natural

evolutions of functional orientations corresponding to tension

and compression lines induced by bone loading from teeth and

muscles. The regular dodecahedron structure (Figures 1B,C) has

been suggested as representative of 3D organization of trabecular

bone from previous studies (Gramanzini et al., 2016; Ben-Zvi

et al., 2017). Therefore, to mimic the same biomechanical

environment that describes the cancellous bone component of

the mandible, regular dodecahedron cellular was utilized to

construct the trabecular-like component of implant. It is

worth noting that, in order to facilitate the intraoperative

filling autogenous bone particles or bone graft materials

according to the clinical practice and literature (Gao et al.,

2019), the pore diameter of implant is set at 5 mm.

Cortical bone component -The cortical bone structural

texture was designed as a quadrilateral grid with the similar

pore diameter to construct the grid-like component of implant.

In addition, the strength of mandible gradually increases from

the top of alveolar crest to the lower edge, and the implant stress

gradually increases from top to bottom (Gao et al., 2019).

Therefore, the lattice-like implant was designed with a

gradient structure where the lower and upper limits of the

strut diameter were set, respectively, to 0.2 and 0.8 mm to

avoid stress shielding while ensuring the necessary mechanical

strength. And the thickness of the retainer is 2 mm, and there is

5–7 titanium screws on each side (Figure 2B).

Finite element analysis of the lattice-like
implants

Finite element analysis (FEA) was adopted to evaluate the

stress of solid/implant structure and strain distributions within

bone graft materials under physiological loading condition. The

bone graft model was derived from Boolean subtraction of the

solid models of the mandible and lattice-like implant. The screws

were designed as cylinders of 8 mm in length. 3D models were

imported into ANSYS 19.0 software (Swanson Analysis System

Co, Houston, TX, United States) for the FE calculation. The

number of the elements and nodes is shown in Table 1.

All materials were considered isotropic, homogeneous and

linearly elastic. The load transfer capacity of the implant filled

with bone graft materials at different stages of the healing time

was evaluated by associating literature grafted bone mechanical

properties data to 3 different periods of bone regeneration:

Granulation tissue (G-T) representing the healing early stages,

Immature bone (IM-B) representing the middle period, and

mature bone (M-B) representing the final period (Checa et al.,

2011). The mechanical properties used in this study were taken

from literature data for cortical bone, cancellous bone, articular

disc, tooth, Ti6Al4V and grafted bone at different stages of

maturation (Manivasagam et al., 2009; Checa et al., 2011;

Sarrafpour et al., 2013), as reported in Table 1.

In this study, simulating the mandibular movement

controlled by masticatory muscles under maximum bite force

(worse case) with 800 N (Ackland et al., 2017) and eight groups of

masticatory muscles were simulated as spring element and set on

each side (Figure 4). The muscle force value and the direction of

the muscle structures were taken from the published research

(Ackland et al., 2017) (Table 2). The springs’ stiffness values are

as follows: temporalis muscle = 14 N/mm, masseter muscle =

16.35 N/mm, lateral pterygoid muscle = 12 N/mm, and medial

pterygoid muscle = 15 N/mm.

Optimization iteration of the lattice-like
topological structure

The Finite Element Analyses under physiological load

involves two stages of iterative process in this study.

Iteration A represents solid optimization aimed at

eliminating stress concentration points and thin-walled

structures between the implant and the residual bone,

and determining the number and location of titanium

screws. Iteration B represents lattice-like implant

optimization, which considers the biomechanical

properties of the implant and the mechanobiological

factors of bone grafts. The lattice-like implant needs to

be optimized or not was determined by the FEA results,

both stress of implant and strain of bone graft material. The

implant ought to possess sufficient mechanical properties to

avoid mechanical failure while inducing in the bone graft

material optimal physiological strain levels stimulating

bone regeneration. That is, the maximum von-Mises

stress of the implant cannot exceed 897 MPa of the yield

strength of Ti6Al4V (Manivasagam et al., 2009), and the

strain adaptation ranges of bone graft material remodeling

is 0–3,000 microstrain (Frost, 2004). The original designed

lattice-like implant needed to be adjusted until it meets

above criterion based on the FEA results, which is
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TABLE 1 Numbers of elements and nodes and mechanical properties.

Materials Nodes Elements

Cortical bone 47,407 185,457

Cancellous bone 13,277 45,379

Tooth 10,832 35,464

Articular disc 6,008 20,219

Lattice-like implant 299,536 904,451

Bone graft materials 77,195 306,956

Screws 8,227 27,434

Materials Young’s modulus [MPa] Poisson’s ratio

Cortical bone Sarrafpour et al. (2013) 15,000 0.3

Cancellous bone Sarrafpour et al. (2013) 1,500 0.3

Articular disc Sarrafpour et al. (2013) 44.1 0.4

Tooth Sarrafpour et al. (2013) 20,000 0.3

Ti6Al4V Manivasagam et al. (2009) 110,000 0.3

Granulation tissue Checa et al. (2011) 0.2 0.167

Immature bone Checa et al. (2011) 1,000 0.3

Mature bone Checa et al. (2011) 5,000 0.3

FIGURE 4
Finite element model boundary conditions including anterior view (A), lateral view (B) and inferior view (C). Masticatorymuscle was simulated as
spring element: 1-Anterior temporalis; 2-Posterior temporalis; 3-Superficial masseter; 4-Deep anterior masseter; 5-Deep posterior masseter; 6-
Medial pterygoid; 7-Superior lateral pterygoid; 8-Inferior lateral pterygoid.
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considered an optimizing accomplish of the topological

structure.

Preparation for implants by additive
manufacturing

Additive manufacturing (AM) technologies have been

adopted to fabricate titanium implants with complex

structures. The model was imported into QuantAM software

(Renishaw, Gloucestershire, England) for adding supports,

slicing and developing an “mtt” format file to be transferred

to the additive manufacturing machine. RenAM400 (Renishaw,

Gloucestershire, England) equipped with SPI continuous fibre

laser 200 W, optical maser wavelength 1,075 nm, spot diameter

50–80 µm, forming layer thickness 20–50 μm, focal length

163 mm, galvanoscope laser scanning with scanning speed

5–7,000 mm/s and the working chamber is protected by

argon gas.

Results

Finite element analysis results of original
non-optimized 3D lattice-like implant

The finite element analysis results of the physiologically

loaded starting non-optimized and final optimized implants at

the three hypothesized healing times (G-T, IM-B and M-B) are

shown in Figure 5 and Figure 6, respectively. Frequency analysis

was used to statistics analyze the stress of implant and strain

distribution of bone graft materials (pie charts in Figures 5, 6).

Namely, eight stress intervals (<50, 50–100, 100–150, 150–200,
200–250, 250–300, 300–350, >350 MPa) and four strain intervals

(0–3,000, 3,000–6,000, 6,000–10,000,>10,000 με) were

considered. The maximum von-Mises stress values reached in

the non-optimized initial lattice-like implant are reported in

Figure 5A, and are 1,036.30, 739.22 and 594.05 MPa for G-T,

IM-B and M-B periods, respectively. The corresponding

maximum strain values reached in the bone grafts are

1,41,790, 13,336 and 8,108 με for G-T, IM-B and M-B periods,

respectively (Figure 5B).

Stress distribution of implant at G-T, IM-B and M-B healing

times- In the first granulation tissue (G-T) healing period, the

66.62% of the von-Mises stress values in the nodes of the implant

were lower than 50 MPa, while the 22.24% fall in the 50–100 MPa

range, the 6.92% are located between 100 and 150 MPa, and the

remaining 4.22% overcome 150 MPa. In the immature bone (IM-

B) period, the 76.03% of the von-Mises stress values in the nodes

of the implant were lower than 50 MPa, while the 17.60% fall in

the 50–100 MPa range, the 4.30% are located between 100 and

150 MPa, and the remaining 2.07% overcome 150 MPa. In

presence of mature bone (M-B), the 84.07% of the von-Mises

stress values in the nodes of the implant were lower than 50 MPa,

while the 13.01% fell in the 50–100 MPa range, and only a 3%

were above 100 MPa.

Strain distribution of bone graft at G-T, IM-B and M-B

healing times- In the first granulation tissue (G-T) healing

period, only the 35.79% of the strain values are lower than the

maximum physiological strain of 3,000 με, while the 32.20% are

in the 3,000–6,000 με range, the 16.91% are in the

6,000–10,000 με range, and 15.11% are higher than 10,000 με.
In the immature bone (IM-B) healing time, the 96.33% of the

strain values present strains lower than the critical 3,000 με level.
The percentage of healthy physiological strain levels reached the

99.54% of the nodes in presence of mature bone (M-B).

Finite element analysis results for the
optimized 3D lattice-like implant

The finite element analysis results of the optimized lattice-

like implant at three different healing periods under physiological

load conditions are shown in Figure 6. The values of the

maximum von-Mises stress reached in the optimized implant

are reported in Figure 6A, and are 697.35, 398.36 and 293.40 MPa

for G-T, IM-B and M-B periods, respectively. The corresponding

maximum strain values reached in the bone grafts are shown in

Figure 6B, and are 36,896, 9,039 and 5,789 με for G-T, IM-B and

M-B periods, respectively.

Stress distribution of implant at G-T, IM-B and M-B healing

times- In the granulation tissue (G-T) healing period, the 77.54%

of the von-Mises stress values in the nodes of the implant were

TABLE 2 Muscle force generated under maximum-force bite.

Maximum
bite force (800N)

Left Anterior temporalis 222.3

Posterior temporalis 158.6

Superior lateral pterygoid 5.1

Inferior lateral pterygoid 65.5

Medial pterygoid 170.8

Superficial masseter 196.3

Deep anterior masseter 37.9

Deep posterior masseter 44.9

Right Anterior temporalis 221.5

Posterior temporalis 156.5

Superior lateral pterygoid 5.3

Inferior lateral pterygoid 76.1

Medial pterygoid 170.7

Superficial masseter 196.3

Deep anterior masseter 37.9

Deep posterior masseter 44.2

Frontiers in Bioengineering and Biotechnology frontiersin.org07

Zheng et al. 10.3389/fbioe.2022.1065971

12

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2022.1065971


FIGURE 5
Von-Mises stress of original lattice-like implant and strain of bone graft materials in different periods. Granulation tissue (G-T) representing the
early stages, Immature bone (IM-B) representing the middle period and mature bone (M-B) representing the final period. (A) The von-Mises stress of
original implant in different periods. (B) The strain of bone graft materials in different periods. (a–d) illustrated four sections of von-Mises stress/strain
for the original implant/bone graft materials. The pie charts show the frequency of von-Mises stress/strain for the original implant/bone graft
materials in different intervals.
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FIGURE 6
Von-Mises stress of optimized lattice-like implant and strain of bone graft materials in different periods. Granulation tissue (G-T) representing
the early stages, Immature bone (IM-B) representing themiddle period andmature bone (M-B) representing the final period. (A) The von-Mises stress
of optimized implant in different periods. (B) The strain of bone graft materials in different periods. (a–d) illustrated four sections of von-Mises stress/
strain for the original implant/bone graft materials. The pie charts show the frequency of von-Mises stress/strain for the original implant/bone
graft materials in different intervals.
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lower than 50 MPa, while the 17.12% fall in the 50–100 MPa

range, the 3.86% are located between 100 and 150 MPa, and

the remaining 1.48% overcome 150 MPa. In the immature

bone (IM-B) period, the 92.66% of the von-Mises stress

values in the nodes of the implant were lower than

50 MPa, while the 6.50% fall in the 50–100 MPa range,

and only a 0.84% were above 100 MPa. In presence of

mature bone (M-B), the 97.14% of the von-Mises stress

values in the nodes of the implant were lower than

50 MPa, while the 2.62% fall in the 50–100 MPa range,

and only a 0.24% were above 100 MPa.

Strain distribution of bone graft at G-T, IM-B and M-B

healing times- In the granulation tissue (G-T) healing period,

the strain values of 93.36% in the nodes are lower than the

maximum physiological strain of 3,000 με, while the 5.97% are in

the 3,000–6,000 με range, and 0.67% are higher than 6,000 με. In
the immature bone (IM-B) healing time, the 99.63% in the nodes

of the strain values present strains lower than the critical 3,000 με
level. The percentage of healthy physiological strain levels

reached the 99.95% of the nodes in presence of mature

bone (M-B).

The results indicated that the maximum von-Mises stress of

the support did not exceed the yield strength of titanium and

almost throughout the bone graft materials received the

appropriate strain (0–3,000 με) to stimulate bone regeneration

from the early implantation stages.

Optimization process and results

The finite element analysis results demonstrated that the

maximum von-Mises stress values of the implants and the strain

percentage of bone graft varied obviously during the

optimization process. The section color stress maps of the

finite element model indicate that the internal stress values of

the initial lattice-like implant are generally less than 100 MPa,

and the stress concentration region is mainly on the distal

surface. Hence, there are warranted to optimize the stress

concentration area by tuning the local struts diameters on the

distal surface, and the comparison diagram of implant

optimization is shown in Figure 7. Compared to the initial

implant, the optimized implant achieved a 43.14% average

reduction in maximum von-Mises stress, and the adaptation

strain levels of bone graft already increased from 35.79% to

93.36% in the early regenerative stages. The results manifested

that the optimization process was highly effective.

3D additive manufacturing implant

The lattice-like implant was fabricated by Selective Laser

Melting (SLM) and using the commercially Ti6Al4V medical-

grade powder with an average diameter of 40 μm. The

galvanometer laser scanning system directs the laser beam to

FIGURE 7
Details of lattice-like implant comparison. (A) Original lattice-like implant with a front view (a), back view (b), top view (c), bottom view (d) and
regular dodecahedron unit cellular (e); (B)Optimized lattice-like implant with a front view (a), back view (b), top view (c), bottom view (d) and gradient
cellular (e).
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melt the powder and shape it layer by layer until the implant is

completed (Figure 8A). After that, heat treatment in argon-

protected was used for the implant, heating the furnace to

820°C within 4 h and cooling it to 500°C within 1.5 h.

Subsequent post-processing procedures include sandblasting

with a particle size of 0.5–1 mm silicon sand, grinding and

polishing the implant surface and ultrasonic cleaning with

ultrapure water for 30 min. Finally, the implant was were

photographed by scanning electron microscope. The 3D

additive manufacturing schematic diagram and the finished

implant with electron micrograph are shown in Figure 8B.

Discussion

The goals and the criteria for a successful reconstruction of

critically injuries of mandibular are to restore facial contours,

bone regeneration and occlusal reconstruction, which remains a

challenge for maxillofacial surgery today (Lin et al., 2011).

Although there are several options for mandibular

reconstructions, such as autograft, allograft and titanium plate

repairs, efforts are being made to develop a new biomimetic

design and manufacturing methods for mandibular implants

remain underway. With the rapid development and

popularization of computer technology, finite element analysis,

a numerical method to simulate the modelling of structures that

approximates reality, has been widely used in almost all scientific

fields (Boccaccio et al., 2011). And with the development of 3D

additive manufacturing techniques, selective laser melting (SLM)

technology has been used to fabricate customized implants with

complicated architectonics, which is regarded as one of the most

promising techniques to be associated with medical imaging

(Rengier et al., 2010). The improvement in technologies is

increasingly leveraging the innovation in reconstructing large

segmented defects of mandibular.

Many studies have focused on customized implants designed

via finite element methods and produced by additive

manufacturing over the past decades. Earlier, Lee and Tideman

(Lee et al., 2008; Lee et al., 2009) proposed the concept of a

modular endoprosthesis for mandibular reconstruction and

conducted a series study on Macaca monkeys. Whereas that

approach was ineffective and suffered from infection, prosthesis

connections loosen and loss of peri-implant bone mineral density.

Subsequently, the patient-specific titanium plates utilized to

reconstruct maxillofacial bone defects were of great interest.

Lim et al. (2022) conducted a long-term follow-up of

16 patients who underwent reconstruction using patient-specific

titanium plates. Albeit this customized-plates reduced fixation

failure and aesthetically unsatisfactory complications, it cannot

rehabilitate the masticatory function, which remains a deficiency.

Another possible solution to address aesthetic and functional

clinical demands is to produce 3D titanium mesh implants

using additive manufacturing. A research institute (Pobloth

et al., 2018; Perier-Metz et al., 2020) investigated that

mechanobiological optimized 3D titanium mesh implants can

promote endogenous bone regeneration based on the

FIGURE 8
(A) Schematic diagram of Selective Laser Melting technology and (B) additively manufactured implant with scanning electron micrographs of
different locations.
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implantation of titanium implants with autologous bone graft

into the long bones of 27 sheep. After that, they explored the

existing mechano-biological computer model of bone

regeneration to explain scaffold-supported bone healing

and investigate the distinct roles of implant structure and

bone grafting on the regeneration process within a scaffold.

In addition, Marco et al. (Tatullo et al., 2019a; Tatullo et al.,

2019b) considered that 3D printing implant doped or coated

with novel biomaterials like Phosphorene or Borophene

could be a useful strategy to improve the therapeutic effect

of osteogenesis. And the in vivo studies have revealed that the

coated implants worked effectively on post-oncological bone

defects (Yang et al., 2018). These studies provide a theoretical

basis for the design and optimization of bone regeneration

implants, making it possible to reconstruct mandibular with

3D implants combined with bone graft materials.

In this study, we proposed a novel 3D titanium lattice-like

implant based on simulation model, which is designed and

optimized by a biomechanical/mechanobiological approach,

and the implant can be filled with bone graft materials to

promote bone regeneration for mandibular injuries repair.

There are some special aspects of lattice-like implant

compared to existing 3D titanium plate/mesh implants.

Firstly, the clinical strategy of the lattice-like implant is novel.

The existing 3D titanium plate/mesh implants are designed

for mandibular contour restoration without considering bone

regeneration. While the lattice-like implant not only restores

maxillofacial contour, but also the bone regeneration by

filling bone graft materials and ultimately to achieve

occlusal reconstruction. Secondly, design and optimization

of lattice-like implants based on biomechanical and

mechanobiology methods. Because of the filling of bone

graft materials, the design and optimize of lattice-like

implant should not only consider its biomechanical

properties, but also the bone remodelling process of the

bone graft material under mechanical stimulation. That is,

the implant should have sufficient biomechanical properties

to avoid mechanical failure and the bone graft materials

should be in the strain adaptation ranges of remodeling to

induce bone regeneration. Thirdly, novel structural in lattice-

like implant design. The lattice-like implant contains internal

trabecular-like structure to simulate cancellous bone and the

external grid-like structure to simulate cortical bone

function. The regular dodecahedron structure has been

suggested as representative of 3D organization of

trabecular bone (Gramanzini et al., 2016; Ben-Zvi et al.,

2017; Gao et al., 2019), to mimic the same biomechanical

environment of the mandible, we chose a dodecahedral

cellular unit presenting an analogous texturing to obtain

the trabecular-like component of the implant. And the

pore diameter of implant was selected to be 5 mm to

facilitate the filling of bone graft materials which diameter

is generally 1~2 mm and the maintaining adequate blood

supply. Figure 1D illustrates the overall view of local

orientation of the mandible which is taken from reference

(Apicella et al., 2010). The arrow indicates the direction of

maximum stiffness concerning the occlusal plane and the

primary struts have been oriented according to this natural

biomechanical requirement in the lattice-like implant.

Mechanical stimulations at an appropriate magnitude are

known to promote tissue mineralization and new bone formation

from Frost’s “Mechanostat” theory (Frost, 2004). The finite

element method was utilized to obtain detailed stress, strain

and displacement distributions, which determines whether the

implant needs optimization. The FEA and frequency analysis

results of the original implant indicated that the implant

probably has partial struts fracture due to the high region of

stress concentration and only 35.79% bone graft materials in the

strain adaptation ranges of remodeling during the G-T period.

Therefore, the stress concentration area has been optimized

based on biomechanical and mechanobiological principles by

tuning the local struts diameters of the original implant.

Encouraging results have been obtained from the FEA, and

frequency analysis results of optimized implant after several

iterations demonstrated that the implant has sufficient

mechanical strength and the bone graft materials have

favourable biomechanical stimulation for bone defect

regeneration. It is noteworthy that the maximum von-Mises

stress values of the optimized implant are 697.35 MPa in the

G-T period while only stress values of eight nodes exceed

500 MPa; we thoroughly considered that this is probably

caused by the finite element mesh distortion of struts edge

and that is the reason why frequency analysis approach was

adopted to statistics the value of each node. Therefore, the

iteration of topology optimization did not continue. Through

the iterations based on biomechanical and mechanobiological

principles, the maximum von-Mises stress of implant was

decreased by 43.14% on average, and the favourable strain of

bone graft increased from 35.79% to 93.36% in the early critical

regeneration stages. These results demonstrated the effectiveness

and necessity of the iterative optimization process based on

biomechanical/mechanobiological approach.

Although the validity and feasibility of the working

framework are verified in this study, and has been adopted by

clinical institutions for clinical case implementation

(unpublished data), its limitations still need to be noted.

Whether the framework has enough repeatability and

controllability is one of the main not yet verified limitations

of this study. As a custom implantable device, clinical scenarios

are complex and changeable, but we have only completed the

design and preparation process of a few cases so far. It is unclear

whether the framework will be robust enough to deal with more

complicated case scenarios in the future, when clinical cases

increase significantly. Therefore, more clinical studies or animal

experiments need to be completed to verify its further clinical

appropriateness.
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Conclusion

In summary, this study proposed a novel 3D titanium lattice-

like implant for mandibular injuries based on simulation model,

which is designed and optimized by a biomechanical/

mechanobiological approach, and the working framework for

optimal design and preparation processes of the 3D titanium

lattice-like implant has been validated. The results illustrated that

a biomechanical/mechanobiological optimized 3D lattice-like

implant filled with bone graft materials possesses sufficient

mechanical strength to avoid mechanical failure and providing

necessary biomechanical stimulus to promote bone regeneration.

This study is expected to provide a scientific and feasible clinical

solution for repairing large mandibular injuries and offers

important insights into future design criteria for mandibular

reconstruction.
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Effects of cervical rotatory
manipulation on the cervical spinal
cord complex with ossification of
the posterior longitudinal ligament
in the vertebral canal: A finite
element study

Fan Xue1†, Hao Deng2†, Zujiang Chen1†, Han Yang1, Yikai Li1*,
Shiguo Yuan3*, Nansheng Zheng3 and Meixiong Chen3

1School of Traditional Chinese Medicine, Southern Medical University, Guangzhou, Guangdong, China,
2Department of Orthopaedics, Jiashan Hospital of Traditional Chinese Medicine, Jiaxing, Zhejiang, China,
3Department of Orthopaedics, Hainan Traditional Chinese Medicine Hospital, Haikou, Hainan, China

Background: There are few studies focusing on biomechanism of spinal cord injury
according to the ossification of the posterior longitudinal ligament (OPLL) during
cervical rotatory manipulation (CRM). This study aimed to explore the biomechanical
effects of CRM on the spinal cord, dura matter and nerve roots with OPLL in the
cervical vertebral canal.

Methods: Three validated FE models of the craniocervical spine and spinal cord
complex were constructed by adding mild, moderate, and severe OPLL to the
healthy FE model, respectively. We simulated the static compression of the spinal
cord by OPLL and the dynamic compression during CRM in the flexion position. The
stress distribution of the spinal cord complex was investigated.

Results: The cervical spinal cord experienced higher von Mises stress under static
compression by the severe OPLL. A higher von Mises stress was observed on the
spinal cord in the moderate and severe OPLL models during CRM. The dura matter
and nerve roots had a higher von Mises stress in all three models during CRM.

Conclusion: The results show a high risk in performingCRM in the flexion position on
patients with OPLL, in that different occupying ratios in the vertebral canal due to
OPLL could significantly increase the stress on the spinal cord complex.

KEYWORDS

ossification of the posterior longitudinal ligament, cervical rotatory manipulation, spinal
cord, dura, nerve roots, finite element analysis

Introduction

Mechanical neck pain is prevalent in the general population, which can cause considerable
disability and health expenditure (Martin et al., 2008; Shetty et al., 2022). Cervical Spine
Manipulation (CSM) is considered an effective treatment for nonspecific mechanical neck pain
(Cassidy et al., 2012). Cervical Rotatory Manipulation (CRM), one of the CSM technologies, is
widely used for treating mechanical neck pain in China, and was developed by Feng, (2002). It
was reported that, in China, cerebrovascular accidents, spinal cord injury and nerve root injury
are the three most common adverse events after CRM (Wang et al., 2012).
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Therefore, in order to prevent the occurrence of adverse events
after CRM, it is necessary to explore the mechanism of CRM on the
blood vessels, spinal cord and nerve roots. Our previous studies of
cerebrovascular accidents after CRM showed that CRM can
significantly affect the carotid atherosclerotic plaques and vascular
haemodynamic properties (Zhang et al., 2017; Qi et al., 2019).

However, little information is available concerning the
mechanism of spinal cord injury and nerve root injury after
CRM. Thus, there is a need to investigate when and how it
happened. In our previous research, we constructed a 3-
dimensional craniocervical finite element (FE) model based on a
healthy male volunteer (Xue et al., 2021). Through the simulation
of the three different positions (flexion, extension and neutral
positions) of CRM, we found that the spinal cord experienced
lower von Mises stress and wider free space in the vertebral canal
after CRM in the flexion position on a healthy individual, which
indicated that performing CRM in the flexion position was less
likely to injure the spinal cord than in the extension and neutral
positions. Nevertheless, CRM in the flexion position still showed
some risks of spinal cord injury when patients with posterior
vertebral space-occupying lesions such as ossification of the
posterior longitudinal ligament (OPLL), especially in the C5 and
C6 segments, in that the cervical enlargement begins in these
segments and the cervical spinal cord was anteriorly positioned
during the CRM in the flexion position.

To our knowledge, the specific biomechanical effects of CRM on
the cervical spinal cord complex with OPLL have not been studied
before. OPLL is one of the major contributors to myelopathy (Sun
et al., 2020), whose morbidity is approximately 3.0% in Asian
countries (Boody et al., 2019). Therefore, the effects of CRM on
the cervical spinal cord, dura matter and nerve roots with mild,
moderate, and severe OPLL were investigated quantitatively in this
study. The finite element analysis method was used in this study.

In 1973, Belyschko et al. applied the FE technique to analyze the
biomechanical properties of the spine and developed the first FE
model of the spine (Belytschko et al., 1973). Subsequently, many
researchers developed their own FE models of the cervical spine and
studied the biomechanical properties of the extraspinal structures such
as the cervical vertebral bodies, intervertebral discs and ligaments
(Brolin and Halldin, 2004; Womack et al., 2011; Wang et al., 2016). In
these studies, the findings contributed to a more accurate FE model of
the cervical spine but did not involve vertebral canal contents. Some
other studies have constructed cervical spinal cord models, which
contributed to the static compression of the spinal cord (Li and Dai,
2009; Rui et al., 2020).

In this study, we constructed the craniocervical FE model with
OPLL and vertebral canal contents on the basis of the previous
study, and the compression of OPLL on the spinal cord was
simulated under static and dynamic conditions, which is also
the novelty of this study.

Consequently, we hypothesized that although CRM in the
flexion position is safer than that in the extension or neutral
positions, it is not suitable for all patient conditions, especially
patients with vertebral canal stenosis such as OPLL. The objective
of this study was (1) to explore the effects of CRM on the cervical
spinal cord, dura matter and nerve roots in the flexion position
when suffering from OPLL and (2) to distinguish the
biomechanical differences of the spinal cord complex between
mild, moderate, and severe OPLL.

Materials and methods

Model construction

A healthy three-dimensional (3D) FE model of the human
craniocervical spine and spinal cord complex (spinal cord, pia
matter, dura matter, cerebrospinal fluid (CSF), nerve roots, nerve
rootlets and denticulate ligaments (DLs)) was constructed based on
our previous study. The geometry of the cervical spine was obtained
from computed tomography (CT) images at .625 mm intervals for a
healthy 32-year-old male volunteer with a height of 175 cm.
Volunteer’s informed consent and Chinese Ethics Committee
approval were obtained before initiating this study. Mimics
19.0 software (Materialise, Leuven, Belgium) and Geomagic Wrap
2017 software (Raindrop, Marble Hill, New York) were used to obtain
a high-quality nonuniform rational B-splines (NURBS) surface model
of the basilaris cranii and C1~C7 vertebral bodies. The spinal cord
complex, including the spinal cord, pia matter, dura matter, CSF,
nerve roots, nerve rootlets and DLs, was constructed using Solidworks
2017 software (Dassault Systems SA, Waltham, Massachusetts) based
on published anatomical data (Kameyama et al., 1996; Ko et al., 2004).
The whole model was constructed in the Cartesian coordinate system,
where the y-axis was the sagittal direction, and the z-axis was the axial
direction of the model.

Specifically, we used Mimics software to extract the original 3D
geometry based on the CT images obtained before. Gray value was
used as a reference tool to extract the bones into a mask. We used
226~3071 Hounsfield unit (HU) as the threshold range for the gray
value. The “Region Growing” tool was used to split the mask into a
separate object. After that, the “Split Mask” tool can allow us to obtain
the separate cervical vertebrae bodies and basilaris cranii. The “Edit
Mask” tool was used to fill the holes in a mask.

The STL format files, which contained the original 3D geometry of
basilaris cranii and C1~C7 vertebral bodies, were imported into
Geomagic Wrap software. The “Remesh” command was used to
retriangulate a polygon mesh, which can be beneficial to the
subsequent operations. The target edge length was set to .35 mm.
The “Defeature” command can help to remove features that are not
important, and the “Relax” command was used to smooth the bones.
After that, we used the “Contours”, “Patches”, “Grids” and “Surfaces”
modules respectively to generate a NURBS surface. Also, we applied a
uniform offset of 0.4 mm to generate the cancellous bone model.
According to Panjabi et al., the thickness of cortical bone varies in
different parts of the cervical spine in a healthy individual (Panjabi
et al., 2001a; Panjabi et al., 2001b). However, since the cervical
vertebrae bodies and the basilaris cranii were not our focus in this
study, the offset was uniformly set to .4 mm for the convenience of FE
analysis (Mo et al., 2014). The NURBS surfaces of basilaris cranii and
C1~C7 vertebral bodies consisted of 17,044 patches and
1665240 triangles.

Since the structures such as intervertebral discs, zygapophysial
cartilage, nerve roots and spinal canal contents cannot be
distinguished clearly by the grey value, Solidworks software was
used to construct these objects based on their anatomical positions
(Kameyama et al., 1996; Ko et al., 2004). In terms of the zygapophysial
cartilage, we sketched out the superior and inferior surfaces separately
in the sketch module. The guide curves can assist in forming the lateral
aspect of the cartilage. The “Loft” tool was used to generate the entity
of zygapophysial cartilage. All the cartilage was inserted into the space
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of the zygapophysial joints. In the same way, we constructed the
endplate, annulus fibrosus and nucleus pulposus to form the
intervertebral disc. The thickness of each endplate was .4 mm (Mo
et al., 2014). The adult nucleus pulpous makes up 35%–50% of the

intervertebral disc (Bishop, 1992), and we assumed that the volume of
the nucleus pulpous made up approximately 40% of the entire disc in
this study (Denozière and Ku, 2006). The ligaments included in this
study were the anterior longitudinal ligament (ALL), posterior

FIGURE 1
Intact FE models of cervical spine and spinal cord complex: (A) Transverse view of C5 with mild OPLL. (B) Sagittal view of the FE model with mild OPLL at
the C5 and C6 segments. (C) Transverse view of C5withmoderate OPLL. (D) Sagittal view of the FEmodel withmoderate OPLL at the C5 and C6 segments. (E)
Transverse view of C5with severeOPLL. (F) Sagittal view of the FEmodel with severeOPLL at theC5 andC6 segments. (FE, finite element; OPLL, ossification of
the posterior longitudinal ligament).
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longitudinal ligament (PLL), ligamentum flavum (LF), capsular
ligament (CL), transverse ligament (TL), alar ligament (AL), apical
ligament of the odontoid process (APL), intertransverse ligament (IL),
supraspinous ligament (SSL) and interspinous ligament (ISL). These
ligaments were realized by the “3D sketch” tool in Solidworks. We
improved Khuyagbaatar’s methods to construct our spinal cord
complex. It was reported that the ratio of the cross-sectional area
of each spinal cord segment to that of the C3 segment was similar in
different populations (Kameyama et al., 1996). Meanwhile, Ko et al.
performed detailed measurements of the sagittal diameter, transverse
diameter, cross-sectional area, and ratio of gray to white matter (Ko
et al., 2004). Therefore, the model of the cervical spinal cord in this
study was constructed exactly according to the data from the literature.
Also, we included the pia matter in our model that can protect the gray
and white matter. The pia matter was tied to the outer surface of the
white matter, while the dura matter was placed approximately
1.5–4.0 mm from the pia matter. CSF filled the area between the
pia matter and the dura matter. The ventral and dorsal nerve rootlets
(with seven rootlets for each side) extended anterolaterally to form the
nerve root (Cargill et al., 1998; Chang et al., 2006). The DLs were
constructed based on a published anatomical study (Katarzyna et al.,
2018).

Three different models were developed by adding mild, moderate,
and severe OPLL to the healthy FE model. The OPLL was classified as
mild, moderate, or severe based on the occupying ratio of spinal canal
stenosis, which was defined as the ratio of OPLL thickness to the
sagittal diameter of the cervical vertebral canal (Matsunaga and Sakou,
2012; Khuyagbaatar et al., 2015). The occupying ratios of mild,
moderate, and severe OPLL in the vertebral canal were considered
to be 20%, 40% and 60% according to radiographic findings,
respectively (Matsunaga et al., 2015) (Figure 1). In this study, we
constructed the segmental plateau-shaped OPLL in consideration of
its high prevalence based on a commonly used classification system by
the Investigation Committee for Ossification of the Spinal Ligaments
(Tetreault et al., 2018). Our previous study showed that the free space
of the spinal cord at the C5/6 segment after CRM in the flexion
position was relatively narrow. Accordingly, OPLL at the C5 and
C6 segments was constructed in this study (Figure 1).

Model pre-processing

ABAQUS 2020 (Simulia/Dassault Systèmes, Vélizy-Villacoublay,
France) was used to complete the preprocessing and analysis.
Specifically, the OPLL was modelled as a rigid body (Khuyagbaatar
et al., 2018). The white and grey matter were modelled as hexahedral
solid elements that were nonlinear and hyperelastic. Their stress-strain
curves were obtained from an in vitro experiment (Ichihara et al., 2001).
The dura matter and pia matter were also modelled as hexahedral solid
elements with thicknesses of .1 mm and .4 mm, respectively (Holsheimer
et al., 1994; Ozawa et al., 2004); their material properties were linear and
elastic (Persson et al., 2010; Stoner et al., 2020; Jannesar et al., 2021). The
nerve rootlets and DLs were modelled as 3D truss elements; their material
properties were nonlinear and elastic-plastic, and their stress-strain curves
were obtained from published biomechanical studies (Singh et al., 2006;
Polak et al., 2014). The volume between the dura matter and pia matter
was filled with CSF, and the interaction between the CSF and the solid
bodies was investigated via the smoothed-particle-hydrodynamics (SPH)
analysis method using ABAQUS 2020. CSF was modelled as hexahedral

solid elements and was converted to mass particles at the beginning of the
analysis. The material properties and viscosity of the CSF demonstrated
characteristics of a Newtonian fluid (Panzer et al., 2012; Jannesar et al.,
2021). The material properties used in our model are summarized in
Table 1.

To ensure that the findings of our study were accurate, two
simulations were performed in ABAQUS 2020 to validate our FE
model. First, a normal force of .8N was applied to the ventral surface
of the middle segment of the spinal cord when the cephalic, caudal and
dorsal sides of the spinal cord are fixed, and the corresponding
displacement was calculated. The force-displacement relationship was
close to the results of the published in vitro study (Hung et al., 1982). This
validation indicated the accuracy of the mechanical properties of the
spinal cord model used in this study. Second, an axial rotation of ± 20°

around the x-axis was simulated to allow cervical flexion and extension.
The anterior-posterior, left-right and superior-inferior displacement of
the C3~C7 spinal cordwere calculated, and the resultsmatched the in vivo
experimental data performed by Stoner et al. well (Stoner et al., 2019).
This validation indicated the accuracy of spinal cord kinematics in the
overall model. As a similar validation had been performed in the previous
study, images of the model validation results were not shown here. Also,
we performed a convergence check to ensure that the mesh density was
acceptable. The convergence check was performed on the mesh of the
spinal cord, dura matter and nerve roots.

OPLL compression and CRM simulation

This study simulated the compression of OPLL on the spinal cord
under static and dynamic conditions (Figure 2). Briefly, the compression
of the spinal cord by the OPLL before CRM is called static compression,
while the compression during CRM is called dynamic compression.
Under the static condition, the OPLL model was initially placed inside
the vertebral bodies (Figure 2A) and then moved by the occupying ratio
(20%, 40%, or 60%) in the direction perpendicular to the anterior surface
of the dura matter in order to compress the cervical spinal cord when all
the parts were fixed except for the OPLL (Figure 2B). Compression under
the dynamic condition continued on the basis of static compression. That
is, the OPLL model was tied to the posterior surface of the vertebral body
when the static compression was completed (Figure 2C) and then the
rotation was performed on the model (CRM in the flexion position was
performed with mild, moderate, and severe OPLL compression on the
spinal cord) (Figure 2D).

A sequence of loading steps to simulate CRM in the flexion
position followed our previous research (Mei and Li, 2013) and
published FE studies (Zhen et al., 2017). In order to save
calculation time, we shortened the time period in the Explicit
analysis. We applied a boundary condition (rotation) at the rigid
body reference point (center of mass) of the basilaris cranii to simulate
the CRM. In detail, first, a 15° rotation around the x-axis was applied to
the basilaris cranii to simulate craniocervical flexion. Second, in order
to enter the passive end range of motion, a −60° rotation around the
z-axis was applied to simulate craniocervical axial rotation in the right
direction. In clinical practice, flexion and axial rotation are often
performed simultaneously. Therefore, in this study, 15° of flexion and
60° of axial rotation occurred simultaneously within .03 s. Finally, a
continuous axial rotation of 4° around the z-axis was applied within
5E-04 s (approximately 4 times the rotation rate of the previous step)
to enter the paraphysiological movement zone (Herzog, 2010).
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TABLE 1 Material properties and element types used in the current model.

Component Element type Material type Material parameters

Cortical Solid, C3D8Ra Elastic Ec = 12,000 MPa υd = .29 ρe = 1.83E-09 tonne/mm3

Cancellous Solid, C3D8R Elastic E = 450 MPa υ = .29 ρ = 1.00E-09 tonne/mm3

OPLL Solid, C3D8R Rigid body ρ = 1.83E-09 tonne/mm3

Cartilage Solid, C3D8R Elastic E = 10 MPa υ = .3 ρ = 1.20E-09 tonne/mm3

Grey matter Solid, C3D8R Hyperelastic μf = 4.1 kPa αg = 14.7 ρ = 1.05E-09 tonne/mm3

White matter Solid, C3D8R Hyperelastic μ = 4.0 kPa α = 12.5 ρ = 1.05E-09 tonne/mm3

Pia matter Solid, C3D8R Elastic E = 39.3 MPa υ = .3 ρ = 1.13E-09 tonne/mm3

Dura matter Solid, C3D8R Elastic E = 80 MPa υ = .49 ρ = 1.174E-09 tonne/mm3

DLs 3D truss, T3D2b Elasticplastic Stress-strain curve ρ = 1.13E-09 tonne/mm3

Nerve rootlet 3D truss, T3D2 Elasticplastic Stress-strain curve ρ = 1.13E-09 tonne/mm3

Nerve root Solid, C3D8R Elastic E = 1.3 MPa υ = .3 ρ = 1.00E-09 tonne/mm3

CSF Solid Mie-Grüneisen equations of state, Newtonian fluid coh = 1381700 mm/s

si = 1.979

Γ0j = .11

μk = .0008 Pa s

ρ = 1.007E-09 tonne/mm3

aAn 8-node linear brick, reduced integration, hourglass control.
bA 2-node linear 3D truss.
cElasticity modulus.
dPoisson’s ratio.
eDensity.
fShear modulus.
gStrain hardening index.
hSound velocity.
iA constant defining the linear relationship between the shock velocity and the particle velocity.
jMie-Grüneisen ratio (A material constant).
kViscosity.

OPLL, ossification of the posterior longitudinal ligament; DLs, denticulate ligaments; CSF, cerebrospinal fluid.

FIGURE 2
Schematic illustration of static and dynamic compression. The static compression: (A) TheOPLLmodel was initially placed inside the vertebral bodies. (B)
The OPLL model moved in the direction perpendicular to the anterior surface of the dura matter to compress the cervical spinal cord when all the parts were
fixed except for theOPLL. The dynamic compression: (C) TheOPLLmodel was tied to the posterior surface of the vertebral bodywhen the static compression
was completed. (D) CRM in the flexion position was performed with the OPLL compression on the spinal cord. (CRM, cervical rotatory manipulation).
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Data analysis

The von Mises stress on the spinal cord, dura matter, and nerve
roots was measured under various OPLL occupying ratios. Specifically,
we measured the maximum von Mises stress on the spinal cord and
dura matter under rightward 4° z-axis rotation during CRM. One
maximum stress data was measured for each increment during this
process. In addition, we measured the von Mises stress at each
integration point of the C1~C8 nerve roots after CRM in the
flexion position. SPSS 21.0 statistical software (IBM Corporation,
Armonk, New York,US) was used for the statistical analysis. The
measured data were expressed in the form of the average and standard
deviation, (�x ± SD). Statistically, significant differences among the data
between the different OPLL groups (mild, moderate, and severe) were
determined by a one-way Analysis of Variance in conjunction with a
multiple comparison test (Games-Howell). Because the data
distributions were of heterogeneous variances, Welch’s test was
performed. Differences were considered significant when the P
values were < .05.

Results

Stress distribution on the spinal cord

Under static OPLL compression, the spinal cord in the severe
OPLL model experienced higher von Mises stress compared with that
in themild andmoderate OPLL. Themaximum vonMises stress of the
spinal cord under static OPLL compression was lower than that under
dynamic OPLL compression.

Under dynamic OPLL compression, the average von Mises stress
of the spinal cord under rightward 4° z-axis rotation during CRM was
.0277, .0301, and .0371 MPa for the mild, moderate, and severe OPLL
models, respectively. Compared with the model without OPLL, the
von Mises stress increased by 4.1% (p = .802), 13.1% (p = .265) and
39.5% (p = .021) in the mild, moderate, and severe OPLL models,
respectively (Figure 3). Although there was no significant difference
between the healthy model and the moderate OPLL model throughout
the whole process of the rightward 4° z-axis rotation, we found that the
von Mises stress of the spinal cord in the moderate OPLL model was
higher than that in the healthy model during the latter half of the 4°

z-axis rotation (p = .009). Additionally, the maximum vonMises stress
of the spinal cord during CRM was at the C1/2 segment in the mild
and moderate OPLL models. Interestingly, in the severe OPLL model,
the maximum von Mises stress of the spinal cord was at the C5/6 disc
level, which was the compression level of the OPLL, during the first
half of the 4° z-axis rotation (orange arrow in Figure 4), while the
maximum von Mises stress was at the C1/2 segment during the
latter half.

Stress distribution on the dura matter

To evaluate the situation where the OPLL had no contact with the
spinal cord but did contact the dura matter, the stress distribution of
the dura matter was also observed. Under static OPLL compression,
the maximum von Mises stress of the dura matter was much lower
than that under the dynamic condition.

Under dynamic OPLL compression, the average von Mises
stress of the dura matter under 4° z-axis rotation during CRM was

FIGURE 3
Boxplots of the von Mises stress of the cervical spinal cord and dura matter during CRM: One maximum stress data was measured for each increment
under 4° z-axis rotation during CRM. On each box, the central thick line indicates the median, the white circle marker indicates the mean, and the top and
bottom edges indicate the 75th and 25th percentiles, respectively. Thewhiskers extending to themaximum andminimum values do not consider outliers. *p <
.05, **p < .001. (CRM, cervical rotatory manipulation).
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3.6030, 4.0726, and 4.2724 MPa for the mild, moderate, and severe
OPLL models, respectively. The von Mises stress of the dura
matter in the mild, moderate, and severe OPLL models was

3.7% (P = .006), 17.2% (P < .001) and 22.9% (P < .001) higher
than that without OPLL, respectively (Figure 3). Furthermore, the
maximum von Mises stress of the dura matter during CRM was at

FIGURE 4
Stress distribution on the spinal cord, dura matter, and nerve roots (A) Stress distribution on the spinal cord for the model with mild OPLL. (B) Stress
distribution on the spinal cord for the model with moderate OPLL. (C) Stress distribution on the spinal cord for the model with severe OPLL. (1) Dorsal surface
of the spinal cord. (2) Ventral surface of the spinal cord. (3) Themaximum vonMises stress at the C5/6 segment (compression level of theOPLL) during the first
half of 4° z-axis rotation (orange arrow). (D) Stress distribution on the dura matter for the model with mild OPLL. (E) Stress distribution on the dura matter
for the model with moderate OPLL. (F) Stress distribution on the dura matter for the model with severe OPLL. (G) Stress distribution on the nerve roots for the
model withmildOPLL. (H) Stress distribution on the nerve roots for themodel withmoderate OPLL. (I) Stress distribution on the nerve roots for themodel with
severe OPLL, and the maximum von Mises stress was at the C6 segment (red arrow). (OPLL, ossification of the posterior longitudinal ligament).
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the C1/2 segment in both the OPLL and without OPLL models
(Figure 4).

Stress distribution on the nerve roots

The OPLL may have a side effect on the nerve roots after CRM,
which increased the von Mises stress of the nerve roots around the
compression area (Figure 4). Under static OPLL compression, the
maximum von Mises stress of the nerve roots was located at the
C6 segment, and the value was much lower than that under the
dynamic condition.

Under dynamic OPLL compression, the von Mises stress of the
nerve roots increased by 22.1% (P < .001) at the C6 segment in the
mild OPLL model compared with that of the without-OPLL model
(Table 2). With the increase of OPLL occupying ratios, more nerve
roots segments experienced the increased vonMises stress. That is, the
von Mises stress of the nerve roots in the moderate OPLL model was
9.6% (P = .036), 109.5% (P < .001), 53.6% (P < .001), and 30.3% (P <
.001) higher than that without OPLL at the C5 ~ C8 segments,
respectively (Table 2). For the OPLL model, a higher von Mises
stress of the nerve roots was found at the C1 and C5 ~
C8 segments (P < .001), which increased by 16.3%, 38.1%, 248.4%,
81.1%, and 15.2% compared with that of the C1 and C5~C8 segments
in the model without OPLL, respectively (Table 2). Additionally, the
maximum von Mises stress of the nerve roots during CRM was at the
C2 segment in themild andmoderate OPLLmodels, while it was at the
C6 segment in the severe OPLL model (red arrow in Figure 4).

Discussion

The novel element of this study is two-fold. On the one hand, the
research contents are new. That is, the specific biomechanical effects of
CRM on the cervical spinal cord complex with OPLL have not been
studied before, and the compression of OPLL on the spinal cord was
simulated under static and dynamic conditions. On the other hand,
the FE model is new. That is, we reconstructed an intact FE model,
including the C1 ~ C7 vertebral bodies, basilaris cranii, intervertebral
disc, zygapophysial cartilage, nerve root, vertebral canal contents
(spinal cord, pia matter, dura matter, cerebrospinal fluid and
denticulate ligaments) and ossified posterior longitudinal ligament.

It is believed that there is stretch tension in the kyphotic dura that
generates a forward force to cause the dura matter to approach the
anterior wall of the vertebral canal when craniocervical flexion occurs
(Yuan et al., 1998), which is in line with our previous research (Xue
et al., 2021). Accordingly, CRM in the flexion position was simulated
in this study to explore the biomechanical characteristics of the spinal
cord complex when suffering from OPLL and to distinguish the
biomechanical difference of the spinal cord complex between mild,
moderate, and severe OPLL. Three validated FE models of the
craniocervical spine and spinal cord complex were constructed by
adding mild, moderate, and severe OPLL to the healthy FE model. The
findings of this study can provide data support for the rational
application of CRM. It also explains why adverse events like spinal
cord injury and nerve root injury sometimes occurred after CRM, and
how such adverse events can be avoided. Different occupying ratios
due to OPLL exhibited different biomechanical properties, which
explains the diversity of symptoms in clinics, and we should treat
them differently. The details are as follows.

Stress distribution can provide critical information for exploring
the injury mechanism of the spinal cord. In this study, we found that
the cervical spinal cord experienced higher von Mises stress under
static compression from severe OPLL, which indicated that occupying
ratios in the vertebral canal due to OPLL greater than 60% under the
static factor may be a risk factor for the development of myelopathy.
Matsunaga et al. also previously noted that all patients in their study
with >60% spinal canal stenosis due to OPLL exhibited cervical
myelopathy (Matsunaga et al., 2015).

Regarding the dynamic compression, we simulated CRM in the
flexion position. Different occupying ratios in the vertebral canal due
to OPLL led to different stresses on the spinal cord, dura matter, and
nerve roots. A higher von Mises stress of the spinal cord was found in
the model with severe OPLL during CRM, which agrees with the
results of Kim et al., who reported that a 60% compression in OPLL
can be a threshold for neurologic symptoms (Kim et al., 2013).
Meanwhile, a significant difference between the von Mises stress of
the spinal cord in the healthy model and the moderate OPLL model
was found during the latter half of CRM, which demonstrated that,
under the same degrees of axial rotation, patients with ≥40%
occupying ratios due to OPLL were likely to experience spinal cord
injury under CRM. Therefore, the dynamic factors should be
considered in the pathomechanism of cervical myelopathy. Other
researchers previously reported that dynamic factors appear to be

TABLE 2 Von Mises stress of the nerve roots (units:MPa).

Occupying ratios of the
OPLL (%)

C1 C2 C3 C4 C5 C6 C7 C8

0 .1173 ± .0381 .4492 ±
.1914

.1450 ±
.0786

.0636 ±
.0429

.0672 ± .0381 .0793 ± .0337 .1878 ± .0666 .1580 ± .0585

20 .1141 ± .0581 .4394 ±
.1938

.1485 ±
.0798

.0550 ±
.0479

.0730 ± .0507 .0968 ±
.0379**

.1896 ± .0784 .1516 ± .0494

40 .1219 ± .0422 .3945 ±
.2563

.1007 ±
.0725

.0610 ±
.0497

.0736 ± .0410* .1661 ±
.0745**

.2884 ±
.0653**

.2058 ±
.0691**

60 .1365 ±
.0442**

.4028 ±
.2510

.1080 ±
.0871

.0691 ±
.0442

.0928 ±
.0925**

.2763 ±
.1061**

.3400 ±
.0619**

.1820 ±
.0513**

Data expressed as �x ± SD.

* denotes p < .05 significance vs the model without OPLL.

** denotes p < .001 significance vs the model without OPLL.

OPLL, ossification of the posterior longitudinal ligament.
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more important for the development of myelopathy in patients with
less than 60% spinal canal stenosis (Matsunaga and Sakou, 2012;
Matsunaga et al., 2015; Nishida et al., 2015Boody et al., 2019), which
agrees with the results in this study. Lee et al. utilized sensory-evoked
potentials to show that occupying ratios at 56.3% and 87.4% led to rat
spinal cord dysfunction, while no significant cord dysfunction
occurred at 23.7% compression (Lee et al., 2011). Thus, it can be
concluded that elevated spinal cord stress is related to the neurologic
symptoms in patients. Here, from a biomechanical viewpoint, a 60%
compression due to OPLL under the static factor and 40%
compression due to OPLL under the dynamic factor may be
regarded as thresholds for symptoms.

Themaximum vonMises stress of the spinal cord occurred at the C1/
2 segment during CRM in the mild and moderate OPLL models, which
was attributed to the ranges of axial rotation at the atlantoaxial joint
(Cramer and Darby, 2005). The atlantoaxial joint allows for axial rotation
of 50% at the cervical spine, which is consistent with results from Cramer
et al., who reported that the range of the unilateral axial rotation at the
atlantoaxial joint is 28 ~ 40° (Cramer and Darby, 2005). Moreover, from
the orange arrow in Figure 4, we can see that in the severe OPLL model,
themaximum vonMises stress of the spinal cord was at the C5/6 segment
(compression area due to OPLL) during the first half of CRM, while it was
at the C1/2 segment during the latter half of CRM, which is consistent
with the results of Koyanagi et al., who reported that spinal cord injury
always occurred at disc levels adjacent to segmental-type OPLL (Koyanagi
et al., 2003). Therefore, patients with 40% occupying ratios due to OPLL
were likely to experience spinal cord injury at the C1/2 segment instead of
the compression area during CRM, while both the C1/2 and C5/
6 segments of the spinal cord were likely to be injured in patients
with spinal canal stenosis greater than 60%. The higher up in the
spine that the spinal cord injury occurs, the more severe the potential
outcome. Clinically, injuries to the spinal cord at the C1/2 segment are
considered to be the most severe, as they can cause full paralysis or death,
depending on the classification and severity of the injury. Injuries to the
C5/6 segment of the spinal cord can lead to tetraplegia. Although they
usually have better outcomes than higher cervical spinal cord injuries, they
are still considered very severe because of the significant psychologic
concern for the patients (Cramer and Darby, 2005).

Increased stress in the dura matter due to compression, is clinically
correlated with neckache or headaches. In recent years, many
anatomic and MRI studies have confirmed the existence of a
myodural bridge (connection between the musculoskeletal system
and the dura mater), which is considered to play an important role
in the etiology of neckache and headache (Kahkeshani and Ward,
2012; Palomeque-del-Cerro et al., 2017). The dura matter is innervated
by the C1~C3 spinal nerves and is proved to contain large numbers of
mast cells and sensory nerves with substance P, both markers of pain
sensitivity (Kahkeshani and Ward, 2012). In this study, the von Mises
stress of the dura matter in the mild, moderate, and severe OPLL
models was significantly higher than that in the model without OPLL,
which demonstrated that patients with OPLL may aggravate neckache
or headache after CRM; this has been previously reported of nerve
injury after CRM (Puentedura et al., 2012). Similarly, in this study,
from Figure 4, we noticed that the von Mises stress of the nerve roots
increased adjacent to the OPLL compression area, suggesting that it
was likely to aggravate radicular pain or neurological dysfunction in
patients with OPLL after CRM.

Clinically, CRM in the flexion position is widely used in China, in
that it is considered to be a relatively safe position (Feng, 2002);

however, it still shows high risk in performing CRM on patients with
OPLL (Puentedura et al., 2012). Specifically, patients with mild OPLL
may aggravate neckache, radicular pain, or headache after CRM.
Patients with moderate or severe OPLL may also suffer from spinal
cord injury or myelopathy after CRM. Thus, CRM should be used with
caution if there is vertebral canal stenosis such as OPLL, and both
static and dynamic factors should be considered in the development of
OPLL. Generally, patients with OPLL exhibit restricted cervical range
of motion. However, patients with OPLL exhibiting no restricted
cervical range of motion are susceptible to cervical myelopathy
caused by dynamic factors (Matsunaga et al., 2004). A
comprehensive evaluation of medical history, clinical symptoms,
physical examination, and radiographic examination is necessary
before CRM (Vautravers and Maigne, 2000).

There were some limitations in this study. First, only the
segmental plateau-shaped OPLL was constructed. It is necessary to
investigate various types of OPLL in future studies because the stress
on the spinal cord may be more affected by the shape of the OPLL,
where a more angular shape may lead to higher stress. In addition, the
OPLL models were constructed based on a healthy model in
consideration of the principles of controlling variables and the
CRM simulations were simplified, which may not be completely
consistent with the actual situation but is helpful in terms of
comparability and reproducibility. Third, only the stress
distribution was investigated, and we used the von Mises stress
failure criterion for human tissues. Other causal factors that can
contribute to spinal cord injury, including displacement or
ischemia of the spinal cord, were not taken into account.

In conclusion, the present study can quantitatively predict
biomechanical characteristics of the spinal cord complex and
provides valuable information for understanding the correlation
between the neurologic symptoms and mechanical stress on the
spinal cord complex due to OPLL. The results suggested that
certain occupying ratios in the vertebral canal due to OPLL could
significantly increase the stress of the spinal cord complex. Clinically,
this indicates high risk in performing CRM in the flexion position on
patients with OPLL, and caution is warranted when spinal canal
stenosis exists.
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Purpose: To use a novel in vivo method to simulate a moving hip model. Then,
measure the dynamic bone-to-bone distance, and analyze the ischiofemoral space
(IFS) of patients diagnosed with ischiofemoral impingement syndrome (IFI) during
dynamic activities.

Methods: Nine healthy subjects and 9 patients with IFI were recruited to collect MRI
images and motion capture data. The motion trail of the hip during motion capture
wasmatched to a personalized 3D hipmodel reconstructed fromMRI images to get a
dynamic bone model. This personalized dynamic in vivo method was then used to
simulate the bone motion in dynamic activities. Validation was conducted on a 3D-
printed sphere by comparing the calculated data using this novel method with the
actual measured moving data using motion capture. Moreover, the novel method
was used to analyze the in vivo dynamic IFS between healthy subjects and IFI patients
during normal and long stride walking.

Results: The validation results show that the root mean square error (RMSE) of slide and
rotationwas 1.42mm/1.84° and 1.58mm/2.19°, respectively. During normalwalking, the in
vivo dynamic IFS was significantly larger in healthy hips (ranged between 15.09 and
50.24mm) compared with affected hips (between 10.16 and 39.74mm) in 40.27%–
83.81%of the gait cycle (p=0.027). During long stridewalking, the in vivodynamic IFSwas
also significantly larger in healthyhips (rangedbetween 13.02 and51.99mm) than affected
hips (between 9.63 and 44.22mm) in 0%–5.85% of the gait cycle (p=0.049). Additionally,
the IFS of normal walking was significantly smaller than long stride walking during 0%–
14.05% and 85.07%–100% of the gait cycle (p = 0.033, 0.033) in healthy hips. However,
there was no difference between the two methods of walking among the patients.

Conclusions: This study established a novel in vivomethod to measure the dynamic
bone-to-bone distance and was well validated. This method was used to measure
the IFS of patients diagnosedwith IFI, and the results showed that the IFS of patients is
smaller compared with healthy subjects, whether in normal or long stride walking.
Meanwhile, IFI eliminated the difference between normal and long stride walking.

KEYWORDS

ischiofemoral impingement, in vivo analysis, dynamic bone-to-bone distance, hip model,
ischiofemoral space

OPEN ACCESS

EDITED BY

Lizhen Wang,
Beihang University, China

REVIEWED BY

Weijie Fu,
Shanghai University of Sport, China
Wenxin Niu,
Tongji University, China

*CORRESPONDENCE

Lei Qian,
dorisql712@126.com

Jun Ouyang,
jouyang@126.com

Shizhen Zhong,
zhszhnfso@126.com

†These authors have contributed equally to
this work

SPECIALTY SECTION

This article was submitted to
Biomechanics,
a section of the journal
Frontiers in Bioengineering and
Biotechnology

RECEIVED 12 October 2022
ACCEPTED 16 January 2023
PUBLISHED 25 January 2023

CITATION

Wang Y, Ma D, Feng Z, Yu W, Chen Y,
Zhong S, Ouyang J and Qian L (2023), A
novel method for in vivo measurement of
dynamic ischiofemoral space based on
MRI and motion capture.
Front. Bioeng. Biotechnol. 11:1067600.
doi: 10.3389/fbioe.2023.1067600

COPYRIGHT

© 2023 Wang, Ma, Feng, Yu, Chen, Zhong,
Ouyang and Qian. This is an open-access
article distributed under the terms of the
Creative Commons Attribution License
(CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that
the original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Bioengineering and Biotechnology frontiersin.org01

TYPE Original Research
PUBLISHED 25 January 2023
DOI 10.3389/fbioe.2023.1067600

31

https://www.frontiersin.org/articles/10.3389/fbioe.2023.1067600/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1067600/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1067600/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1067600/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fbioe.2023.1067600&domain=pdf&date_stamp=2023-01-25
mailto:dorisql712@126.com
mailto:dorisql712@126.com
mailto:jouyang@126.com
mailto:jouyang@126.com
mailto:zhszhnfso@126.com
mailto:zhszhnfso@126.com
https://doi.org/10.3389/fbioe.2023.1067600
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#editorial-board
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#editorial-board
https://doi.org/10.3389/fbioe.2023.1067600


1 Introduction

The hip joint is one of the pivotal joints of the human body and has
two essential functions: supporting body weight and extensive movement
(Lin et al., 2013). The kinematic characteristics of the hip joint have
gradually become a research hotspot and clear kinematic features aid in
diagnosing many hip disorders. The space distance between two bones is
an assessment indicator for many diseases. For example, in the treatment
of hip osteoarthritis, the hip joint space width is a parameter that needs to
bemeasured. The progression of hip arthritis can be assessed by unilateral
or multiple measurements of the distance from the femoral head edge to
the acetabular rim using an X-ray (Conrozier et al., 2001; Stambough
et al., 2016).

Hip impingement also requires the measurement of bone-to-bone
space distance. For femoroacetabular impingement, bone-to-bone
distance between the acetabulum and the femoral head, and between
the acetabular rim and femoral neck, was measured to reflect the real
dynamic interaction between the femur and acetabulum (Kapron et al.,
2014; Lewis et al., 2022). Ischiofemoral impingement syndrome (IFI) is an
extra-articular hip impingement considered one of the independent
causes of posterior hip pain (Arévalo Galeano et al., 2018). Chronic
injury of the quadratus femoris muscle, such as deformation and edema
caused by narrowing of the quadratus femoris space, leads to hip pain.
The quadratus femoris space could also be evaluated using the
ischiofemoral space (IFS) (Huang et al., 2022), which is a bone-to-
bone distance indicating the shortest distance between the lateral
cortex of the ischial tuberosity and the medial cortex of the lesser
trochanter of the femur. However, the traditional measurement
methods are based on static methods, such as repeated X-ray, MRI, or
CT (Park et al., 2016; Johnson et al., 2017; Shoji et al., 2017; Li et al., 2022),
to measure IFS in different postures which do not reflect a complete bone
movement process. The walking activity of the hip joint depends on the
dynamic interaction between the pelvis and femur, and the changes of the
bone-to-bone distance during the movement state can reflect the patient’s
movement mechanism more comprehensively.

Human motion analysis usually employs a multi-rigid system
model that assimilates reflection marker-based motion capture data
into the model to quantitatively describe the kinematic (such as the hip
joint center) and dynamical (such as the joint force) features of motion
(Suzuki et al., 2018). One commonly used in vivomethod, a combined
motion capture system, and reverse engineering software (such as
Opensim), is suitable for measuring the large joint force and muscle
strength (Li et al., 2021). Although this method can simulate the
dynamicmotion of the human, the musculoskeletal models commonly
used for this method are uniform. Therefore, they cannot reflect
subject-specific morphological characteristics, and are unable to
measure the personalized bone-to-bone distance. Another method
involves synchronizing the fluoroscopic system with the motion
capture system (motion capture equipment, force plate, video, and
EMG device) to 2D-3D registration. However, this method acquires
data from several static states during a whole movement rather than
consistent movement data, which cannot provide the dynamic
changes of the complete moving process. In addition, repeated
fluoroscopy also made the subjects more likely to be exposed to
radiation. Therefore, we propose a novel in vivo dynamic motion
analysis method, which combines a personalized 3D model based on
MRI and motion data based on motion capture to obtain the dynamic
motion process of the hip. Then, we analyze the dynamic IFS to
evaluate the damage to the quadratus femoris muscle.

2 Materials and methods

A schematic diagram of the novel in vivo dynamic IFS measurement
method is shown in Figure 1. Subjects first underwent MRI and motion
capture. The body surface landmarks and bone landmarks were registered
to obtain the three-dimensional motion state of the bone, and then the
shortest distance between the cortical bone of the ischial tuberosity and
lesser trochanter was measured.

2.1 Subjects

The 18 healthy hips of 9 healthy subjects (female, aged 24.89 ±
1.62 years, mass 54.26 ± 6.45 kg, height 163.33 ± 7.12 cm) and
12 affected hips of 9 patients with IFI (female, aged 36.67 ±
16.28 years, mass 56.44 ± 7.35 kg, height 161.89 ± 4.73 cm) were
included. All subjects involved in this project were tested following the
Declaration of Helsinki. The study was approved by the Biomedical
Ethics Committee of Southern Medical University, and the subject
provided written informed consent before participation.

The inclusion criteria for the healthy subjects were an absence of:
1) hip pain; 2) history of hip trauma, hip surgery, or structural disorder
of the hip joint; 3) changes in the signal for the quadratus femoris
according to MRI. The inclusion criteria for the patient with
ischiofemoral impingement syndrome were: 1) hip pain upon

FIGURE 1
The novel in vivo dynamic motion analysis method for the
measurement of IFS.
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walking or sedentariness; 2) ischiofemoral space (IFS) < 15 mm or
IFS >15 mm with a signal change of the quadratus femoris upon MRI
(Singer et al., 2015). 3) Patients with a hip pain diagnosis caused by a
clearly identified reason other than IFI, including intra-articular
impingement, arthritis, tumor, bone fracture, history of ischium or
lesser trochanter surgery, or with low-quality MRI images, were
excluded.

2.2 Determining the position of landmarks

Six landmarks of the pelvis and femur were chosen for use in this
study, including the anterior superior iliac spine, iliac crest, posterior
superior iliac spine in the pelvis, and greater trochanter, 6 cm below
the greater trochanter and 8 cm anterior to the greater trochanter
(make a tangent line from the greater trochanter, make a vertical line
of this tangent line against the skin surface in front of the thigh, and
take place on the skin that is 8 cm away from the intersection point) in
the femur. The landmarks used in motion capture and MRI shooting
were the same.

2.3 3-D motion capturing in gait

Motion capture was performed in the Gait Laboratory of the
Department of Human Anatomy of Southern Medical University.
Reflective markers were attached at the positions of the subject’s
body surface landmarks. The 3-D motion capture system
(Qualisys, Gothenburg, Sweden) consisting of 12 infrared
cameras (Miqus M1, Qualisys, Sweden) and 1 video camera
(Miqus Video, Qualisys, Sweden) was used to obtain the
movement trajectories of body surface landmarks during
walking at a frequency of 100 Hz, and three force plates (type
9260AA6, 500 mm × 600 mm; Kistler, Switzerland) aligned with
the walkway, were used to measure the ground reaction forces
(GRFs) at a frequency of 100 Hz. Heel strikes and toe-offs were
defined using a GRF threshold of 10 N, and the gait cycle was
defined from heel-strike to heel-strike.

The movements of 18 healthy hips (9 left hips, 9 right hip) of
9 healthy people were collected, and the movements of the 12 affected
hips (5 left hips, 7 right hips) of 9 patients were collected. Each hip was
measured separately for two movement states, including normal and
long stride walking. For normal walking, the subjects walked along the
force plates at a self-selected comfortable speed (mean stride, 1.17 ±
0.04 m for healthy hip, 1.18 ± 0.06 m for affected hips). For long stride
walking, the subjects were asked to walk with the maximum stride as
they can (mean stride, 1.66 ± 0.24 m for healthy hips, 1.63 ± 0.26 m for
affected hips). The walking speed of two movement states, including
normal and long stride walking was measured for healthy hips (mean,
1.02 ± 0.08 m/s for normal walking, 1.05 ± 0.14 m/s for long stride
walking) and affected hips (mean, 0.96 ± 0.10 m/s for normal walking,
1.15 ± 0.14 m/s for long stride walking). The subjects performed a 5-
min warm-up protocol of comfortable walking before the formal test.

2.4 3-D reconstruction based on MRI

MRI was performed using a 3.0 MRI scanner (Ingenia, Phillips,
Best, Netherlands) at the Third Affiliated Hospital of Southern

Medical University. The scan range includes the entire pelvis and
upper femur. Lipophilic fluid capsules (sized as half of the reflective
marker) represent the position of the subject’s body surface
landmarks, which can be visualized in MRI imaging. The
subjects MRI was obtained in the supine position. The 3-D
models of the bone were reconstructed in Mimics 14.11 software
(Materialise Corp, Leuven, Belgium). In this manner, we can obtain
the coordinates of bone and body surface landmarks, defined as the
neutral position.

2.5 Establish a dynamic hip model

The critical point of this method was calculating movement
trajectories of bone landmarks by registering bone and body
surface landmarks. Then the dynamic hip model was established by
matching the movement trajectories to the 3D reconstruction model
by translation and rotation in Matlab software (version 9.0, R2016b,
Mathworks Inc., Natick, MA). The coordinate transformation
algorithm for registration in this part was introduced below.

The number of coordinate points of the human landmarks is set as
N. The set of points in the MRI space and actual gait systems were
represented as P and Q. The spatial coordinates of each point are set to
(x, y, z), and then P and Q are a matrix of 3×N. All point coordinates
for P and Q can be written as:
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A 3 × 3 rotationmatrix R and N-dimensional slide vector t must be
found, to complete the conversion of P to Q by the following formula:

Q � RP + t

Solving R and t requires the following algorithms:

(1) Calculate the center of the point set:
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(2) Decentralize the point sets:

P′ � P − μP, Q′ � Q − μQ

(3) Construction matrix H:

H � P′Q′T

(4) The matrix H is subjected to SVD decomposition to the rotating
matrix R:

U, S, V[ ] � SVD H( )

(5) Solve R from the matrix decomposing by SVD:

R � VUT
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(6) Get t via R:

t � −RμP + μQ

Given the coordinates A of the set of bone landmarks of the
coordinate system in MRI space, we can use the calculated R and t to
transform the coordinates A under the MRI space coordinate system
to the coordinates B in the actual gait coordinate system with the
above algorithm, written as:

B � RA + t

2.6 In vitro verification

The actual motion trajectories of bone landmarks could be obtained
by incising the skin and attaching the reflective markers on the bone
surface, which is invasive and inappropriate for human volunteers. Thus,
we used a 3D-printed polylactic acid sphere as a test sample to validate the
novel in vivo dynamic motion analysis method.

First, a sphere was built using AutoCAD Software (v2019 Autodesk,
California, United States) (Figure 2). The position of the bone landmarks
is simulated on the sphere surface, and a cylinder simulates the body
surface landmarks on the sphere. The height of cylinders was randomly

selected to simulate the different body surface landmarks. Then, the 3D-
print polylactic acid sphere was printed by aMakerBot Replicator Z18 3D
Printer (MakerBot, New York, United States).

Subsequently, the actual trajectories were recorded using a motion
capture system, and the calculated trajectories of simulated bone
landmarks were acquired using this method. The error value was
expressed as root mean square error (RMSE) of distance and angular
accuracy. The reliability and validity were calculated by using five groups
slide motion trajectories of randomly selected landmarks on the 3D-print
polylactic acid sphere. The experiment was conducted twice, by the same
investigator, on two separate days to establish the reliability. Reliability
was assessed by comparing between-day differences in the root mean
squared error (RMSE) and a calculated coefficient of multiple correlations
(CMC) (Cai et al., 2019; Houston et al., 2021; Pedro et al., 2021). Validity
was assessed by comparing the calculated trajectories of this novel method
to the recorded trajectories of the gold standard (Qualisys motion capture
system), and the RMSE and the R2 of linear fit method (LFM) was
performed (Cai et al., 2019; Houston et al., 2021; Pedro et al., 2021). The
X/Y/Z direction of five groups slide motion trajectories were assessed.
CMC values are deemed good if between 0.75 and 0.84, very good if
between 0.85 and 0.94, and excellent if above 0.95 (Ferrari et al., 2010), and
R2was range from 0.0 to 1.0 (no relationship = 0.0 to 0.3, weak = 0.3 to 0.5,
moderate = 0.5 to 0.7 and strong = 0.7–1.0) (Kessler et al., 2019). SPSS

FIGURE 2
The 3-Dmodel used for validation and itsmotion. (A) Shows the 3D sphere used for verification. The sphere simulates the human bone. The section at the
blue wire box magnifies a set of landmarks, including the simulated body surface landmark (s) and the simulated bone landmark (B). The sphere was printed
without the cones because the reflective markers would be attached. Five groups were randomly distributed on both sides of the sphere. The distances from s
to b were not consistent amongst the 5 groups to simulate the different thicknesses between the body surface and the bone. (B) and (C) show the
process of the model sliding 30 cm on the track and rotating 90° on the PTZ. Using a tripod as a support base, a macro track with a scale is tightened on the
tripod, and a rotating PTZ with an angle value is attached to the slide. The track is not parallel to the ground, ensuring a 3-D transformation when moving on
the track instead of a horizontal change. The attached markers are placed into the pre-set position in the CAD of the printed model, and themodel is secured
to the PTZ with a U-shaped clip.
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20.0 software (IBM Corporation, Armonk, New York) was used to
analyze data. Error-values of each set are described as (x ± S) and
95% confidence interval.

2.7 Measurement of dynamic IFS and
statistical analysis

Based on the dynamic hip model, we could measure the dynamic
bone-to-bone distances such as the ischiofemoral space (IFS).
Dynamic IFS in gait were compared between healthy hips and
affected hips using the Statistical Parametric Mapping (SPM) and
Statistical non-Parametric Mapping (SnPM) method in Matlab
software. Compared with traditional statistical analysis methods,
SPM and SPnM can reflect the characteristics of continuous data
sets. SPM is used after passing the normality test, and SnPM is used
when failing the normality test. Comparisons between 18 healthy hips
and 12 affected hips were performed using an independent sample
t-test, and comparisons between different movement state of the same
hips group using paired sample t-test. The test level was set at 0.05, and
p < 0.05 represented a statistical difference.

3 Results

3.1 Validation

The actual and calculated trajectories analyzed using this novel
method are displayed in Figure 3. The total error of 5 groups of
landmarks was calculated during slide and rotation (Table 1). The
results showed that the bone landmark coordinates predicted by this
method are close to the real ones. The RMSE of the sliding motion is
1.42 mm/1.84°, and the rotating motion is 1.58 mm/2.19°

The evaluation results of reliability and validity are shown in
Table 2. Excellent relative reliability (CMC = 0.9911–0.9987) was
observed for all between-day trajectories for all X\Y\Z direction of
slide motion, and the RMSEs are 6.1799–7.5872 mm, which is close to
Ding’s study (Ding et al., 2020). Strong validity (R2 = 0.9982–0.9999)
was also observed for all computed variables, and the RMSEs are
1.3015–2.5799 mm, which is close to Daniel’s and Weichert’s study
(Weichert et al., 2013; Nolte et al., 2020).

3.2 Dynamic in vivo IFS between healthy
subjects and patients

The maximum IFS appeared in mid-stance, and the minimum IFS
appeared in the initial swing. In normal walking, the range of IFS in
healthy hips was 15.09–50.24 mm (minimum–maximum), and in
affected hips was 10.16–39.74 mm. The IFS of healthy hips was
significantly larger than affected hips in 40.27%–83.81% of the gait
cycle (p = 0.027), and the corresponding gait cycle phase was from the
terminal stance phase to the initial swing phase (Figures 4A, 5A). In
long stride walking, the range of IFS in healthy subjects was
13.02–51.99 mm, and in affected hips was 9.63–44.22 mm. The IFS
of healthy hips was significantly larger than affected hips in 0%–5.85%
of the gait cycle (p = 0.049), and the corresponding gait cycle phase was
the initial contact phase (Figures 4B, 5A).

The results of the IFS comparison between normal and long stride
walking are shown in Figure 5. In healthy hips, the IFS of normal
walking was significantly smaller than long stride walking in 0%–
14.05% and 85.07%–100% of the gait cycle (p = 0.033, 0.033), and the
corresponding gait cycle phases were from initial contact to loading
response phase and from midswing to terminal swing phase (Figures
4C, 5B). In the affected hips, the IFS of normal walking had no
significant difference with long stride walking (Figures 4D, 5B).

FIGURE 3
Measured trajectories of bone and body surface landmarks and calculated trajectories of bone landmarks. The green line is the actual trajectory of the
simulated body surface landmark measured by motion capture. The red line is the actual trajectory of the simulated bone landmark measured by motion
capture. The blue line is the trajectory of the bone landmark calculated by the novel in vivo method.
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TABLE 1 The error between the calculated trajectories and the actual measured trajectories during sliding and rotating motion.

Motion Parameter Group Frame ‾x SD 95% CI RMSE

Lower Upper

Slide Distance (mm) 1 990 1.01 0.04 1.01 1.01 1.01

2 990 1.72 0.10 1.72 1.73 1.73

3 990 1.01 0.03 1.00 1.01 1.01

4 990 1.08 0.04 1.08 1.08 1.08

5 990 1.96 0.21 1.95 1.98 1.97

Total 4950 1.36 0.04 1.35 1.37 1.42

angle (°) 1 990 1.36 0.06 1.36 1.37 1.36

2 990 1.74 0.14 1.73 1.74 1.74

3 990 1.19 0.04 1.19 1.19 1.19

4 990 1.82 0.08 1.82 1.83 1.83

5 990 2.68 0.38 2.66 2.70 2.71

Total 4950 1.76 0.55 1.74 1.77 1.84

Rotation distance (mm) 1 1435 1.39 0.23 1.38 1.40 1.41

2 1435 1.44 0.40 1.42 1.46 1.49

3 1435 1.20 0.34 1.18 1.21 1.24

4 1435 1.68 0.45 1.66 1.71 1.74

5 1435 1.89 0.30 1.88 1.91 1.92

Total 7175 1.52 0.43 1.51 1.53 1.58

angle (°) 1 1435 1.82 0.33 1.81 1.84 1.85

2 1435 1.48 0.38 1.46 1.50 1.53

3 1435 1.40 0.42 1.38 1.42 1.46

4 1435 2.79 0.81 2.75 2.83 2.90

5 1435 2.72 0.44 2.70 2.75 2.76

Total 7175 2.04 0.78 2.02 2.06 2.19

TABLE 2 Results of the reliability and validity test. The coefficient of multiple correlation (CMC) and the root mean squared error (RMSE) for reliability test between-day
difference were presented, and the R2 of linear fit method (LFM) and the RMSE for validity test between the novel method and Qualisys system are presented.

Group1 Group2 Group3 Group4 Group5

Reliability CMC

X 0.9984 0.9987 0.9973 0.9963 0.9959

Y 0.9970 0.9974 0.9980 0.9982 0.9979

Z 0.9960 0.9963 0.9947 0.9911 0.9913

RMSE (mm) 7.5872 7.0279 6.1799 6.3747 6.5762

Validity R2

X 0.9999 0.9999 0.9999 0.9999 0.9999

Y 0.9999 0.9999 0.9999 0.9999 0.9999

Z 0.9996 0.9997 0.9982 0.9992 0.9988

RMSE (mm) 2.0931 2.5799 1.5715 1.3015 1.7709
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4 Discussion

This study established a novel in vivo dynamic motion analysis
method and will be used for the morphological-specific measurement
of dynamic bone-to-bone distance in vivo. This method was well verified
and applied to the measurement of IFS in IFI patients compared with
healthy subjects during normal and large stride walking.

The study of bone kinematics contributes to a better understanding of
musculoskeletal disorders. 3D computed tomography (CT) to 2D
fluoroscopic registration is often used for dynamic kinematic analysis
of human joints and image-guided surgery. In recent research, single-
plane and bi-planar fluoroscopy have been developed to register with a 3D
model, and the accuracy of the position estimation using 2D-3D
registration has reached RMSE within 1.0 mm and 1.0° (Ohnishi et al.,
2010). The novel method proposed by this study could achieve an
accuracy comparable to 2D-3D registration, which could be acceptable
and effectively used for bone-to-bone distance analysis. To acquire the
complete activities movement information, 2D-3D registration will
perform many fluoroscopy shots in a short period, which could result
in a high risk of radiation exposure. Since IFI is more susceptible in
women and the location of the lesion is close to the female reproductive

system, 2D-3D registration is not an optimum method for studying
pathological changes in IFS in women. In contrast, reverse engineering
software, such as Opensim, Anybody, and Lifemod, does not expose
subjects to radiation. However, the bone models registered with the gait
data in this software are universal but have no detailed bone morphology.
Because the measurement of IFS requires subject-specific morphology of
the ischial tubercle and lesser trochanter, especially in patients with bone
damage, thus the novel method of our study would be more suitable for
the dynamic measurement of IFS, especially in females.

Most of the studies on IFI are based on static state, mainly to judge
the changes of quadratus femoris muscle on MRI and to measure the
IFS, quadratus femoris space, and other bone morphological
parameters by radiology images. More recent studies have
measured a reduced IFS at the stages of adduction, external
rotation, and extension using multiple MRI and ultrasound images
or direct measurements with calipers or straight rulers on cadaveric
specimens (Kivlan et al., 2017). Finnoff and his colleagues (Finnoff
et al., 2015) used ultrasound to measure the ischiofemoral space in
bilateral gluteal regions of healthy volunteers. The results show that
the largest ischiofemoral space measurement occurred with the hip in
the abduction and internal rotation (51.8 mm; 95% confidence interval

FIGURE 4
Mean (line) and standard deviation (shaded area) of IFS during gait phase of normal and long stridewalking. (A)Was the IFS of healthy hips and IFI affectedhips
during normal walking. (B)Was the IFS of healthy hips and IFI affected hips during long stridewalking. (C)Was the IFS of healthy hips during normal and long stride
walking. (D)Was the IFS of IFI affected hips during normal and long stride walking. The blue curve is themean and standard deviation of IFS in healthy hips, where
the solid blue line is the IFS during normal walking, and the dashed line is the IFS during long stridewalking. The red curve is themean and standard deviation
of IFS in IFI affected hips, where the solid blue line is the IFS during normal walking, and the dashed line is the IFS during long stride walking.
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[CI], 49.2–54.5 mm), whereas hip adduction and external rotation
resulted in the narrowest ischiofemoral space measurement (30.8 mm;
95% CI, 25.5–36.0 mm). Li and his colleagues (Li et al., 2022) used
repeated MRI to examine IFS and QFS in different positions. They found
that the IFS and QFS were significantly reduced in the prone with
backward extension and adduction with external rotation positions of
the hip.However, it is well known that the position of the pelvis and femur
constantly changes during activities. Primarily, the non-specific hip pain
of IFI often produces during repeated movements of the hip which may
impair the action of the quadratus femoris muscle (Jeyaraman et al.,
2022). Based on this, the diagnosis of IFI usually needs to be combined
with dynamic movement of the hip joint, such as an extended stride
walking test, for pain provocation. Therefore, static measurement on
radiology images cannot explain the dynamic mechanism of
ischiofemoral space. Although the above studies measured the changes
of IFS during exercise on the three basic axes of the hip, the IFS during
daily functional activities such as walking and sitting are not taken into
account.

The 2D-3D registration method is widely used for the analysis of
dynamic activities. Atkins and his colleagues (Atkins et al., 2017)
coupled 3D computed tomography (CT) models with dual
fluoroscopy (DF) images to quantify in vivo IFS in asymptomatic
participants during weight-bearing activities. The results showed that
the IFS range for female asymptomatic subjects was 7.5–41.7 mm,
which is smaller than the IFS (15.09–50.24 mm) of healthy subjects in
our study. This might be because the subjects in Atkins’s study walked
on a treadmill, whereas in our study, the subjects walked naturally
without the interference of the treadmill. However, Atkins did not
measure the patient’s IFS, and the continuous fluoroscopy during the
gait process increased the risk of radiation to the subjects. The novel in
vivo dynamic motion analysis method introduced in this paper has
relatively low radiation characteristics and can easily carry out
dynamic kinematic analysis. It is friendly to subjects and operators
and more suitable for clinical promotion. Our results show that during
normal walking, the IFS of the patient was smaller in the terminal
stance phase, pre-swing, and initial swing phase compared with
healthy individuals. At this time, the foot transitions from the heel
off to the suspended state, and the hip joint moves from the state of
maximum extension to the process of flexion with adduction and
external rotation (Diamond et al., 2016). Excessive extension,
adduction, and external rotation of the hip joint are all motion
states that reduce IFS. This may indicate the abnormal
enhancement of the hip extensor, adductor, and external rotator
muscles or the corresponding weakening of the hip flexor,
abductor, and internal rotator muscles. In long stride walking, the
patient showed an abnormality in initial contact, which may indicate
an abnormality of the hip abductor. Moreover, by comparing the IFS
of normal and long stride walking, we found that the IFS of healthy
people in normal walking is smaller compared with long stride
walking, but the IFI makes the difference disappear.
Simultaneously, the results showed that long stride walking does
not make the minimum IFS smaller; this might be because the IFI
patient was not in the acute disease phase of pain.

The soft tissue artifact (STA) occurs when the motion of bones is
measured using body surface landmarks (Ancillao et al., 2021). The
soft tissues between the bone and body surface landmarks produce a
relative motion that leads to inaccuracies in estimating rigid body
poses or kinematics. During gait acquisition, the reflective markers
are attached to the body surface landmarks, and the motion
trajectories collected by the camera consist of STA and bony
movements (Winter 2005). STA introduces some bias in
kinematic measurements. D’Isidoro (D’Isidoro et al., 2020) found
that the presence of STA underestimated the range of hip activity,
while Fiorentino (Fiorentino et al., 2016) found that STA led to a
false hip joint center (HJC) motion of about 2.2 mm. In this paper, a
simple method is adopted to avoid the influence of STA on bone
movement. First, STA in walking presents as cluster translation,
rotation, scaling, and deformation of marker motion. Scaling and
deformation movements contribute very little to the overall amount
of error. 85% of the total STA energy was systematically explained by
the rigid transformations (i.e., translations and rotations of the
marker-cluster) (Bonci et al., 2015; Blache et al., 2017). Thus, this
study only considers rotation and translation. Using the spatial
relationship between the body surface and bone landmarks, our
method reduced the impact of STA on gait trajectory measurements
to a certain extent. Furthermore, the STA of the thigh is more
pronounced than pelvis and shank (Benoit et al., 2015; D’Isidoro

FIGURE 5
The SPM{t} & SnPM{t} curves. The shaded areas on the curve show
the track locations where the curve exceeded the critical threshold
(dotted line). When the observed t-statistic time series crosses the
threshold, which means p < 0.05, then we can reject the null
hypothesis H0 that there is no difference between the two time series.
(A) Comparison between healthy hips and affected hips during normal
walking by SPM (red line), and during long stride walking by SPM (blue
line). (B) Comparison between normal and long stride walking in healthy
hips by SnPM (orange line), and in affected hips by SPM (purple line).
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et al., 2020; Barré et al., 2015), and the soft tissue thickness of the
thigh is greater than the shank (Nolte et al., 2020). Thus, we chose
apophyses of the hip as the landmarks to paste reflective markers to
reduce STA, which allows one to obtain more accurate kinematic
measurements at a low radiation regime.

The limitation of this study mainly results from STA. This study
assumes that STA is fixed in motion; therefore, it is suitable for dynamic
movements with small amplitudes, such as walking. In the future, we will
pay more attention to the dynamic STA to make this method suitable for
movements such as squats. In addition, there are also some changes in the
STA of supine and neutral positions, which may be solved by referring to
2D-3D registration or using stents.

5 Conclusion

A novel in vivo dynamic motion analysis method for the
measurement of bone-to-bone distance was established in this
study and was validated. The method measured the IFS of
healthy subjects and patients diagnosed with IFI during normal
and stride walking. The comparative result showed that the IFS of
IFI affected hips is smaller than healthy hips in terminal stance,
pre-swing, and initial swing phase during normal walking and
initial contact phase during long stride walking. Meanwhile, the IFS
during normal and long stride walking was different in healthy
hips, but IFI eliminated the difference between the two methods of
walking. These results indicate that the in vivo dynamic analysis is
more comprehensive in evaluating the pathological features of IFS
in IFI patients.
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Relative instability ratios of bone
wall defects in trochanteric hip
fractures: A finite element analysis

Ao-Lei Yang1,2†, Wei Mao1,2†, Shi-Min Chang1* and You-Hai Dong2*
1Department of Orthopedic Surgery, Yangpu Hospital, Tongji University School of Medicine, Shanghai, China,
2Department of Orthopaedics, Fifth People’s Hospital of Shanghai, Fudan University, Shanghai, China

Background: For decades, medial and lateral wall fragments of trochanteric hip
fractures were considered two pivotal factors that could influence the stability of
postoperative femur-implant complex. However, most studies seemed to
misunderstand the concept of the posteromedial fragment and equated it with
the medial wall, which overlooked vital roles of the anteromedial wall. Roles of the
posterior coronal bone fragment were also highlighted in some research. However,
influences of the bone walls above the trochanteric fracture instability are yet to be
investigated and quantified by means of finite element analysis.

Methods: Eight trochanteric fracture fixationmodels with different wall defects were
constructed. Outcome indicators were the von Mises stress of the implant models,
the maximum/minimum principal strain, the risky tensile/compressive volume and
the volume ratios of the bonemodels, the femoral head vertex displacement, and the
fracture surface gap. Based on these indicator values, the relative instability ratios
were computed.

Results: Outcome indicators, absolute values, and nephograms of all models
showed the same upward and concentrating trends with exerted hip contact
loads shifting from static walking to dynamic climbing. Similarly, these indicators
also exhibited the same trends when the eight models were solved in sequence.
Moreover, the relative instability ratio of the medial wall (100%), particularly the
anteromedial part (78.7%), was higher than the figure for the lateral wall (36.6%).

Conclusion: The anteromedial wall played relatively pivotal stabilizing roles in
trochanteric hip fractures compared with the posteromedial wall and the lateral
wall, which indicated that orthopedic surgeons should attach more importance to
the anteromedial cortex support in an operating theatre.

KEYWORDS

medial wall, lateral wall, relative instability ratio, finite element analysis, trochanteric hip
fracture
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1 Introduction

Trochanteric hip fractures, accounting for a significant proportion
of hip fractures, are not always caused by a single fracture line
occurring within the intertrochanteric zone defined by the latest
2018 revision of the Arbeitsgemeinschaft fur Osteosynthesefragen
(AO/OTA) classification system (Bhandari and Swiontkowski,
2017; Meinberg et al., 2018). On the contrary, there are clinically
far more fracture lines than single ones that spilt up the
intertrochanteric region into more fragments, which more often
than not augment the instability of the trochanteric fractures
(Zhang et al., 2020). Moreover, up to 50%–60% of the trochanteric
fractures are classified as unstable (Wu et al., 2019), and the condition
will directly determine surgical treatments and intramedullary or
extramedullary fixation. According to a consensus reached by
recent research and proposed as the guideline by the AO/OTA
classification (2018), intramedullary fixation systems [e.g., the
proximal femoral nail anti-rotation (PFNA, Depuy Synthes,
United States), the Gamma nail 3 (Stryker, Mahwah, New Jersey),
and the intertrochanteric antegrade nail (InterTAN, Smith & Nephew,
Memphis, Tennessee)] are recommended as primary protocols for
unstable fractures to minimize potential complications (Müller et al.,
1990; Zhang et al., 2013; Meinberg et al., 2018; Fu et al., 2020; Lee et al.,
2020; Yapici et al., 2020).

With the rapid development of and innovation for surgical
instruments, ideas, procedures, and patient-centered care,
surgeons can now rigorously formulate individual treatment and
try their utmost to diminish unstable elements for better prognoses
of their patients. Simultaneously, that mandates orthopedic
clinicians ascertain every subtle risk factor initially and pay
more attention to them over the whole therapeutic course.
Obviously, according to the 1990 and 2018 guidelines in the
AO/OTA classifications, two vital factors have been designated:
the posteromedial fragment with its extension downwards and the
lateral wall fragment with its thickness < 20.5 mm (Müller et al.,
1990; Meinberg et al., 2018). However, none of these were
surgically highlighted nor fixed in many trochanteric fractures
with the use of intramedullary fixation (Liu et al., 2015; Puram
et al., 2017; Wu and Tang, 2019; Chang et al., 2022; Yang et al.,
2022), from which some researchers concluded that the medial
walls were of minor importance in the fracture stability.

But there were also some studies arguing that it was a
misunderstanding to simply equate the posteromedial wall and
the medial wall. They also demonstrated that it was the
anteromedial wall that played a pivotal function and hence
anatomically divided the medial wall into the anteromedial
wall and the posteromedial wall (Chang et al., 2018; Chen
et al., 2020; Zhang et al., 2020; Shao et al., 2021). Moreover,
roles of the posterior coronal fragments have also attracted more
investigations recently. However, controversy arose about which
were the more significant unstable elements between the medial
wall and the lateral wall and between the anteromedial wall and
the posteromedial wall with or without intramedullary fixation
(Müller et al., 1990; Nie et al., 2017; Chang et al., 2018; Meinberg
et al., 2018; Chang et al., 2020; Chen et al., 2020).

Although the AO/OTA (2018) highlighted the lateral wall
thickness and put it as a standard to evaluate whether a
trochanteric fracture was stable, some researchers remained
skeptical about the significance level of the lateral wall (Nie et al.,

2017; Wu and Tang, 2019; Chang et al., 2022). With the prevalence of
the intramedullary fixation used for unstable trochanteric fractures,
which was also recommended by the AO/OTA (2018), Chang et al.
(2022) put forward a conception of a “metal lateral wall”. This meant
the intramedullary nail could take over most roles of the actual lateral
wall, even if the lateral wall broke during or after the operation.
Moreover, some researchers still further demonstrated that it was the
anteromedial wall and not the posteromedial wall that played the
pivotal stabilizing role (Nie et al., 2017; Chen et al., 2020; Zhang et al.,
2020).

Therefore, in this study, influences of the bone walls on
trochanteric fracture instability were explored and quantified with
contribution ratios by means of the finite element analysis.

2 Methods and materials

Two patients’ (a 73-year-old man: 174 cm, 70 kg, 23.12 kg/m2 and
a 72-year-old woman: 170 cm, 70 kg, 24.22 kg/m2) historical
computed tomography (CT) images (slice thickness, 1.0 mm) of
bilateral femurs were gathered from a data archive of the Fifth
People’s Hospital of Shanghai. Both patients had the same dual-
energy x-ray absorptiometry (DEXA) test value with
T-Score = −2.0 and were in a healthy state without fracture histories.

2.1 The fracture models

The gathered data of CT images were input to Mimics Research
21.0 (Materialise N.V., Leuven, Belgium) to construct three-
dimensional femur models, including two left femur models and
two right femur models. Next, the constructed entire femur models
were imported into 3-Matic Research 13.0 (Materialise N.V., Leuven,
Belgium) to further establish trochanteric fracture models.

With this software, the corresponding eight distinct models
were constructed according to the three-dimensional mapping of
trochanteric fracture lines, as shown in Figures 1A, B (Li et al.,
2019; Zhang et al., 2020). The basic fracture line was set as an
irregular curve. The lateral wall area and the corresponding defect
were also referred to the definition of Haq et al. (2014), while the
medial wall area and the corresponding defect were set as the
region within 2 cm above and below the lesser trochanter, which
was an important zone when testing stress with its deep dense
calcar femoral (Kuzyk et al., 2012; Chang et al., 2020; Lee et al.,
2020). Moreover, based on the fundamental fracture model, the
defect depth of both the medial wall and the lateral wall were set as
half of the distance between their respective cortex to the femoral
shaft axis. Then the medial wall and the lateral wall were cut by the
projection line of the femoral shaft axis into the anterior medial
(AM) wall and the posterior medial (PM) wall, and the anterior
lateral (AL) wall and the original posterior lateral (PL) wall,
respectively, as displayed in Figure 1D–H. However, the upper
region of the original PL wall defect model was more involved in
realistic trochanteric fracture fragments (Li et al., 2019).
Therefore, the region was also removed to establish the current
PL wall defect model, as shown in Figure 1I. In addition, the
posterior coronal bone (PML) defect model was constructed by
cutting the PM wall and the PL wall as well as the rest of the
posterior bone between them, as exhibited in Figure 1C.
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2.2 The PFNA models

Dimensions of an intramedullary fixation kit of titanium alloy,
PFNA (length: 200 mm and an angle: 125°), including an
intramedullary (IM) nail, a helical blade, and a locking screw, were
obtained from the manufacturer (Depuy Synthes, United States), as
shown in Figure 2C. Then the primary file was also input to 3-Matic
software to reach the element congruity of the implants with the
counterpart of the fracture models before their final assembly.

2.3 The fracture fixation and finite element
models

With 3-Matic software, the revised PFNAmodel and each fracture
model were then implemented into the assembly in accordance with
clinical standards. To maintain the intra-group consistency of the
implant positions, in each model the IM nail was identically located in
the intermediate region inside the femoral canal while the helical blade
was anchored in the intermediate-inferior region within the femoral
head. This was a critical procedure that ensured that the tip-apex
distance (TAD) of each model was 15 mm. After the establishment of
every fracture fixation model, holistic volume elements were remeshed
and modified; the final mesh quality check of all models met the

software-provided criterion about the homogeneous property of all
volume elements of each model.

For each model, the material assignment was exercised in Mimics
software, in which mapping approaches of CT-Hounsfield unites and
grey values were used to convert the matched voxels into the bone
density (ρ) and the elastic modulus (E) of the corresponding volume
mesh (Morgan et al., 2003; Taddei et al., 2007). Formulae in the
guidebook of Mimics about the bone material assignments were as
follows: ρ = 131 + 1.067 HU (kg/m3); E = −331 + 4.56 ρ (MPa).
Moreover, the Poisson’s ratio of the bone was set as 0.3, and the
Poisson’s ratio and the elastic modulus of the implants of titanium
alloy were set as 0.35 and 105,000 MPa, respectively (Goffin et al.,
2013).

Each material-assigned model in 3-Matic software was then
discretized into ten-node tetrahedral elements of the solid-185
volume. All materials were presumed to be homogeneous, linearly
elastic, and isotropic (Hawks et al., 2013). Using standard deviation
caused from repeating all steps, including manual adjustments of the
surface/volume mesh, of each FE model three times, mean element
numbers of the implant model and the eight fracture fixation models
were 46,094 ± 805, 167,430 ± 3,104 (the basic fracture), 143,340 ±
2,340 (the M wall defect), 143,986 ± 2,315 (the AM wall defect),
145,434 ± 2,214 (the PM), 145,286 ± 2,615 (the L), 150,920 ± 2,235
(the AL), 146,404 ± 2,803 (the PL), and 143,452 ± 2,185 (the PML).

FIGURE 1
The diagram exhibited the constructed eight fracturemodels based on one left femur (also the following figures). (A,B) indicated different perspectives of
the basic fracture model. (C–I) indicated the posterior coronal bone defect model, the medial, the anteromedial, the posteromedial, the lateral, the
anterolateral, and the posterolateral wall defect model, respectively.
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Next, all disposed finite element (FE) models were imported to
ANASYS Workbench (ANSYS Inc., version 2021 R1) to proceed with
further simulation.

2.4 Friction, loading, and boundary conditions

Contact interaction between every part of each FE model were set
to be frictional in order to approach the reality, and the surface friction
coefficients between the bone-bone, the bone-implant, and the
implant-implant were set as 0.46, 0.42, and 0.2, respectively (Hsu
et al., 2007; Eberle et al., 2010; Lee et al., 2016). The loading conditions

were adopted with two kinds of common cycle gaits, namely walking
and climbing stairs, and under each of them, static and dynamic hip
contact loads were simulated and exerted on the head load contact
surfaces of all FE models, as exhibited in Figure 2A. The static hip
contact loads in normal walking and climbing cycle gaits were set as
follows as to a person weighing 70 kg (Heller et al., 2005; Taheri et al.,
2011; Ramos et al., 2016; Cun et al., 2020): the hip joint contact load in
the walking gait [(x,y,z) = (647, 236, −1,351)] and in the climbing gait
[(x,y,z) = (711, 436, −1,393)], which were 2 times and 2.1 times body
weight, respectively. Meanwhile, the dynamic hip contact loads in the
two cycle gaits were adopted with curves, as shown in Figure 3
(Chalernpon et al., 2015; Zeng et al., 2020; Jiang et al., 2022).

FIGURE 2
The load, boundary conditions, and the PFNAmodel were exhibited. (A) showed the load surface, onwhich the static walking and climbing hip loads were
exerted. (B) showed the static load site and direction and the FE model fixed site. (C) showed the PFNA model.

FIGURE 3
The load curves of dynamic walking and climbing stairs cycle gaits.
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Furthermore, the distal end of the FEmodel was fully constrained both
in translation and rotation as the boundary condition in all models, as
displayed in Figure 2B (Heller et al., 2001; Heller et al., 2005).

Simultaneously, the mesh convergence was tested in ANSYS to
evaluate the validity and veracity of each FE model. Additionally, each
model had been constructed and simulated three times in order to
reduce errors as much as possible. After the solution of each model,
outcome indicators were set as follows: von Mises stress (VMS) of the
implant models, including the IM nail and the helical blade;
maximum/minimum principal strain, tensile/compressive volume,
and volume ratios of the bone models; and the displacement
distance of the FE model head vertex toward the distal femur and
the fracture surface gap of each FEmodel. These were then determined
and analyzed.

2.5 The relative instability ratios

Owing to little previous study or guidelines on how to measure the
stability of the trochanteric fracture-implant complex, a novel concept,
namely relative instability, was put forward to indirectly assess the
significance of each trochanteric fracture wall defect. However, a
substantial amount of research concluded that, although no linear
relation between these indicator absolute values mentioned above and
instability of the corresponding models was inferred, the FE model
indeed went toward a yielding failure with the local indicator values
gradually increasing (Goffin et al., 2013; Lee et al., 2016; Nie et al.,
2020; Lewis et al., 2021; Mohammad et al., 2022). Therefore, for each
indicator outcome above all FE models, the highest absolute value was
supposed to be relatively the most unstable with a relative instability
ratio of 100%, while its opposite pole was relatively stable with 0%.
Then the relative instability ratios of the other models were calculated
as to where their values stood from the lowest value to the highest
value. In the last step, these ratios of each model were statistically
analyzed.

3 Results

The outcome indicators of each FE model all showed the same
increasing trends in absolute values and/or a gradually concentrating
tendency in nephograms with the exerted hip contact loads shifting
from the static walking gait to the dynamic climbing stairs gait.
Similarly, almost all these indicators also exhibited the same
upsending tendencies when the FE models were solved in sequence
from the basic fracture line model, the PL wall defect model, the AL,
the PM, the L, the PML, the AM, to the M wall defect model.

3.1 The vonMises stress of the implantmodels

In all cases, the peak VMS values and the nephogram
concentrating sites of the IM nail models and the helical blade
models showed a common area at the conjunction of each pair of
the IM nail and the blade, especially the superior spot of the lateral
hole of the IM nail model and the blade model spot contacting the
inferior spot of the medial hole of the corresponding IM nail model.
Furthermore, the peak VMS value, 220.13 MPa, of all IM nail models
occurred in the medial wall defect model under the dynamic climbing

hip loads. Simultaneously, the peak value of 458.36 MPa of all helical
blade models was also generated in the same model, as shown in
Figures 4–6. However, none of these peak values exceeded the yielding
stress of 750–900 MPa for the implants of titanium material
(Sitthiseripratip et al., 2003; Levadnyi et al., 2017).

3.2 The maximum and minimum principal
strain of the bone models

The femur bone model elements with the peak maximum
(tensile) principal strain above 0.9% and/or the minimum
(compressive) principal strain below −0.9% are often interpreted
as high-risk locations for the fracture yielding (irreversible
deformation) and failure (Kopperdahl and Keaveny, 1998;
Panyasantisuk et al., 2016). In addition to the maximum/
minimum principal strain, the volumes and the volume ratios of
the risky regions were also calculated and analyzed. In the current
study, values of the peak maximum principal strain, the risky
tensile bone volume, the volume ratio and the peak minimum
principal strain, the risky compressive bone volume, and the
volume ratio occurred in the medial wall defect model under
the dynamic climbing hip loads, which were 22.8%, 46,084 mm3,
17.3% and −19.4%, 50,700 mm3, and 18.8%, respectively.
Furthermore, the risky yielding regions were marked as dark
grey in the strain distribution nephograms, and the
corresponding value trends were exhibited in Figures 7–10.
From the facet of the strain distribution nephograms, the risky
tensile bone more likely appeared at the fracture surface with
extension toward the blade anchorage region while the risky
compressive bone was more likely at the blade anchorage region
with extension toward the medial and inferior femoral cortex.

3.3 The femoral head vertex displacement and
the fracture surface gap of the FE models

The femoral head vertex displacement of the FEmodels toward the
distal femur (z-axis) ranged from 4.91 ± 0.25 to 6.59 ± 0.59 mm, while
the fracture surface gaps ranged from 0.073 ± 0.006 to 0.478 ±
0.02 mm. The mean values and trends of these indicators were
shown in Figures 6C, D.

3.4 Relative instability ratios of bone wall
defect models

Owing to the stability of proximal trochanteric fractures being
largely contingent on fragments of the femoral head-neck, the femoral
shaft and implants, including the IM nail, and the helical blade, the
outcome indicators above were all taken into consideration to evaluate
the relative instability ratio of each bone wall defect model. According
to the trends of all indicators, the relative instability of the basic
fracture models was presupposed to be 0%, while the medial wall
defect model was presupposed to be 100%. Then the relative instability
order and ratios, which were exhibited in Figure 11, were as follows:
the basic fracture line model (0%), the PL wall defect model (8.8%), the
AL (15.8%), the PM (21.3%), the L (36.6%), the PML (54.6%), the AM
(78.7%), and the M wall defect model (100%).
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4 Discussion

According to the three-dimensional mapping of trochanteric
fractures lines (Zhang et al., 2020), eight trochanteric fracture
models were constructed and simulated in the current study.
Contrary to most previous relevant finite elements analysis

research, the current study adopted a more realistic irregular curve
fracture line and both static and dynamic hip contact loads, which
were further divided into walking and climbing gait cycles. The
selection of outcome indicators referred to a compelling
biomechanics review (Lewis et al., 2021), which suggested that von
Mises stress was more appropriate and widely utilized to evaluate the

FIGURE 4
The VMS values and nephograms of the IM nails under the dynamic climbing hip loadwere exhibited. (A–H) indicated the basic fracture linemodel, the PL
wall defect model, the AL, the PM, the L, the PML, the AM, and the M wall defect model, respectively. From images (A–H), the peak value of each IM model
gradually increased and the highest one of 220.13 MPa appeared in (H).

FIGURE 5
The VMS values and nephograms of the blades under the dynamic climbing hip load were exhibited. The order was the same as it was in Figure 4. From
images (A–H), the peak value of each blade model gradually increased and the highest one of 458.36 MPa appeared in (H).
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stability of the implant models, while the maximum/minimum
principal strain should be used to assess the bone models.
Therefore, to take more predictive factors into consideration about
the FE model instability, the von Mises stress (i.e., equivalent stress) of

each implant model, the maximum/minimum principal strain, tensile/
compressive volume and volume ratios of each bone model, the
displacement of the femoral head vertex, and the fracture surface
gap were calculated and analyzed.

FIGURE 6
The von Mises stress curves of the IM nails (E1) and the helical blades (E2) were exhibited in (A,B), respectively. The head vertex displacement and the
surface gaps were exhibited in (C,D), respectively. SW, SC, DW, and DC indicated the static walking, the static climbing, the dynamic walking, and the dynamic
climbing, respectively. None indicated the basic fracture model while the others indicated the same as mentioned above.

FIGURE 7
Themaximum principal strain and nephograms of the proximal fracturemodels under the dynamic climbing hip contact loads were exhibited. The order
was the same as it was in Figure 4. From images (A–H), the peak value of each bonemodel gradually increased and the highest one of 0.22824 appeared in (H).
The elements with the values above the cut-off of 0.009 were marked in dark gray.

FIGURE 8
The maximum principal strain, the risky tensile bone volume, and the volume ratio curves of the bone models were exhibited in (A–C), respectively.
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After the holistic analysis, the absolute values of all indicators
above presented nearly the same trends. When it came to a single
model, all absolute values exhibited upward tendencies when the hip
contact loads shifted from static walking, to static climbing, to
dynamic walking, to dynamic climbing. As for all eight models, all
absolute values also manifested increasing trends when the solution of
each model shifted from the basic fracture model, the PL wall defect
model, the AL, the PM, the L, the PML, and the AM, to the M wall
defect model. What’s more, the peak values frequently showed in the
medial wall defect model under the dynamic climbing hip contact
load. That is to say, it was explicit that, when compared with the lateral
wall, the medial wall played a far more significant stabilizing role. This
was also consistent with conclusions of the previous studies that the
role of the lateral wall changed extremely to becoming less important
after the IM fixation was fully utilized (Zhang et al., 2020; Shao et al.,
2021). As for the medial wall, compared with the posteromedial wall,
the anteromedial wall played a predominantly stabilizing role, which
was also a biomechanical demonstration for the theory of the

anteromedial cortex support reduction (Chang et al., 2020; Chen
et al., 2020). It indicated that, with the prevalence of the
intramedullary fixation, orthopedic surgeons should prioritize the
anteromedial wall conditions of trochanteric fractures to begin with
and endeavor to restore their cortex support to gain the most stability
out of the fracture-fixation structures in an operating theatre.

In addition, the maximum/minimum principal strain nephograms
directly showed the increasingly risky yielding regions around the
fracture surfaces and the bone sites contacting the blades, which could
also be elucidated with the unique force transmission mechanism
within the trochanteric fracture fixation structure. During the initial
post-operative period before the fracture healing, with the continuous
dynamic trade-off of loading and unloading between the bone and the
implant, peripheral loads from the hip would be conducted
simultaneously through the cortex and the bone-blade-IM nail.
Once the cortex discontinued, stress would surge at the sites
around the medial cortex defect and eventually cause the sites to
yield and even cause secondary fractures. However, with the “metal

FIGURE 9
Theminimum principal strain and nephograms of the proximal fracture models under the dynamic climbing hip contact loads were exhibited. The order
was the same as it was in Figure 4. From images (A–H), the least value of each bone model gradually decreased and the lowest one of −0.19356 appeared in
(H). The elements with the values below the cut-off of −0.009 were marked in dark gray.

FIGURE 10
Theminimumprincipal strain, the risky compressive bone volume, and the volume ratio curves of the bonemodels were exhibited in (A–C), respectively.
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lateral wall” role of the IM nail, the discontinued lateral cortex site
might suffer from little stress soar, which further had few influences on
the fracture-fixation construct stability.

As there is no definite consensus on or measurement methods of
“instability of the fracture fixation construct,” the relative instability
ratio was adopted in the current study to assess the significance
priority of each clinical common defect trochanteric wall. The
main unstable elements were set as the outcome indicators above,
and the relative ratios of the different wall defect models contributing
to the instability of the constructs were set as percentages, with the
relatively most stable one occurring in the basic fracture line model
(0%) and the relatively most unstable one occurring in the medial wall
defect model (100%). Noticeably, all relative ratios computed through
the outcome indicator absolute values of the rest of the FE models
showed the same position in the sequence order, as exhibited in
Figure 11. This finding, to some extent, supported the efficacy of the
“relative instability ratio” approach, which was put forward in this
study, to evaluate the significance level of a fracture model, an implant
model, or the assembly model of them. The approach might then
facilitate further studies to make a holistic assessment of their designed
unique models with more convincing conclusion. Interestingly, the
ratios of the AM wall defect model (78.7%) and the PM wall defect
model (21.3%) amounted to the ratio of the M wall defect model
(100%), which did not occur in the group of the L wall defect model,
the AL, nor the PL. We believe this is due to the “metal lateral wall”
role of the IM nail which shared the stability and also the ratio.

There were some strengths of the current study. Firstly, to the
best of our knowledge, this was the first study that aimed to
investigate contribution ratios of the distinct defect walls to
trochanteric fracture instability. Secondly, the material
assignment methods of combining CT-Hounsfield and gray

value allowed every model in the current study to be exactly
simulated with the realistic bone mineral quality. Thirdly, an
irregular curve fracture line and the dynamic hip contact loads
rendered the FE models closer to the real world with more
convincing conclusions. However, some limitations of this study
should also be mentioned. On the one hand, the assumption that
properties of the material were isotropic, homogeneous, and elastic
linearly was just a simplification of the reality. The boundary and
constraint of all models were quite simplified compared with that of
the actual delicate knee joint, while the exerted loads from hip
contact resulted in a dent in actual effects of hip muscles. On the
other hand, the adjacent structures and soft tissues, as well as subtle
interactions between them and femurs, were ignored in the current
study, which might lead to slight differences. Finally, because of the
intrinsic limitations of FEA-related software in simulating changes
of the bone microarchitecture, such as the cancellous bone collapse,
and thermal tensions, and deformability restrictions on each
element unit, further cadaveric experiments should be
performed to draw more accurate conclusion.

5 Conclusion

In the current study, it was demonstrated that the medial wall
played a more vital role in trochanteric hip fracture stability than the
lateral wall. As for the medial wall, it was the anteromedial wall that
undertook the pivotal stabilizing responsibility compared with the
counterpart of the posteromedial wall, which indicated that
orthopedic surgeons should attach great importance to the
anteromedial wall and restore its cortex support in an operating
theatre.

FIGURE 11
The relative instability ratio of eachmodel concerning the six outcome indicators were exhibited, and the correspondingmean values were shown in the
last row.
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Objective: The purpose of this study was to analyze the feasibility of repairing a
ruptured intervertebral disc using a patch secured to the inner surface of the annulus
fibrosus (AF). Different material properties and geometries for the patch were
evaluated.

Methods:Using finite element analysis, this study created a large box-shaped rupture
in the posterior-lateral region of the AF and then repaired it with a circular and square
inner patch. The elastic modulus of the patches ranged from 1 to 50 MPa to
determine the effect on the nucleus pulposus (NP) pressure, vertical
displacement, disc bulge, AF stress, segmental range of motion (ROM), patch
stress, and suture stress. The results were compared against the intact spine to
determine the most suitable shape and properties for the repair patch.

Results: The intervertebral height and ROM of the repaired lumbar spine was similar
to the intact spine and was independent of the patch material properties and
geometry. The patches with a modulus of 2–3 MPa resulted in an NP pressure
and AF stresses closest to the healthy disc, and produced minimal contact pressure
on the cleft surfaces and minimal stress on the suture and patch of all models.
Circular patches caused lower NP pressure, AF stress and patch stress than the
square patch, but also caused greater stress on the suture.

Conclusion: A circular patch with an elastic modulus of 2–3 MPa secured to the
inner region of the ruptured annulus fibrosus was able to immediately close the
rupture and maintain an NP pressure and AF stress similar to the intact intervertebral
disc. This patch had the lowest risk of complications and produced the greatest
restorative effect of all patches simulated in this study.

KEYWORDS

herniated disc, annular rupture, annular patch, material properties, biomechanical
evaluation

OPEN ACCESS

EDITED BY

Xiaogai Li,
Royal Institute of Technology, Sweden

REVIEWED BY

Caihong Zhu,
Soochow University Medical College,
China
Masud Rana,
Indian Institute of Engineering Science and
Technology, Shibpur, India

*CORRESPONDENCE

Ling-Jie Fu,
lingjiefu@hotmail.com

Cheng-Kung Cheng,
ckcheng2020@sjtu.edu.cn

SPECIALTY SECTION

This article was submitted
to Biomechanics,
a section of the journal
Frontiers in Bioengineering
and Biotechnology

RECEIVED 21 November 2022
ACCEPTED 30 January 2023
PUBLISHED 08 February 2023

CITATION

Nie M-D, Huang Z-B, Zhang N-Z, Fu L-J
and Cheng C-K (2023), Biomechanical
evaluation of a novel intervertebral disc
repair technique for large box-
shaped ruptures.
Front. Bioeng. Biotechnol. 11:1104015.
doi: 10.3389/fbioe.2023.1104015

COPYRIGHT

© 2023 Nie, Huang, Zhang, Fu and Cheng.
This is an open-access article distributed
under the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Bioengineering and Biotechnology frontiersin.org01

TYPE Original Research
PUBLISHED 08 February 2023
DOI 10.3389/fbioe.2023.1104015

52

https://www.frontiersin.org/articles/10.3389/fbioe.2023.1104015/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1104015/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1104015/full
https://www.frontiersin.org/articles/10.3389/fbioe.2023.1104015/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fbioe.2023.1104015&domain=pdf&date_stamp=2023-02-08
mailto:lingjiefu@hotmail.com
mailto:lingjiefu@hotmail.com
mailto:ckcheng2020@sjtu.edu.cn
mailto:ckcheng2020@sjtu.edu.cn
https://doi.org/10.3389/fbioe.2023.1104015
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#editorial-board
https://www.frontiersin.org/journals/bioengineering-and-biotechnology#editorial-board
https://doi.org/10.3389/fbioe.2023.1104015


1 Introduction

Intervertebral discs (IVDs) cushion compression forces on the
spine whilst providing considerable flexibility. Disc herniation
manifests as a protrusion of the soft inner nucleus pulposus (NP)
through the outer annulus fibrosus (AF), which can ultimately
compromise the structural integrity of the disc. The protrusion can
also compress nerves in the region, with patients often complaining of
pain and numbness in the back and lower extremities. Discectomy is
an effective treatment to relieve the symptoms of herniated discs, but
there is a risk of re-herniation due to original annular rupture
(Carragee et al., 2003; Carragee et al., 2006).

Studies have reported a reoccurrence of symptomatic herniated
discs in 7%–18% of patients within 2 years of surgery (Carragee et al.,
2006), and the hernia exceeds 6 mm in 27% of patients (Carragee et al.,
2003). Successfully closing the rupture in the AF reduces the release of
inflammatory factors from the disc and reduces the stimulation of
nerve roots (Ren et al., 2020).

A number of methods have been proposed for repairing annular
ruptures, including sutures, bioglues, tissue-engineered scaffolds,
annular closure devices and AF patches (Chu et al., 2018). Sutures
can reduce the need for subsequent surgery due to re-protrusion, but
large ruptures often cannot be adequately repaired with sutures
(Bateman et al., 2016). Bioglues have a short gelation time to
rapidly close the defect and offer good biocompatibility, with high
pressure retention capabilities (Scheibler et al., 2018). However, this
technique is most effective with small ruptures, and its safety needs to
be further investigated. Tissue-engineered scaffolds aim to restore the
structural and mechanical environment of the AF while supporting
cell growth, with good results being reported through in vitro and
cellular experiments. However, implant dislocation is still a concern
due to the difficulty of fixation (Bron et al., 2010). Annular closure
devices lower the risk of recurrent herniation and reoperation, but
complications such as endplate bone resorption have been reported, as
well as longer procedure times and other device-related problems
(Choy et al., 2018; Thomé et al., 2018). Alternatively, AF patches can
provide physical occlusion of small or large AF ruptures with the
occlusion component blocking the nuclear pulposus from exiting the
disc. AF patches have gained wider acceptance in recent years with the
use of biomaterials that provide excellent biocompatibility (Dewle
et al., 2021; Borem et al., 2022). Polyurethane and porcine pericardium
have been shown to mitigate inflammatory responses from the
damaged AF while simultaneously plugging the rupture (McGuire
et al., 2017; Bhunia et al., 2018). However, few studies have detailed
howAF patches are secured to the ruptured annulus or their impact on
the mechanical environment and lumbar kinematics.

Borem et al. developed a mechanically robust outer AF patch for
repairing damaged intervertebral discs and demonstrated the
capability to support cell activity (Borem et al., 2022). However,
Borem also reported that the sutures broke and the patch ruptured
after implantation, which is likely because such exterior repairs cannot
withstand high intradiscal tensile forces (Bron et al., 2009). Also, when
the spine is compressed, exterior patches may protrude and compress
the posterior nerves in the back. Hegewald et al. concluded that AF
implants should be placed on the inner region of the annulus, which
would allow some bulging into the rupture without compromising the
spinal canal (Hegewald et al., 2015). At the same time, this method can
promote healing of the inner annulus and reduce the risk of implant
dislocation (Hegewald et al., 2015). The natural healing process of AF

ruptures starts on the outside and advances towards the center, but
rarely surpasses the outer third of the rupture, leaving the inner
regions of the AF unrepaired (Hegewald et al., 2015), which results
in a high rate of in situ re-projection.

An effective implant for repairing a ruptured AF should be able to
survive in the mechanical environment of the damaged IVD and allow
for eventual integration into the surrounding tissue or promote the
regeneration of healthy AF tissue. To date, few implants have
effectively demonstrated this capability, especially implants that
repair the inner surface of the annulus. Finite element model
(FEM) analysis allows for one input factor such as the force or
moment to be altered while keeping other factors constant. This is
a convenient and inexpensive method of simulating different
physiological conditions and has been widely used for assessing
lumbar implants (Yao et al., 2006; Huang et al., 2022).

This pilot study uses a FEM of the lumbar spine to simulate the
repair of a large box-shaped AF rupture using an AF patch placed on
the inner surface of the annulus. The material properties and geometry
of the patch were altered to determine the most stable combination to
improve the primary stability and strength of the repaired tissue.

2 Materials and methods

2.1 Development of intact lumbar FEM

Figure 1 shows the 3-dimensional lumbar model used in this
study, which was modified from a model previously developed by the
research team (L4-L5) (Huang et al., 2022). Some studies report the
non-homogeneous property of vertebrae, but other studies also report
the reliability of vertebrae being isotropic (Hu et al., 2019). Since our
future experiments require discussing the patch’s shape and material
applied which is rather complicated, the vertebrae were simplified as
isotropic and elastic using the elastic modulus and Poisson’s ratio (See
Table 1 for specific values). The purpose of this study was to
investigate the feasibility of repairing a ruptured AF with an inner
patch, so the material properties of AF and NP were modeled as
isotropic, incompressible, and hyperelastic using the Mooney-Rivlin
equation (Schmidt et al., 2007; Aour and Damba, 2014) which can
accurately mimic the behavior of the intervertebral disc.

The intervertebral height of the model in this study was
9.90 mm, the vertebral body height of L4 was 31.06 mm, and the
vertebral body height of L5 was 28.56 mm, all of which are within
the ranges reported in literature (Campbell-Kyureghyan, 2005).
Mesh convergence testing of the intact lumbar model was
performed in Abaqus 2021 (Dassault Systemes Simulia Inc.,
France), and the resulting model consisted of 604,487 elements
of 1 mm in size.

To validate the model, the L4-L5 intervertebral disc was
subjected to pure compression of 300, 400, 500, 1,000, 1,600 and
2000 N to simulate the forces in different experiments, and the
resulting NP pressure, vertical displacement, AF stress and disc
bulging were compared against in vitro experimental data (Virgin,
1951; Gay et al., 2006; Yao et al., 2006; Huang et al., 2015; Actis
et al., 2017; Zeng et al., 2017; Bashkuev et al., 2018). The model was
also subjected to moments of 3.0, 7.5 and 8 Nm) to simulate flexion
extension, lateral bending and axial rotation. The range of motion
(ROM) of L4-L5 was compared with in vivo experimental results
(Goel et al., 1985; Schilling et al., 2011; Kelly and Bennett, 2013).
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2.2 Development of surgical lumbar FEM

Three disc conditions were assessed in this study, namely a healthy
disc, a mildly herniated disc and a severely herniated disc. It has been

reported that the elastic modulus of NP gradually increases with the
size of the herniation, but there is little change in AF (Huang et al.,
2015). Therefore, in this study, different severities of disc herniation
were simulated by changing the elastic modulus of the NP. To validate

FIGURE 1
FEM of L4-L5 lumbar spine. (A) Intact Lumbar FEM. (B) Surgical Lumbar FEM. (C) Placement of a square patch (D), or a circular patch on the inner side of
the AF.

TABLE 1 Properties of different components in the lumbar spine model.

Components Young’s modulus (MPa) Poisson’s ratio Cross sectional
area (mm)

Cortical bone 12,000 0.3

Cancellous bone 100 0.2

Posterior bone 3,500 0.25

Endplate 500 0.3

Nucleus pulposus healthy disc: C1 = 0.12, C2 = 0.03 mildly herniated disc: C1 = 0.14, C2 = 0.035 severely herniated disc:
C1 = 0.19, C2 = 0.045

0.45

Annulus fibrosus C1 = 0.18, C2 = 0.045 0.49

Annulus fibers layers 360-550 — 0.76

ALL 15.6–20 0.3 63.7

PLL 10–20 0.3 18

LF 13–19.5 0.3 40

CL 7.5–33 0.3 32

ITL 12.0–58.7 0.3 1.8

ISL 8.8–15 0.3 25.2

SSL 9.8–12 0.3 35.1

Screws-rod system 1,10,000 0.3
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the degenerative lumbar FEM, a torque of 10 Nm and axial
compression force of 400 N were applied to the lumbar spine and
the ROM was compared against results reported by (Mimura et al.,
1994).

When an axial compression force of 400 N was applied to the
intact model, the peak stresses were found to be concentrated in the
left posterior-lateral region of the AF. Therefore, when simulating the
disc herniation, the injury to the annulus was positioned in the left
posterolateral region. This is consistent with reports that the
posterolateral AF is at greatest risk of herniation (Marchand and
Ahmed, 1990; Divi et al., 2022). A typical blade used for discectomy
has a width of 5 mm (Fu et al., 2016), so in order to simulate the
incision, a 5 mm × 5 mm box-shaped rupture was made in the left
posterolateral region of the AF (Douglas et al., 2017; Ren et al., 2020).
A patch with an area of 36 mm2 and thickness of 0.7 mm was attached
to the inner wall of the AF to cover the rupture. The patches were
slightly larger than the rupture and did not contact the endplate, which
allowed for good closure while avoiding damage to the endplate. Four
USP coding 3-0 Ethibond sutures with a diameter of 0.2 mm and
Young’s modulus of 4.3 GPa were used to fix the patch corners to the
AF (Chiang et al., 2012). The sutures used in the study were those
commonly used in clinical practice. The material of the suture is
referenced from ETHICON (ETHICON EXCEL®, United States), and
the official website shows that the material is ethylene terephthalate.
The interface between the patch and surrounding tissue was simulated
with surface-to-surface contact elements. The friction coefficient
between the patch and surrounding tissue was 0.1 (Pierrepont
et al., 2018), and between the suture and AF was 0.1 (Cross et al.,
2022). The disc height after repair with the patch is the same as that of
the healthy model, which simulates the intraoperative implantation of
an NP analogue that restores intervertebral height.

2.3 Material properties and geometry of the
inner patch

The inferior endplate of the lower vertebra was rigidly fixed. A
pure moment of 3 Nm was applied to the superior endplate of the
upper vertebrae (Goel et al., 1985), allowing for six physiological
movements to be simulated: flexion, extension, left bending, right
bending, left rotation and right rotation. An axial compression force of
400 N was applied to the upper surface of the L4 –L5 lumbar motion
segment to simulate the upper body weight of a 50 kg person (Yao
et al., 2006).

The technique of repairing the inner aspect of the annulus fibrosus
(AF) is difficult, and the smaller the size of the patch, the easier the
operation. At the same time, the patch must be able to completely plug
a 5 mm × 5 mm square rupture. Round and square patches are more
suitable for plugging square ruptures, which have a greater effective
area utilization. Other shapes, such as triangles and rectangles, require
a larger volume of patch to repair the same size rupture. Considering
the technical feasibility, this study repaired the AF rupture using a
square patch and circular patch secured to the inner surface of the and
recorded the pressure on the nucleus pulposus, vertical displacement,
disc bulge, contact pressure on the cleft surfaces (CPCS), vertebral
ROM and the maximum stress on the AF, patch and suture. The size of
the disc bulge was defined as the maximum radial displacement of AF
after compression. The CPCS is the maximum stress on the walls of
the four sides of the AF rupture. A square patch was chosen because

this was the design used in previous studies, which allows for better
comparison (Dewle et al., 2021), and box-shaped ruptures can be more
easily repaired using a similarly-shaped patch. The circular patch had
the same area as the square patch and was used for comparison to
determine which shape provided a better repair. The simulation was
performed with different elastic moduli for the patch, ranging from
0 to 50 MPa (Yao et al., 2006).

3 Results

3.1 Validation of the intact and surgical
lumbar FEM

As shown in Figure 2, the mean NP pressure and vertical
displacement at the L4-L5 segment under axial compression forces
of 300, 400, 500, 1,000, 1,600 and 2000 N was within the range of
experimental data (Huang et al., 2015; Zeng et al., 2017; Bashkuev
et al., 2018). Themaximal AF stress under an axial compression of 300,
500, 1,000 and 2000 N was also in agreement with previous studies
(Gay et al., 2006; Przybyla et al., 2006; Actis et al., 2017). The disc bulge
under axial compression forces of 400 and 1000 N corresponded with
results reported by Virgin and Yao et al. (Virgin, 1951; Yao et al.,
2006), and the segmental ROMs under moments of 3, 7.5, and 8 Nm
were also comparable to experimental results from literature
(Figure 2E) (Goel et al., 1985; Schilling et al., 2011; Kelly and
Bennett, 2013).

The ROM of the herniated lumbar FEM was comparable to
experimental results from Mimura et al. when placed under a
torque of 10 Nm and axial compression force of 400 N (Mimura
et al., 1994). The good agreement between the results verified the
accuracy of the mild and severely herniated models (Figure 3).

3.2 Effect of patch material properties on
biomechanical response

Figure 4 shows the model parameters after repairing the AF
rupture with a square patch placed on the inner surface of the
annulus. The model was loaded with an axial compression of
400 N. As shown in Figure 4A, the NP pressure in the intact
model was 0.388 MPa (the red dotted line in Figure 4A) but
increased rapidly in the repair model as the Young’s modulus of
the patch increased, especially from 0 to 10 MPa. The NP pressure was
closest to that of the intact model when the Young’s modulus of the
patch was 2 MPa. All parameters were similar between the mild and
severely herniated models, except for the maximum CPCS which
showed a similar trend but a noticeable difference in values.

The maximum AF stress for the intact model was 0.464 MPa, but
was exceeded by both repair models. As shown in Figure 4B, the
minimum AF stress in the mildly degenerated model occurred with a
Young’s modulus of 2 MPa for the patch (0.588 MPa), and the
minimum value for the severely herniated model occurred with a
Young’s modulus of 3 MPa for the patch (0.583 MPa).

The CPCS and maximum suture stress were at their lowest when
the Young’s modulus of the patch was 2 MPa, with minimum values
0.587 and 6.574 MPa, respectively. The maximum stress on the patch
increased with the Young’s modulus (Figure 4E). The NP pressure,
maximum AF stress, maximum suture stress, maximum patch stress,
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and the CPCS were slightly greater in the severely degenerated model
than the mildly degenerated model, but the values showed a similar
trend.

Figure 5 shows results after repairing the AF rupture with a
square patch secured to the inner surface of the annulus and a
torque of 3 Nm applied to the spinal segment to simulate flexion,
extension, bending and rotation. In flexion and left lateral
bending, the CPCS was smallest when the Young’s modulus of
the patch was 2 MPa (mildly herniated model) and 3 MPa
(severely herniated model). There was no noticeable difference
in CPCS between models with different Young’s moduli for the

patch when placed in extension, right lateral bending and axial
rotation (Figure 5A). The maximum suture stress increased with
the modulus of the patch during other motions (Figure 5B).
Similarly, the maximum patch stress also increased with
increasing Young’s modulus in all motions (Figure 5C), but
there was no significant difference between the herniated
models. The results also showed that the lumbar mobility
(ROM), vertical displacement and disc bulge in the repaired
models were comparable to the intact model. Moreover,
Changing the Young’s modulus of the patch did not have any
significant effect on these parameters.

FIGURE 2
Validation of the intact lumbar FEM. Comparison of (A)NP pressure, (B) vertical displacement, (C)maximal AF stress, (D) disc bulge and (E) ROM of L4-L5
lumbar spine and in vitro experimental data.

FIGURE 3
Comparison of surgical lumbar FEM to Mimura et al. (1994). (A) ROM of the mildly herniated model, and (B) the severely herniated model.
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3.3 Effects of patch geometry on
biomechanical properties

To assess how the geometry of the patch may affect the success of
the repair, the modulus of the patch was set as 2 MPa and an axial
compression force of 400 N and torque of 3 Nm were applied to the
upper surface of the L4.

When the lumbar segment was placed under an axial compression
force of 400 N, the circular patch showed a lower NP pressure, CPCS
and patch stress than a square patch. However, the suture stress was
greater. The degree of degeneration had a considerable effect on the
NP pressure when using a square patch, but the circular patch was able
to maintain a relatively constant pressure regardless of the severity of
the herniation (Figure 6). In flexion and extension, using a circular
patch resulted in lower stress on the patch and suture, but a larger
CPCS in flexion (Figure 7).

There was no significant difference in the ROM or compressive
stiffness of the lumbar spine after repairing the ruptured annulus with
either a square patch or circular patch. However, the NP pressure was
significantly less in all motions when using a circular patch (Figure 8).

4 Discussion

As a novel technique, annular repair is attractingmore attention as an
effective method of treating a ruptured disc while retaining the
physiological environment. This study aimed to assess the feasibility of
placing a patch on the inner surface of the AF to seal a ruptured disc using
a validated finite element model. This technique is designed to reduce the
loss ofNP tissue and prevent re-leakage. The results showed that a circular

patch with a Young’s modulus of 2–3MPa applied to the inner surface of
the AF region could immediately close the rupture andmaintain a lowNP
pressure and restore the lumbar stability and stress distribution similar to
the intact model.

A meta-analysis by Miller et al. reported that the risk of re-
herniation and reoperation after lumbar discectomy was
approximately threefold higher in patients with large versus small
annular ruptures (Miller et al., 2018). There is no uniform clinical
definition or any specific parameter of a large rupture. Guterl refered
to ruptures larger than 3 mm as large ruptures (Guterl et al., 2013),
while Carragee considered ruptures larger than 6 mm as large ruptures
(Carragee et al., 2003). The 5 mm × 5 mm box-shaped rupture in the
manuscript is a large rupture, which is between 3 and 6 mm. The inner
AF patch introduced in this study is small and light enough to be
secured to the AF but is also large enough to plug the rupture and
provide a framework for the proliferation of fibroblasts, making it
suitable for large annular ruptures. In patients with a fibrotic NP, we
repair NP while removing the protrusion for decompression to
provide enough space to place a patch, which is common in
degenerating discs. The surgical approach should cause minimal
disruption to the physiological environment, particularly since the
primary function of the IVD is to maintain the stability and flexibility
of the spine, which can usually be defined by the ROM and
compressive stiffness (Rustenburg et al., 2019). In this study,
repairing the ruptured disc with an inner AF patch restored the
ROM and compressive stiffness of the segment similar to that of
the healthy model, verifying that this technique can effectively seal the
defect and maintain lumbar spine mobility.

To determine the most suitable material properties for the patch,
different Young’s moduli were evaluated (up to a maximum of 50 MPa

FIGURE 4
Model parameters in response to different Young’s modulus for the patch when placed under an axial compression of 400 N. (A) NP pressure, (B)
maximal AF stress, (C) contact pressure on the cleft surfaces, (D) maximal suture stress and (E) maximal patch stress.
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(Yao et al., 2006)) in terms of its effect on the NP pressure, vertical
displacement, disc bulge, maximal AF stress and contact pressure on
the cleft. Using a square patch, the NP pressure was found to increase
with the patch modulus. The maximum NP pressure was 1.25 MPa
(patch modulus of 50 MPa) in compression, which is well below the
maximum allowable disc pressure (2.2 MPa) (Ahlgren et al., 2000).
But this value is only slightly less than the maximum values found for
the rupture intradiscal pressure (1.3 MPa) reported in the previous
study (Iencean, 2000). Therefore, it is not recommended to choose a
patch with a large modulus. The NP pressure in the repaired model
was closest to the intact model when using a patch modulus of
2–3 MPa. In addition, using a circular patch resulted in a lower NP
pressure than a square patch, which is less irritating to the AF and
more conducive to AF repair. Consequently, a circular patch with a
Young’s modulus of approximately 2–3 MPa should be used for
repairing a herniated AF since it provides a similar NP pressure to
the intact disc.

The loss of intervertebral height after repairing with the inner
patch was less than that reported for tissue-engineered discs
(0.34 vs. 0.48 mm) (Yao et al., 2006). Maintaining

intervertebral height is important for regulating pressure
within the disc because an increase in intradiscal pressure can
cause the disc to bulge (Iencean, 2000). Discectomy may change
the direction of motion in the inner AF layer on the posterior side
of the disc, which is reflected by the inward bulging of the annulus.
Inward bulging can increase shear stress between the AF and the
end plate (Meakin et al., 2001), which can potentially lead to AF
rupture and further herniation. Inward bulging of the internal AF
was not found in this study, and the overall disc bulge was small
and unrelated to the modulus of the patch. This indicates that the
inner patch repair technique can maintain the stability and
flexibility of the disc while minimizing the risk of nerve
compression. For the intact disc, due to internal pressure, the
maximal von Mises AF stress was located at the left posterior-
lateral AF, which is the main reason the herniation was simulated
here in the surgical model for this study. The maximum stress
increases significantly after the AF is disrupted, which increases
the risk of further AF degeneration. Previous studies also found
that the rate of AF degeneration is much higher in patients with
disc herniation than in normal subjects (O’Connell et al., 2011).

FIGURE 5
Results from herniated models when placed under a torque of 3 Nm. (A) CPCS, (B) maximal suture stress, (C) maximal patch stress.
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AF stress changes are noticeable with a patch modulus of 1–5 MPa
and there is little variation in stress once the patch modulus
exceeds 5 MPa. Repairing the AF with a 2 MPa patch resulted in
low AF stress, which is preferred. Biomechanically, the repair
should generate adequate tension to withstand the hydrostatic
pressure from the NP (Bron et al., 2010). Therefore, contact
pressure between the annulotomy surfaces should be sufficient
to overcome the intradiscal pressure, otherwise the annulotomy

may leak. The results showed that the CPCS was greater than the
NP pressure after patch repair. Unlike previous studies,
increasing the modulus of the patch did not reduce the
pressure on the contact cleft in a meaningful way, which may
be due to the patch being too small to share the pressure on the
contact cleft.

This study also considered the stress distribution on the repair patch
and assessed the risk of failure. The patch must be able to withstand the

FIGURE 6
Results when using a square patch and circular patch to repair the ruptured annulus. (A)NP pressure, (B)maximal AF stress, (C)CPCS, (D)maximal suture
stress, and (E) maximal patch stress.

FIGURE 7
Results showing how the geometry of the patch affects the biomechanical performancewhen the lumbar segment is placed under a torque of 3 Nm. The
top row is the result in flexion (A–C) and the bottom row is in extension (D–F).
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maximum stress conveyed from the NP and inner region of the AF under
different physiological loading conditions. The results predicted a
maximum stress on the patch of 1.84 MPa, so the strength of the
patch should exceed 1.84 MPa. The polypropylene sutures have an
ultimate tensile strength of 23.15 ± 2.87 MPa (Türker et al., 2012).
The maximum stress values on the suture (11.15MPa) in the finite
elementmodel weremuch smaller than its ultimate tensile strength. It was
found that the stress on the suture was greater when the repair was made
with a circular patch of 2 MPa under axial compression, confirming the
best hooping effect (Chiang et al., 2011).

From an in-vivo animal study, Chiang et al. showed fewer
degenerative changes occur in repaired disks than unrepaired disks
(Chiang et al., 2011). This current study confirmed that repairing the
AF with an inner patch maintains good intervertebral height and lumbar
stability. Based on previous experience with new implant development,
stiffer implants often increase the maximum stress on the endplate, which
may lead to endplate destruction (Schmidt et al., 2007), and soft implants
may have difficulty restoring mechanical strength to the AF. Therefore,
this study assessed the stress patterns when using patches with different
modulus of elasticity. The results after repairing the AF with a 2–3MPa
circular patch were closest to the performance of the intact lumbarmodel.
This can provide good initial stability and be expected to improve the
long-term survivorship of the implant. Hydrogels with elastic modulus of
0.014–11MPa have been developed by researchers (Dai et al., 2020;
Zhang et al., 2021). The AF patch with 2–3MPa can be prepared by
adjusting the ratio of hydrogel components.

There are some limitations to this study. First, this was a preliminarily
assessment of the reliability of AF repair with amedial patch which focused
on themost suitablematerial properties for the device. Further studies, such
as in vitro, animal models, are needed for product development to
determine more details. Second, this study did not consider the
implantation method for the patch, which is currently under
investigation by the authors. Future studies may introduce custom
surgical instrumentation, once it has first been confirmed that the
patching technique is an effective method for repairing herniated IVDs.
Third, the results of this studymay only be applicable to cases where the AF
rupture is located around the posterolateral aspect of the AF. This is the

most common site of injury in the lumbar spine and so potentially is
applicable in a large proportion of cases. Finally, the AF has a limited
healing potential, and so whether the repair could generate clinically
significant improvements over alternative methods requires further
large-scale and comparative clinical studies.

5 Conclusion

This study verified the mechanical feasibility of repairing large annular
ruptures with an inner patch and investigated how the material properties
and geometry of the inner patch can influence the results. The results
suggested that the AF inner patch should have a modulus in the range of
2–3MPa and a strength greater than 1.84MPa. In addition, the circular
patch was better able to restore the properties of the IVD than the square
patch. An inner patch with these characteristics can restore disc height and
stress distribution. This study provides a basis for the design and
development of related products in the future.
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Introduction: While the short-term post-operative outcome of lumbar fusion is
satisfying formost patients, adjacent segment disease (ASD) can be prevalent in long-
term clinical observations. It might be valuable to investigate if inherent geometrical
differences among patients can significantly alter the biomechanics of adjacent
levels post-surgery. This study aimed to utilize a validated geometrically personalized
poroelastic finite element (FE) modeling technique to evaluate the alteration of
biomechanical response in adjacent segments post-fusion.

Methods: Thirty patients were categorized for evaluation in this study into two
distinct groups [i.e., 1) non-ASD and 2) ASD patients] based on other long-term
clinical follow-up investigations. To evaluate the time-dependent responses of the
models subjected to cyclic loading, a daily cyclic loading scenario was applied to the
FE models. Different rotational movements in different planes were superimposed
using a 10 Nm moment after daily loading to compare the rotational motions with
those at the beginning of cyclic loading. The biomechanical responses of the
lumbosacral FE spine models in both groups were analyzed and compared
before and after daily loading.

Results: The achieved comparative errors between the FE results and clinical images
were on average below 20% and 25% for pre-op and post-op models, respectively,
which confirms the applicability of this predictive algorithm for rough pre-planning
estimations. The results showed that the disc height loss and fluid loss were
increased for the adjacent discs in post-op models after 16 h of cyclic loading. In
addition, significant differences in disc height loss and fluid loss were observed
between the patients who were in the non-ASD and ASD groups. Similarly, the
increased stress and fiber strain in the annulus fibrosus (AF) was higher in the adjacent
level of post-op models. However, the calculated stress and fiber strain values were
significantly higher for patients with ASD.
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Discussion: Evaluating the biomechanical response of pre-op and post-op modeling
in the non-ASD and ASD groups showed that the inherent geometric differences
among patients cause significant variations in the estimated mechanical response. In
conclusion, the results of the current study highlighted the effect of geometrical
parameters (which may refer to the anatomical conditions or the induced
modifications regarding surgical techniques) on time-dependent responses of
lumbar spine biomechanics.

KEYWORDS

personalized modeling, finite element analysis, posterior lumbar fusion, adjacent segment
disease, spine biomechanics

1 Introduction

The posterior instrumentation with rigid-rod fusion is considered
the gold standard surgical treatment of pathologies such as lumbar
instability, spinal stenosis, spondylolysis, and spondylolytic
spondylolisthesis (Serhan et al., 2011; Kim and Choi, 2018).
Although the short-term post-operative (post-op) outcome of
lumbar fusion is satisfying for most patients, adjacent segment
disease (ASD) can be prevalent in long-term clinical observations
(Kim et al., 2016). This long-term phenomenon mainly affects the
adjacent intervertebral discs (IVDs), however, it can reveal instability,
retro-spondylolisthesis, and fracture in adjacent vertebrae, as well
(Liang et al., 2014; Kim et al., 2016).

Different risk factors have been proposed for increasing the chance
of ASD development in patients [such as age, sex, body mass index
(BMI), and osteoporosis], non-etheless, the post-op ASD alteration
may possibly be a result of induced modifications in lumbosacral spine
lordosis angle, kinematics, and kinetics (Helgeson et al., 2013;
Vergroesen et al., 2015; Ebrahimkhani et al., 2022). Hence,
characterizing the effect of lumbar fusion on biomechanical
responses of adjacent levels could be beneficial for surgeons
towards improved surgical planning and enhanced clinical
outcomes. While various in-vitro experimental (Phillips et al., 2006;
Erbulut et al., 2013; Beckmann et al., 2020) and clinical investigations
(Kim et al., 2012; Hsieh et al., 2016; Zhang et al., 2018a) have been
performed to compare the outcome of using different posterior fusion
devices for treatment of the lumbar spine diseases, there is no access to
a non-invasive technique to evaluate the post-op alterations in the
spinal biomechanics. Finite element (FE) analysis could be similarly
employed as a conventional predictive approach for clinical
investigations due to its ability to represent the complex systems
and predict their response (Dreischarf et al., 2014).

Despite the proven success of FE analyses for investigation of the
lumbar spine post surgeries (Zhang et al., 2018b; Zhang et al., 2018c;
Zhao et al., 2018), their application in clinical investigations, as an
assistive tool, may be questioned by clinicians. The differences in the
spine anatomical geometry may possibly cause uncertainty in FE
model outputs and limit the reliability of achieved predictions
(Laville et al., 2009). Geometrically personalized FE modeling,
regardless of its simplifications, can provide a modular tool for
clinical studies that include patient-specific characterization using
clinical images to account for the variability between different
patients (Nikkhoo et al., 2020; Ebrahimkhani et al., 2022).

Hence, to fill the gap of knowledge, it might be valuable to
investigate if inherent geometric differences among patients can
significantly alter the biomechanics of adjacent levels post-surgery.

We recently developed a geometrical personalized FE modeling
technique in which the detailed time-dependent fluid-solid
interactive response was considered to enhance prediction under
both static and dynamic loading conditions (Nikkhoo et al., 2021).
The main objective of this study was to utilize this modeling technique
to evaluate if the geometrically personalized FE modeling can predict
the alterations in lumbar adjacent levels post-fusion surgery. For this
purpose, a prospective, non-randomized cohort study was performed
in which the patients underwent one-level lumbar interbody fusion
and it is hypothesized that the FE modeling technique may identify
remarkable variations in adjacent segment kinematics and kinetics
between patients without ASD and patients with ASD.

2 Materials and methods

2.1 Geometrical personalized FE modeling of
the pre-operative lumbosacral spine

The pre-operative geometries of the lumbosacral spine (L1-S1) of
30 patients were generated from lateral and anterior-posterior (AP)
X-ray radiographs (Age: 64.8 ± 8.1 years, BMI: 26.2 ± 3.5 kg/m2,
25 females and 5 males) using a previously developed validated
geometrical modeling procedure (Nikkhoo et al., 2020) (Figure 1).
The X-ray radiographs were selected from a prospective, non-
randomized cohort study in which the patients underwent one-
level lumbar interbody fusion at our hospital from 2008 to 2018.
The pathologies for surgery were disc degeneration disease,
spondylolisthesis, and segmental instability in the lumbar region
and none of the selected patients had a history of previous spinal
surgery. Based on a long-term follow-up study, the patients were
divided into two groups [i.e., 1) ASD group (N = 15) and Non-ASD
group (N = 15)]. The patients in the ASD and non-ASD groups were
classified based on clinical and radiological indices after long-term
follow-up investigations (5.37 ± 3.18 years). This study was approved
by Chang Gung Memorial Hospital’s research ethics committee
(approval No. 201702031B0) and signed informed consent was
acquired from all participants prior to their enrolment in the
relevant clinical protocol.

A non-linear poro-hyperelastic FE model of the lumbosacral
spine (L1-S1) was developed for each patient based on their extracted
geometrical values from pre-operative (pre-op) X-ray images
(Figure 1). Each FE model consists of bony parts (i.e., posterior
bony elements and vertebral bodies including cancellous and cortical
bones) and soft tissues (i.e., five IVDs and ten cartilaginous
endplates, seven ligaments, and five pairs of cartilaginous facet
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joints). The IVDs were characterized in FE modeling by a reinforced
complex material consisting of the annulus fibrosus (AF) ground
matrix reinforced with AF collagen fibers, and nucleus pulposus
(NP). The drained solid phase of bony parts was considered isotropic
elastic. However, the drained solid phase of the AF matrix and NP
region were replicated based on the non-linear Mooney–Rivlin

hyperelastic elastic-plastic hardening theory based on relevant
studies in the literature (Schmidt et al., 2007; El-Rich et al.,
2009). In addition, the theory of poroelastic (Argoubi and
Shirazi-Adl, 1996; Ferguson et al., 2004) was reflected in the
time-dependent response of the bony parts, cartilaginous
endplates, and IVDs in the FE model. For this purpose, the
values of permeability were reflected by variables based on the
calculated void ratio in simulations based on the following
equation (Argoubi and Shirazi-Adl, 1996; Ferguson et al., 2004),

k � k0
e 1 + e0( )
e0 1 + e( )[ ]2

exp M
1 + e

1 + e0
− 1( )[ ] (1)

Where k0 is the input initial permeability and e is defined as follows,

e � ∅f

1 −∅f
(2)

Where Øf is the porosity of the tissue which varies with material
deformation during FE calculations. The composite structure of
AF was mimicked by embedding six concentric reinforced fiber
lamellae with an orientation of ±35° within a distance of 1 mm in
the AF ground substance (Naserkhaki et al., 2016a). A constant
boundary pore pressure equal to 0.25 MPa was imposed on all
external surfaces of the IVDs as an additional constraint to
include the swelling sensation in IVDs (Schmidt et al., 2010;
Galbusera et al., 2011a). Ligaments were represented in the FE
model using non-linear truss elements which were connected to
bony parts and their length could be updated based on the
patient’s geometrical input values. The mechanical properties
of the ligaments were non-linear elastic based on available data
in the literature and they could only be activated in tension
(Shirazi-Adl et al., 1986a; Pintar et al., 1992). The mechanical
properties of different components in this lumbosacral spine FE
model are presented in Table 1.

The vertebrae, cartilaginous endplates, and IVDs in each level
were attached together in their anatomical positions using surface-
to-surface tie contact conditions which provide equal translational
and rotational motions at connected nodes. The facet joint
surfaces were approximated in the model by a plane in which
its orientation was defined by two card angles (Van Schaik et al.,
1985; Panjabi et al., 1993). Based on the previous data in the
literature (Panjabi et al., 1993) and our sensitivity analyses, the
card angle about the x-axis was considered constant (80 degrees)
and the one about the y-axis was chosen as the variable parameter
which is extracted from the AP image. A surface-to-surface
contact algorithm for both normal and tangential directions
was considered to represent the articulation of the facet joints.
A soft frictionless contact within an initial gap length of 0.5 mm to
mimic the articulation of the facet joints in the FE model was
considered (Naserkhaki et al., 2016a; Naserkhaki et al., 2016b;
Naserkhaki and El-Rich, 2017). The transmitted force through
contacting surfaces was mimicked using an exponential pressure-
overclosure from zero at the initial gap until the contact pressure
reached 120 MPa (Schmidt et al., 2010; Naserkhaki et al., 2016a;
Naserkhaki et al., 2016b). To optimize the spine stability under
compression while it lacks muscles, the weight of the upper body
was applied as a compressive load using the follower load
technique in which the line of action followed the spine
curvature and passed through the vertebral bodies’ centroids

FIGURE 1
Methodology of personalized pre-operative finite element (FE)
modeling of the lumbosacral spine form from lateral and anterior
posterior (AP) X-ray radiographs. (A) Parameters extraction, (B)
Development of the vertebrae, (C) Development of the FE model.
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(Patwardhan et al., 1999; Shirazi-Adl and Parnianpour, 2000;
Dreischarf et al., 2014; Naserkhaki et al., 2016a; Naserkhaki and
El-Rich, 2017). This follower load was applied to the models using
pre-compressed unidirectional springs inserted between the
centroids of two adjacent vertebral bodies. The rotational
moments in different directions (i.e., flexion, extension, left/
right lateral bending, and left/right axial rotation) were applied
to the superior surface of the lumbosacral spine (L1) and Dirichlet
boundary settings were applied at the sacral region to inhibit any
displacement/rotation in all degrees of freedom. The model
verification was approved based on mesh sensitivity analyses,
and the finalized FE models contain 186,325 elements.

The overall validity of this FE modeling was previously
confirmed for both static (Nikkhoo et al., 2020) and cyclic
loading (Nikkhoo et al., 2015; Khalaf and Nikkhoo, 2021) which
was well-aligned with both numerical and experimental studies
(Rohlmann et al., 2009; Dreischarf et al., 2011; Dreischarf et al.,
2012; Dreischarf et al., 2014). To evaluate the usability of the
developed FE modeling technique in clinical applications, both
pre- and post-operation functional X-ray images (patient in
neutral, flexion, and extension positions) were employed to
validate the predicted intersegmental range of motion (ROM).
The functional X-ray images were used to measure the total
lordosis angles (L1-S1) in neutral, flexion, and extension
positions, while the ROM for each patient during flexion and
extension was measured. The calculated subject-specific rotation
of the L1 vertebra was then applied to the FE model, and the
predicted rotations of each vertebra (i.e., intersegmental ROM)
were compared with the measured ones from the images. To
minimize the simplification errors regarding the consistency of

the boundary conditions of the model with the in-vivo lumbar
spine, a rotational control technique was utilized in the validation
phase. To compare the achieved results, the percentage of the root
mean square error (RMSE) was calculated as follows,

RMSE �

��������������������������
∑i�N

i�1
ROMX−Ray Image( )i− ROMFEM( )i

ROMX−Ray Image( )i( )2

N

√√
(3)

where, “N” was considered equal to 5, corresponding to 5 spinal levels
(L1-L2, to L5-S1) for the pre-op FE model.

2.2 Geometrical personalized FE modeling of
the post-operative lumbosacral spine

To evaluate if the developed geometrical personalized FE models can
predict any differences between biomechanical responses of the non-ASD
group versus the ASD patient group, the post-operative (post-op) models
of each patient were developed based on the X-ray images which were
obtained 3 months post-surgery for both groups. To mimic the fusion
surgery, a wide laminectomy was simulated by removing the relevant
bony parts, IVD, posterior longitudinal ligament (PLL), and ligamentum
flavum (LF). A posterior bilateral pedicle screw fixation system (including
four pedicle screws, and two Titanium rods) was implanted and two
posterior lumbar interbody fusion (PLIF) cages were inserted in the fusion
level. The geometrical parameters of the fusion level (i.e., pedicle screw
size, interbody cage height, and lordosis angle) were carefully adapted
based on the post-op X-ray images. The material properties of the screws,
rods, and interbody PLIF cages were considered isotropic elastic from
literature (Zhang et al., 2018c) (Table 1). The tie contact boundary

TABLE 1 Mechanical properties of the geometrical personalized poroelastic finite element model.

Component Mechanical property
behavior

Values of the mechanical
properties

References

Cortical bone Linear poroelastic E = 12,000 MPa, ν = 0.3, k0 = 1 × 10−20

(m4/Ns), e = 0.02
Argoubi and Shirazi-Adl (1996), Goto et al. (2003), Ferguson et al.
(2004), Schmidt et al. (2010), Galbusera et al. (2011b), Park et al.
(2013)

Cancellous bone Linear poroelastic E = 200 MPa, ν = 0.25, k0 = 1 × 10−13

(m4/Ns), e = 0.4
Argoubi and Shirazi-Adl (1996), Ferguson et al. (2004), Schmidt et al.
(2007), Schmidt et al. (2010), Galbusera et al. (2011b), Shih et al.
(2013)

Endplate Linear poroelastic E = 5 MPa, ν = 0.1, k0 = 7.5 × 10−15 (m4/
Ns), e = 4

Argoubi and Shirazi-Adl (1996), Goto et al. (2003), Ferguson et al.
(2004), Schmidt et al. (2007), Schmidt et al. (2010), Galbusera et al.
(2011b)

Annulus fibrosus matrix Incompressible Poro-Hyperelastic
(Mooney-Rivilin)

C10 = 0.18, C01 = 0.045, k0 = 3 × 10−16

(m4/Ns), e = 2.33
Argoubi and Shirazi-Adl (1996), Ferguson et al. (2004), El-Rich et al.
(2009), Schmidt et al. (2010), Galbusera et al. (2011b)

Nucleus pulposus Incompressible Poro-Hyperelastic
(Mooney-Rivilin)

C10 = 0.12, C01 = 0.030, k0 = 7.5 × 10−16

(m4/Ns), e = 4
Argoubi and Shirazi-Adl (1996), Ferguson et al. (2004), Schmidt et al.
(2007), Schmidt et al. (2010), Galbusera et al. (2011b)

Collagen fibers Non-linear elastic The fiber stiffness increases from the
inner to the outer layer

Shirazi Adl et al. (1986b), Schmidt et al. (2006)

*ALL, PLL, LF, ISL, SSL,
ITL, CL

Non-linear elastic Non-linear curves from the literature Shirazi-Adl et al. (1986a), Pintar et al. (1992)

Pedicle screws Elastic E = 110,000 MPa, ν = 0.3 Zhang et al. (2018c)

Rigid rod (Ti) Elastic E = 110,000 MPa, ν = 0.3 Zhang et al. (2018c)

Interbody PLIF cage Elastic E = 3,500 MPa, ν = 0.3 Zhang et al. (2018c)

*ALL, anterior longitudinal ligament; PLL, posterior longitudinal ligament; LF, ligamentum flavum; ISL, interspinous ligament; SSL, supraspinous ligament; ITL, intertransverse ligament; CL, capsular

ligament.
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condition was set to constrain equal displacement during calculations
(i.e., the same rotational and translational movement) for connected
surfaces between the vertebrae, screws, and rods for mimicking the
permanent fusion. In addition, the rod surfaces were directly

connected to the screws using a tie contact technique to mimic
fastening the screws using nuts in the fixation system.

Similar to the pre-op FE models, the accuracy of the predictions
from post-op FE models were compared with those measured from

FIGURE 2
Loading scenario of the daily cyclic loading (Flexion, extension, lateral bending, and axial rotation moments of 10 N m were applied at points 1 and 2).

TABLE 2 Calculated percentage of root mean square errors (RMSE) for evaluating the accuracy and validity of the personalized pre-operative (pre-op) FE models for
non-ASD patients (N = 15) and ASD patients (N = 15).

FE model Percentage of the RMSE for measured and calculated ROM

Non-ASD group ASD group

Flexion (%) Extension (%) Flexion (%) Extension (%)

Patient No. 1 13.58 16.32 18.04 15.36

Patient No. 2 11.29 13.39 8.51 14.59

Patient No. 3 21.08 26.49 25.78 28.91

Patient No. 4 8.49 7.29 11.30 12.24

Patient No. 5 24.03 25.30 15.73 23.68

Patient No. 6 17.89 21.37 18.08 25.63

Patient No. 7 11.03 13.58 15.61 19.34

Patient No. 8 14.31 13.78 9.08 8.72

Patient No. 9 24.78 27.50 34.23 27.59

Patient No. 10 6.25 11.33 20.54 26.09

Patient No. 11 16.02 24.11 7.83 16.49

Patient No. 12 12.32 15.98 16.29 13.38

Patient No. 13 7.43 12.63 13.19 18.06

Patient No. 14 15.16 21.22 10.24 14.41

Patient No. 15 19.01 18.59 18.35 24.58

Average 14.85% 17.93% 16.19% 19.27%
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functional post-op X-ray images during the movement in the sagittal
plane. Incidentally, we removed the fused level from RMSE calculations
for the post-opmodels, as this level was fixed during rotation, hence “N”
was considered equal to four in Eq. 3. The post-op models for both the
ASD and non-ASD groups were simulated under combined loading
(i.e., compressive load and 10 Nm rotation in different planes)
(Dreischarf et al., 2014) under the same aforementioned boundary
conditions. To evaluate the time-dependent responses of the models
subjected to cyclic loading, a daily cyclic loading scenario was applied to
the FE models [i.e., 16 h of cyclic compressive loading of 500–1,000 N
(40 and 20 min, respectively) after an 8 h pre-conditioning resting phase
of 200 N (Nikkhoo et al., 2021)]. Different rotational movements
(i.e., flexion, extension, right and left lateral bending, right and left
axial rotation) were superimposed using a 10 Nm moment before and
after cyclic loading (i.e., points 1 and 2 in Figure 2) to model the
rotational motions in the morning and the evening. The rotational
moments were linearly applied and removed after 10s and only one
motion was evaluated in each diurnal loading simulation. The
biomechanical responses of the lumbosacral FE spine models in both
groups were analyzed and compared before and after daily loading.

2.3 Statistical analyses for comparison of the
results for ASD versus Non-ASD patients

The results of FE models (including the ROM, IVD height loss,
intradiscal fluid loss, stress in AF matrix, and AF collagen fiber strain) in

ASD and Non-ASD patients were compared. We used the non-
parametric Friedman comparative test to specify the differences of the
predicted results for ASD versus Non-ASD patients. The p-values less
than 0.05 were reflected as significant statistical differences in this study.

3 Results

The geometrical personalized pre-op and post-op lumbosacral models
were successfully developed for all thirty patients in both ASD and Non-
ASDgroups using ourmodeling updating algorithm and the relevantmesh
sensitivity analyses confirmed the verification of their predictions. The
percentage of calculated RMSE for pre-op FE models were 14.85% and
16.19% in flexion and 17.93% and 17.27% in extension for non-ASD and
ASDpatients’models, respectively (Table 2). Correspondingly, these values
for post-op models were 23.33% and 20.87% in flexion and 26.23% and
27.64% in extension for non-ASD andASDpatients, respectively (Table 3).
Figure 3 schematically presents a sample of FE results overlapped with
X-ray images for a patient from the non-ASD group.

During the static loading scenario, the average ROM at the upper
and lower adjacent levels increased post-surgery for both the non-ASD
and ASD groups (Figure 4). The differences in average ROMs between
pre-op and post-op results were significant for flexion and extension
movements for both groups. However, there was no significant
difference when we compared the values between the two groups.
The significantly higher ROM in lateral bending was only observed in
the ASD group for the upper adjacent level (Figure 4). The calculated

TABLE 3 Calculated percentage of root mean square errors (RMSE) for evaluating the accuracy and validity of the personalized post-operative (post-op) FE modeling
technique.

FE model Percentage of the RMSE for measured and calculated ROM

Non-ASD group ASD group

Flexion (%) Extension (%) Flexion (%) Extension (%)

Model No. 1 16.39 15.78 23.47 30.32

Model No. 2 17.84 22.07 12.49 25.28

Model No. 3 15.43 20.57 34.68 44.30

Model No. 4 12.48 17.42 19.66 23.79

Model No. 5 26.70 35.23 22.08 29.48

Model No. 6 18.48 19.54 15.41 24.54

Model No. 7 16.85 23.93 18.83 24.69

Model No. 8 22.73 28.02 8.40 21.18

Model No. 9 37.01 41.04 38.24 46.32

Model No. 10 9.20 19.07 28.74 33.75

Model No. 11 26.39 38.56 12.55 13.43

Model No. 12 19.69 24.23 21.35 30.61

Model No. 13 13.52 20.63 18.45 18.29

Model No. 14 38.67 36.38 17.83 21.04

Model No. 15 28.57 31.03 24.00 27.59

Average 23.33% 26.23% 20.87% 27.64%
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values for IDP were quite similar in that significant differences were
detected for flexion, extension, and lateral bending in both upper and
lower adjacent levels (Figure 5). The FJF values showed a significant
increase for extension and lateral bending as well (Figure 6).

After daily cyclic loading (i.e., 16 h of cyclic loading to simulate the
daily activities), the adjacent disc height averagely decreased by 5.56%
and 7.17% in the pre-op models of non-ASD and ASD patients,
respectively. These values were 11.03% and 16.03% for the post-op
models in the non-ASD and ASD groups, respectively. Significant
differences were observed between pre-op and post-op models in both
groups (Figure 7). In addition, the differences between the post-op
models in the non-ASD and ASD groups were significant for both
upper and lower adjacent levels (p values equal to 0.016 and 0.021,
respectively) (Figure 7). The fluid loss values were on average 13.44%
and 15.29% for the pre-op models and 20.38% and 25.36% for the
post-op models in the two groups after daily cyclic loading,
respectively. The comparative difference between the post-op
models in the non-ASD and ASD groups was significant (p-value =
0.039) for the upper adjacent level (Figure 7).

The axial stress in the AF matrix significantly increased after
fusion in sagittal plane movement (i.e., flexion and extension) and the

differences between the non-ASD and ASD groups were significant in
this plane only for the post-op models (Figure 8). However, fusion
surgery did not significantly alter the AF axial stress in either lateral
bending or axial rotation (Figure 8). Similar trends were calculated for
collagen fiber strains. However, the differences between the non-ASD
and ASD groups were significant for flexion and extension for both the
pre-op and post-op results (Figure 9).

4 Discussion

The rigid instrumented posterolateral fusion (PLF) and posterior
lumbar interbody fusion (PLIF) techniques are commonly considered
the gold standard surgical treatment for different degenerative lumbar
pathologies. Understanding lumbar spine biomechanics in post-
surgical maneuvers could be beneficial for pre-planning the
treatments based on primary rough estimations using personalized
FE calculations. Hence, this study utilized a validated geometrically
patient-specific FE modeling technique which can be used as a simple
and cost-effective tool to evaluate the alteration of biomechanical
response in adjacent segments post-fusion. Thirty patients were

FIGURE 3
A schematic sample of comparison between the finite element results and the functional X-ray images in the neutral position, flexion, and extension for
(A) pre-operative and (B) post-operative models.
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categorized for evaluation in this study in two distinct groups
[i.e., (Serhan et al., 2011) non-ASD (N = 15) and (Kim and Choi,
2018) ASD patients (N = 15)] based on long-term clinical follow-up
investigations. Although the current personalized FE modeling
technique was previously validated against experimental in-vitro
and numerical studies, the accuracy of each FE model for these
30 patients was evaluated based on the pre-op and post-op
functional X-ray images in the sagittal plane. The achieved errors
were averagely below 20% and 25% for pre-op and post-op models
which confirms the applicability of this predictive algorithm. The
observed error can be tolerated as this technique may be used as a
rough estimation for clinicians. Hence, we developed and simulated
pre-op and post-op FE models for each patient (in total, 60 FE models
were simulated in this study) and evaluated the variations in
biomechanical responses of adjacent segments post-surgery. We
used the post-op X-ray images after 3 months in which no signs of
ASD were observed to investigate if the results of FE simulations could
show any significant difference between the non-ASD and ASD
groups. Repeating the simulations based on acceptable numbers of

patients (which was 15 patients in each group) included the influences
of the patient’s anatomical parameters (such as disc height, shape and
geometry of vertebra, lumbar lordotic angle before and after surgery,
interbody cage height, etc.) to evaluate the aforementioned hypothesis
of this study.

ASD may possibly be initiated and developed in 2–5 years based on
inducedmodifications post-surgery, however, it is not possible to simulate
this long-term phenomenon using numerical modeling.Meanwhile, most
of the available FE studies which investigated the outcomes of different
fixation surgical techniques only used static loading and evaluated the
model response under simplified loading conditions (Jin et al., 2012; Jahng
et al., 2013; Guo et al., 2019; Guo and Yin, 2019). Considering the time-
dependent behavior of both vertebra and IVD in lumbar spine motion
segments can enhance the accuracy of the biomechanical predictions. One
of our contributions to the literature in this study was to utilize the non-
linear poroelasticity theory in FE simulations to represent the interaction
of interstitial water in a saturated solid matrix which makes the
calculations more complicated and laborious. Hence, we provided
more realistic simulations to evaluate the biomechanical responses of

FIGURE 4
Intersegmental motion patterns for non-ASD and ASD group FE
models in the (A) upper and (B) lower adjacent level for different
directions.

FIGURE 5
Calculated intradiscal pressure for non-ASD and ASD group FE
models in the (A) upper and (B) lower adjacent level for different
directions.
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the lumbosacral spine under a daily cyclic loading regime (i.e., 8 h of
resting time prior to 16 h of daily activity) using the aforementioned time-
dependent constitutive equations. Using the poroelasticity theory, the
interstitial water flow was calculated during daily cyclic loading to extract
the variations in disc height and fluid loss. Although a daily cyclic loading
(24 h) cannot represent a long-term loading condition, significant
variations in output parameters (such as disc height, disc fluid loss,
stress in the AFmatrix, and strain in collagen fibers) may be characterized
as indicators to reflect the initiation of abnormality in the biomechanical
response which could be accumulated by repetitive loading.

The primary findings of this study demonstrated that the motion
patterns in adjacent segments altered in post-op models. Although a
slightly increased in ROMwas calculated inmost of the post-op FEmodels
in different movement directions, the variation of ROM was significant in
the sagittal plane (i.e., flexion and extension). However, no significant
difference was observed between the calculated ROMof adjacent segments
for the non-ASD and ASD groups. Posterior fusion results in increasing
the spinal segmental rigidity which could possibly result in rotational
compensation to the adjacent segments (Chiang et al., 2006; Sudo et al.,

2006). Based on this hypothesis, the IDP and FJF values were significantly
increased in adjacent levels in extension and lateral bending movements as
well. Similar to ROM, this static loading condition did not demonstrate any
significant difference between the non-ASD and ASD patients.

Simulating the biomechanical response of the pre-op and post-op
lumbosacral spine FE models subjected to the daily cyclic loading
provided an enhanced possibility to include the effect of damping
characterization in the achieved results. For this purpose, disc height
loss and fluid loss were chosen in the current comparative
investigation as two critical indicators of the initiation of IVD
denaturation which may lead to mild/severe IVD degeneration in a
couple of years. Applying repetitive compressive loading to pre-op
models results in an approximately uniform disc height reduction
which is consistent with previous studies in the literature (Tyrrell et al.,
1985; Lai et al., 2008). The induced modification regarding the
interbody fusion in post-op models alters the load sharing and
motion patterns by increasing the stiffness of the instrumented
segment which leads to increased IVD height loss and fluid loss.
Although no statistical differences were calculated for pre-op FE

FIGURE 6
Calculated facet joint forces for non-ASD and ASD group FE
models in the (A) upper and (B) lower adjacent level for different
directions.

FIGURE 7
Disc height loss and fluid loss for post-operative non-ASD and ASD
group FE models for the (A) upper and (B) lower adjacent levels.
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results between the two groups, the post-op FE results demonstrated
that both IVD height loss and fluid loss significantly increased for the
patients with ASD. Hence, the results of this study highlighted the
effect of geometrical parameters (which may refer to the anatomical
conditions or the induced modifications regarding surgical
techniques) on the time-dependent response of lumbar spine
biomechanics. The variations in IVD height loss and fluid loss may
perhaps indicate initiation of ASD as it is confirmed for more than half
of patients who underwent rigid-fusion surgery in previous clinical
investigations (Miyakoshi et al., 2000; Ishihara et al., 2001). The
alteration of fluid-solid interaction during the cyclic loading
possibly changes the stress/strain distribution in the AF matrix.
Increasing the disc height loss and fluid loss decreases the
contribution of the fluid resistance in IVD which leads to an
increase of stress in the AF matrix and collagen fibers. This is the
reason that no significant differences were calculated for IDP between
the two groups in static loading but the stress/strain increased after 16 h
of cyclic loading. Analogous biomechanical response patterns were
calculated for the stress and fiber strain in the disc AF matrix region
post-fusion. Increased axial stress was significant in both groups when
comparing the pre-op and post-op results for the sagittal plane.
However, the ASD group showed significantly higher stress for both
flexion and extension movement. An increased amount of stress in the
AF matrix refers to decreasing the effect of damping resistive interstitial

water in total IVD bulk stiffness (Schmidt et al., 2010; Galbusera et al.,
2011a). Hence, it can be related to a higher rate of fluid loss rate after
repetitive daily loading. On the other hand, rigid fusion surgery can alter
the load sharing by removing the load path from the anterior region
(vertebral bodies and IVDs) and shifting it to the posterior fixation
system which significantly affects the adjacent IVD loading conditions.
In addition, the increased fiber strain in the AF region was observed in
upper adjacent levels between the two groups for both the pre-op and
post-op models which clearly highlights that this geometrically patient-
specific FE modeling can approximately differentiate the non-ASD
patients from the patients with ASD.

Some limitations of this work should be acknowledged. We used
a geometrically personalized modeling algorithm which means that
this methodology is only sensitive to anatomical conditions and the
same mechanical properties were assumed for the different
components of the lumbosacral spine FE models for both
groups. As there is no feasible algorithm to extract the
mechanical properties of different tissues from X-ray images and
it is very difficult to develop optimization methodology for this
purpose, the observed variations in motion patterns and load
sharing for different patients are only based on different
geometrical conditions in this study. In addition, the main
contribution of this study is to investigate if the anatomical

FIGURE 8
Increased axial stress in AF matrix for post-operative non-ASD and
ASD group FE models for the (A) upper and (B) lower adjacent levels.

FIGURE 9
Increased collagen fiber strain in AF matrix for post-operative non-
ASD and ASD group FE models for the (A) upper and (B) lower adjacent
levels.
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parameters alter the biomechanical responses of adjacent segments
following lumbar fusion surgery. Hence, this simplification might be
tolerated to make this study feasible. Another limitation is
neglecting the effect of active muscle force in this geometrically
personalized osseoligamentous FE modeling technique. Although
the follower load approach (Patwardhan et al., 1999; Shirazi-Adl
and Parnianpour, 2000; Dreischarf et al., 2014) was considered in
this study to mimic the passive response of muscles and upper body
weight, there is a lack of muscle force reaction which may alter the
biomechanical response specially for possible post-surgical muscle
damages. To augment the personalized muscle forces to the model,
new sets of clinical measurements before and after surgery are
needed which can be planned in our future works.

5 Conclusion

This study used a validated geometrically personalized FE
modeling algorithm which has the potential to be used in clinics to
analyze the biomechanical response of adjacent segments post
posterior lumbar fusion surgery. Evaluating the biomechanical
response of pre-op and post-op modeling in the non-ASD versus
ASD groups showed that the geometrical differences among patients
(such as vertebral geometries, IVD height, lumbar lordosis angle,
interbody cage size) cause significant variations in the estimated
mechanical response. In addition, significant differences between
estimated disc height loss, fluid loss, stress, and strain in adjacent
levels for aforementioned patient groups can predict the increased risk
of pathological development of ASD, which is consistent with our
long-term clinical observation in this study. In conclusion, the results
of the current study highlighted the effect of geometrical parameters
(which may refer to the anatomical conditions or the induced
modifications regarding surgical techniques) on the time-dependent
response of lumbar spine biomechanics. Henceforward, performing
the simulations based on geometrical personalized FE models which
include the patient’s anatomical parameters can be used as a surgical
planning tool in clinical settings to minimize further long-term
complications. It may provide clinicians with a valuable pre-
planning tool to make informed pre-op and post-op decisions.
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Despite recent experimental and clinical progress in the treatment of tibial and fibular
fractures, in clinical practice rates of delayed bone healing and non-union remain
high. The aim of this study was to simulate and compare different mechanical
conditions after lower leg fractures to assess the effects of postoperative motion,
weight-bearing restrictions and fibular mechanics on the strain distribution and the
clinical course. Based on the computed tomography (CT) data set of a real clinical
casewith a distal diaphyseal tibial fracture, a proximal and a distal fibular fracture, finite
element simulations were run. Early postoperative motion data, recorded via an
inertial measuring unit system and pressure insoles were recorded and processed to
study strain. The simulations were used to compute interfragmentary strain and the
von Mises stress distribution of the intramedullary nail for different treatments of the
fibula, as well as several walking velocities (1.0 km/h; 1.5 km/h; 2.0 km/h) and levels of
weight-bearing restriction. The simulation of the real treatment was compared to the
clinical course. The results show that a high postoperative walking speed was
associated with higher loads in the fracture zone. In addition, a larger number of
areas in the fracture gap with forces that exceeded beneficial mechanical properties
longerwas observed.Moreover, the simulations showed that surgical treatment of the
distal fibular fracture had an impact on the healing course, whereas the proximal
fibular fracture barely mattered. Weight-bearing restrictions were beneficial in
reducing excessive mechanical conditions, while it is known that it is difficult for
patients to adhere to partial weight-bearing recommendations. In conclusion, it is
likely that motion, weight bearing and fibular mechanics influence the biomechanical
milieu in the fracture gap. Simulations may improve decisions on the choice and
location of surgical implants, as well as give recommendations for loading in the
postoperative course of the individual patient.

KEYWORDS

biomechanics, motion, gait analysis, prognosis of bone healing, tibial fracture, lower leg
injury, fibula, finite element analysis
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1 Introduction

Despite recent experimental and clinical progress in the
treatment of tibial and fibular fractures, the rates of delayed bone
healing and non-union remain challengingly high (Dailey et al.,
2018). To date, patients with fractures of the lower leg can be treated
by a variety of surgical techniques. During the postoperative course,
they are often advised for restricted weight-bearing of the injured leg
and are commonly followed up by regular clinical investigations and
radiographic controls after at least after 6 and 12 weeks.

Although the etiology of disturbed bone healing may often be
multifactorial, the mechanical environment within and around the
fracture gap is known to be of crucial importance for the bone
healing process (Claes and Cunningham, 2009). Accordingly, the
objective measurement of mechanobiological parameters helps to
determine progress of the fracture healing process. Biomechanical
modification, e.g., via implants may lead to a different clinical
outcome (Claes and Cunningham, 2009). In fact, previous studies
identified the mechanical parameters ‘interfragmentary strain’ and
‘hydrostatic pressure’, and their threshold values as reliable
parameters to monitor the different types of bone healing such
as, e.g., intramembranous and endochondral ossification (Claes and
Heigele, 1999; Shefelbine et al., 2005). Strain quantities beneficial or
at least not harmful for bone healing have been identified in
simulations and experiments, such as, e.g., octahedral shear strain
and hydrostatic strain (Shefelbine et al., 2005), distortional strain
(Simon et al., 2011; Ren and Dailey, 2020) or deviatoric strain (Son
et al., 2014). However, the translation of these mostly experimental
or simulation-based parameters to real human patient clinical cases
remains an absolute rarity.

We have previously developed a simulation-based proof-of-
concept workflow to determine the mechanical fracture
environment after tibial fractures in silico (Braun et al., 2021).
The aim of the present study was to simulate and compare
different mechanical conditions after lower leg fractures, using
individual postoperative motion data, to assess the effects of
postoperative motion, weight-bearing restrictions and fibular
biomechanics on the bone healing process of the tibia. For this
purpose, a specific load case with a proximal and a distal fibular
fracture in combination with a tibial injury was chosen for further
analyses, because this fracture configuration allowed for
concomitant comparisons of multiple tibio-fibular injuries. By
these means, we aimed to find an individualized, optimal surgical
and postoperative treatment recommendation.

2 Materials and methods

Ethical approval was obtained from the IRB of Saarland Medical
Board (Aerztekammer des Saarlandes, Germany, application
number 30/21). Informed consent was conducted according to
the Declaration of Helsinki. The study is part of the project
Smart Implants 2.0 – Weight-bearing and Gait Observation for
Early Monitoring of Fracture Healing and Individualized Therapy
after Trauma, funded by the Werner Siemens Foundation. It is
registered in the German Clinical Trials Register (DRKS-ID:
DRKS00025108).

2.1 Case data

A 63-year-old male patient (height 180cm, weight 95 kg)
suffered from a closed fracture of the lower leg with a distal
diaphyseal fracture of the tibia, a proximal and a distal fibular
fracture (Figure 1A). Computed tomography (CT) scans of the
injured lower leg and the ankle joint were taken upon admission,
and immediate Damage Control surgery was conducted on the day
of the accident by closed reduction and the application of an ankle-
joint-crossing, external fixator overspanning the fracture gap. After
consolidation of the soft-tissue injury, the tibial fracture was
surgically treated by implantation of an intramedullary nail (9 ×
345 mm, Expert, Synthes, Umkirch, Germany). The distal fibular
fracture was treated by open reduction and plate osteosynthesis
(VariAx 2 Distal fibula system, Stryker, Kalamazoo, USA) including
restoration of a syndesmotic injury by using a set screw, whereas the
proximal fibular fracture was not treated surgically (Figure 1B).
Postoperatively, the patient was mobilized on forearm crutches with
a partial weight-bearing recommendation of 20 kg for the first
6 weeks (Figure 1C). A postoperative CT scan early after surgery
and follow-up radiographs at 6 weeks and approximately 6 months
after surgery were taken.

2.2 Computer modelling

To simulate different mechanical conditions in the fracture gap, a
simulation workflow was applied, as previously described in detail
(Braun et al., 2021). Briefly, the individual DICOM image stack of the
patient’s postoperative CT scan was used to create geometric models.
For this purpose, the images were segmented into masks by using an
adaptive thresholding procedure. For each segmented mask, the
morphological filters ‘island removal’, ‘cavity fill’ and ‘fill gaps’
were applied with a priority order resulting in high-quality
segmentation. The results of the segmentation of the fracture gap
were under visual control of the treating trauma surgeon and
corrected, if necessary. After segmentation was completed, high-
resolution adaptive finite element (FE) meshes were created using
the software ScanIP (ScanIP, Synopsys, Mountain View,
United States). Furthermore, material parameters were included
into the FE meshes. The material parameter assignment for the
masks of the intramedullary nail, the screws and the plate, as well
as the fracture gap were chosen as homogeneous materials with
standard properties derived from the literature (Imam and Fraker,
1996; Claes and Heigele, 1999). To assign the relationship between
elasticity and bone density, the grayscale values of the CT data were
mapped to the Hounsfield scale and to mechanical local bone
properties (Hvid et al., 1989; Rho et al., 1995; Zannoni et al., 1998;
Cattaneo et al., 2001). In line with previous studies, an isotropic
heterogeneous material was assumed with a varying value for Young’s
modulus and a fixed value for the Poisson ratio (Yosibash et al., 2007;
Trabelsi et al., 2009). Depending on the local ash-density and the
equivalent mineral density, the mapping for the cortical and the
trabecular bone was defined as described elsewhere (Edwards et al.,
2013; Knowles et al., 2016; Braun et al., 2021). All material properties
were passed to the FEmeshes and stored in the nodes and elements of
the corresponding masks.
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For further assessment, four models were created from the
patient’s lower leg data (Figure 2): 1) Plate osteosynthesis of the
distal fibular fracture and intramedullary nailing of the tibia, which
resembles the real treatment of the patient (Figure 2A); 2) Untreated
fibula (Figure 2B); 3) An intact fibula (Figure 2C) and 4) Removed
fibula, only simulation of the treated tibia (Figure 2D).

2.3 Acquisition of motion data

Throughout the routine aftercare during the postoperative
course, the patient was equipped with a pair of insoles with
pressure sensors (Science Insole 3, Moticon ReGo AG, Munich,
Germany). The insoles were placed in the shoes of the patient during
the first physiotherapy session shortly after surgery. In the lab, the
insoles were used to monitor the gait of the patient in a standardized
setting of 30 steps on a treadmill (mercury, h/p/cosmos, Nussdorf,
Germany) at various velocities (1.0 km/h; 1.5 km/h; 2.0 km/h). For
this purpose, the insoles acquired plantar pressure data that were
used to compute the resulting average and maximum vertical
ground reaction forces and acceleration based on the center of
pressure path during the stance phase of gait and its anteroposterior/
mediolateral deviation. For every parameter, the mean of all steps
and the standard deviation of the measurements between all steps

were calculated using the Moticon SCIENCE™ software (Moticon
ReGo AG).

Moreover, the patient was monitored via an inertial measuring
unit (IMU)-based motion capturing system (Xsens MVN Awinda,
Xsens Technology B.V., Enschede, Netherlands), as described
previously (Braun et al., 2021). Briefly, this system uses seventeen
wireless sensors, which are applied to the body of the patient at
biomechanically relevant segments. The system measures and
processes motion data and provides data in the corresponding
evaluation and analysis software Xsens MVN Analyze (Xsens
Technology B.V.). This software allows for a comprehensive
analysis of the recorded motion data. In addition, the range of
motion [flexion (flex)/extension (ex), abduction (abd)/adduction
(add), internal rotation (IRO)/external rotation (ERO), and
supination (sup)/pronation (pro)] of the individual
biomechanical segments of the lower extremities and their joints
(hip, knee, ankle joints) was obtained via the system. The range of
motion in the different joints was compared between the injured leg
and the healthy leg of the patient, as well as between different
walking velocities.

Finally, the motion capturing data were converted by the MVN
software into the Biovision Hierarchy (BVH) data format for export
to the musculoskeletal simulation environment AnyBody (AnyBody
Technology A/S, Aalborg, Denmark). Together with the collected

FIGURE 1
(A): 3D reconstruction of the injured lower leg showing diaphyseal distal tibia fracture and a proximal and distal fibula fracture. (B): X-rays antero-
posterior and lateral view after surgical intervention by intramedullary nailing and plate osteosynthesis of the distal fibula fracture. (C): X-ray control
6 weeks after surgery. (D): Final X-ray approximately 7 months after surgery and shortly after plate removal at the distal fibula as well as removal of the set
screw in the meantime. Note full osseous healing of the distal tibia and fibula fracture.
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anthropometric data of the patient, a patient-specific avatar was
created in the AnyBody software (AnyBody Technology) that
enabled the simulation of individualized muscle forces, ligament
forces, and internal joint contact forces and moments, which are
essential for the understanding of the biomechanical mechanisms
during human movement. These data served as personalized
boundary conditions in the different FE simulations and, thereby,
enabled the analysis of the effects of walking speed and weight-
bearing restrictions on bone healing of the tibia according to the
previously described threshold values for the different types of bone
healing (Claes and Heigele, 1999; Shefelbine et al., 2005).

2.4 Simulation of bone healing after tibial
fracture and the effect of the fibula on the
healing process

The data from the musculoskeletal simulations were used in
conjunction with the generated geometric models to compare the

biomechanical scenarios using the software environment Abaqus
(Dassault Systemes, Velizy-Villacoublay, France). To investigate
the influence of the four different fibular configurations on the
von Mises stress distribution of the intramedullary nail, the four
models were simulated for high axial loading (midstance of the
gait cycle) and high loading with non-axial forces (at the end of
the terminal stance of the gait cycle). In this context, von Mises
equivalent stress was chosen as scalar quantity representing a
measure of local loading which can be interpreted a metric for the
distribution of forces. In addition, for these two loading scenarios,
the mechanical stimuli and the local micromechanics in the
fracture gap of the tibia were investigated with respect to the
mechanical conditions for fracture healing. The simulations also
allow a comparison between partial and full weight-bearing by
adjusting the boundary conditions in each case, which was herein
performed for the two load cases of the FibOP model. In addition,
the Anybody results were used to simulate complete gait cycles for
the three different velocities of the patient on the treadmill. This
allowed for an analysis of the fracture healing parameters over the

FIGURE 2
Simulatedmodels of the individualized patient’s lower leg to compare different forms of biomechanical stability and surgical treatment options. (A):
Plate osteosynthesis of the distal fibular fracture and intramedullary nailing of the tibia, which resembles the real treatment of the patient (FibOP). (B):
Untreated fibula (Fib#). (C): Intact fibula (Fib). (D): Removed fibula, only simulation of the treated fibula (NoFib).
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complete gait cycles and, thus, the dynamic influence of gait
velocity on the fracture gap and its micromechanics. For this
purpose, the hydrostatic strain and the octahedral shear strain
were computed for each mesh cell of the callus area, and classified

into the different classes with respect to the values given
previously by Shefelbine et al., 2005 (Shefelbine et al., 2005).
According to this classification, the volumes of the mesh cells
were added to calculate the percentages of the total callus volume.

FIGURE 3
Results of motion data obtained from insoles. (A): Screenshot of themeasurement of the insoles shortly after surgery. The right foot is clearly loaded
with almost the full weight of the body. (B): Typical curves of the gait cycle during the first physiotherapy session of the patient after surgery. The curves do
not show the typical bicuspid shape and the ground reaction force is strongly in favour of the right leg. Of interest, the left leg is loaded with up to
approximately 35 kg during the cycles, although weight-bearing restriction of maximum 20 kg was prescribed by the trauma surgeon.
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2.5 Statistics

All data are given as mean values of all steps ±standard error of the
mean (SEM) as well as maximum and minimum values of each
step. Data were first tested for normal distribution and the
assumption of equal variance was proven. In case of parametric
data, comparisons between two experimental groups were performed
by an unpaired Student’s t-test, while analyses of three groups were
performed by one-wayANOVA, followed by theHolm-Sidak test for all
pairwise comparisons, including the correction of the α-error according
to Bonferroni probabilities to compensate for multiple comparisons. In
case of non-parametric data, comparisons between two experimental
groups were performed by a Mann-Whitney Rank Sum Test, while
analyses of three groups were performed by one-way ANOVA on
Ranks, followed by a Dunn’s Test for all pairwise comparisons, which
also included the correction of the α-error according to Bonferroni
probabilities. The statistical analyses were performed using the
SigmaPlot software 11.0 (Systat Software, Erkrath, Germany). A
p-value <0.05 was considered to indicate significant differences.

3 Results

3.1 Clinical results

The clinical course of the patient was uneventful. After
intramedullary nailing of the tibia and plate osteosynthesis of the

distal fibula, common soft tissue healing occurred. After removal of
the set screw approximately 6 weeks after surgery, the patient was
allowed to increase load of the injured extremity to full weight-
bearing. Due to pre-existing epilepsy, the patient’s gait pattern was
already altered before the injury, but full weight-bearing was
achieved. Although the tibial fracture showed osseous bridging
after 6 weeks, full osseous healing of the tibia was initially
delayed especially in the dorsal part of the fracture, but showed
full consolidation at 6 months after the surgery. The plate on the
distal fibula was removed at approximately 7 months
postoperatively after full osseous consolidation. At this stage, the
patient was walking free without aids and the fractures of the tibia
and distal fibula were fully healed (Figure 1D).

3.2 Results of postoperative motion data

Analysis of the data obtained from the insoles demonstrated that
the patient avoided full weight-bearing of the injured left leg early
after surgery (Figure 3). However, the patient did not adhere to the
prescribed maximum weight of 20kg, but instead showed a
maximum load of the left leg of approximately 35 kg
(Figure 3A). This was recorded even during the first
physiotherapy session, although the patient was mobilized under
guidance of a physiotherapist (Figure 3B). Analysis of differences in
the range of motion of the hip, knee and ankle joints between the
injured left and the healthy right side revealed significant differences
in all three biomechanical segments and the differences over the
segments were seen in all three planes (Table 1). While the left hip
showed a reduced flex/ex movement (sagittal plane), the knee
showed differences in the rotational degree (axial plane) and the
ankle joints had a different extent of sup/pro (frontal plane)
(Table 1). Further analyses of the different walking speeds
showed velocity-dependent changes in the range of motion
(Table 2). Of interest, at 2.0 km/h walking speed the rotation of
the injured left knee and the level of abd/add in the right hip and the
flexi/ex of the right knee showed significant differences compared to
slower walking velocities (Table 2).

3.3 Impact of walking speed on the
interfragmentary strain

Walking on the treadmill at different velocities revealed
characteristic changes during the gait cycle of the patient
(Figure 4). While the ground reaction force was not different
between velocities, the shape of the gait cycle ground reaction
force curve changed from the typical shape with two maxima at
1.0 and 1.5 km/h (Figures 4A, B to only one maximum at 2.0 km/h
(Figure 4C). Moreover, in the fracture gap the number of tetrahedral
elements in the range of good mechanical properties for healing and
bone formation changed during the gait cycle and showed a speed-
dependency. While practically all elements were within the range of
good mechanical properties for healing and bone formation at the
beginning and end of the gait cycle at 1.0 km/h, this amount
dropped to 63.6% of the callus volume during the middle and
end of the stance phase (Figure 4A). Of interest, this value
dropped further to 47.2% at 1.5 km/h (Figure 4B) and even

TABLE 1 Range of motion with global minima (min) and maxima (max) and its
mean range (meanΔ) of the injured left leg and the healthy right leg over all steps
(n = 30) for each joint (hip, knee and ankle joint) and its different directions of
movement such as internal rotation (IRO)/external rotation (ERO), flexion (flex)/
extension (ex) and supination (sup)/pronation (pro) of the patient on the
treadmill independent from the gait velocity. Mean ± SEM; *p < 0.05 vs. left.

Mean ROM

Left (injured) Right (healthy)

min max meanΔ min max meanΔ

Hip IRO
(+)/ERO
(-) [°]

3.0 7.8 4.9 ± 0.2 3.3 8.8 4.9 ± 0.2

Flex
(+)/Ex
(-) [°]

17.6 22.3 19.5 ± 0.2 14.7 21.8 18.0 ±
0.3*

Abd
(+)/Add
(-) [°]

2.0 5.1 3.4 ± 0.2 1.5 5.4 3.2 ± 0.1

Knee IRO
(+)/ERO
(-) [°]

1.6 3.2 2.3 ± 0.1 2.4 7.5 3.7 ± 0.2*

Flex
(+)/Ex
(-) [°]

32.8 41.3 37.1 ± 0.4 27.9 44.2 36.1 ± 0.6

Ankle Sup
(+)/Pro
(-) [°]

4.4 10.3 8.0 ± 0.2 7.1 14.5 10.9 ±
0.3*

Flex
(+)/Ex
(-) [°]

7.0 18.2 11.3 ± 0.5 6.7 17.2 11.5 ± 0.5
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34.7% at 2.0 km/h (Figure 4C). Moreover, at 2.0 km/h elements
within the fracture gap outside the regular healing range could also
be detected at the beginning and at the end of the gait cycle
(Figure 4C) and, thereby, demonstrated a potential negative effect
of higher walking speed on the bone healing process. These results
were also confirmed by dynamic visualization of the elements within
the simulated callus at the different velocities (Supplementary
Video S1).

3.4 Impact of weight-bearing restrictions on
the interfragmentary strain in the tibia

Simulation of different weight-bearing restrictions after surgical
treatment at the terminal stance phase and the pre-swing phase
during the gait cycle revealed that more elements were outside the
healing window when the patient was allowed to fully weight-bear
compared to a partial weight-bearing restriction of 35 kg (Figure 5).
Moreover, the simulations demonstrated more elements outside the
healing range in the pre-swing phase than at the terminal stance
phase, independent of the loading on the injured leg. Of interest, the
geometric model of the lower leg allows not only for a general
finding for all elements within the fracture gap, but precisely locates
in which area of the fracture gap elements out of the healing range
can be found. By these means, most of the elements outside healing
range were found in the dorsal aspect of the tibial fracture, which, in
turn, corresponds to the clinical course of events, where healing was
delayed dorsally.

3.5 Impact of the different fibular
configurations on the vonmises stress in the
tibial intramedullary nail

The four simulations with different bone and implant
configurations of the fibula as described in Figure 2 revealed
different von Mises stress maxima on the intramedullary nail
surface (Figure 6). The FibOP simulation showed a maximum of
255 MPa on the nail in the area of the fracture (Figure 6A) and a
maximum of 83 MPa for the fibular implant. This result was similar
to the configuration of an unfractured fibula (244 MPa) (Figure 6B).
In contrast, the simulation of no surgical intervention of the distal
fibular fracture revealed an increase of the von Mises stress on the
intramedullary nail of 16 percent to 296 MPa (Figure 6C). Although
the fibula was fractured proximally and distally, a minimal stability
remained as it slightly reduced the von Mises stress on the nail in
comparison to the configuration NoFib (325 MPa) (Figure 6D). Of
interest, the various fibular simulations in relation to the patient’s
motion data revealed increased vonMises stress on the implant with
increasing walking speed (Figure 6E).

4 Discussion

The present study showed that increasing walking speed and
loading raised the strain in the fracture gap and in the
intramedullary nail, and that the stability of the fibula affects the
healing of the tibial injury. Based on the present case, FE simulationsTA
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FIGURE 4
Results of motion data at different walking speeds on the treadmill. (A): At 1.0 km/h the tetrahedral elements located within the fracture gap of the
tibia are predominantly within the range of good mechanical properties for healing and bone formation (bars in blue, green and yellow). Only during the
middle and end of the stance phase, a short maximum of 38.4% of the elements drop out of this healing range (bars in red). The shape of the gait cycle
curve at this velocity has a typical biscuspid form. (B): At 1.5 km/h tetrahedral elements located within the fracture gap of the tibia are also mostly
within the range of good mechanical properties for healing and bone formation during the gait cycle (bars in blue, green and yellow). During the middle
and end of the stance phase, a maximum of 52.8% of the elements drop out of this healing range (bars in red). The shape of the gait cycle curve at this
velocity has a typical biscuspid form. (C): At 2.0 km/h tetrahedral elements out of the range of good mechanical properties for healing and bone
formation (bars in red) located within the fracture gap of the tibia can be found throughout the whole gait cycle and show a maximum of 65.3% of all
elements during themiddle and end of the stance phase, while still most of the elements are in a regular healing window. The shape of the gait cycle curve
at this velocity has an atypical monocuspid form.
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showed that fibular fractures should be stabilized surgically when
they appear to be on the same level as the tibial fracture, while
proximal fibular fractures above tibial injuries do not require
surgical treatment. FE simulations further enable patient-specific
recommendations in combination with an analysis of the patient’s
gait including the range of motion of the lower extremities during
the postoperative aftercare, and may, by these means, lead to novel,
prognostic individual recommendations.

Surgical treatment of a fibular fracture in combination with an
ipsilateral tibial fracture is discussed controversially in the literature.
Although additional fibular fixation has shown to improve stability
and resistance to torsional forces, there has been increased potential
for soft tissue-related complications and therefore the clinical
impact has been questioned (Varsalona and Liu 2006; Morin
et al., 2008). The biomechanical purposes of the fibula are to
stabilize the ankle joint on uneven surfaces and to store elastic
energy to jump (Rittweger et al., 2018). Due to these main functions
and the fact that it only carries a very small portion of the body
weight, other than the tibia, during immobilisation the fibula is less
influenced by disuse (Ireland et al., 2017). Even when a large part of
the fibula is removed for free fibular osteoseptocutaneous flaps in
mandible reconstruction, the gait and lower leg functions are only
altered to a small degree (Lin et al., 2009). One might argue that, in
line with these facts, there is no need to surgically address the fibula

in lower leg fractures when the ankle joint is properly aligned.
However, in the presented case, the surgical stabilization of the distal
fibular fracture lead to a reduced strain maximum within the tibial
fracture. As far as conclusions can be drawn from the herein
presented case, this suggests that surgical treatment of the distal
fibular fracture is recommendable to facilitate healing. In contrast,
the proximal fibular fracture does not seem to influence the strain
distribution within the tibial fracture, as the analysis of von Mises
stress on the intramedullary tibial nail exhibits almost identical
results between the models FibOP and Fib. Taking into account that
surgical treatment always bears risks and potential complications as,
e.g., damage to the peroneal nerve at the proximal end of the fibula,
surgical treatment of the proximal fibula is not recommended in this
case. These findings are in line with a number of previous studies
analyzing the effect of surgical treatment of the fibula on bone
healing of the tibia with concomitant fracture of the fibula in clinical
cases (Strauss et al., 2007; Berlusconi et al., 2014).

Lately, it has been shown that the location of the fibular fracture
is important to determine whether the fixation is indicated or not.
Fibular osteosynthesis was considered advisable in distal
metaphyseal fracture of the fibula with trans- or infrasyndesmotic
lesion (Pogliacomi et al., 2019). In the present study, we found
similar results by simulating the individual injury and its surgical
treatment. As demonstrated in Figure 6, this approach allows the

FIGURE 5
Results of simulation with different weight-bearings on the interfragmentary strain in the tibia. (A, B): Simulation of elements within the fracture gap
of the tibia at the terminal stance phase during the gait cycle under full weight-bearing (A) and partial weight-bearing of 20 kg (B) demonstrating the
amount and precise location of elements within (green) or outside (red) the range of regular bone healing conditions according to Claes and Heigele
(1999). (C, D): Simulation of elements within the fracture gap of the tibia at the pre-swing phase during the gait cycle under full weight-bearing (A)
and partial weight-bearing of 20 kg (B) demonstrating the amount and precise location of elements within (green) or outside (red) the range of regular
bone healing conditions according to Claes and Heigele (1999). Note that most of the elements out of the healing range were found to be in the dorsal
aspect of the tibia fracture, which, in turn, corresponds to the clinical course of events.
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analysis of various potential surgical treatment options in
consideration of the individual morphology of the patient’s
injury. Since medical imaging programs nowadays allow digital
reduction of a fracture for preoperative planning, it might even
be possible to give a valid, individual prognostic estimation of the
healing course for the patient immediately after the surgery.
Together with individualized acquisition of motion data in the
postoperative course, the simulation itself is validated and enables
the treating surgeon to individually track the bone healing process.
Thereby, the use of FE simulations as an additional tool for clinical
applications may have a great impact on the future treatment of
trauma patients and bear advantages in comparison to common
retrospective clinical studies.

The early postoperative treatment for trauma patients is
commonly performed by general, diagnosis-related
recommendations on weight-bearing and the type of
mobilization. Radiographic controls are initially performed in
intervals of approximately 6 weeks with increasing time spans in
the later stages of the aftercare period. By these means, problems and
complications such as, e.g., delayed bone healing or non-union
formation during that period of treatment are mostly detected after
several months, causing an individual and overall increased burden
of disease (Ekegren et al., 2018). In order to detect and if possible to
prevent these complications, it is necessary to identify prognostic
factors that (i) influence the bone healing process, (ii) can easily be
monitored especially throughout the early but also the later phases of

FIGURE 6
Results of the different FE simulations of the fibula and its impact on the stressmaxima on the intramedullary nail. A-D show the vonMises equivalent
stress for themoment of maximum axial loading during a patient’s step forward at his first physical therapy session. (A): Simulation of plate osteosynthesis
of the distal fibula (FibOP) corresponding with the real treatment. (B): Simulation of unfractured fibula (Fib). Note the only slight difference of the strain
maximum to FibOP. (C): Simulation of proximally and distally fractured fibula (Fib#) without surgical intervention. Note the increase of the vonMises
stress on the implant. (D): Simulation of excluded fibula (NoFib) with further increase on the intramedullary nail in the tibia, demonstrating the impact of
the fibula and its stability on the von Mises stress within the tibia. (E): The various fibula simulations and their impact on the tibial implant in relation to the
walking speed of the patient.
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bone healing and (iii) can easily be controlled by the patient and the
treating surgeon. In the present study, we likely identified the two
parameters walking speed and weight-bearing restriction to have an
impact on the bone healing process in silico. While weight-bearing is
already widely accepted to be influential for bone healing but is
known to have a low compliance rate (Frost, 2004; Ganse et al., 2016;
Braun et al., 2017), we showed by the simulation derived from
individual motion data, that the different phases and the walking
speed of the gait cycle have an impact on the force elements within
the fracture gap. During the phases of maximum force in axial
direction (terminal stance phase) and maximum of occurring
moments (pre-swing phase), and increase of walking speed to
2.0 km/h revealed more elements to be outside the range of
beneficial mechanical properties for bone healing and bone
formation (Claes and Heigele, 1999; Shefelbine et al., 2005).
Moreover, the higher walking speed of 2.0 km/h corresponded to
a change of the gait cycle curve (a loss of the two maxima), while the
walking speed of 1.5 km/h did not lead to changes of the gait cycle
curve and showed only slight changes of elements outside the
biomechanical window of bone healing compared to 1.0 km/h
(Figure 4). Bending and torsion in the human tibia are known to
positively correlate with walking speed (Yang et al., 2014; Yang et al.,
2015). Accordingly, it may be speculated that an increased walking
speed affects the bone healing and that the effect becomes
detrimental when the patient’s curve of the gait cycle individually
changes from the typical shape with two maxima to an atypical, e.g.,
shape with only one maximum. This also corresponded clinically to
the differences of the rotation and flex/ex movement of the left knee,
as well as the abd/add of the contralateral hip. Based on the fact that
elements outside the optimal healing range were found
independently from the walking speed in all gait velocities, it
may be assumed that despite the duration during the gait cycle,
also the volume of elements within the fracture zone may be of
pivotal importance for the outcome of bone healing during the
overall healing phase. Therefore, future studies are necessary to
define the critical volume and lower threshold of the duration for
elements within the healing window in order to promote bone
healing of a fracture. These parameters may then even be mapped to
different zones of the callus to predict healing (Figure 5).

We are aware that these conclusions are drawn from only one
case in the present study, and more cases will have to be provided to
further analyze these associations. However, for individualized
aftercare the herein introduced monitoring of the walking speed
in combination with changes of the shape of the gait cycle curve in
consideration of potential weight-bearing restrictions, as well as
potentially other kinetic and kinematic parameters may be helpful
novel tools for clinical follow-up controls of bone healing. In fact,
this is in line with previous studies analyzing the relevance of gait
patterns on bone healing in an experimental setting (Seebeck et al.,
2005; Kröger et al., 2022). Also, it has been demonstrated that the
initial phase of healing is sensitive to mechanical conditions and
influences the course of healing (Klein et al., 2003). Therefore,
monitoring mechanical conditions by gait analysis with respect to
threshold values for interfragmentary strain and hydrostatic
pressure during the first days after surgery may help to
transform general, retrospectively-based recommendations to

individual, prospective and radiation-free recommendations on
postoperative treatment in the future.

In future finite element analyses, it might be of interest to
implement callus growth over time and stiffness changes in the
fracture gap throughout the course of healing to study the
development of strain and stress maxima over time (Naveiro
et al., 2021; Wan et al., 2022). In addition, finite element
simulations might be beneficial that include the muscular pull
and the influence of soft tissues, as well as calculations of
movement in the fracture gap (Yang et al., 2015; Moazen et al.,
2019).

5 Conclusion

In conclusion, we demonstrated an individualized simulation
of a complex fracture of the lower leg based on the patient’s image
and motion data. Together with patient-specific early
postoperative motion data, the current findings might enable
the treating trauma surgeon to estimate individually the healing
course within the first days after surgery. Moreover, the impact of
walking speed on the mechanical condition monitored by the gait
cycle curve during the postoperative course is demonstrated and
highlights the need to find thresholds for the duration and the
volume of elements in good healing conditions in future studies.
Walking speed in combination with changes of the shape of the
gait cycle curve and differences of the range of motion in the
involved joints may be helpful novel tools for follow-up visits in
clinical practice. This may help to develop individual, prospective
and radiation-free recommendations on postoperative treatment
in the future.
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SUPPLEMENTARY VIDEO S1
Dynamic 3D model of the individualized fracture of the lower leg after surgery
during ameangait cyclewith awalking speedof 1.0 km/h, 1.5 km/h, and2.0 km/h.
The different colours of elements within the fracture gap of the tibia during the
gait cycle represent thedivisionof thecallus into thedifferent classesofmechanical
stimuli (dark blue: nomovement; light blue: insufficientmovement; green: perfect
healing; yellow: maybe too much movement; red: too much movement). Note
the increased amount of red elements during the gait cycle at 2.0 km/h.
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Detailed description of the workflow for reproducibility.
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Effects of different preservation
on the mechanical properties of
cortical bone under quasi-static
and dynamic compression
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Introduction: Mechanical properties of biological tissue are important for
numerical simulations. Preservative treatments are necessary for disinfection
and long-term storage when conducting biomechanical experimentation on
materials. However, few studies have been focused on the effect of
preservation on the mechanical properties of bone in a wide strain rate. The
purpose of this study was to evaluate the influence of formalin and dehydration on
the intrinsic mechanical properties of cortical bone from quasi-static to dynamic
compression.

Methods: Cube specimens were prepared from pig femur and divided into three
groups (fresh, formalin, and dehydration). All samples underwent static and
dynamic compression at a strain rate from 10−3 s−1 to 103 s−1. The ultimate
stress, ultimate strain, elastic modulus, and strain-rate sensitivity exponent
were calculated. A one-way ANOVA test was performed to determine if the
preservation method showed significant differences in mechanical properties
under at different strain rates. The morphology of the macroscopic and
microscopic structure of bones was observed.

Results: The results show that ultimate stress and ultimate strain increased as the
strain rate increased, while the elastic modulus decreased. Formalin fixation and
dehydration did not affect elastic modulus significantly whereas significantly
increased the ultimate strain and ultimate stress. The strain-rate sensitivity
exponent was the highest in the fresh group, followed by the formalin group
and dehydration group. Different fracture mechanisms were observed on the
fractured surface, with fresh and preserved bone tending to fracture along the
oblique direction, and dried bone tending to fracture along the axial direction.

Discussion: In conclusion, preservation with both formalin and dehydration
showed an influence on mechanical properties. The influence of the
preservation method on material properties should be fully considered in
developing a numerical simulation model, especially for high strain rate
simulation.
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1 Introduction

Worldwide, more than nine million fractures occur every year,
which results in prolonged disability and a huge economic burden
on the healthcare system (Gribble et al., 2012). The most common
causes of fractures are direct or indirect violence, such as falls, traffic
accidents, military conflicts, etc., (Hedström et al., 2010; Chandler
et al., 2017). Understanding the mechanical response of human
bones is necessary to aid the improvement of both assessing injury
severity and personal protection (Kumar and Ghosh, 2022).
Numerical simulations are an effective tool to investigate the
mechanisms of fracture from a microscopic perspective (Cronin
et al., 2022; Hudyma et al., 2022). Numerous human finite element
(FE) models, such as THUMS (Wu et al., 2017) and GHBMC (Park
et al., 2016), have been utilized in impact biomechanics and medical
studies. It is well known that the material properties are key factors
affecting the bio-fidelity of FE models (Oftadeh et al., 2015). To
obtain reasonable results from numerical simulations, the
mechanical properties of cortical bone material must be clearly
defined in the FE model (Asgharpour et al., 2014; Latella et al., 2015;
Ramezanzadehkoldeh and Skallerud, 2017; Huang et al., 2018).

Mechanical testing of biomaterials is the most important way to
improve the constitutive relationship and material properties of FE
models (Sharir et al., 2008). Currently, bone samples used in
biomechanical experiments are mainly preserved by fresh
freezing, storage in chemical reagents such as formalin, and
dehydration (Currey, 1988a; van Haaren et al., 2008; Unger et al.,
2010). Fresh freezing samples resemble the in vivo situation most
accurately. While, it is difficult to obtain abundant supply of fresh
frozen human bone, especially for young population. Besides,
freezing carries a higher preservation cost and increases the risk
of infection (Demiryürek et al., 2002). Therefore, formalin-fixed and
dehydrated samples are still widely used for understanding of
biomechanical properties. Cortical bone is made of mineralized
collagen fibrils, lamellae, osteon and haversian systems
correspondingly (Sabet et al., 2016). The mechanical behavior of
cortical bone is determined by the material composition and
structural arrangement. However, formalin fixation or
dehydration not only affects the organic matter in the bone but
also the inorganic matter and therefore alters the mechanical
properties of bone (Kikugawa and Asaka, 2004). Therefore, it is
of great significance to accurately understand the effect of
preservation on the mechanical properties of bone.

Many studies have investigated the effect of formalin
preservation on the mechanical properties of bone, but there are
some discrepancies and disputes. Some researchers stated that
preservation influences the mechanical properties of bone (Goh
et al., 1989; Ohman et al., 2008; Burkhart et al., 2010; Morita et al.,
2013; Wieding et al., 2015), while others believe that formalin fixed
less than 12 months did not significantly change the mechanical
properties of the bone (van Haaren et al., 2008; Nazarian et al., 2009;
Topp et al., 2012). This is partly due to the different usage of bone,
solution, preservation time and loading method. Therefore, it is
difficult to compare these experimental results and draw conclusions

to guide the future optimization of the FE model. The effects of
dehydration have been preliminary reported in literature, whereby
with an increase of water loss, dried bone shows increasing strength
and stiffness and decreasing toughness due to water-mineral
interaction removal (Nyman et al., 2006; Hoffseth et al., 2017).
In addition, it is important to emphasize that most of the literature
was conducted by quasi-static loading. However, fractures can be
divided into low-energy fractures and high-energy fractures
(Diamantopoulos et al., 2012). Low-energy fractures are
associated with events such as falls from a standing height and
occur mainly in the elderly population because of osteoporosis. On
the other hand, high-energy fractures are associated with high-
velocity loading events, such as motor vehicle crashes and military
blast scenarios. Impact energy is regarded as the main difference
between these injury environments and distinctly influences the
mechanical properties of bones. The mechanism of fracture injury
varies under different impact states (Mayeur et al., 2013; Wallace
et al., 2013; Gauthier et al., 2017). It has been revealed that strain rate
has a great influence on the mechanical properties of cortical bone.
Previous studies have demonstrated that the mechanical properties
of biological tissue are strain rate dependent (Lei et al., 2020). To the
best of our knowledge, the effect of preservation on the mechanical
properties of bone in a wide strain rate range has not been studied.

It is hypothesized that the mechanical properties of cortical bone,
especially the strain rate dependence, may be influenced by different
preservation methods. In this study, quasi-static and dynamic
compression were performed on machined cuboid-shaped samples
of cortical bone from pig femurs. Material parameters were then
calculated to evaluate the alteration in the elastic and plastic behavior
of cortical bone due to microstructure changes caused by formalin
fixation and dehydration. This study will play a key role in
understanding the gap of bone mechanical property from different
preservation method among wide strain rates, which is necessary to
configure the material property of FE models.

2 Methods

2.1 Sample preparation

Porcine femurs, which have similar hierarchical structures to
human femurs (Kieser et al., 2014) and are convenient to collect,
were bought from a single abattoir (Wu et al., 2012). Ethics
committee of Daping Hospital did not require the study to be
approved by an ethics committee because the used samples were
by-product of routine industry. All tested pigs were of the same
species, fed in the same way and slaughtered at age 6–7 months. The
femurs were processed into regular samples using a self-designed
tool under a saline rinse. Processing consisted of two main
procedures. First, the position of the femur was adjusted to
ensure that the plane of the circular saw was vertical to the bone
axial. Bone was cut along the same diaphyseal cross-section by
avoiding regions of ligament connection (Nobakhti et al., 2017).
Second, radical, and circular dimensions were machined based on
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the transverse planes acquired regardless of radical anatomical
positions (Abdel-Wahab et al., 2011; Ferreno et al., 2017; Mansor
et al., 2017). In order to uniformly distribute the stress on the
samples under static compression, the ratio of longitudinal size to
transversal size was designed as 2, whereas the ratio was one during
dynamic compression to achieve stress equilibrium quickly. The
samples were machined into 4 mm × 4 mm × 8 mm cubes for static
tests and 4 mm × 4 mm × 4 mm cubes for dynamic tests.

2.2 Experimental group

A total of 96 regular samples were derived and divided into three
groups of fresh, formalin-fixed, and dehydration dried, which are
listed in Table 1. There were eight samples per group at a specific
strain rate. The fresh group was instantly tested. The dried group
was stored in a vacuum drying chamber at 80°C for 48 h to partly
remove water and weaken the collagen phase. The formalin-fixed
group was stored in 4% formalin solution for 6 weeks. All specimens
were tested within 6 h after preservation was accomplished.

2.3 Compression testing

Static compression tests (strain rate at 10−3 s−1 and 10−2 s−1) were
conducted on an electronic material testing machine (Instron®
Model 5,969; Instron, United States) with a load cell capacity of
10 kN. Loading rates were calculated according to the longitudinal
length of each specimen and strain rate. All tests were performed at
room temperature with occasional sprinkling of saline to keep the
samples hydrated. The contact surface between the sample and the
platen was lubricated with petroleum jelly, and it was confirmed that
the two loading surfaces of the sample were parallel and no
horizontal displacement occurred during the compression process.

Dynamic compression tests of bone sample were performed by a
modified Split Hopkinson Bar (SHPB). The striker bar, incident bar,
and transmitter bar have the same diameter of 14.5 mm and different
lengths of 200 mm, 1,500 mm, and 1,500 mm (Aluminum 7A04 bars).
The bone sample was sandwiched between the incident bar and the
transmitter bar. Both semiconductor strain gauges (120Ω, GmbH,
Germany) across the bar diameter at a bar location were connected in
series to the same leg in theWheatstone bridge to offset the influence of
bending stress. The strain gauges were connected to a signal conditioner
amplifier and data was recorded with aDynamic Signal Acquisition and
Analysis System (Donghua, China) at a sampling rate of 1 MHz. In
order to achieve stress equilibrium and constant strain rate conditions, a
pulse shaper processed from paper jam into a uniform cylinder was
placed between the striker bar and the incident bar. According to theory
of the one-dimensional wave transmission, the strain rate increases with

the diameter of the pulse shaper. Similarly, the slope of the loading wave
increases with the striker speed and loading time. Thus, a uniformly
machined copper cylinder pulse shaper was used at different sizes for
filtering high frequency waves. A schematic diagram of the
experimental procedure is shown in Figure 1. The representative
curves obtained are shown in Figure 2A. Over the entire pulse
duration, the signal is consistent with Eq. (1). Therefore, it can be
considered that the stress equilibrium is maintained in the experiment.

εI + εR � εT (1)
where εI is the incident wave, εR is the reflected wave and εT is the
transmitted wave. The stress-strain curve calculated from the pulse
signal is shown in Figure 2B. The strain rate rises rapidly to the expected
constant strain rate, and then remains constant until specimen failure.
The strain occurring in the specimen at a constant strain rate condition
exceeds 70% of the total strain. Therefore, the method designed in this
paper is effective in reflecting the compressive mechanical properties of
cortical bone at the preset strain rate.

2.4 Fragment morphology

Macro images of compressed fragments were taken by an optical
camera (EOS 70D, Canon, Japan). Micro images of compressed
fragments were taken using scanning electron microscopy (SEM,
Sigma300, Zeiss, German). The SEM images were used to examine
the fracture surfaces, and to explain the effects of structural deformation
and failure in both fracture toughness and bending tests. A matter of
concern in dynamic compression tests compared with fracture
toughness tests is that the cracks may initiate and connect before
propagating a long distance, which is closer to fracture accrued by a
suddenly applied load onmost occasions. Thus, it was essential to focus
on the morphology of the fragments of tested samples.

2.5 Statistical analysis

Three mechanical parameters (ultimate stress, ultimate strain,
and elastic modulus) calculated from experimental testing data were
analyzed using statistical software (SPSS, version 20). Ultimate stress
is considered as the maximum stress in the stress-strain curve,
whereas ultimate strain is considered as the strain at peak stress. The
elastic modulus describes the tendency of a material to undergo
elastic strain when subjected to stress and can be determined by the
slope of the stress-strain curve. A one-way ANOVA test was
performed to determine if the preservation method showed
significant differences in mechanical properties at different strain
rates. p-values of p < 0.05 were considered statistically significant.

3 Results

3.1 Compressive properties of each group

The average stress-strain curves for the fresh, formalin and
dehydration groups were shown in Figures 3, 4, 5 respectively.
All curves both include elastic and plastic deformation phases.

TABLE 1 Sample number of each group.

Strain rates 10−3 s−1 10−2 s−1 102 s−1 103 s−1

Fresh 8 8 8 8

Formalin 8 8 8 8

Dehydration 8 8 8 8
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The stress and strain are essentially linear at the beginning of the
loading phase indicating that the bone underwent elastic
deformation during this stage. As the stress continues to increase,
the slope of the curve decreases showing a non-linear relationship,
indicating that plastic deformation occurs. The difference was that
most of the samples in the quasi-static group fracture within a very
small strain after yielding. On the contrary, the elastic and plastic
phases of bone were prolonged under dynamic loading. Based on the

stress-strain curve, the elastic modulus, ultimate stress, and ultimate
strain were calculated for each group. As shown in Table 2, the value
of the elastic modulus decreases for almost all groups with the
increase in strain rate except for formalin group at 10−2 s−1. Ultimate
stress and ultimate strain increase with the strain rate for the fresh
and formalin groups. The value of ultimate stress increased by
80.2%, 47.7% and 1.8% for fresh, formalin and dehydration
group samples, respectively, when the strain rate varied from

FIGURE 1
Schematic diagram of the experimental procedure.

FIGURE 2
Representative plot for the dynamic equilibrium in the sample during the SHPB experiment (A), representative strain signal obtained from the SHPB
test (B).
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FIGURE 3
Average stress-strain curves for the fresh group at strain rate 10−3 s−1 (A), 10−2 s−1 (B), 102 s−1 (C), and 103 s−1 (D).

FIGURE 4
Average stress-strain curves for the formalin group at strain rate 10−3 s−1 (A), 10−2 s−1 (B), 102 s−1 (C), and 103 s−1 (D).
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10−3 s−1 to 103 s−1. On the other hand, the percentage increment in
ultimate strain was 47.2%, 24.4% and 29.2% for fresh, formalin and
dehydration group samples, respectively. The value of the elastic
modulus decreased by 31.7%, 15.2% and 23.9% for each group when
the strain rate varied from 10−3 to 103 s−1.

3.2 Strain rate sensitivity of each group

The average stress-strain curves with standard deviation are
shown in Figure 6. Preliminary observation showed that there were
differences in the stress-strain curves between different groups.

FIGURE 5
Average stress-strain curves for the dehydration group at strain rate 10−3 s−1 (A), 10−2 s−1 (B), 102 s−1 (C), and 103 s−1 (D).

TABLE 2 Mechanical properties obtained from compression tests at different strain rates.

Group Strain rate (s−1) Modulus (GPa) Stress (MPa) Strain

Fresh 10−3 11.42992 111.64078 0.01345

10–2 10.27757 137.64466 0.01708

102 8.51293 192.15465a 0.02699##

103 7.8123 201.15271a 0.03325##

Formalin 10–3 9.37669 124.43589 0.01833

10–2 12.07201 178.56487a, b 0.02027

102 8.58512 227.95492a 0.03336##

103 8.04376 228.09941## 0.04114##b

Dehydration 10–3 14.24331 263.6619** 0.02198**

10–2 13.48866b 191.64064a, b 0.01812a

102 13.0629** 267.58501** 0.0246

103 10.83874a, b 268.51274b 0.02839##b

aSignificant difference with respect to the strain rate of 10−3s−1 within the group, #<0.05, ##<0.01.
bSignificant difference to the control group at the corresponding strain rate, *<0.05, **<0.01.
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Figure 7 shows that the elastic modulus of the dehydration group
was higher than that of the other two groups. There was a statistical
significance between the dehydration group and the fresh group at a
strain rate of 10−2, 102, and 103 s−1. The ultimate strain and stress
were higher in the formalin and dehydration groups compared to
the fresh group.

In order to further investigate the strain-rate dependent
behavior of cortical bone, the strain-rate sensitivity exponent (m)
was calculated. For a given strain and temperature, the strain rate
sensitivity is given as Eq. (2):

m � Δlog σ
Δlog _ε

∣∣∣∣∣∣∣∣ε, T (2)

where m is the strain rate sensitivity exponent, σ is stress and •ε is
the applied strain rate. The value of m can be calculated from the
log-log plot of stress and strain-rate. A similar approach has been
used to calculate the value of m for biomaterials in previous studies
(Gao et al., 2016; Zhao et al., 2017).

Figure 8 shows the ultimate stress-strain rate on double
logarithmic scales. The value of ultimate stress increases with
the strain rate for all groups except for the dehydration group
at a 10-2s-1 strain rate and the formalin group at a 10-3s−1 strain
rate. For the fresh and formalin group, the value of m was
found to be higher within quasi-static strain rates (m =
0.091–0.157) as compared to high strain rates (m =
0.038–0.043). For strain rates lower than 10−2s−1, the value
of the strain rate sensitivity exponent m was highest for the
fresh group, whereas dry-treated bones showed the lowest m
at high strain rates.

3.3 Microstructure of cross-sections

This study focused on photographing the characteristics of
Havers’ canals and their surrounding structures, as shown in
Figure 9. To minimize bias in the selection of images, samples
with the ultimate stress closest to the mean ultimate stress for the
given strain rate were chosen. The typical structure of Havers’ canal
was shown in the black ellipse in Figure 9H. The representative shear
cracks were indicated by black arrows. The microscopic morphology
of sections in the static compression group shows that drying and
formalin significantly changed the interaction of the cortical bone
microstructure. The concentric lamellar bone structures around the
Havers’ canals were clearly observed, and the crack surface was at a
certain angle to these junctions (Figure 9A). As the strain rate
increases, the Havers’ canals and lamellae on the crack surface were
seriously damaged, and the shear band was visible in Figure 9D. The
lamellar bone surrounding the fracture surface of the preserved
cortical bone had the same concentric alignment as the fresh bone.
However, lamellar bone pulled out by shear stress during dehiscence
tends to form more curved edges with fragments, as shown in
Figures 9B,E. On the fracture surface of dried cortical bone, an
intermittent exposure of Havers’ canals was observed. In addition,
the lamellar bone was barely pulled out, leaving only white spots on
the broken surface that appeared to be collagen fibers, as showed in
Figures 9C, F.

The fracture surface caused by dynamic compression is also
significantly different from that caused by static compression.
At a strain rate of 102 s−1–103 s−1, the roughness of the fracture
plane of fresh cortical bone was significantly lower than that of

FIGURE 6
Average stress-strain curves with standard deviation at strain rate 10−3 s−1 (A), 10−2 s−1 (B), 102 s−1 (C), and 103 s−1 (D).
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the static plane, and the effect of shear stress on the lamellae
was only reflected in the protruded processes at local locations
in the plane (Figures 9G,J). The lamellar structure of the

formalin-fixed cortical bone became less obvious and was
pulled out in the form of fibers (Figures 9H,K). As the strain
rate increased, the surface of the bone showed obvious shear

FIGURE 7
Mechanical properties obtained from compression tests. Elastic modulus (A), failure stress (B), and failure strain (C). (*p-value <0.05,
**p-value <0.01).

FIGURE 8
Failure stress variation with strain rate (A). Double logarithmic plot for stress-strain rate (B). Strain rate sensitivity exponentmwas calculated from the
slope of the curve (The base of the logarithm was ten).
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stress and matrix deformation in the same direction. The
fracture direction of the dehydration bone was similar to
that of static compression, but there were transverse lines
with a small spacing in the direction perpendicular to the
fracture surface (Figures 9I, L).

3.4 Macroscopic fracture morphology

Typical fracture fragments of each sample were shown in
Figure 10. In the static compression test (strain rates 10−3 s−1 and
10−2 s−1), the fresh bone, dried bone, and formalin-fixed bone
showed the same fracture morphology. The angle between the
fracture surface and the bone axis was approximately 30°. As the
strain rate increased from 10−2 s−1 to 103 s−1, the fragment sizes of the
two groups gradually decreased. The formalin group and the fresh
group had similar fracture angles, and the cracks always expanded
along the oblique direction. However, the fracture surface of the
dried group showed a smaller angle relative to the bone axis
direction, which was different in direction to the other groups. In
addition, the specimen was broken into fragments in the dynamic
compression test and the size of fragments decreased with the
increase of strain rate.

4 Discussion

Cortical bone exhibits typical elastic-brittle mechanical
responses both under static and dynamic compression in this
study. The standard linear elastic response is observed by
maintaining a constant strain rate through a modified Hopkinson
bar. The key to maintaining constant strain rate for elastic brittle
materials such as bone tissue is that the slope of incident pulse
plateau is equal to that of transmitted pulse. Comparing with cutting
edge material shaping method in previous studies (Nyman et al.,
2006; Burkhart et al., 2010; Sanborn et al., 2016) the wave shaping
method established in this research is more stable in achieving
constant strain rates.

The ultimate stress of fresh cortical bone was compared with
data reported in previous literatures. As shown in Figure 11, the
published femur compression tests include human, bovine, horse,

FIGURE 9
SEM images of fresh (A, D, G, J), formalin (B, E, H, K), and
dehydration (C, F, I, L) samples after compression for strain rates of
10−3 s−1 (A, B, C), 10−2 s−1 (D, E, F), 102 s−1 (G, H, I) and 103 s−1 (J, K, L).
Bellow the samples the according magnifications are presented.
The white arrows indicate cracks. The region within the black ellipse
was considered to be a region of the Havers’ canals.

FIGURE 10
Macroscopic fracture morphology of fresh (A), formalin (B), and
dehydration group (C) samples taken by an optical camera.

FIGURE 11
Comparison of ultimate stress of cortical bone in fresh group
with previous studies.

Frontiers in Bioengineering and Biotechnology frontiersin.org09

Qiu et al. 10.3389/fbioe.2023.1082254

96

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1082254


and pig bones. Although the experimental method and sample
species are inconsistent, the ultimate stress of cortical bone in
human and the other three animals showed an increasing trend
with the increase of strain rate. The cortical bone of horse femur has
the largest ultimate stress, followed by human femur and pig femur.
Bovine femur, the most used in previous studies, has the largest
difference in ultimate stress results. The results present in this study
were consistent with most of the results in terms of parameter values
and trends, which validates the accuracy of the established method
for testing the compression behavior of cortical bone.

In terms of the mechanical properties of cortical bone, with the
strain rate increasing from 10−3 s−1 to 103 s−1, the ultimate stress and
ultimate strain of fresh bone increased by 80.2% and 47.7%,
respectively, and elastic modulus decreased by 31.7% (Currey,
1975). Also indicated that increasing strain rate increases yield
strength, tensile strength, the value of strain at yield, but the
elastic modulus was unvarying over physiological strain rates
(Currey, 1988b). Similarly (Ferreira et al., 2006) tested the
mechanical properties of bovine cortical bone at high strain rate
and stated that for both longitudinal and transverse directions the
elastic modulus decreased and the ultimate strength increased for
higher strain rates. However (Johnson et al., 2010) demonstrated
with initial modulus increasing by more than a factor of 2 as applied
strain rate is increased from 0.001 to 1500 s−1. Therefore, the effect of
strain rate on the elastic modulus is still somewhat controversial.

The ultimate stress of formalin-fixed samples increased by
47.2%, and the ultimate strain increased by 24.4%
10−3 s−1–103 s−1. The ultimate strain and ultimate stress of dried
bone increased by 1.8% and 29.2%, respectively. However, not all
values exactly match this variation, including elastic modulus for
formalin group at 10−2 s−1, ultimate strain and ultimate stress for
dehydration group at 10−2 s−1. This could be the effect of formalin
and dehydration on the bone sample itself. On the other hand, these
abnormal values may be due to individual differences in the pigs or
to the fact that the samples were not prepared in a completely
consistent direction. Because of the anisotropy of biomaterials, there

biomechanical properties differ in the longitudinal and transverse
directions (Szabo and Rimnac, 2022; Manandhar et al., 2023). In
addition, these influences also contribute to the larger variance of
mechanical parameters. Overall, ultimate stress and ultimate strain
increased as the strain rate increased, while the elastic modulus
decreased. The strain-rate sensitivity exponent for the fresh,
formalin-fixed and dehydration samples were 0.043, 0.038, and
0.013, respectively. The strain rate sensitivity values calculated in
this study were within the range of previous studies on cortical bone
(Carter and Hayes, 1976; Peruzzi et al., 2021). Although the effects of
formalin preservation and dehydration preservation on the ultimate
stress, ultimate strain and elastic modulus are debatable, these
preservation methods significantly reduced the strain rate
dependence of cortical bone compared with fresh bone.

The possible reasons for the change of mechanical properties
were that formalin and dehydration affect the connection between
collagen fibers and bone matrix. Bone mainly consists of an organic
matrix, mineral reinforcement and water (Novitskaya et al., 2011).
Formalin affects the inorganic and organic components of bone
(Kikugawa and Asaka, 2004). Ca, P, Mg and other elements in the
hydroxyapatite of bone dissolve in acidic formalin solution (Boskey
et al., 1982), which results in decreased bone mineral content and
increased porosity (Turner, 2002). There were several unevenly
distributed cracks in the fresh cortical bone section, which
sprouted at various locations in an oblique direction under
positive and tangential stresses. Soaked in formalin increased the
ductility of the collagen and lamellae, furthermore, weaken the
lamellar strength because of the alteration of the collagen linkage
in the cortical bone (Nyman et al., 2006). Propose a model for the
effects of water distribution on mechanical behavior of bone as
follows. The water bound to the collagen fibrils provides post-yield
toughness to bone. Removing this water increases strength and
stiffness.

The fracture procession of the four strain rate groups can be
divided into three stages with the increase of strain rate. The first stage
is static compression. In this stage, the lower strain rate enables the

FIGURE 12
Mechanism of lamellar fracture for fresh (A), formalin (B), and dehydration group (C).
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interaction between the microstructures to fully play out, resulting in
the coarsest section due to a greater plastic deformation of the
microstructures. The fracture angle of dried bone also verified the
difference in collagen connection between dried and fresh bone
(Figure 12). The second stage is dynamic compression between
102 s−1 and 103 s−1. In this stage, a very flat fracture surface was
formed as the plastic deformation on the fracture surface decreases
and the rate of crack extension increases. The result was consistent
with that of Adharapurapu et al. (2006). The formation and
confluence of multiple cracks, rather than the expansion of a
single crack, become the main mechanism of specimen failure (Lin
et al., 2016). The study of fracture toughness of single-precrack or
double-precrack specimens in the dynamic range of the bone fracture
mechanism may not be able to simulate the dynamic fracture process
of bones (Nobakhti et al., 2017); (Kieser et al., 2014) also confirmed
this point for the compression and fracture toughness of equine
cortical bone. This may be related to the different stress distribution
and deformation pattern between bending and compression tests. The
third stage is when the strain rate is greater than 103s-1. In this strain
rate range, the surface of the three cortical bone fragments shows a
wavy shape, which has not previously been observed in the literature.
The results indicated that there may be an extrusion between the
fragments at the same time of fracture.

5 Conclusion

This study shed light on the effects of different preservation
methods on the strain rate-dependent mechanical response of
cortical bone from quasi-static to dynamic compression. The
results show that ultimate stress and ultimate strain increased as
the strain rate increased, while the elastic modulus decreased.
Formalin fixation and dehydration did not affect elastic modulus
significantly whereas significantly increased the ultimate strain
and ultimate stress. The strain rate sensitivity of formalin-fixed
and dried bones reduces at high strain rates. Formalin fixation
and dehydration treatments induced a connection of collagen in
the bone, causing a significant alteration in macro- and
microscale mechanical properties. Both formalin immersion
and dehydration will affect the bone material mechanical
properties, especially at high strain rate compression. The
results of the present study can be helpful in establishing an
accurate numerical model and further investigating the
mechanism of bone trauma at high strain rates.

6 Limitations

Despite outstanding results presented here, some shortcomings
existed for the current study. Firstly, to get dehydrated bone rapidly,
the bone samples were kept in a drying chamber at 80°C for 48 h.
However, the fact is that the bone samples for material mechanical test
will not be preserved at the aforementioned temperature. Secondly,
compression tests on cortical bonewithmoderate strain rates were not
performed due to the limitations of the testing machine. Thirdly, the
bone tissue samples in this study were obtained from pig femurs
rather than human specimens, and differences in material properties
between species were not considered.
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Biomechanical study of internal
fixation methods for femoral neck
fractures based on Pauwels angle
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Objective: To select the most appropriate internal fixation method based on the
Pauwels angle, in order to provide a new concept for clinical accurate treatment of
femoral neck fractures (FNFs).

Methods: FNFs models of Pauwels 30°; 40°; 50°; 60° were created respectively.
For Pauwels ≤ 50°, 1, 2 and 3 Cannulated Compression Screws (CCS) and Porous
Tantalum Screws (PTS) were used to fix the fracture for the models. For Pauwels
60°, 3CCS and Medial Buttress Plate (MBP) combined with 1, 2 and 3CCS were
used to fix the fracture. Based on the results of the finite element (FE) analysis, the
biomechanical properties of each model were compared by analyzing and
evaluating the following four parameters: maximal stress of the bone (MBS),
maximal stress of the implants (MIS), maximal displacement of bone (MBD),
interfragmentary motion (IFM).

Results: At Pauwels 30°, the larger parameters were found in 1CCS, which was
94.8 MPa (MBS), 307.7 MPa (MIS), 0.86 mm (MBD) and 0.36 mm (IFM). In 2CCS
group, the parameters were 86.1 MPa (MBS), 254.4 MPa (MIS), 0.73 mm (MBD) and
0.27 mm (IFM), which were similar to those of PTS. At Pauwels 40°; 50°, with the
increase of the number of used CCS, accordingly, the parameters decreased.
Particularly, the MIS (Pauwels 50°) of 1CCS was 1,195.3 MPa, but the other were
less than the yield range of the materials. At Pauwels 60°, the MBS of 3CCS group
was 128.6 Mpa, which had the risk of failure. In 2CCS +MBP group, the parameters
were 124.2 MPa (MBS), 602.5 MPa (MIS), 0.75 mm (MBD) and 0.48 mm (IFM), The
model stability was significantly enhanced after adding MBP.

Conclusion: Pauwels type Ⅰ (<30°) fractures can reduce the number of CCS, and
PTS is an appropriate alternative treatment. For Pauwels type Ⅱ fractures
(30° ~ 50°), the 3CCS fixation method is still recommended. For Pauwels type
Ⅲ fractures (>50°), it is recommended to add MBP to the medial femoral neck and
combine with 2CCS to establish a satisfactory fracture healing environment.

KEYWORDS

femoral neck fractures, finite element analysis, biomechanics, medial buttress plate,
cannulated compression screws, porous tantalum screws
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1 Introduction

FNFs account for 3.6% of the total fractures and 53% of hip
fractures (Thorngren et al., 2002). Due to its special anatomical
structure and biomechanical complexity, the selection of internal
fixation should be as small as possible and have little interference
with the blood supply, and more importantly, it should provide
sufficient stability. At present, the mainstream internal fixation
methods in the clinical applications include: cannulated
compression screws (CCS) and dynamic hip screw (DHS)
(Figures 1A,B) (Li et al., 2018). However, the current
conventional fixation method interferes greatly with the blood
supply in the femoral head (Zhao et al., 2017), and shows
insufficient shear force for Pauwels type Ⅲ fracture (Li et al.,
2019b). The rate of bone non-union after internal fixation is as
high as 10%–34%, and the rate of osteonecrosis is as high as 35%–

48%. Therefore, it has always been a difficult problem in orthopedic
treatment (Davidovitch et al., 2010; Nauth et al., 2017; Medda et al.,
2019).

The Pauwels classification, which is vital for the biomechanical
assessment of fracture healing, is based on the angle between the
fracture line (C, D, E, F) and horizontal line B parallel to the iliac
crest line on both sides in Figure 2. Specifically, it can be divided into
three types: Pauwels Ⅰ type (<30°), Ⅱ type (30° ~ 50°),Ⅲ type (>50°)
(Bartoníček, 2001). As the number of implants increases, more
blood supply in the femoral head will be destroyed, the bone
loss, the operation time and cost will increase. Since Pauwels
typeⅠ and Ⅱ fractures have better biomechanical stability than
Pauwels type Ⅲ fractures, it is theoretically possible to maintain
fixation by reducing the number of internal fixations. The scholars
(Maurer et al., 2003; Krastman et al., 2006) found that patients with
fine fracture reduction who were fixed with two cannulated screws
had decent fracture healing. Besides, PTS have been modified and
fixed based on the above biomechanical studies, and excellent
clinical result has been achieved (Figure 1C) (Zhao et al., 2022).

As for Pauwels type III fractures, also known as vertical femoral
neck fractures (vFNFs), due to the high vertical shear force and the fact
that the tension provided by the internal fixator along the axis of the

FIGURE 1
Internal fixation of femoral neck fractures. (A) three parallel cannulated compression screws (CCS); (B) dynamic hip screws and anti-rotation screws;
(C) porous tantalum screws (PTS); (D) three parallel cannulated compression screws and medial buttress plate (MBP).

FIGURE 2
Illustration of the loading and femoral neck fracture model. (A)mechanical axis of the femur; (B) parallel lines of horizontal lines connecting the iliac
crest on both sides and passing through the center of the femoral head; (C–F): fracture lines of Pauwels 30°, 40°, 50°, and 60°, respectively, passing
through the center of the femoral neck.
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femoral neck has a component parallel to the fracture rim, an increase
in the shear force at the fracture surface was observed. Thus the tension
generated by the screw increased the vertical shear force on the fracture
surface when CCS were used to fix the fracture, resulting in a high
complication and fixation failure rate (Liporace et al., 2008). To tackle
this problem, the scholars (Mir and Collinge, 2015) conceptualized
incorporating aMBP into the treatment of displaced FNFs (Figure 1D).
The MBP not only improved stability, but also converted the vertical
shear force at the fracture surface into a compressive stress that
promoted fracture healing and improved cure rates.

The healing time of FNFs and the incidence of osteonecrosis are
closely related to the integrity of the internal vascular preservation of
the femoral head. Therefore, ensuring tough internal fixation and
protecting the remaining blood supply of the femoral head are
important to avoid postoperative complications (Zhao et al., 2022).
In addition, the biomechanical stability of Pauwels Ⅰ and Ⅱ fractures
is better, and the stability of Pauwels Ⅲ fractures can also be
improved to a certain extent after the fixation of the MBP.
Therefore, we proposed that the number of internal fixations can
be reduced to decrease the disruption of blood supply and the
occurrence of complications, and ensure the tough fixation of the
fracture. In this study, FNFsmodels for Pauwels 30°, 40°, 50° and 60°
were created respectively. For Pauwels≤ 50°, 1, 2 and 3CCS and PTS
were used to fix the fracture for the models. For Pauwels 60°, 3CCS
andMBP combined with 1, 2 and 3CCS were used to fix the fracture.
FE analysis was performed to verify the fixation effect and analyze
the biomechanical properties, in order to provide a new therapeutic
concept for clinically accurate treatment of femoral neck fractures.

2 Materials and methods

2.1 Establishment of three-dimensional
femur model

A 27-year-old healthy male volunteer (175cm, 70 kg) with no
history of hip or systemic disease was recruited. A Siemens 64-row
spiral CT scanner was used to scan the entire femur with a thickness of
0.5 mm. The CT image was stored in the standard format of Digital
Imaging and Communications in Medicine (DICOM) in Mimics 21
(The Materialise Group, Leuven, Belgium), a medical 3D
reconstruction software. Appropriate gray values were selected to
distinguish bone and tissue, and the three-dimensional model of the
original femur was established. Then the reconstructed model was
imported into 3-Matic (The Materialise Group, Leuven, Belgium)
software for surface optimization processing, such as model surface
defect repair, smoothing and accurate surface function.

2.2 Establishment of femur neck fractures
model

The fracture model was established in 3-Matic software.
Mechanical axis A of the femur (the line between the center point
of the femoral head and the midpoint of the medial and lateral
condyles of the femur on the coronal plane) was first made, then the
horizontal line B, iliac crest on both sides parallel line, was made
passing through the head center. The straight line C (Pauwels 30°), D

(Pauwels 40°), E (Pauwels 50°), F (Pauwels 60°) intersecting B and
passing through the center of the femur neck (red point in Figure 2)
was drawn on the coronal plane. The fracture plane was determined
by osteotomy along lines C, D, E and F perpendicular to the coronal
plane. Additionally, the fracture plane was in close contact with each
other with no relative displacement. In order to reduce the amount of
computer calculation and save time, the middle and upper femur
segments were intercepted as the test model (Figure 2).

2.3 Establishment of the internal fixation
model

In this study, 16 fixation methods were used for 4 FNFs models.
As the main purpose of this study is to investigate and compare
fractures of different Pauwels classifications to select the best
internal fixation mode. Experimental tests on cadaveric and on
synthetic bones could provide useful information, and using full-
field experimental techniques such as digital image correlation strain
measurement technique (Dickinson et al., 2011) or differential
thermography (Zanetti and Audenino, 2012) is highly
recommended. The FE analysis method was used in this study,
and it is worth noting that the focus of this study is unrelated to the
thread. Therefore, to establish a FE model and facilitate calculation,
all the thread portions were simplified into smooth and thick solid
cylinders. The length of the thread portion was 18.0 mm, the
diameter was 7.5 mm, and the diameter of the screw was
6.5 mm. The appropriate length of internal fixation was selected
according to the fracture model. Firstly, in 1CCS, the screw was
placed in the center of the femoral neck, and the length was
88.0 mm. Secondly, in 2CCS, the screws were fixed vertically up
and down, where in the antero-posterior view, the two screws were
close to the superior and inferior cortex, and where in the lateral
view, the two screws were on the midline of the femoral neck. The
length of the upper and lower screws were 81.0 and 90.0 mm
respectively. Thirdly, in 3CCS, the screws were arranged in an
inverted triangle. According to the maximum width of the three
screws, the upper two screws were close to the cortex, the lower one
was close to the femoral calcar. The three screws were 2.5 mm from
the cortical bone and 5.0 mm from the distal subchondral bone of
the femoral head, and the length of the three screws were 81, 81 and
90 mm. Fourthly, the PTS specifications were designed according to
previous study (Zhao et al., 2022), similarly, the head and tail threads
were simplified to a smooth and thick solid cylinder. Fifth, the
thinner steel plate may have less stimulation to the internal structure
of the femoral neck, so the four-hole to six-hole buttress plate is
commonly used in clinic. Therefore, a MBP of 2.7 mm thickness was
created in 3-Matic to fit the bone surface with reference to Stryker
(Mahwah, NJ, United States) four-hole locking plate. The diameter
of the plate locking screw was 3.5 mm, and the lengths were 25.0,
30.0, and 35.0 mm. The above model was Non-Fluid assembled in 3-
Matic, and the effect diagram after assembly is shown in Figure 3.

2.4 Establishment of the FE model

FE model meshed with tetrahedral 4-nodes elements (C3D4).
The average size of the proximal femur mesh was controlled to
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2.0 mm, and the minimum size of the mesh was controlled to more
than 1.0 mm at the bone-screw contact surface and the fracture
surface of the femoral neck. To obtain both the actual structure
and the calculated scale of the models, the average size of the mesh
was 1.0 mm, and the average size of the body mesh of the medial
buttress plate was 1.5 mm. All models being analyzed were assumed
to be continuous, isotropic, and with homogeneous linear elastic
materials (Sitthiseripratip et al., 2003; Taheri et al., 2011). The
models were re-imported into Mimics 21 and assigned material
properties according to the corresponding regions of cortical bone
and cancellous bone obtained by CT scanning. This study mainly
evaluated various internal fixation methods from the perspective
of structure. Titanium alloy (Ti-6Al-4V) was used in all internal
fixation devices to eliminate the bias caused by different materials.
The parameters of various materials are listed in Table 1 (Fu et al.,
2022).

2.5 Setting of the model parameters

The above assembled models were imported into Abaqus 2021
(Simulia Corp, Providence, RI, United States), and the frictional
contact interactions were set according to previous studies: the
screws, MBP and bone was 0.3, and the interaction between
fracture surface was 0.46 (Eberle et al., 2010). Besides, the
binding relationship between thread, plate locking screw and
bone was set. No pre-strain given by the screws between the two
bone fragments was set. All nodes on the distal femur surface were
constrained with 0 degrees of freedom to prevent rigid body
movement during analysis. From the previous studies, when
walking or running on the ground, the combined force exerted
by human gravity and the muscles and ligaments around the hip
joint can reach 3 to 5 times of the body weight (Cha et al., 2019).
Therefore, in the present analysis, a load of 2100N corresponding to

FIGURE 3
Illustration of the Non-manifold assembly FE model. (A) Pauwels 30°; (B) Pauwels 40°; (C) Pauwels 50°; (D) Pauwels 60°.
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3 times the body weight was uniformly applied to the main weight-
bearing area of the femoral head along the mechanical axis of the
femur as shown in Figure 2.

2.6 Evaluation criteria

Firstly, the evaluation parameters of MBS, MIS, MBD were
measured. Secondly, since stiffness may not accurately reflect the

stability around the fracture site, we did not use it as an evaluation
parameter in the analysis of experimental results. Instead,
interfragmentary motion (IFM) at the fracture end was used as
an evaluation parameter. It can reflect the real “stability” of the
model, which was the ultimate embodiment of stiffness and directly
affects the healing effect. Previous studies have suggested that the
optimal micromovement amplitude to accelerate fracture healing
was within 0.5 mm (Kenwright and Goodship, 1989; Wolf et al.,
1998).

TABLE 1 Material properties defined in the FE models.

Item Young’s modulus (E, MPa) Poisson’s ratio (v) Yield stress (MPa)

Cortical bone 19,650 0.3 136.73

Cancellous bone 1,260 0.2 3.43

Ti-6Al-4V titanium 117,000 0.3 1,086

Porous tantalum 4,800 0.3 -

FIGURE 4
Stress distribution in different femur models.(A) Pauwels 30°; (B) Pauwels 40°; (C) Pauwels 50°; (D) Pauwels 60°.
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3 Result

3.1 Validation of the developed FE model

Pauwels 60° 3CCS and 3CCS + MBP models were compared
with previously published data to evaluate the validation of the FE
models. The results from Li et al. (Li et al., 2019a) (MBS:116.32 MPa;
114.91 MPa) and Zhan et al. (Zhan et al., 2020) (MBS: 138.8 MPa;
118.4 MPa) were compared with our study (MBS: 128.6 MPa;
113.9 MPa). The results are similar, which verifies that the FE
model in our study is suitable for further analysis.

3.2 The von mises stress distribution

In the models with different Pauwels angles, it was observed that
the femoral stress was mainly concentrated at the fracture end and
the medial cortex of the femur (Figure 4), and the internal fixation

stress was mainly concentrated at the screw near the fracture surface
and the junction between the plate and the fixation screws (Figure 5).
In the same angle fracture, the stress became more distributed and
balanced with the increase of the number of internal fixations. In the
same internal fixation group, with the increase of Pauwels angle, the
maximum stress on the femur and the internal fixation also
increased.

At Pauwels 30°, the maximum stress was found in 1CCS, which
was 94.8 MPa in the femur and 307.7 MPa in internal fixation. In the
Pauwels 40° and 50° groups, the stress on the medial cortex of the
femoral fracture and the screws gradually increased. At Pauwels 50°,
the maximum stress of 1CCS was 1,195.3 MPa (exceeding the yield
strength of the screw), and the others were less than the yield range
of the material. In the PTS group, the maximum femur stress was
between 1CCS and 2CCS, and the maximum internal fixation stress
was less than that in the 2CCS group.

At Pauwels 60°, the femur stress of 3CCS group was 128.6 MPa
(close to the yield strength of the femur cortex), and the internal

FIGURE 5
Stress distribution in different internal fixation models. (A) Pauwels 30°; (B) Pauwels 40°; (C) Pauwels 50°; (D) Pauwels 60°.
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fixation stress was mainly concentrated under the femoral calcar
screw, with an average of 326.1 MPa. After adding the MBP, the
maximum stress of the femur was mainly concentrated in the
contact area between the fracture end and the plate. Since the
steel plate bore more of the stress, the CCS stress was
significantly reduced. The MBS of 1CCS + MBP, 2CCS + MBP,
3CCS + MBP groups were 138.93 (exceeding the yield strength of
cortical bone), 124.2, and 113.9 MPa, respectively (Table 2).

3.3 The displacement distribution of
different femur models

The displacement distribution of the femur was shown in
Figure 6. It can be observed from the figure that the
displacement gradually increased from the distal end of the
femoral model to the femoral head, and the largest displacements
were located at the femoral head where the load was applied. It is
worth noting that a discontinuity in displacement pattern is a clear
sign of the fracture undergoing tensile stresses. Besides, the femoral
displacement of the 1CCS group was the largest, and the maximum
displacement decreased with the increase in the number of CCS.
When using the same internal fixation, the MBD increased with the
increase of the Pauwels angle. In the PTS group, the MBD was
between 2CCS and 3CCS, which was close to the 2CCS fixation
effect.

At Pauwels 60°, the MBD in the three groups with MBP was
significantly reduced compared with the 3CCS fixation group,
indicating that the addition of the MBP could obviously enhance
the stability of the models.

3.4 Interfragmentary motion of femur neck
fracture

The interfragmentary motion diagramwas shown in Figure 7. At
Pauwels 30° ~ 50°, the 1CCS group had the largest relative
displacement of the fracture fragment. The results showed that
the IFM increased with the increase of Pauwels angle when the
same internal fixation was used. In the same fracture type, with the
increase in the number of fixed CCS, the IFM decreased. Besides, the
fixation effect of the PTS group was like that of the 2CCS group,
indicating the excellent fixation advantage of the PTS.

At Pauwels 60°, the IFM of the 3CCS group was 0.63 mm.
However, the IFM in the model with MBP was significantly reduced.
The results showed that the MBP was crucial to improve the overall
stability of unstable fractures.

4 Discussion

FNFs in non-elderly patients are usually treated with hip
preservation, but the treatment method is still controversial.
With an improved understanding of fracture biomechanics,
clinicians have been able to better understand and prevent these
complications. Especially, FE analysis was the most widely used
method for stress analysis in biomechanical research, which can
provide a reliable basis for the selection of internal fixation methods
for FNFs.

In recent years, the innovation of internal fixation methods for
FNFs has become a research hotspot. There are many innovative and
improved methods of internal fixation for Pauwels typeⅢ fractures.

TABLE 2 Parameters results of FE models.

Pauwels IF MBS (MPa) MIS (MPa) MBD (mm) IFM (mm)

30° 1CCS 94.8 307.7 0.86 0.36

2CCS 86.1 254.4 0.73 0.27

3CCS 65.2 174.3 0.69 0.15

PTS 81.6 126.8 0.71 0.31

40° 1CCS 108.5 679.6 0.98 0.58

2CCS 90.2 507.9 0.76 0.43

3CCS 70.6 282.4 0.72 0.27

PTS 92.3 264.3 0.75 0.36

50° 1CCS 130.5 1,195.3 1.29 1.12

2CCS 116.2 741.1 0.83 0.65

3CCS 102.7 308.5 0.77 0.34

PTS 118.5 345.6 0.81 0.45

60° 3CCS 128.6 326.1 0.83 0.63

1CCS + MBP 138.9 772.6 0.78 0.66

2CCS + MBP 124.2 602.5 0.75 0.48

3CCS + MBP 113.9 319.8 0.72 0.16

Abbreviations: IF: internal fixation; MBS: maximal stress of the bone; MIS: maximal stress of the implants; MBD: maximal displacement of bone; IFM: interfragmentary motion.
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However, the excessive pursuit of the stability of internal fixation
leads to the aggravation of the damage to the blood supply of the
femoral head. In fact, the biomechanics of fractures with different
Pauwels angles are completely different. In this study, we selected
appropriate internal fixation methods based on different Pauwels
angles and verified their fixation effects. Thus, the difference of the
different models could be investigated and the results could provide
guidance for the selection of clinical implantation scheme.

From the results of this study, it can be observed that the fracture
of Pauwels type Ⅰ (<30°) had relatively more contact with the fracture
surface and biomechanical stability. When using 1CCS fixation,
MBS and MIS did not exceed the yield strength of the material, and
the IFM was 0.36 mm, indicating that this method of fixation could
fulfill the biomechanical requirements of fracture healing. From the
results of this study, it can be illustrated that the stress and

displacements of the model fixed by PTS were like those fixed by
2CCS group. Pauwels type I fracture line was relatively horizontal,
the horizontal component (shear force) of the resultant force acting
on the fracture line was relatively small, and the friction force on the
fracture surface could counteract or weaken the shear force, so in
fact the fracture was a stable fracture. The results of this study
indicated that for Pauwels type Ⅰ fracture, reducing the number of
CCS can also maintain the mechanical environment that can
promote fracture healing. PTS were designed based on the above
results, researchers optimized CCS to increase the diameter of the
screws, and reduce the length and number of screws to decrease the
damage to the blood supply of the femoral head. Besides, compared
with traditional porous metals, porous tantalum had structural
properties similar to the subchondral bone, with a higher friction
coefficient and higher initial stability. And it had higher porosity,

FIGURE 6
Displacement distribution in different femur models. (A) Pauwels 30°; (B) Pauwels 40°; (C) Pauwels 50°; (D) Pauwels 60°.
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which promoted bone growth and achieved long-term stability. PTS
not only reduced the number of internal fixation placement and
promoted fracture healing, but also effectively protected the fragile
blood supply in the femoral head, so as to reduce the incidence of
postoperative complications. In particular, the PTS fixation method
was an appropriate alternative and had proven clinical effectiveness
(Zhao et al., 2022).

For the fracture of Pauwels type Ⅱ (30° ~ 50°), the internal
fixation stress was more focused when 1CCS was used for fixation.
As the Pauwels angle increased, the vertical shear force at the
fracture surface also increased, the MBS became more
concentrated in the cortex below the fracture, and the MIS also
became more concentrated, where refracture and internal fixation
crack may occur. However, in the 2CCS, 3CCS, PTS groups, where

all the evaluation parameters were reduced, the fixation effect of PTS
was like that of 2CCS group, and the stress, displacement and IFM
could fulfill the requirements of fracture healing. Although the
results of this study suggest that the 2CCS and PTS groups had a
satisfactory fixation effect, the binding relationship between screw
threads and bone may lead to osteoporosis or other clinical
problems. Further clinical verification is needed for the fixation
effect of 2CCS and PTS. To be on the safe side, we still recommend
using 3CCS for fixation based on accurate reduction. Since the
clinical problems still need to be solved, new internal fixation
methods that could improve fixate stability and reduce blood
supply destruction need to be further studied.

For Pauwels type Ⅲ fractures (>50°), vertical shear force was
dominant, and internal fixation must be able to resist it. However,

FIGURE 7
Interfragmentary motion of femur neck fracture. (A) Pauwels 30°; (B) Pauwels 40°; (C) Pauwels 50°; (D) Pauwels 60°.
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none of the existing fixationmethods can provide an anti-shear force
buttress at the medial side of the femoral neck. Although using 3CCS
had less trauma, small incision, and less intraoperative blood loss,
some previous studies have reported that this method has
insufficient biomechanical stability and more postoperative
complications (Ma et al., 2018). The incidence of fracture non-
union has been reported to be 19% (Parker, 2009). To solve this
problem, DHS and other internal fixation methods have been
developed. However, biomechanical experiments indicated that
those internal fixation methods had insufficient anti-shear effects
(Aminian et al., 2007). But the MBP was placed on the medial side of
the proximal femur, which not only had anti-sliding and anti-
rotation properties, but also can transform the shear force of the
fracture into the compressive stress that promoted fracture healing,
providing a satisfactory biomechanical environment for fracture
(Tianye et al., 2019). In addition, incision of the joint capsule during
MBP placement can reduce intra-capsular hematoma, promote
blood circulation in the femoral head, and reduce the occurrence
of postoperative osteonecrosis (Mir and Collinge, 2015). However,
some scholars (Lazaro et al., 2013) believed that the inferior
retinacular artery (IRA) may be injured during the process of
MBP implantation, which plays an important role in femoral
head perfusion. In fact, the IRA was in the posterior interior of
the femoral neck. If the MBP was placed in the anterior medial side
of the femoral neck through themodified anterior approach, the IRA
might not be injured, and the fracture could be anatomically
reduced, which could reduce postoperative complications.

In this study, the MBS in the 3CCS group was close to its yield
strength. Besides, the stress was concentrated in the contact part of
the femur and the lower screw tail, which had the risk of nail
withdrawal. The IFM of this group was 0.63 mm, indicating that the
fracture fragments were relatively displaced too much, and the bone
was prone to non-union in the long term. However, CCS was
combined with MBP, which distributed stress on CCS by
providing an additional route to transfer stress between fracture
fragments. In the 2CCS +MBP group, the IFMwas less than 0.5mm,
and the other parameters were significantly better than those of the
3CCS group. Furthermore, it can be observed in Figure 4 that the
maximum stress was concentrated below the fracture surface of the
femoral neck in contact with the plate. The reason for this
phenomenon was that the fracture of the neck changed the
mechanical conduction in the proximal femur, and the load in
the proximal femur was mainly transmitted by these screws and
plates. After adding the MBP, the stress of CCS and the medial
femoral neck region was significantly reduced, indicating that the
plate played a crucial role in supporting the fracture and establishing
a better biomechanical environment for fracture healing.

Although we have comprehensively evaluated the different
implantation approaches, there are still some limitations in this
study. First, all models were developed using linear elastic materials,
and the relationship between thread and bone was set as a binding
relationship, without bone plastic deformation or screw loosening
process. This study only focused on the initial stability, rather than
the stability during bone healing. On the other hand, considering that
the initial stability is crucial (Aminian et al., 2007) for fracture healing,
the results of this study are still meaningful. Second, the intact fracture
surface and theoretical anatomical reduction in our model, as well as a
null pre-strain given by the screws between the two bone fragments,

which may affect the accuracy of the results. Third, the thread of the
implant was simplified in this study, but it proved to have little effect on
the results (Inzana et al., 2016). Fourth, we only applied forces along the
mechanical axis of the femur and did not simulate themuscles attached
to the femur (such as action of abduction muscles), which may not
accurately reflect the proximal femoral movement in the physiological
loadingmode andmay affect the internal fixation stress distribution. In
general, further biomechanical experiments research in cadavers is still
necessary in the future. Despite these limitations, our results may help
orthopedic surgeons to select the most appropriate fixation strategy in
clinical practice.

5 Conclusion

When the Pauwels angle is small, the fracture position has a
compressive effect, which is conducive to fracture healing.
Therefore, Pauwels type Ⅰ (<30°) fractures can reduce the number
of internal fixations, and PTS is a better alternative treatment option.
For Pauwels type Ⅱ fractures (30° ~ 50°), the 3CCS fixation method
is still recommended. However, new internal fixation methods that
can improve fixation stability and reduce blood supply destruction
need to be further studied in the future. As the Pauwels angle
increases, greater shear forces lead to an increased risk of fracture
displacement and non-union. For Pauwels type Ⅲ fractures (>50°),
it is recommended to add MBP to the medial femoral neck and
combine it with 2 CCS to ensure a stable fracture healing
environment is established.
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In the field of biomechanics, numerical procedures can be used to understand
complex phenomena that cannot be analyzed with experimental setups. The use
of experimental data from human cadavers can present ethical issues that can be
avoided by utilizing biofidelic models. Biofidelic models have been shown to have
far-reaching benefits, particularly in evaluating the effectiveness of protective
devices such as body armors. For instance, numerical twins coupled with a
biomechanical model can be used to assess the efficacy of protective devices
against intense external forces. Similarly, the use of human body surrogates in
experimental studies has allowed for biomechanical studies, as demonstrated by
the development of crash test dummies that are commonly used in automotive
testing. This study proposes using numerical procedures and simplifying the
structure of an existing biofidelic FE model of the human thorax as a
preliminary step in building a physical surrogate. A reverse engineering method
was used to ensure the use of manufacturable materials, which resulted in a FE
model called SurHUByx FEM (Surrogate HUByx Finite Element Model, with HUByx
being the original thorax FE model developed previously). This new simplified
model was validated against existing experimental data on cadavers in the context
of ballistic impact. SurHUByx FEM, with its new material properties of
manufacturable materials, demonstrated consistent behavior with the
corresponding biomechanical corridors derived from these experiments. The
validation process of this new simplified FE model yielded satisfactory results
and is the first step towards the development of its physical twin using
manufacturable materials.

KEYWORDS

blunt impacts, finite element model, human thorax, numerical twin, non-penetrating
ballistics, body armor blunt trauma (BABT)

1 Introduction

In recent decades, there has been a growing interest in the development of protective
devices in various fields. More recently, researchers have focused on ballistic protection
assessment. The development of such equipment requires an understanding of the human
response to ballistic threats. To do so, two methods exist: the first consists of conducting
experiments on instrumented humans or cadavers to collect data. These experiments are
governed by strict ethical rules that make them complex to conduct. The second method is to
mimic the response of the human body by using surrogates. Currently, only the use of Roma
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Plastilina Clay No. 1 is standardized by the NIJ (National Institute of
Justice, 2008). However, other materials are commonly used to
mimic human tissue, such as 10% or 20% ballistic gelatin, Perma-gel,
ballistic soap, or synthetic gel based on Styrene-Ethylene-Butylene-
Styrene (SEBS) (Read et al., 2022). In addition to the materials,
human anthropometry should also be taken into consideration;
anthropomorphic human surrogates have also been developed in
the literature, such as in the studies on Ausman (Bass et al., 2006),
SSO (Skin Skeleton Organs) (Wenmin et al., 2020), MHS (Modular
Human Surrogate) (Sedberry and Foley, 2019), HSTM (Human
Surrogate Torso Model) (Biermann et al., 2006), and BTTR (Blunt
Trauma Torso Rig) (Bolduc and Anctil, 2010).

Recently, with the increase in computational power, researchers have
developed numerous numerical surrogates. Shen et al. developed the
Jaycor FE model (Shen et al., 2003) and the SSFEM (Subject-Specific
Finite ElementModel) (Shen et al., 2008), which is used for blunt trauma
studies. Robert et al. developed the HTFEM (Human Torso Finite
Element Model) (Roberts et al., 2005a; Roberts et al., 2007a; Merkle
et al., 2008). The SHTIM (Surrogate Human Thorax for Impact Model)
was developed by Nsiampa et al. (Nsiampa, 2011) to simulate less-lethal
impacts. Kang et al. developed a thorax FE model equipped with soft
armor (Kang et al., 2012). TheATBM(Advanced Total BodyModel) was
developed by Laurel et al. (Laurel and Eugene, 2018) in order to estimate
the risk of injuries from kinetic energy weapons. Tang et al. developed a
human torso to study the blunt trauma behind armor (Tang et al., 2019).
Roth et al. developed the HUByx (Hermaphrodite universal Body YX)
(Roth et al., 2013), while Cronin et al. developed the WALT (Waterloo
Thorax Model), an FE model for blunt ballistic evaluation (Cronin et al.,
2021). These types of numerical surrogates help understand complex
phenomena that cannot be analyzed in experimental facilities. The use of
such models has already proven their efficiency in the assessment of
protective devices such as body armor.

Once created, surrogates (either numerical or physical ones) were
compared with experimental data to ensure their biofidelity. Some
numerical models such asHUByx (Roth et al., 2013; Bracq et al., 2019a),
SHTIM (Nsiampa, 2011), orWALT (Cronin et al., 2021) are consistent
with biomechanical corridors and/or different field impact cases. To the
authors’ knowledge, only a few physical surrogates in the open literature
were consistent with ballistic biomechanical corridors, such as BTTR
(Bolduc and Anctil, 2010). Robert et al. developed both numerical and
physical twin surrogates (Roberts et al., 2005b; Roberts et al., 2007b).
Some similarities were found between these two models (HSTM and
HTFEM). However, since the original numerical model was not
considered biofidelic, the physical model was not regarded as
biofidelic either. Therefore, in order to develop a biofidelic physical
surrogate of the human thorax, the authors proposed a reverse
engineering method: using a biofidelic numerical model as a basis to
develop a biofidelic physical surrogate.

Following this method, and to be manufacturable, the structure
of the initial FE model must be simplified. Since the material laws
implemented in the initial FE model were extracted from humans
material properties, materials available in the industry having
similar properties as the ones implemented in the simplified FE
model have to be selected to build the physical surrogate. Finally, a
physical surrogate was built using the selected manufacturable
materials and shapes of the simplified FE model.

Consequently, this study proposes to simplify the structure of an
existing biofidelic FE model of a 50th percentile human thorax (the

HUByx model) and to implement material laws for manufacturable
materials. Once validated, this new simplified FE model called
SurHUByx FEM (for Surrogate Hermaphrodite universal Body
YX Finite Element Model), which is also a 50th percentile, will
be the basis for building its physical twin and will be used for
protection assessment.

2 Materials and methods

The HUByx FE model (Roth et al., 2013; Chaufer et al., 2021)
is used as a reference and starting point. The model is then
simplified to create a new FE model called SurHUByx FEM. This
new model is designed to have a manufacturable structure and
uses the material laws of manufacturable materials available in
the industry. These two factors are crucial for the development of
the physical twin called SurHUByx. To achieve this, the cortical
and trabecular properties of both bones and cartilage were
homogenized. Once the homogenized properties were
computed, several manufacturable materials were tested to
find the materials with the closest mechanical properties. Then
they were implemented in the SurHUByx FEM. Then,
comparisons were made with the literature to estimate the
SurHUByx FEM anthropometry. Finally, well-known tests
were replicated on the SurHUByx FEM to compare its
response with biomechanical corridors as a validation.

The reverse engineering method illustrated in Figure 1 is
detailed in the corresponding subsections.

2.1 Cortical and trabecular homogenization

HUByx bone structures were created from trabecular and
cortical bone with different properties. For numerical
simplification, HUByx cartilage was built with the same structure
(trabecular and cortical) (Roth et al., 2013). The production of this
type of structure, e.g., by 3D printing, is complex, so simplifications
are required in order to create a manufacturable structure. To
address this, homogenization of all bone and cartilage structures
is proposed (Jianbo and Roth, 2021; Chaufer et al., 2022), as
illustrated in Figure 2.

To achieve equivalence in terms of bending stiffness (EI), where E is
Young’s modulus and I is the moment of inertia, a bending
configuration of the homogenized structure is considered: both
bones and cartilage were assumed to be circular beams loaded in a
three-point bending configuration. The first step was then to calculate
an equivalent homogenized modulus Esub by using a mixing rule (Eq.
(1)). The equivalence, in this case, can be written as Eq. 1:

Esub � EcorIcor + EtraItra
Isub

(1)

where “sub” is the substitute parameter, “cor” is cortical, and “tra” is
trabecular. Equations 2 and 3 recall the inertia of full (If) and hollow
(Ih) circular beams.

lf � πD4

64
(2)

Ih � π

64
D4 − d4( ) (3)
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D and d are the external and internal diameters of the circular
beams, respectively. The parameters used for the cortical and
trabecular materials and the new material properties used for the
substitutes are given in Table 1. It should be noted that the fracture
behavior of the new unified bone and cartilage has not been studied.

2.2 Use of industry-available,
manufacturable materials for the thorax

The objective was to incorporate material properties of readily
available, manufacturable materials into the code of the simplified
FE model to accurately replicate the behavior of the human thorax

and construct the physical twin of SurHUByx FEM (SurHUByx). To
achieve this, a reverse engineering method was used, as detailed in
Figure 3. First, a manufacturable material available in the industry
was mechanically tested in tension or compression, and its response
was analyzed. Due to slippage issues, very soft materials were tested
in compression, while harder materials were tested in tension. For
compression tests, data were obtained directly from the compression
machine. The local displacement of tension samples was measured
using Digital Image Correlation (DIC). The repeatability of the
results was ensured by using three samples of the same material.
Materials were tested at two different speeds (0.02/s and 20/s) to
quantify their strain rate dependence. The purpose of conducting
tests at two different strain rates was to provide an estimate of the

FIGURE 1
Reverse engineering procedure: from a finite element model to its physical twin.

FIGURE 2
Method used for the homogenization of SurHUByx FEM bones.

TABLE 1 Initial and new bone and costal cartilage properties.

Parameters Initial bones Jianbo and Roth.
(2021)

Initial cartilage Roth et al.
(2013)

Homogenized properties

Trabecular Cortical Trabecular Cortical Bones Cartilage

Material model Elasto-plastic Johnson-Cook with
rupture

Linear elastic Elasto-plastic Johnson-Cook Linear elastic

Density (kg/mm3) 773 1691 1000 1000 1200 1000

Young’s modulus (MPa) 1800 9374 50 50 20,226 148

Fracture plastic strain 0.03 0.02 - - - -
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accuracy of using non-viscous material laws to model the material
behavior. The experimental data were then fed into a computational
code to conduct numerical tension or compression experiments to
validate the numerical material law. If the response did not match
these properties, another material (softer or harder) was chosen and
thenmechanically tested. Once the closest material was identified, its
material law was implemented in the simplified FE model.

2.2.1 Rib cage
Once the rib cage structure was simplified, manufacturable

materials available in the industry that have similar properties as
the homogenized ones had to be found to build the simplified,
manufacturable FE model. To achieve this, the reverse engineering
method illustrated in Figure 3 was used. After several tests, it was
noticed that for the surrogate bones, industry-available
manufacturable materials allowed for matching either the desired
Young’s modulus or the strain to failure. As the physical surrogate is
designed to help with protection assessment, bone fractures were not
studied, so the strain to failure had to be slightly higher than that of
human bones. Therefore, it was decided to use the manufacturable
material having the most consistent strain to failure: a polyurethane
resin. Since Young’s modulus for this resin was lower than the
identified properties of the homogenized bones, an equivalence in
terms of the moment of inertia was still used to maintain the same
bending stiffness. In this step, the unknown parameter was the
diameter of the ribs. As it was done in the previous section, a
bending configuration of the homogenized bones was taken into
consideration; the bones were assumed to be circular beams loaded
in three-point bending. The equivalence can be written as follows:

Ibones resin � Ebones subIbones sub

Ebones resin
(4)

Dbones resin � 64 × Ebones subIbones sub

π × Ebones resin

1/4
(5)

with “bones_resin” corresponding to the parameters for the
manufacturable bone resin and “bones_sub” corresponding to the
computed parameters of the bone substitute.

This equivalence was done for each rib, allowing for different
increases in cross-section. This entire procedure allowed us to find
an industry-available, manufacturable material to build the bones of
the physical surrogate: a Sika® polyurethane resin. The material
behavior law of this polyurethane resin was then modeled using a
Johnson-Cook law and then implemented in the simplified FE
model. This material was used for the ribs, spine, and sternum.

The cross-section of the sternum was also increased. Since bone and
cartilage are continuous, the diameter of the cartilage had to be
increased as well. To find the properties of the cartilage substitute
with this new geometry, an equivalence in terms of bending stiffness
was used with the same hypotheses as before. The equivalence can be
written as follows:

Ecartilage resin � Ecartilage subIcartilage sub

Icartilage resin
(6)

where “cartilage_resin” corresponds to the parameters of the
manufacturable cartilage resin and “cartilage_sub” corresponds to
the computed parameters of the cartilage substitute.

Using Eq. 6, the new ideal cartilage properties were identified.
The reverse engineering method presented in Figure 3 enabled the
identification of a suitable manufacturable material, namely an
elastomeric resin from Sika®. Hooke’s law was then employed to
model the behavior of this elastomeric resin in the cartilage.

2.2.2 Soft tissues
Using the same reverse engineering process as illustrated in

Figure 3, materials with mechanical properties closest to the
initial FE model (Roth et al., 2013) were identified for soft tissues
(skin, muscle, fat, internal organs, and the mediastinum).
Styrene-Ethylene-Butylene-Styrene (SEBS) based gel, which is
considered to be a good substitute for human soft tissues, and has
numerous advantages such as mechanical consistency and
transparency (Mauzac et al., 2010; Mrozek et al., 2015; Bracq
et al., 2021), was used in different concentrations for the internal
organs, muscles, and mediastinum. The constitutive law of SEBS
synthetic gel was implemented as a user material subroutine
coded in Fortran using an Ogden model and can be expressed as
follows:

W λ1, λ2, λ3( ) � ∑N

k�1
µk
αk

λak1 + λak2 + λak3 − 3( ) (7)

with µk depending on time. This visco-hyperelastic constitutive
law and the corresponding mechanical parameters are clearly
described in the study by Bracq et al. (Bracq et al., 2018). Bracq
et al. identified the parameters of the SEBS gel used in the internal
organs. As a simplification, the SEBS material behavior used in
muscle and mediastinum was approximated by a linear
elastic law.

Vinyl Hybrid III skin was identified as a consistent material. It
was modeled using a two-parameter Ogden law (WoodGarrett et al.,

FIGURE 3
Reverse engineering procedure: from numerical properties to manufacturable materials.
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2010). This material is commonly used as a biofidelic human
surrogate in the automotive industry.

All material properties used in the SurHUByx FEM model are
gathered in Table 2.

2.3 Model anthropometry

The use of readily available, manufacturable industry
materials in the construction of the physical surrogate
required the authors to make adjustments to the bone and
cartilage cross-sections. The subsequent effects of these
modifications are expounded below.

2.3.1 Conservation of intercostal space
The use of polyurethane resin to represent bone required the authors

to increase the diameter of the ribs. This increase directly resulted in a
decrease in intercostal space. Some available case reports in the open
literature highlight the importance of this space (Kobayashi and Mellen,
2009). Therefore, the authors decided to maintain the same intercostal
space as in the initial FE model. This resulted in an increase in thoracic
height. To compare this new anthropometry with that of humans, the
authors proposed to compare the rib-head positions in cadavers with the
rib-head positions in the simplified FE model using the study of Mayeur
et al. (Mayeur, 2013).

2.3.2 Internal organ size
Since the intercostal space was preserved, the height of the

simplified FE model (SurHUByx FEM) is now higher than the
original FE model (HUByx). To ensure that this change in height
does not induce a change in the shape of the internal organs, the
authors analyzed the relationship between height and lung
volume established by Hepper et al. (Hepper et al., 1960). In
addition to this physiological measure, the authors used physical
measurements of the lungs made by Kramer et al. (Kramer et al.,
2012) to estimate the relevance of SurHUByx lung size in terms of

height, width, and depth. This allowed for a comparison of organ
size within natural variation. Due to the significant variability in
human anatomy, other organs were scaled according to the
observations made on the lungs.

2.4 General simplifications and model
creation

Once the rib cage was homogenized and the anthropometry was
compared to that of humans, the authors attempted to further simplify the
initial FE model. To achieve this, a sensitivity study was conducted.
Cartilage and bone were merged using the same material law, linear
elastic laws were used, and the ideal Young’s modulus was sought. The
mediastinum and muscle were modeled using the same material law.
Organs within the mediastinum were merged. Finally, the skin was
removed. In addition, the geometry of the spine was simplified: all
vertebrae were merged to form a single, continuous part. Once the
initial FE model was sufficiently simplified, the modeling of the
SurHUByx FEM began. The SurHUByx FEM was built using
Hypermesh, and calculations were conducted using the Radioss solver.
As for HUByx, the interaction between the organs was ensured by
modeling the mediastinum with SPH particles. All other parts were
built with 8-node brick elements. In order to avoid penetration
between slave and master surfaces, general contact interfaces were used
between the different organs. To quantify the benefits of using the
simplified SurHUByx FEM over the HUByx FE model, the authors
compared the two models in terms of computational cost and the
number of elements.

2.5 Model validation

Biomechanical corridors established by Bir et al. (Bir et al., 2004)
were used to evaluate the consistency of the model. These corridors
were established from tests on 13 Post Mortem Human Subjects

TABLE 2 Material parameters used in SurHUByx FEM.

Tissues Bones Cartilage Mediastinum Internal organs Muscle Skin

Manufacturable material Polyurethane resin Elastomeric resin Gel based on SEBS Gel based on SEBS Gel based on SEBS Vinyl

Material model Elasto-plastic Johnson Cook Elastic Elastic Ogden Elastic Ogden

Density (kg/m3) 1220 1000 1000 880 1000 1500

Young’s modulus (MPa) 2225 16 0.05 - 10 -

Fracture plastic strain (-) 0.03 - - - - -

Yield stress (MPa) 16.5 - - - - -

Poisson’s ratio (-) 0.33 0.35 0.45 0.495 0.45 0.499

Mu 1 - - - (Time-dependent) - 0.318

Mu 2 - - - - -0.401

Alpha 1 - - - 2 - 1.492

Alpha 2 - - - -2 - -3.316
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(PMHS) impacted over the sternum by different rigid projectiles at
different velocities. Three impact cases were conducted: Case A with
a 140 g projectile fired at 20 m/s, Case B (140g – 40 m/s), and Case C
(30g – 60 m/s). In order to have quantitative data to compare within
these biomechanical corridors, numerical replications of these
physical tests were performed: an initial velocity was applied to
the FEmodel of the impactor that impacted the SurHUByx FEM in a
manner similar to the experimental tests. Finally, a comparison was
made between the experimental and numerical thorax responses in
terms of force-time and deflection-time curves and Vcmax values
over the three impact conditions.

3 Results

3.1 Anthropometry

Figure 4 shows a comparison between the corridors created by
Mayeur (Mayeur, 2013) frommeasurements of rib-head positions in
19 subjects with HUByx and SurHUByx FEM. The HUByx rib-head
positions were in the upper part of the corridors. SurHUByx FEM
rib-head positions were slightly outside the corridors.

As the height of the rib cage was increased in SurHUByx FEM, it
was verified that the size of the internal organs of HUByx still
corresponded to this anthropometry or if a modification was
required before implementing these organs into SurHUByx FEM.
For this purpose, the relationship between the height of the subjects
and the lung volume established by Hepper et al. (Hepper et al.,

1960) was used (illustrated in Figure 4B). It was shown that for the
same height, the total lung capacity can vary by up to 20% between
subjects. In addition, the study conducted by Kramer et al. (Kramer
et al., 2012) demonstrated that the lung size in the SurHUByx model
was within the average range of values measured in 81 human male
adults, as presented in Table 3. By extension, other organs were used
as such, so SurHUByx has the exact same lungs, heart, liver, and
spleen as HUByx.

3.2 Simplifications

The sensitivity study showed that the skin was necessary to
contain the muscle. It was not appropriate to use the same material
for cartilage and bone, but this did highlight the efficiency of the
dampening effect provided by the costal cartilage and proved the
importance of building a rib cage out of two different materials. The
mediastinum and the muscle also have to be modeled using different
materials. Finally, only the major internal organs (heart, lungs, liver,
and spleen) were represented. The others were merged with the
mediastinum. As a simplification, the fat and muscle components
were merged together, resulting in a softer overall muscle material in
the physical surrogate. This simplification was done in order to
improve the manufacturability of the surrogate model.

As a result, the SurHUByx FEM is composed of the mediastinum,
the lungs, the heart, the liver, the spleen, the ribs, the costal cartilage, the
sternum, the spine, the muscles, and the skin. Finally, the SurHUByx
FEM consists of 37,000 8-node brick elements.

FIGURE 4
Comparison of rib-head positions of HUByx and SurHUBx within experimental corridors [28] (A) Relationship between height and lung volume
[29] (B).

TABLE 3 Comparison of linear dimensions between SurHUByx and a human data set.

Lung Peak-to-peak height (cm) Width (cm) Depth (cm)

Human data set Right 21.0 ± 2.1 12.3 ± 1.1 18.0 ± 1.15

Left 21.0 ± 2.1 12.3 ± 1.1 18.0 ± 1.15

SurHUByx Right 20.8 10.5 17.1

Left 19.4 11.5 17.3
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3.3 Model validation

Figure 5 shows the different deflection-time histories in relation to
their corresponding experimental corridors for impacts A, B, and C.
Figure 6 shows the different force-time histories in relation to their
corresponding experimental corridors for impacts A, B, and C. The
SurHUByx FEM with its new material properties of manufacturable
materials showed consistent behavior with the Bir et al. corridors for both
deflection and force-time curves. In addition to the numerical deflection
measurements, the typical parameter for thoracic impacts, VCmax

(Maximal Viscous Criterion), was also calculated for the three impact
conditions. Figure 7 illustrates the SurHUByx FEM, HUByx, and

experimental range VCmax values. For all three impact conditions, the
VCmax obtained with SurHUByx FEM was consistent with cadaveric
experiments.

3.3.1 Global gain
The results presented in the previous sections proved the

efficiency of the SurHUByx FEM in terms of mechanical
response. Since the results were close to those obtained with
HUByx, the authors proposed comparing the two FE models in
terms of numerical performance. Table 4 shows the quantitative
differences between these two models. As bones and cartilage were
homogenized in SurHUByx FEM, no shell elements were required.
Even if some organs were removed, the number of brick elements
increased slightly due to the modeling of the spine, which was
modeled with shell elements in HUByx. The number of SPH

FIGURE 5
Deflection time curves for the three cases of Bir impact.

FIGURE 6
Force time curves for the three impact cases of Bir impacts.

FIGURE 7
VCmax comparisons between cadaver experiments, HUByx and
SurHUByx FEM.

TABLE 4 Vcmax comparisons between cadaveric experiments, HUByx and
SurHUByx: Numerical comparison between HUByx and SurHUByx FEM.

HUByx SurHUByx FEM

Number of shell elements 77,800 0

Number of brick elements 36,600 37,000

Number of SPH particles 109,000 26,265

CPU time for Case A (6 m) 13 h 10 h

CPU time for Case B (10 m) 15 h 20 min 7 h 45 min

CPU time for Case C (8 m) 12 h 30 6 h 45
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particles in the simplified FE model was divided by four. Finally, the
computation time was reduced by an average of 40% with
SurHUByx FEM.

4 Discussion

In mechanics, numerical models are often used to reproduce
physical phenomena (Giglio et al., 2012; Kanehira et al., 2020). The
classical approach consists of modeling a physical mechanism in
order to predict its behavior using numerical simulations. Once
validated, the numerical model is used to replace physical
experiments in preliminary studies, but physical experiments are
still needed for validation. This study proposes a reverse engineering
method by creating a numerical model that will be used to select
materials that are consistent with the desired behavior. Once the
model is validated, it will be the basis for its physical twin. This
procedure allows material parameters to be easily varied to see their
influence and helps choose manufacturable materials to use in
building the physical model. A similar procedure was used by
Roberts et al. in the development of HSTM and HTFEM
(Roberts et al., 2005b; Roberts et al., 2007b). The limitation of
HSTM and HTFEM is that they have not been validated against
either animal or cadaveric experimental data. To go further, this
study used as a reference a biofidelic finite element model named
HUByx, which represents the 50th percentile human thorax. Since it
was done in a biomechanical framework to account for the wide
variability of human morphologies and human responses under
load, biomechanical corridors were used for validation purposes. It
is generally accepted that the numerical response of a model must be
within the experimental corridors to be validated.

In this study, the new simplified FEM anthropometry was
compared to experimental data, allowing us to ensure that the
SurHUByx FEM was consistent with the 50th percentile. The rib-
head position corridor established by Mayeur et al. (Mayeur, 2013)
was used. HUByx, which was in the 50th percentile, was in the upper
part of the corridor, while SurHUByx FEM was slightly outside of it.
The subjects used byMayeur were all in the 50th percentile, but all of
them were in the small 50th percentile, with an average height of
170 cm (160 cm for the smallest and 178 cm for the tallest). Thus,
this corridor corresponds to a part of the 50th percentile. Regarding
the width of the corridor obtained from the measurements of rib-
head position on 19 subjects in the lower 50th percentile, SurHUByx
FEM rib-head positions that were slightly outside the corridors can
be assimilated to the 50th percentile. This increase in height was
accounted for in the VCmax evaluation by using the real thoracic
depth in the calculation. The effect of geometric size on the injury
criteria of Bir et al. was estimated in (Roth et al., 2013) by scaling the
HUByx model (50th percentile) from the 5th percentile to the 95th
percentile. The results showed that the behavior of each model was
within the corridors. Thus, reasonable geometric modifications of
the original model still led to validated models, as very few
differences were observed in terms of numerical response (Roth
et al., 2013). These observations allowed the authors to slightly
modify the HUByx model to build the SurHUByx FEM.

Then, the relationship of lung volume to the height of the subject
was used (Hepper et al., 1960). It was found that for the same height,
total lung capacity can vary up to 20% between subjects.

Furthermore, a comparison of SurHUByx lung size with the
measurements made by Kramer et al. (Kramer et al., 2012)
proved that SurHUByx can have exactly the same lungs as
HUByx. In the study by Shen et al. (Shen et al., 2008), a
sensitivity analysis was conducted to evaluate the effect of lung
material properties on impact duration, deformation, and lung
pressure. The results showed that lung material properties had a
negligible effect on impact duration and deformation but a
significant effect on lung pressure. Therefore, variations in the
amount of lung material behind the sternum, which could result
in smaller or larger lungs, would have little effect on the accuracy of
the model in terms of global force and displacement.

As SurHUByx FEM is in the 50th percentile, it can be compared
to the corridors established by Bir et al. (Bir et al., 2004). The
simplified model was validated against the experimental corridors
established by Bir et al. for impacts on the thorax, and the results
showed that the SurHUByx FEM had a consistent mechanical
response with the experimental data. These results showed that
both the initial and the simplified FEM were within the
biomechanical corridors. Since the behavior of each human is
different, corridors are used in biomechanics, so no conclusion
or observation can be drawn concerning whether SurHUByx or
HUByx have a closer dynamic response to the human body.

Additionally, the SurHUByx FEM had a computational cost
advantage over the HUByx FE model, making it more efficient for
numerical simulations. However, it should be noted that the
validation was performed using only global parameters, and no
conclusions can be drawn about the model’s ability to predict local
parameters or damage metrics. Thus, SurHUByx FEM can be used
as a preliminary study to gain CPU time, but for more accurate
results, the HUByx FEMmodel can be used (Bodo et al., 2017; Bracq
et al., 2019b). Consequently, SurHUByx and HUByx can be seen as
two twins with external similarities but different dynamic responses.
With SurHUByx FEM, the computation time and manufacturing
ability were optimized.

Finally, the validation proposed in this study is based only on
cadaver experiments. Experiments conducted on live animals are
another way to evaluate surrogate performance. These two methods
seem to be complementary: PMHS offers the best morphological
similarities (Bir et al., 2004), and pigs have the best
pathophysiological similarities (Prat et al., 2010). A study
comparing PMHS and porcine experiments regarding ballistic
impacts exists (Prat et al., 2012). To the best of the authors’
knowledge, no study has compared the behavior of PMHS and
pigs with that of living humans in a ballistic context.

Even though this new FE model has proven its biofidelity and
its savings in terms of CPU time, it cannot be used to study bone
fractures. In fact, the authors prioritized the replication of the chest
wall motion. The accurate chest wall motion on the surrogate
would help to study the dynamic backface deformation of the
armor, which is not possible with the actual standard such as clay,
which only measures the residual backface deformation. Such a
surrogate would go further than actual surrogates that allow
observation of dynamic backface deformation, such as the SEBS
gel-based block (Mauzac et al., 2010), by allowing measurement of
internal pressure within organs and by capturing multiple data
points within the surrogate. Future work is needed on the
SurHUByx FEM to predict injury to the specified organs. Local
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criteria can be used, as already done by Taddei et al. (Taddei et al.,
2021).

This studywas the first step in the design of SurHUByx, the physical
twin of SurHUByx FEM. This reverse engineering procedure allowed
for the transition from a numerical framework to a physical one, with
the step of physically recreating the experiments of Bir et al. As a result, a
physical surrogate based on the SurHUByx FEM can be built using
manufacturable materials. These surrogate manufacturable materials
can also be seen as a limitation. For example, the vinyl material used for
the skin has different properties than human skin. However, it was
chosen because it was readily available and its material properties are
documented in the open literature (Wood Garrett et al., 2010).
Replication cases are currently in progress with the physical
SurHUByx, and they provide very promising results for evaluating
body armor in physical contexts (Figure 8). These results validate the
reverse engineering procedure used in this study. Once validated, field
impact cases could be replicated on the SurHUByx to link data collected
by embedded sensors in the thorax to injury scales for each organ. These
capabilities would allow for the evaluation of different body armor
systems. Further research could include identifying different field
impact cases to improve wound and injury prediction using these
functions. Additionally, future research could focus on finding a way to
measure the VC response without altering the behavior of the surrogate.
Finally, similar work could be done to develop other anthropometric
surrogates.

5 Conclusion

A simplified version of an existing biofidelic finite element
model of the human thorax, called SurHUByx FEM, was created
by simplifying the structure of the HUByx model. Reverse
engineering methods were used to find industry-available,
manufacturable materials with consistent properties. The
properties of these materials necessitated changes to the rib
cross-sections to achieve equivalence in terms of bending
stiffness. To preserve intercostal space, the size of the rib cage
was increased. Comparison with experimental data showed that

SurHUByx FEM was still consistent with a 50th percentile
human. This new model was then validated using
experimental data in a ballistic impact context and was found
to behave consistently with biomechanical corridors established
from cadaveric experiments. Moreover, the use of SurHUByx
FEM halved the CPU time. This validation process was a
successful first step in the design of SurHUByx: a physical
version of the simplified model.
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Influences of human thorax
variability on population rib
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Rib fractures remain a common injury for vehicle occupants in crashes. The risk of
a human sustaining rib fractures from thorax loading is highly variable, potentially
due to a variability in individual factors such asmaterial properties and geometry of
the ribs and ribcage. Human body models (HBMs) with a detailed ribcage can be
used as occupant substitutes to aid in the prediction of rib injury risk at the tissue
level in crash analysis. To improve this capability, model parametrization can be
used to represent human variability in simulation studies. The aim of this study was
to identify the variations in the physical properties of the human thorax that have
the most influence on rib fracture risk for the population of vehicle occupants. A
total of 15 different geometrical and material factors, sourced from published
literature, were varied in a parametrized SAFER HBM. Parametric sensitivity
analyses were conducted for two crash configurations, frontal and near-side
impacts. The results show that variability in rib cortical bone thickness, rib cortical
bone material properties, and rib cross-sectional width had the greatest influence
on the risk for an occupant to sustain two or more fractured ribs in both impacts.
Therefore, it is recommended that these three parameters be included in rib
fracture risk analysis with HBMs for the population of vehicle occupants.

KEYWORDS

human body model (HBM), rib fracture, sensitivity analysis, cortical bone, rib material

1 Introduction

While the general injury risk for vehicle occupants in crashes has been reduced over time,
the risk for sustaining rib fractures remains high (Forman et al., 2019; Kullgren et al., 2020;
Pipkorn et al., 2020). Generally, crash injury statistics indicate that the risk for thoracic
injuries and rib fractures increases with advancing age and increasing body mass index
(BMI), and is greater for females than for males (Bose et al., 2011; Carter et al., 2014; Forman
et al., 2019). These differences indicate that further consideration of occupant variability in
the design and evaluation of vehicle safety is important for reducing rib fracture risk in
crashes.

Improved occupant protection has been achieved through vehicle safety development
using anthropomorphic test devices (crash test dummies) as occupant substitutes in both
physical and computer modeled crash tests. These dummies have simplistic representations
of the human anatomy and are used to estimate occupant injury risk through body region
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assessments in crash tests; for example, chest injury risk can be
estimated based on chest compression. There are, however,
indications that these estimations have only a limited capability
to predict vehicle occupant rib fractures in real-world crashes (Kent
et al., 2003; Brumbelow, 2020; Brumbelow et al., 2022).

As a complement to crash test dummies, finite element
human body models (HBMs), such as THUMS (Shigeta et al.,
2009), GHBMC (Gayzik et al., 2012), SAFER HBM (Pipkorn
et al., 2021), and VIVA+ (John et al., 2022) are also used in
vehicle safety research and development. These computational
models of human occupants have detailed ribcage modeling,
including representations of the individual ribs. Rib fracture
injury can be evaluated at the tissue level using measurements
physically related to fracture, such as strain in the rib cortical
bone (Trosseille et al., 2008). In the THUMS and GHBMCHBMs,
rib elements that have reached a pre-defined strain threshold are
deleted, and deleted elements are considered to represent
fractures in the rib. Alternatively, a probabilistic framework
proposed by Forman et al. (2012) utilizing an age-adjusted
strain-based fracture risk function, has been used for rib
fracture risk predictions with the SAFER HBM (Pipkorn et al.,
2019). Using this method, age-adjusted risks of rib fractures are
calculated using the maximum strain from each rib. Previous
validation of HBM rib fracture prediction has shown that the
SAFER HBM (v.9) predicted the rib fracture outcomes from sled
tests with post mortem human subjects (PMHS) and from
accident reconstructions with good accuracy. However, in a
stochastic study, the predicted rib fracture risk for 30-year-old
occupants was too high (Pipkorn et al., 2019; Larsson et al., 2021).
On the other hand, studies with THUMS (AM 50 v.4) and
GHBMC (M50 v.4.2) have predicted fewer rib fractures than
those sustained by PHMS’ in corresponding impact conditions
(Shigeta et al., 2009; Schoell et al., 2015).

An inherent difficulty with predicting the rib fracture outcomes
in impact experiments or real-word crashes is that the outcome
depends on individual factors that are difficult to control for. While
age, sex, height, and weight are commonly controlled for, material
mechanical properties and local geometry are not, although they
potentially contribute to the occurrence of rib fractures as well.
Studies of these factors have reported large individual differences.
Single rib and overall ribcage geometry, rib cross-sectional
dimensions, and rib cortical bone thickness vary between
individuals (Holcombe et al., 2017a; Holcombe et al., 2019). In
impact experiments with single ribs, it was found that cross-
sectional geometrical measures taken adjacent to the fracture
location (such as total and cortical bone area and cortical bone
thickness) and area moment of inertia explain some of the variability
in rib stiffness and fracture force (Murach et al., 2017; Agnew et al.,
2018; Liebsch et al., 2021). Rib cortical bone material parameters,
such as yield stress and failure strain, trend toward declining values
with increasing age, but nevertheless show a substantial variability
between individuals of similar age (Katzenberger et al., 2020;
Velázquez-Ameijide et al., 2021). Individual variability exists in
the rib trabecular bone (Kemper et al., 2020) and in the costal
cartilage connecting the ribs to the sternum (Forman et al., 2010) as
well. Experiments with human and animal samples also demonstrate
variability in soft tissue mechanical characteristics, for both skeletal
muscle and adipose tissue (Van Sligtenhorst et al., 2006; Gefen and

Haberman, 2007; Böl et al., 2012; Sommer et al., 2013; Sun et al.,
2021).

Aggregated, these results suggest that individual variability
produces variable rib fracture outcomes—even in controlled
PMHS experiments. The following examples lend further support
to this finding. First, in a group of eight PMHS’ that all had a peak
chest compression of 28% ± 1% in frontal chest impact experiments,
between zero (two subjects) and 17 (one subject) rib fractures were
sustained (Kent and Patrie, 2005). Second, in frontal sled tests with
five reclined and belted PMHS’, between zero and 22 rib fractures
were sustained by the test subjects (Richardson et al., 2020). Third,
in 3 m/s side impact sled tests, one out of seven subjects sustained six
rib fractures, while three sustained zero (Miller et al., 2013). Thus,
due to the inherent variability, it is reasonable to expect a
distribution of rib fracture outcomes when different individuals
are subjected to the same impact scenario.

In order to design vehicles and safety systems with reduced or
mitigated rib fracture risk for vehicle occupants, knowledge of the
injury distribution from HBM simulations, and how it is affected by
design alterations, is valuable. Traditionally, an HBM is a fixed
representation of a single individual, often with material and
geometrical properties representing an average person from a
particular subpopulation, such as a 50th percentile male or a fifth
percentile female (in height and weight). Therefore, the HBM will
predict a single fixed rib fracture outcome in an impact simulation.
An exception is probabilistic rib fracture risk prediction, which can
produce multiple age-adjusted risk predictions from the same, fixed,
HBM rib strain predictions. In recent years, morphing (re-shaping)
the geometry of HBMs based on statistical human shape models has
been used to create several HBMs that geometrically represent male
and female occupants of varying age, height, and weight (Hu et al.,
2019; von Kleeck et al., 2022; Larsson et al., 2022b). However, these
HBMs still represent geometrically average individuals, with an
average ribcage shape, for the subpopulation described by each
choice of sex, age, height, and weight. However, ribcage shape
statistical models based on these parameters can only explain
approximately 50% of human ribcage shape variability (Wang
et al., 2016; Holcombe et al., 2017a). The residual variability in
ribcage shape is potentially important for assessing rib fracture risk.

A general limitation with models created with average inputs is
that they do not necessarily predict the average outcome if non-
linearities are present (Cook and Robertson, 2016). As rib fracture
risk is non-linear in terms of strain (Larsson et al., 2021) any effects
on strain in the ribs from geometrical and material variations have
non-linear effects on rib fracture risk. Therefore, it cannot be known
if the rib fracture prediction obtained from a single HBM
representing some subpopulation average is an over- or
underestimation; there is a need for more knowledge about the
injury distribution in order to make informed design choices. A
recent study presented a methodology to compute distributions of
probabilistic rib fracture risks through HBM simulations in a far-
side crash scenario (Perez-Rapela et al., 2021). In that study, a
response surface (i.e., a meta-model) was created to predict HBM rib
fracture risk based on six parameters describing human, crash, and
safety system variability. The final response surface, created from
405 input-output examples, was then used in Monte Carlo
simulations to compute the distributions of rib fracture risk as
safety system parameters were altered. The human variability
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parameters (used to morph the HBM for every simulation) were
height, weight, and waist circumference, but no parameters
representing human variability in material properties or rib and
ribcage geometry were included. Therefore, the effect of these
parameters on rib fracture risk is not known.

A major hurdle for including these aspects of human variability
in vehicle safety evaluations with HBMs is the exponential growth in
the number of possible parameter combinations as the number of
parameters increases. As vehicle crash simulations with HBMs are
computationally expensive (hours to days per simulation, depending
on the specific load case and computing resources), it is important to
minimize the number of model parameters. To facilitate an
informed tradeoff between computational cost and the
information gained about the potential injury outcomes, it is
necessary to know which human variability factors to prioritize
for inclusion. Further, detailed anatomical and biomechanical
reference data needed for HBM building are limited. Knowledge
about which variability inputs are most important can provide
guidance for future anatomical and biomechanical
characterization studies. Therefore, the aim of this study was to
identify the human thorax property variations that influence rib
fracture risk for the population of vehicle occupants in two crash
scenarios.

2 Materials and methods

The study was carried out in two steps. The first step was to
represent individual variability by parametrizing existing geometry and
materialmodels of the SAFERHBMv10 (SHBM) (Pipkorn et al., 2021).
The SHBMwas chosen as the baselineHBM for the study because it has
a ribcage model validated for rib cortical bone strain and strain-based
probabilistic rib fracture risk predictions in various impact
configurations (Iraeus and Pipkorn, 2019; Pipkorn et al., 2019).

In the second step, the parametrized SHBMwas subjected to frontal
and near-side impact scenarios in generic vehicle interior sled models
(Iraeus and Lindquist, 2016; Pipkorn et al., 2019). A parametric
sensitivity analysis was performed to quantify how the variability of
certain geometrical and material parameters contributed to rib fracture
risk predictions. Rib fracture risk, the risk that an occupant sustained
two or more fractured ribs (NFR2+), was calculated using the age- and
strain-based probabilistic method (Forman et al., 2012; Larsson et al.,
2021). The maximum of first principal strain in each rib cortical bone,
calculated in the middle element layer, was used for the risk calculation.
The occupant age was fixed at 45 years in the NFR2+ calculations, as
this corresponds to a rib fracture risk function of roughly average strain
sensitivity across the age span of bone samples it was constructed from
(Larsson et al., 2021).

All simulations were performed using LS-Dyna (16 cores,
R9.3.1 MPP, Livermore Software Technology, Livermore
California, United States.)

2.1 Representing human variability through
HBM parametrization

The geometric features of the ribs and ribcage and material
models of the SHBM, detailed in the following sections, were

parametrized to represent the population variability (sourced
from published studies). As the SHBM represents an average
male occupant, male data were used where applicable.

Each parametric variation was driven by a scaling coordinate, s,
which either corresponds to the number of standard deviations
(SDs) or was interpolated in a range defined by upper and lower
bounds (depending on available data for the parameter). The
targeted range of variability for each parameter was ±2 SDs, or
95% of the range of available data. The exceptions were costal
cartilage modulus and material properties for muscle and adipose
tissue: the costal cartilage modulus was varied within a range
corresponding to 90% of the estimated distribution due to
instabilities in the costal cartilage elements for low modulus
values; for muscle and adipose tissue, the upper and lower
bounds of material parameters were based on tissue behavior in
different test setups.

2.1.1 Rib and ribcage geometry
Ribcage shape, rib cross-sectional dimensions, and rib cortical

bone thickness were parametrized according to the expressions
summarized in Table 1. The residual variability in ribcage shape,
i.e., the variability not explained by sex, age, height, and weight
trends in statistical ribcage shape models, was modelled through
representing the ribcage shape variability among a sample of average
males. Parametrization of ribcage shape, previously presented in
Larsson et al. (2022a), was based on principal component analysis
(PCA) of ribcage geometric data from average height and weight
males. The process is briefly explained below.

Parametric curves describing rib centroidal path geometry
(curves passing through the centroid of consecutive rib cross-
sections), previously fitted to CT-scan data of over
1,000 individuals (Holcombe et al., 2016; Holcombe et al., 2017a;
Holcombe et al., 2017b), were used to geometrically describe ribcage
shape. From these individuals, n = 89 males were chosen based on
the inclusion criteria: age >18 years, height 1.72–1.82 m, and weight
72–82 kg. Next, a PCA was performed using points generated along
the n = 89 sets of rib curves. The first six of the resulting principal
components (PCs) together described more than 90% of the
variance in ribcage shape, so they were used to morph the
SHBM ribcage and surrounding parts to represent variability in
ribcage shape.

For each PC, morphing targets were generated by the parametric
expression in Eq. 1, where Ci is a vector of rib curve point
coordinates, μ is the average point coordinate from PCA, Pi is
the i th principal component, σ i is the sample SD of PC scores for the

TABLE 1 Parameters modifying rib and ribcage geometrical features and the
parametric expressions used.

Parameter name Parametric expression

Ribcage shape PC’s, i � 1, . . . , 6 Ci(s) � μ + PT
i *σ i*s (Eq.1)

Rib cortical bone thickness T(s) � exp(log(Tnom) + σμ*s) [mm] (Eq.2)

Rib cross-sectional width
W(s) � Wnom + 2.7

2
*s [mm] (Eq.3)

Rib cross-sectional height
H(s) � Hnom + 3.9

2
*s [mm] (Eq.4)
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i th principal component, and s is a scaling coordinate. Thus, for
i � 2 and s � 1.5, Ci(s � 1.5) represents the discretized rib curves of
a ribcage with 1.5 SD of the score for PC 2. First, the morphing
aligned the centroidal paths of the SHBM ribs to the corresponding
centroidal paths generated by Eq. 1, and second, it adapted
surrounding tissues to the changes in ribcage shape. Ribcages
morphed to ±2 SDs of the sample scores for each PC are shown
in Figure 1. The SHBM torso, as morphed to adapt to the ribcage
shape changes from PC 1, is shown in Figure 2. Further details of
PCA and SHBM morphing are provided in Larsson et al. (2022a).

The SHBM has varying rib cortical bone thickness, along and
around all ribs, assigned at each node in the rib element meshes,
based on averaged male measurements (Choi and Kwak, 2011). To
determine scaling ranges for the thickness, individual maps of rib
cortical bone thickness from Holcombe et al. (2019) were re-
analyzed. Within an individual rib, the thickness measurements
were approximately log-normally distributed (Figure 3). Thus,
parametric log-normal distributions with parameters μ and σ

were fitted to all 33 individual rib measurements (Figure 3). In
log-space, the fitted μ parameters were approximately normally
distributed, with an SD of σμ � 0.22; this value was used to scale
each nodal thickness value of all the SHBM ribs according to Eq. 2,
where T(s) is the new nodal thickness value, exp() and log() are the
natural exponential and logarithm functions, and Tnom is the
original nodal thickness value. The same scaling factor was used
to scale the thickness all 24 ribs simultaneously.

The SHBM ribs have elliptical cross-sections, with
dimensions as well as cross-sectional orientation varying along
the ribs and between rib levels, based on average male
measurements (Choi and Kwak, 2011; Iraeus et al., 2020).
Variability in rib cross-sectional height and width was
achieved by morphing SHBM ribs along the major (rib height)
and minor (rib width) axes of the elliptical rib cross-sections. To
determine scaling ranges, SDs of maximum and minimum area
moments of inertia (I max and I min) of male sixth-level ribs were
used (Holcombe et al., 2019). As the SHBM has simplified

FIGURE 1
Lateral view of ribcage of SHBM as morphed to ±2 SDs of corresponding scores for PC 1–6 (left to right).

FIGURE 2
SHBM torso with parts removed to show ribcage and internal parts. (A): Ribcagemorphed to −2 SDs of PC 1 score, (B): 0 (average ribcage shape), (C):
+2 SDs for PC 1 (left to right).
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representations of rib sternal and vertebral ends, the average SD
values for only 20%–80% of the rib span length were used. The
cross-sections of all ribs were scaled simultaneously along the
entire length of the ribs, using the same scaling ranges around
their respective nominal width, Wnom (Eq. 3; Table 1), or height,
Hnom (Eq. 4; Table 1), using the Ansa pre-processor (v19.1, Beta
CAE Systems, Thessaloniki, Greece). In Table 1, Eqs 3, 4, a cross-
sectional height scaling of ±3.9 mm corresponds to an average rib
area moment-of-inertia change of ±2*SDs of I max, and a width
scaling of ±2.7 mm corresponds to ±2*SD of I min. In a
subsequent step, the surrounding soft tissues were morphed,
to ensure smooth transitions to the intercostal muscle mesh
connected to the ribs and to avoid contact surface
intersections as rib dimensions were altered.

To avoid the influence of torso mass variability on the rib
fracture risk predictions, the density of soft tissue materials in
the HBM were uniformly scaled to retain the original HBM mass
for all parametric changes that modified the torso geometry.

2.1.2 Variability in material mechanical parameters
Table 2 summarizes the parametric expressions used to scale the

material parameters of rib cortical bone, rib trabecular bone, and

costal cartilage. For rib cortical bone, an isotropic bi-linear material
model (LS-Dyna *MAT_24) was used (Iraeus et al., 2020). The
material parameters Young’s modulus, E, yield stress, σY, and plastic
modulus, P (Eq. 5) were co-varied to represent a “stiffer” or “softer”
material response (by increasing or decreasing s, respectively).
Figure 4 shows the bi-linear stress-strain curves for different
levels of the scaling coordinate and compares them to a decade
of average age curves from tensile testing at 0.5 strain/s
(Katzenberger et al., 2020).

The SHBM rib trabecular bone was also modeled as a bi-linear
isotropic material (LS-Dyna *MAT_24). The bi-linearity was based
on material properties reported from compressive testing of human
rib trabecular bone from 15 individuals (Kemper et al., 2020). The
expression (Eq. 6) scaling the trabecular bone material parameters
was configured to cover 95% of the range of material parameters for
the scaling coordinate s ∈ [−2, 2].

The costal cartilage was updated to use the effective material
modulus identified from 28 individuals (Forman et al., 2010). For
s ∈ [−2, 2], the expression in Eq. 7 interpolates the 5th to 95th
percentiles of a log-normal distribution with the sample mean and
SD of 21.4 ± 12.0 MPa from Forman et al. (2010).

The SHBM subcutaneous adipose tissue and skeletal muscle were
modeled as visco-hyperelastic materials (LS-Dyna *MAT_077_O with
Prony series). For adipose tissue, material parameters were varied
together to represent “softer” and “stiffer” material representations;
see Table 3. Parameter ranges were obtained through parameter
identification (Naseri, 2021) for tissue samples in different test
setups (Gefen and Haberman, 2007; Geerligs et al., 2008; Comley
and Fleck, 2012). The muscle tissue material model was used for
both the thoracic skeletal muscles and the intercostal muscles. The
nominal material was presented by Lanzl et al. (2021). The bulk
modulus was varied for the muscle material across a range based on
passive muscle cross-fiber compressive test results (Van Sligtenhorst
et al., 2006; Böl et al., 2012; Mohammadkhah et al., 2016); see Table 3.
As the parameter ranges for adipose and skeletal muscle tissue material
models represent variability in tissue response across different
experiments, rather than between individuals in a single experiment,
the scaling parameters for these tissues were considered uniformly

FIGURE 3
(A): Density histogram of all rib cortical bone thickness measurements from a representative individual (blue bars) and probability density function of
the corresponding fitted log-normal distribution (red curve). (B): Probability density functions of fitted log-normal distributions from all 33 individuals in
Holcombe et al. (2019), and the distribution from mean of fitted parameters (thick black curve).

TABLE 2 Parametric expressions for scaling material model parameters of ribs
and costal cartilage.

Parameter name Parametric expression

Rib cortical bone
Cort s( ) �

E � 14.7 + 2.0*s GPa[ ]
σY � 100.7 + 12.9*s MPa[ ]
P � 1.94 + 0.5*s GPa[ ]

⎧⎪⎨⎪⎩ (Eq.5)

Rib trabecular bone

Trab s( ) �

E � 25.7 + 46.7*
0.95*s
4

MPa[ ]

σY � 0.42 + 0.65*
0.95*s
4

MPa[ ]

P � 5.66 + 11.9*
0.95*s
4

MPa[ ]

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Eq.6)

Costal Cartilage Cart−E(s) � 21.4 + 1.15*s2 + 9.05*s [MPa] (Eq.7)
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distributed in the following sensitivity analysis. This corresponds to an
equal weighting of soft tissue material parameters, regardless of scaling
coordinate value.

2.2 Parametric sensitivity analysis

Parameter influence on NFR2+ risk was quantified through a
variance-based sensitivity analysis method (Zhang and Pandey,
2014). Using this method, for each parameter, sensitivity indices
which quantified the contribution of input parameter variability
to the total variance of the NFR2+ output were calculated. The
method and variance-based sensitivity analysis is briefly
described below.

The output of a model, Y, depends on its input parameters,
X � [x1, x2, ..., xn], through some function, Y � h(X). For the
current application, the model output was the NFR2+ rib
fracture risk and the input parameters were those presented
in the previous sections. The function was the occupant crash

simulation and the NFR2+ risk calculation that resulted in an
NFR2+ risk prediction for every configuration of the input
parameters. All parameter values were considered normally
distributed, except costal cartilage modulus, which was log-
normally distributed, and soft tissues (adipose and skeletal and
intercostal muscle material), which were considered uniformly
distributed.

Variance-based sensitivity analysis utilizes the variance
decomposition of the output (Sobol, 1990; Saltelli et al., 2008) (Eq. 8):

VY � ∑n
i

Vi +∑n
i

∑n
j> i

Vij + ... + Vij...n (8)

Where Vi is the partial variance of Y due to varying parameter xi,
Vij is due to the interaction ofxi and xj, etc.The primary, or first-order,
sensitivity index, defined as Si � Vi

VY
, represents the main average effect

contribution (disregarding interactions) of varying xi, for all possible
combinations of the remaining input parameters. The second-order
index is defined as Sij � Vij

VY
, and higher order sensitivity indices are

FIGURE 4
HBM lines represent the different values of the scaling coordinate used in the bi-linear material model. (A): Rib cortical bone stress vs. strain. The
range of 30–90s (dashed) is average responses for corresponding ages (Katzenberger et al., 2020). (B): Rib trabecular bone stress vs. strain. Test results
(gray lines) correspond to the material parameters from individual test results.

TABLE 3 LS-dyna *MAT_077_Omaterial parameters for adipose andmuscle tissues. Nominal, maximum, andminimum values and the parametric expressions used
to vary the material parameters.

Material parameter Nominal Max Min Parametric expression for s ∈ [−2, 2]
Adipose tissue

Poisson’s ratio, ν [-] 0.49998 0.499995 0.49978 ν � 0.499996 − 1.6216 exp(−1.2951s)*10−5
µ [Pa] 35 41 29 µ � 35 + 3*s

α [-] 20 20 20

Viscoelastic Prony series

βi [1/ms] Gi [kPa]

0.006 0.80 1.04 0.56 G1 � 0.80 + 0.12*s

0.05 1.80 2.34 1.26 G2 � 1.80 + 0.27*s

0.6 2.22 2.90 1.54 G3 � 2.22 + 0.34*s

Muscle tissue

Poisson’s ratio, ν [-] 0.495 0.495 0.495

µ [Pa] 108 63 153 µ � 108 + 22.5*s

α [-] 13.2 13.2 13.2
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defined analogously. The total sensitivity index; STi, accounts for the
total contribution to VY due to xi, including all higher-order
interactions (Homma and Saltelli, 1996; Sobol, 2001).

The sensitivity indices can be calculated analytically for simple
functions or be computed through Monte Carlo methods, sampling
a large number of points X, for general functions. For the current
study, sensitivity indices were calculated by an approximative
method based on a multiplicative dimensional reduction method
(M-DRM) (Zhang and Pandey, 2014). It is assumed that the model
output around a chosen point in the input space, the cut-point:
X � C � [c1, c2, ..., cn], h0 � h(C), can be decomposed into a set of
one-dimensional functions, through M-DRM (Eq. 9):

h X( ) ≈ h1−n0 *∏n
i�1

hi xi, C−i( ) (9)

Where hi(xi, C−i) is a function of xi and C−i is C without ci.
From this assumption, it follows that computing one-
dimensional integrals (through, e.g., Gaussian quadrature)
provides sufficient information to calculate the sensitivity
indices. For a function of n parameters and a quadrature rule
of NGP Gauss points, at most n*NGP function evaluations are
needed, see Zhang and Pandey (2014) for details.

Here, the cut-point, or the baseline case about which all parameters
were varied, was selected with their average values (i.e., s � 0 for all
parameters), and a five-point Gauss-Legendre quadraturewas used. The
range of parameter variation considered was s ∈ [−2, 2] for all
parameters; their values were modified according to the expressions
presented in the previous sections. The parametric sensitivity analysis
was performed twice for two different crash scenarios, a frontal impact
and a near-side impact.

2.3 Occupant crash simulations

The SHBM was positioned as a driver in generic driver-side
vehicle interior models equipped with generic representations of
safety systems and the capability to model intrusions into the
occupant compartment (Iraeus and Lindquist, 2016; Pipkorn
et al., 2019). The vehicle models were subjected to accelerations
corresponding to either a frontal impact or a near-side impact
scenario. In the frontal impact scenario, the delta velocity was
45 km/h. The steering wheel airbag had a peak pressure of
25 kPa, and the pre-tensioned seatbelt was load-limited to 3.5 kN
(as measured in the webbing above the HBM shoulder). The seatbelt
was routed over the SHBM torso and lap using the closest path
method in Primer pre-processor (v17.0 Oasys Ltd., Solihull,
United Kingdom). No intrusion into the occupant compartment
was modeled in the frontal impact case. The near-side impact had a
peak door intrusion of 88 mm (measured at the armrest of the door
panel interior), and a lateral delta velocity of 24 km/h. The seat-
mounted side airbag had a peak pressure of 55 kPa, and the
inflatable curtain had a peak pressure of 60 kPa. In both impacts,
the delta velocity was chosen such that the cut-point version of the
HBM predicted close to 50% risk of NFR2+. The vehicle and impact
parameters were held constant in all subsequent simulations while
the parameters representing human variability were varied in
the HBM.

3 Results

All simulations completed successfully (no error terminations).
The resulting kinematics of the baseline SHBM with all parameters
at their nominal values (s � 0 for all parameters) in the frontal and
the near-side crash scenarios are shown in Figure 5. In both impact
cases with the baseline HBM, the predicted NFR2+ risk was 51%
(Supplementary Material; Supplementary Table SA1).

The NFR2+ risk predictions obtained in each evaluated scaling
coordinate for the frontal impact and the near-side impact are
shown in Supplementary Table SA1. First-order and total
sensitivity indices are shown in Figure 6 for the frontal impact
and Figure 7 for the near-side impact. In both impacts, rib cortical
bone thickness, rib cross-sectional width, and rib cortical bone
material properties were identified as the most influential for
NFR2+ risk. Parameters representing soft tissue materials,
i.e., torso adipose tissue, skeletal muscle tissue, and intercostal
muscle tissue, had only a small influence on the NFR2+ risk in
both impacts.

According to the total sensitivity indices, STi, approximately 40%
of the variance in NFR2+ risk in both impact scenarios can be
attributed to the population variability in rib cortical bone thickness
alone. That is, for a fixed cortical bone thickness, the total variance of
NFR2+ is reduced by 40%. The corresponding variance reductions
for fixed rib cortical bone material parameters and fixed rib cross-
sectional widths are 30% and 20%–25% (depending on impact),
respectively (Figures 6, 7).

The differences between the first-order effects, Si, and the total
effects, STi, for rib cortical bone thickness, rib cross-sectional width,
and rib cortical bone material (Figures 6, 7) indicates the presence of
substantial interaction effects for NFR2+. Second-order indices, Sij,
for frontal impact are shown in Supplementary Figure SA1. Similar
interaction effect magnitudes were obtained in both impacts. The
three most influential interactions were between cortical bone
thickness and cortical bone material stiffness, cortical bone
thickness and rib cross-sectional width, and rib cross-sectional
width and cortical bone material stiffness. For all remaining
parameters, the top three interaction effects were with rib cortical
bone thickness, rib cortical bone material stiffness, and rib cross-
sectional width.

4 Discussion

This study used a variance-based parametric sensitivity analysis
to identify the most influential property variations in the human
thorax for SHBMNFR2+ rib fracture prediction in frontal and near-
side impacts.

4.1 Findings

In both impacts, parameters representing rib properties (rib
cortical bone thickness, rib cortical bone material stiffness, and rib
cross-sectional width) had the greatest influence on the NFR2+
predictions. (See Figures 6, 7; Supplementary Table SA1). Rib
fracture risk increased with reduced cortical bone thickness,
reduced cortical bone material stiffness, and reduced cross-
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sectional width. The first two results are in line with findings from
previous HBM studies, which reduced these properties in HBMs to
create average representations of older individuals (Kent et al., 2005;
Schoell et al., 2015; von Kleeck et al., 2022). For reduced cross-
sectional width, increased fracture risk is in line with findings from
single rib fracture modelling, where decreased cross-sectional width
in a region of the rib increased element damage (element fracture

criteria) in that region (Rampersadh et al., 2022). Further, rib
material properties and rib cross-sectional dimensions have
previously been identified as highly influential parameters for the
overall structural responses and strain in parameter studies using
HBM ribs under single rib-bending conditions (Fleischmann et al.,
2020; Iraeus et al., 2020). In physical impact experiments with
human ribs, the regression model with the highest explanatory

FIGURE 5
Kinematics of the SHBM in frontal and near-side lateral cut-point evaluations; s = 0 for all parameters. Top: Frontal impact at (left to right) 0, 40, 80,
and 120 ms post-impact. Bottom: near-side impact at times 0, 20, 40, 60, and 80 ms post-impact. Arms and legs removed for improved visibility.

FIGURE 6
Frontal impact NFR2+ first-order sensitivity indices Si (black dots) and total sensitivity indices, STi (red diamonds) calculated for each parameter.
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power for peak force measured before rib fracture was based on a
combination of age and the Whole Bone Strength Index (Agnew
et al., 2018). The Whole Bone Strength Index is section modulus
divided by the rib length. Since rib cortical bone material properties
generally degrade with increasing age, the age factor in that
regression model may serve as a proxy for degrading material
properties. Furthermore, among single predictors for peak force,
rib cross-sectional measures such as maximum and minimum area
moment of inertia, and total- and cortical bone area have the greatest
explanatory power (Agnew et al., 2018). These cross-sectional
measurements are directly related to rib width and the cortical
bone thickness around the rib cross-sections. These observations
indicate that the results from the present study correlate with
physical human rib findings.

Compared to the top three parameters, the other parameters had
a much smaller influence on the results. The ribcage shape
parameters (Ribcage shape PCs 1–6) determined the overall
shape of the ribs and ribcage, which influenced how the external
loading (from, e.g., the seatbelt and airbags) was distributed among
individual ribs (Larsson et al., 2022a). Of these parameters, PCs
1 and 2 (Supplementary Table SA1) were the most influential.
However, the greatest magnitude scaling coordinate values for
these parameters had the greatest effects on the risk prediction.
These values correspond to individuals which have ribcage shape
variations (PC scores) above 1.8 SDs away from the average, and
thus have less weight in the sensitivity analysis. In other words, in
comparison to the top three parameters, the global ribcage shape
variability is not highly influential for the rib fracture outcome for
most individuals.

Moreover, the soft tissue material parameters were the least
influential parameters in both impact configurations. Parameter
ranges were set to correspond to ranges of test results from

different tests. Therefore, these three parameters were assigned
uniform distributions as there is insufficient data to determine
distributions, and to determine if any one of the test results are
more common. As a result, the effect of these parameters was
effectively increased, since, in the sensitivity analysis, the same
weighting was applied for results obtained for high-magnitude
scaling coordinate values as for the low values. Still, their
influence was comparatively low. The parametric adipose and
muscle tissue material models were compared to compressive test
results of adipose tissue (Comley and Fleck, 2012), and cross-fiber
muscle tissue (Böl et al., 2012; Zhai and Chen, 2019) in
Supplementary Figure SA2. While the adipose tissue model
shows a substantial sensitivity to loading rate, the parametrized
Lanzl et al. (2021) muscle model does not. The soft tissues in the
HBM torso act as layers that transmit external loading to (or within,
in the case of the intercostal muscle) the ribcage, but the rib fracture
risk was only marginally affected by variability in their material
properties within the current ranges. It should be noted that due to
the rate dependency, the soft tissue material models have the
potential to be more influential for other loading rates.
Additional test data characterizing human soft tissue behavior in
vehicle crash loading is needed.

As noted, the three most influential parameters were found to be
those affecting the material properties and cross-sectional measures
of the ribs themselves. Their predominant influence can be
explained by linear elastic beam theory. In both impacts, the ribs
were generally deformed through bending. The flexural rigidity, or
bending resistance, of a beam structure is the product of Young’s
modulus and the second area moment of inertia for the axis of
bending. Here, Young’s modulus was directly influenced by rib
cortical bone material, and the second area moment of inertia was
influenced by the ribs’ cortical bone thickness and cross-sectional

FIGURE 7
Near-side impact NFR2+ first order sensitivity indices, Si (black dots), and total sensitivity indices, STi (red diamonds), calculated for each parameter.
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width. (Rib cross-sectional height also influences the area moment
of inertia, but for the current axis of bending, the width of the rib is
the dominating dimension.) The rib trabecular bone material is
enclosed within the cortical shell and is approximately two to three
orders of magnitude softer than the cortical bone, and thus had a
smaller influence on the flexural rigidity of the ribs. Of the remaining
parameters—for features external to the ribs—those for adipose
tissue and skeletal muscle tissue contributed to the way the external
loading was distributed, and those for intercostal muscle, costal
cartilage, and overall ribcage shape contributed to the loading
among the individual ribs. However, the most influential
parameters were those most closely linked to controlling the
resistance to deformation of the ribs themselves. That is, among
the studied factors, those affecting the flexural rigidity of the ribs are
most relevant for the occupant rib fracture risk predictions.

4.2 Ranges for the most influential
parameters

For realistic sensitivity analysis results, it is important that the
parameters and their ranges correspond to the extent of variability
existing in the population. For the three most influential parameters,
some assumptions about their variability were made.

For rib cortical bone thickness variability, the scaling expression
used (Eq. 2; Table 1) varied the thickness around the nominal
thickness value at all nodes in all 24 ribs, assuming that the cortical
bone thickness variability identified in sixth-level ribs is
representative for all rib levels. For the SHBM sixth rib,
distributions fitted to the cortical bone thickness for different
levels of the scaling coordinate are shown in Figure 8, together
with the overall thinnest, thickest, and average thickness
distributions from the Holcombe et al. (2019) sample used to
define the scaling ranges. As shown in the figure, the used
scaling range resulted in a range of SHBM sixth level rib bone
thickness variability that was similar to the extent of variability in the
sample. Holcombe and Derstine (2022) recently presented SDs of rib

cortical bone thickness at different measurement sites in rib levels
2 to 11, obtained from a sample comprising 240 males and females
aged 20–90 years. The Holcombe and Derstine (2022) SD of rib
cortical bone thickness, averaged for each rib level, was 0.24 mm for
sixth level ribs and was similar in other rib levels (0.21–0.24 mm),
indicating that the influence of cortical bone thickness variability on
NFR2+ is not inflated by applying too-large thickness variations in
the SHBM ribs.

The rib cross section width scaling of the SHBM ribs used a range
based on sixth-level rib measurements, corresponding to a rib width SD
of 1.35 mm (Eq. 3; Table 1). Kindig (2009) reported rib width SDs from
rib levels 2 through 10 from nine PMHS’ (two female). The largest
width SD of 2.3 mm was reported from the vertebral end of rib level 2,
and the smallest SD of 0.5 mm at the posterolateral region of rib level 7.
Averaged along the rib length, the Kindig rib width SDs for the different
rib levels was 0.9–1.2 mm. Mohr et al. (2007) reported rib width SDs,
averaged over the rib length, ranging from 2.1 mm (rib level 8) to
1.7 mm (rib level 7) from measurements of ribs at levels 3 through 9 in
eight PMHS’ (five males and four females). Compared to Kindig and
Mohr et al.‘s rib width SDs of 0.9–1.2mm and 1.7–2.1mm, respectively,
the SD of 1.35 mm used for the SHBM rib widths appear reasonable.
The influence of rib cross-sectional dimensions on HBM rib fracture
risk predictions highlight the importance of detailed human reference
data along the length of the ribs, including inter-individual variability.

The parametrization of the rib cortical bone material scaled
several parameters together to achieve a bi-linear material response
representing overall stiffer and softer material characteristics. The
scaling ranges were based on published standard deviations of
material parameters for the material model used in the SHBM
ribs (Iraeus et al., 2020), based on test results from 12 individuals
of various ages (Kemper et al., 2005; Kemper et al., 2007). Therefore,
the SD used in this study was influenced by the effect of aging. We
can visually compare the scaling range used to more recent test
results from different individuals (Katzenberger et al., 2020).
Figure 9 shows the average (s = 0) and ±2*SDs (s = ±2) for the
HBM rib material, together with individual test results from younger
(30 ± 5 years old) and older (70 ± 5 years old) subjects. While
material from the younger subjects tends to have higher stresses (for

FIGURE 8
Probability density functions of sixth rib cortical bone thickness.
Black curves correspond to the overall thinnest, average, and thickest
individual bones in the Holcombe et al. (2019) n = 33 sample. Blue,
orange, and yellow curves demonstrate the distribution of
cortical bone thickness in the SHBM for s = −2, s = 0 and s = 2,
respectively.

FIGURE 9
Individual test results from rib cortical bone tensile testing for
younger (30 ± 5 years) and older (70 ± 5 years) subjects, together with
scaled HBM cortical bone material curves.
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a given level of strain) than that from the older subjects, the range of
variability within each age group is comparable to the variability
ranges used for the SHBM in the current study. As the SHBM range
of rib material properties appear centered between the younger and
older subject results, the range of variability used here roughly
corresponds to the range of variability in material properties that
can be expected for subjects around 50 years of age. As the rib
fracture risk was lower for stiffer material and higher for softer
materials (Supplementary Table SA1), it is likely that the sensitivity
to variability in cortical bone material is age-dependent. If variability
were modeled around the younger subjects’ average, there would be
an overall decrease in predicted NFR2+ risk. As the rib fracture risk
cannot go below 0%, the range of resulting risks can potentially be
compressed by this lower bound. Similarly, modeling variability
around the older subjects’ average might produce several predictions
at the 100% risk level. Hence, the age trends in rib cortical bone
material properties should be considered when variability is
considered within a certain subpopulation, such as elderly
occupants. Further, as judged by visual comparison in Figure 9,
the method of scaling rib cortical bone material parameters together
corresponds well to how stress-strain responses tend to differ
between individual samples. That is, an increased Young’s
modulus (initial slope of curves), is related to an increased yield
stress (stress level where the curve bends away from the initial linear
trend in the test results, kink in material model) and increased
plastic modulus (the later slope of the curve). A strong correlation
between Young’s modulus and yield stress, but not for plastic
modulus has been reported from analysis of individual results
from 12 subjects (Iraeus et al., 2020). More detailed parameter
sensitivity analysis can determine if plastic modulus variability needs
to be considered separately in future work.

4.3 Parametric sensitivity analysis

A variance-based parametric sensitivity analysis method was
used for the current study. The method considered the distribution
of each parameter within the population. Considering the
distributions is important, since small effects from common
parameter values might have an overall greater contribution to
rib fracture outcomes than large effects from extreme, but rare,
parameter values when outcomes are aggregated across a
population. Further, this method was able to demonstrate the
existence of interaction effects between different parameters.
However, the sensitivity indices were calculated using an
approximative method based on the assumption that the function
being analyzed can be decomposed according to the M-DRM (Eq.
9). It has been shown that this method can compute the sensitivity
indices with accuracy similar to state-of-the art Monte Carlo
methods for several different functions, provided enough
integration points are used (Zhang and Pandey, 2014). Here, we
used a five-point Gauss-Legendre quadrature, which integrates
ninth-degree polynomials exactly. Analysis with three-point
integration resulted in similar sensitivity indices in both impacts
and also identified as most influential the same three parameters.
Still, how well the M-DRM assumption holds for HBM occupant rib
fracture risk is not known, and thus the sensitivity analysis results
should be interpreted as indicative. Evaluating the sensitivity indices

for the rib fracture risk (approximately 6 h per function evaluation)
with Monte Carlo-based computations was not feasible, due to the
time cost that would have been required. Previous studies
investigating HBM rib fracture sensitivity to parameters have
used factorial analysis, where only a few parameters have been
changed in a few steps (Kent et al., 2005; Schoell et al., 2015; von
Kleeck et al., 2022). A full factorial analysis with three parameter
levels (high, mid, and low) and the 15 parameters included in the
current study would require over 14.3 million (315) function
evaluations. Including only two levels for the parameters will still
require about 32.8 thousand (215) function evaluations. Thus, the
currently used method was a practical choice, but its accuracy for the
current use case should be evaluated in future work.

4.4 Limitations and future work

There are several limitations with this study. First, only an average
male HBM, in terms of height and weight, was used. The choice of HBM
was based on previous validation of rib strain and rib strain-based rib
fracture risk predictions (Iraeus and Pipkorn, 2019; Pipkorn et al., 2019).
In these validations v.9 of SHBMwas used.Updates for v.10 included new
thoracic soft tissuemeshes, including separate skeletalmuscle and adipose
tissue layers and a new pelvis model. The ribcage model, including
intercostal muscles was kept from v.9 (Pipkorn et al., 2021). Parameter
variability also exists among individuals in other subpopulations (such as
small females or large males). For a given impact scenario, the amount
and location of loading to the torso can change due to changes in body
mass and height. However, the parameters identified as influential here,
related to how the ribs resist deformation due to external loading, will
likely remain influential even for other subpopulations. There is a
possibility that the influence of soft tissue parameters increases if the
relative volume of soft tissues increases (such as for obese occupants),
which should be investigated in future work.

Secondly, only two impact conditions were considered in the current
study; both cases were set up so that the average HBM obtained close to
50% risk of NFR2+. In real life, crashes occur in a wide range of angles
and velocities. For both lower and higher impact velocities, the relative
influence of the parameters would decrease. For very low impact speeds,
the rib fracture risk could be 0% regardless of parameter settings, while it
could become saturated at 100% for some or all parameter settings at
higher impact speeds. The two impact scenarios used represent impact
conditionswith a high risk of occupant rib fractures in real-world crashes
(Pipkorn et al., 2020), and represent two different modes of loading to
the ribs. In a frontal impact, the loading from the seatbelt to the chest
tends to bend the anterior ends of the ribs towards the spine, thus
resulting in tensile strains on the cutaneous side of the ribs. In a side
impact, the intruding side structure and airbag instead apply loading to
the lateral region of the ribs, causing that region to bend inwards,
resulting in tensile strains at the pleural side of the loaded ribs. Despite
the different rib loading modes, the same parameters were found to be
themost influential, which indicates that the results foundhere should be
robust over a range of impact directions. It is possible that ribcage shape
variability can have a larger influence under other external conditions,
such as scenarios in which the ribcage either comes into contact, or not,
with a vehicle interior component depending on ribcage dimensions.
Further evaluations using different boundary conditions for thoracic
loading are needed to confirm the general validity of the results.
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Third, while the parameter study performed here is extensive, it is
not exhaustive. The parameters included were limited to entities already
represented in the HBM. For example, the rib cortical bone is modeled
by shell elements with varying thickness. The elements represent
homogeneous material throughout this thickness, while rib cortical
bone has an inhomogeneous structure: individuals can, for example,
have varying degrees of intra-cortical porosity (Agnew and Stout, 2012).
These pores and other local microstructure properties can potentially
serve as sources of stress concentration during loading and can thus be
highly relevant for the individual rib fracture risk. Such details are,
however, beyond the modeling capacity of current full-body HBMs for
occupant impact simulations. Further, some entities present in the
HBM thorax were not parametrized, such as the thoracic spine or the
soft internal thoracic organs. From PMHS chest impact experiments
with and without internal thoracic organs, it is known that 30%–40% of
the thorax stiffness can be attributed to the internal organs (Kent, 2008;
Murach et al., 2018). The thoracic internal organs are modeled by a
lumped representation in the SHBM, for which no variability ranges
could be identified. Further evaluations with more detailed rib or
thoracic models may lead to a better understanding of how
variability in bone structure and soft thoracic organs contributes to
population rib fracture outcomes.

Fourth, the morphing procedure applied for some parameters
altered the mesh and thereby the mesh quality. A reduced mesh
quality increases the risk of numerical artifacts that can influence
the results. However, in the current work, morphed elements passed
in-house mesh quality criteria for the HBM, indicating a low risk for
numerical artifacts. Further investigating the effect of improved element
quality requires re-meshing. In that case, it is unknown if any changed
results are due to the new mesh or due to parameter changes.

4.5 Outlook

The results from this study showed that rib cortical bone thickness,
rib cross-sectional width, and rib material properties were the most
influential parameters for HBM rib fracture risk predictions. These
findings can aid the selection of model parameters in future HBM
studies. For studies aiming to model the distribution of occupant rib
fracture outcomes, including the population variability of the threemost
influential factors will likely result in a more realistic estimation of the
injury distribution, while keeping the number of model parameters low.
As individual variability exists for humans of different sex, age, height,
and weight, the validity of rib fracture distributions computed in studies
with morphed HBMs, representing occupants of different
subpopulations, can be improved by including the important
parameters identified here. HBMs that reflect both global and local
variability among different occupants can be used to develop vehicles
and safety systems with reduced rib fracture risks for all occupants.

5 Conclusion

Out of 15 evaluated structural and material factors, the greatest
influence on predicted rib fracture risk were found for rib cortical
bone thickness, rib cortical bone material properties, and rib cross-
sectional width.

For rib fracture risk analysis with HBMs for the population of
vehicle occupants, it is recommended that the variability in rib
cortical bone thickness, rib cortical bone material properties, and rib
cross sectional width be considered.
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Effects of an integrated safety
system for swivel seat
arrangements in frontal crash

Zhao Li1,2, Ruth Gao3*, Robert McCoy3, Hongyu Hu1, Lei He1* and
Zhenhai Gao1

1State Key Laboratory of Automotive Simulation and Control, Jilin University, Changchun, China, 2School
of Public Health, Jilin University, Changchun, China, 3Ford Motor Company, Dearborn, MI, United States

Objective: Autonomous vehicles (Avs) have paved the way for the arrangement of
swivel seats in vehicles, which could pose a challenge to traditional safety systems.
The integration of automated emergency braking (AEB) and pre-pretension (PPT)
seatbelts improves protection for a vehicle’s occupant. The objective of this study
is to explore the control strategies of an integrated safety system for swiveled
seating orientations.

Methods: Occupant restraints were examined in various seating configurations
using a single-seat model with a seat-mounted seatbelt. Seat orientation was set
at different angles, from −45° to 45° with 15° increments. A pretension was used on
the shoulder belt to represent an active belt force cooperating with AEB. A generic
full frontal vehicle pulse of 20 mph was applied to the sled. The occupant’s
kinematics response under various integrated safety system control strategies
was analyzed by extracting a head pre-crash kinematics envelope. The injury
values were calculated for various seating directions with or without an integrated
safety system at the collision speed of 20 mph.

Results: In a lateral movement, the excursions of the dummy head were 100mm
and 70mm in the global coordinate system for negative and positive seat
orientations, respectively. In the axial movement, the head traveled 150mm
and 180mm in the global coordinate system for positive and negative seating
directions, respectively. The 3-point seatbelt did not restrain the occupant
symmetrically. The occupant experienced greater y-axis excursion and smaller
x-axis excursion in the negative seat position. Various integrated safety system
control strategies led to significant differences in head movement in the y
direction. The integrated safety system reduced the occupant’s potential injury
risks in different seating positions. When the AEB and PPT were activated, the
absolute HIC15, brain injury criteria (BrIC), neck injury (Nij), and chest deflection
were reduced in most seating directions. However, the pre-crash increased the
injury risks at some seating positions.

Conclusion: The pre-pretension seatbelt could reduce the occupant’s forward
movement in the rotating seat positions in a pre-crash period. The occupant’s pre-
crash motion envelope was generated, which could be beneficial to future
restraint systems and vehicle interior design. The integrated safety system
could reduce injuries in different seating orientations.

KEYWORDS

autonomous vehicle, integrated safety system, swivel seat arrangement, occupant
kinematics, injury risk
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1 Introduction

Autonomous vehicle technology has undergone rapid
development in the last decade. However, several issues must be
solved before the large-scale usage of AVs. Based on statistical data,
90% of crashes are fully or partially caused by human error (Aufrère
et al., 2003). AVs have the great potential to eliminate human error
and thus reduce vehicle crashes. AVs are anticipated to not be
involved in crashes, however, AVsmay still crash, especially during a
transition period (Sivak and Schoettle, 2015).

AVs provide a great opportunity and freedom to redesign the
occupant compartment, interior system, and restraint system to
provide and protect occupants in various seating configurations
(SAE, 2016). AVs are characterized by higher design freedom of
vehicle interiors, namely, flexible seat positioning, orientations, and
reclining (Jorlöv et al., 2017; SAE, 2019). Vehicle manufacturers could
consider developing such solutions, while still having to ensure the
protection of all occupants in the alternative seating arrangements.
Current restraint systems are designed and optimized on standards
and strict protocols and will not be effective in crash scenarios based
on flexible seating arrangements (Adam and Untaroi, 2011; Yamada
et al., 2016; Bosma et al., 2017; Luttenberger et al., 2018).

These new seating configurations are prompting a new area of
research in passenger safety (Subit et al., 2017; McMurry et al., 2018;
Hasija et al., 2019; Bohman et al., 2020). A seat not facing the front
faces significant differences from the point of view of conventional
safety research. Most research investigated the effects of seat
orientation on occupant kinematics focusing on the interaction
between the occupant and the seat belt system, whereas
interactions with airbag systems and internal structures were
excluded (Kitagawa et al., 2017; Gayzik et al., 2018). The results
showed that the combination of seat belts and seat orientation was
critical for controlling occupant kinematics. The protective effect of a
restraint system might vary under different seating configurations.

It was reported that the forward collision warning system can
identify impending impacts and warn the driver to take action about
1.5 s before the collision (Kusano and Gabler, 2012). Kitagawa et al.
(2017) and Wu et al. (2020) investigated the concept of an active seat
rotation strategy that changes seat orientation during a pre-collision
timeframe. A baffle structuremust be added to guide the dummy rotated
with the seat, such amodification requires significant follow-up work for
verification. A seat-mounted airbag provides protection regardless of
how an occupant is seated (Matsushita et al., 2019). A life cell airbag
resembles a protective cocoon once it is fully activated (Autoliv, 2018).
These new devices provide ideas for occupant protection of AVs and
completely change the design of restraint systems.

An impact could be detected much earlier by advanced sensors.
The ability to strategically reposition the vehicle and occupant due to
advanced sensors was not considered in the reviewed studies. A pre-
crash emergency braking would provoke occupant movement, which
could lead to an interaction with the passive safety system. Acceptance
corridor was developed based on head trajectories resulting from pre-
crash maneuvres (Battaglia et al., 2013). Diederich et al. (2021)
extracted the occupants’ head kinematics envelope during braking
for rotated seat arrangement wearing a lap-belted and 3-point seat
belt. The integration of AEB and PPT seatbelts in frontal seat
orientation was evaluated. The result showed that the integration
of PPT and AEB reduced injury risks further than AEB alone and that

a higher pretention force would reduce the rib fracture risk while
increasing concussion risk (Osth et al., 2015; Savino et al., 2016).

A pre-crash maneuver will cause the occupant to be out of
position and thus reduce the protection of the restraint system in
case of a crash. The current focus on safety is shifted toward
integrated safety systems to further enhance occupant protection.
Capturing the occupant’s kinematics in a swiveled seat arrangement
during the pre-crash phase is critical to define the vehicle interiors as
well as the requirements of future restrain systems. This study
investigated the effect of the integrated safety system on the
trajectory and injury of an occupant for swiveled seating
orientations. Future restraint systems and new vehicle interior
layouts can be designed according to the occupant’s position in
an AV during the pre-crash phase. The objectives of this study are to:

a) Investigate occupant kinematics in rotated seat arrangements
during the AEB stage

b) Investigate occupant kinematics in various seat belt
arrangements during the AEB stage

c) Investigate the injury risk influenced by the integrated safety
system

2 Materials and methods

The interaction between an occupant and an integrated safety
system was simulated using a simplified swivel seating compartment
and a human body finite element (FE) model (THUMS, Version 4.0,
AM50 occupant model). The effects of AEB and PPT were evaluated by
simulating a pre-crash braking scenario for PPT seatbelt configuration.

2.1 Vehicle collision simulation model

The steering wheel and airbags were not included, and the occupant
was only restrained by a 3-point seat belt. A deformable seatmodel froma
production vehicle was used. The seat back angle was 22.5°. The seat track
was connected to the floor through four bolts, as shown in Figure 1. The

FIGURE 1
Frontal collision sled model setup.

Frontiers in Bioengineering and Biotechnology frontiersin.org02

Li et al. 10.3389/fbioe.2023.1153265

137

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1153265


sled provides support for both feet and the angle of the sled is 110°. Seat-
integrated restraints with a standard three-point belt can be adapted in
AVs with swiveled seat configurations. The D-ring of the seat belt was
fixed to the seatback instead of a B-pillar, and the position of the D-ring
was determined according to the traditional vehicle. AVs allow a 360-
degree arrangement of seats with different crashmechanisms, such as 90°

for a side impact and 180° for a rear impact. This study focused on frontal
collision, and the seat orientations were set from −45° to 45° with 15°

increments, as shown in Figure 2 (Kitagawa et al., 2017; Wu et al., 2020).

2.2 Validation of PPT

The braking pulse was raised to the maximum of 1G within
300 ms and then kept constant until the end of the AEB phase at
1000 ms (Figure 3). A pretensioner was used on the shoulder belt to

represent a pre-pretensioner that cooperated with AEB. The pull-in
is given as a function of time to prevent the occupant from moving
away from the initial position, and a 50 ms delay was defined before
the pre-pretensioner activated, as shown in Figure 4. When the belt
forces generated exceeded the pretensioner force limit (270 N), the
retractor would play a role to hold the occupant. The active seat belt
obtained from this study was compared with a volunteer test from
the literature with similar parameters of active seat belt and pre-
crash braking (Wen, 2019).

2.3 Integrated safety system and crash

Both pre-crash and crash phases were simulated in the same run,
without restarting the simulation. The total time for the simulations
was 1,200 ms, which was composed of a 1000 ms pre-crash duration
and a 200 ms crash. The occupant’s kinematics response was

FIGURE 2
Seat rotation angle definition.

FIGURE 3
Pulse of AEB.

FIGURE 4
Force curve of pre-pretensioner.

FIGURE 5
Relative displacement of the occupant head.
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analyzed as a function of seat rotation under the integration of AEB
and PPT by extracting the head center of gravity (CG)’s pre-crash
kinematics envelope.

The coordinates of the initial dummy head CG were given in a
Cartesian coordinate system and were considered as the origin. The
head CG deviated from the origin of coordinates in the x-axis, y-axis,
and z-axis was defined as the head movement (Figure 5). The head
CG in the xy-plane was evaluated to form the occupant kinematics’
envelope and define the enclosed movement space in that plane. The
top of the head, chin, left cheek, and right cheek can be chosen to
represent the envelope of head movement in a real vehicle interior
design.

The occupant’s kinematics was studied with various seat
orientations in the AEB stage. A head trajectory envelope in the
AEB stage was extracted considering an active 3-point seat belt to
define the occupants’ head motion space.

To investigate the effect of different integrated safety parameters
on an occupant, the active seat belt pre-pretensioner delay was
changed from 50 ms to 0 ms and 100 ms (Kent et al., 2007; Battaglia
et al., 2013). The occupant movement response was compared for
three configurations.

The vehicle slowed down from 38 mph to approximately
20 mph during pre-crash. A 20 mph generic frontal vehicle pulse
was applied to the sled model, as shown in Figure 6. The injury
values were calculated for various seating directions with an
integrated safety system.

Another simulation of a 20 mph crash was conducted without
pre-crash. The force limits of the seat belt retractor and pretensioner
were 4 kN and 90 N, respectively.

To assess the risk of injury in a crash simulation, injury criteria
and risk curve recommended by NHTSA research were used in this
work. The nodal data at the head CG was output to calculate brain
injury (HIC and BrIC). A cross-section was created at the
intervertebral disc between C1 and C2 to measure the axial load
and bending moment with respect to a local coordinate system,
which was used to calculate neck injury (Nij). The distance change
between the sternum and T8 was measured to present chest
deformation.

3 Results

3.1 Validation of PPT seatbelts

By simulating a pre-crash, the dynamic response of the occupant
in a pre-crash was obtained and compared with the neck
displacement and shoulder belt force in a volunteer test, as
shown in Figures 7, 8. The result shows that the THUMS model
maintains the same trend as the volunteer in neck motion and
shoulder belt force curve.

The THUMS model exhibited a large fluctuation in the neck
displacement, which decreased rapidly and then maintained a small
fluctuation. The shoulder belt force also produced a corresponding
fluctuation. In the initial phase of braking, the seat belt force was in
high agreement with the volunteer response values in terms of both
trend and value. In the simulation, the shoulder belt force of the
active seat belt configuration still provided a large force to restrain
the occupant in the late braking period.

3.2 Occupant’s kinematics in the AEB phase

In the case of swiveled seating arrangement, during an
emergency pre-crash maneuver, the dominant motion of the
occupant is a combination of translation along the vehicle’s
x-axis and rotation about the vehicle’s y-axis and z-axis, as
illustrated in Figure 9.

The occupant kinematics during AEB was quite different among
various seating orientations, which can be divided into two phases.
In phase 1, the occupant moved forward due to the deceleration to
the maximum displacement of approximately 400 ms. In phase 2
(t > 400 ms), the pre-tensioned seatbelt pulled the occupant’s upper
body back, as shown in Figure 10.

The occupant motion for various seating orientations in the AEB
stage could be reduced by an active seatbelt. The occupant
kinematics at maximum displacement can be observed in
Figure 11. The maximum displacement was reached at
approximately 400 ms. The moments of maximum head
displacement for the left seat orientations were earlier than those
for the right seat orientations.

The head movement trajectory can be found in Figures 12A, B
for all seating positions. In a lateral movement, the excursions of the
head were 100 mm and 70 mm in the global coordinate system for
negative and positive seat orientations, and the values were 150 mm
and 130 mm in the seat coordinate system, respectively. In an axial
movement, the head traveled 150 mm and 180 mm in the global
coordinate system for positive and negative seating directions, and
160 mm and 150 mm in the seat coordinate system, respectively. At
different seat angles, the movement of the head in the x direction was
not significantly different compared to that in the y direction. The
head movement was significantly different when the seat turned to
the left than when the seat turned to the right. The largest left
movement happened at the −45° seating position, while the largest
right movement was found at the 30° seating position. The 3-point
seat belt seems to have a significant influence on the occupants’
motion when the occupants are in the right seating orientations.

A head trajectory envelope in the xy-plane with the rotated seat
is shown in Figures 12C, D. The occupant experienced a great y-axis

FIGURE 6
Crash pulse.
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excursion and a small x-axis excursion in the left seat position. The
head position at the end of pre-crash is critical to the airbag design,
for instance, the shape and deployment time. The kinematics
envelope can provide some guidance to avoid interference
between an occupant and vehicle interior components.

To investigate the effect of different integrated safety parameters
on an occupant, an active seat belt pre-pretensioner delay was
changed from 50 ms to 0 ms and 100 ms. The occupant
movement response was compared for three configurations.

Figure 13 illustrates the head CG movement trajectory for 0 ms,
50 ms, and 100 ms active pretension seatbelt at ±30° seating
arrangement. The delay time affected the head displacement,
while the trend of the head trajectory had little effect.

The head maximum resultant xy-displacement is shown in
Figure 14 in different active seatbelt delay times for all seat

rotation angles. In the x direction, the difference between the
head displacement of the 0 ms and 50 ms delays was not
significant, while the head displacement of the 100 ms delay time
was significantly larger than the other two delay times. The head
movement in the y direction was complex. The 100 ms delay caused
the smallest head displacement at the ±15° seat orientation, while the
0 ms delay generated the largest head displacement at the +15°, +30°,
and +45° seat positions. The delay of 50 ms performed well at all
angles, especially at 0°.

3.3 Occupant injury risk in crash

Compared to the impact without pre-crash, the integrated safety
system helped to reduce the potential injury in different seating

FIGURE 7
Neck movement during pre-crash.

FIGURE 8
Shoulder belt force during pre-crash.
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positions in most cases. The comparison of injury numbers for the
impacts with and without pre-crash is shown in Figure 15.

The HIC15 ranged from 64 to 167 in an impact without pre-
crash, while the values were distributed between 12 and 55 in the
case of an integrated safety system. The integrated safety system
reduced HIC15 significantly, even though all the values were far
below the head injury threshold of 700.

An integrated safety system reduced the brain injury criteria
(BrIC) in all seating orientations. The BrIC ranged from 0.73 to
0.9 in the impacts without pre-crash, while BrIC ranged from 0.35 to
0.86 in the case of AEB. The integrated safety system reduced BrIC
significantly, except for the case at −45°. In the case of a pre-crash,
the highest BrIC value was obtained at the −45° and −30° seating
positions, respectively. The same seat orientations led to significant
differences in BrIC in impacts with pre-crash and without pre-
crash.

The effect of an integrated safety system on Nij is not clear. A
pre-crash reduced the Nij in most cases, except at −45° and +30°

seating positions. The Nij values in an impact without AEB ranged
from 0.29 to 0.59, and the Nij values in the case of AEB ranged from
0.21 to 0.45. Nij could be reduced in cases of impact when using an
integrated safety system in AEB compared to the impact without
AEB. However, the pre-crash increased Nij at the −45° and 30° seat
orientations by 15% and 12%, respectively.

An integrated safety system could reduce chest deflection in
most seating orientations. There was no obvious discrepancy in
chest deflection observed for various seating orientations using AEB
before an impact. The chest deflections ranged from 10.3 mm to

FIGURE 9
Occupant motion in pre-crash.

FIGURE 10
Occupant kinematics in 0°, −45° and 45° seat orientations.
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FIGURE 11
Top view of occupant’s maximum displacement at various seating arrangement.

FIGURE 12
Head CG trajectories and envelope for all seating arrangement. (A) Trajectories in global coordinate system (B) Trajectories in seat coordinate
system (C) Envelope in global coordinate system (D) Envelope in seat coordinate system.
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20.1 mm in an impact without AEB, while ranging from 9.2 mm to
17.6 mm in the case of AEB. The integrated safety system reduced
chest deflections significantly when the seat orientated from −15° to
+30°. The highest chest deflection happened at the 0° seat position
and the lowest value was found at the −45° seat position in a no AEB
impact. In the case of AEB, the corresponding seating orientations
were +45° and +30°, respectively. The similar seat orientations of
+45° and +30° led to a great difference in chest compression. The
chest deflections were reduced for the impact with AEB compared
with the impact without AEB for the 0° and ±15° seating
orientations.

4 Discussion

This study performed FE simulations to evaluate the effect of AEB
and PPT seatbelts on occupant kinematics during pre-crash and the
injury risks in frontal car crashes in swiveled seating positions.

To eliminate the effects of other factors, the occupants were
restrained by a seatbelt, which differs from the conventional seating
configuration with the restraint of an airbag and a windshield.
Without restraint ahead, the occupant has longer travel space in
a floor, seat, and seatbelt configuration.

The displacement of the occupant’s head (~150 mm) was larger
compared to a volunteer test (~100 mm) at the 0° seating position
(Olafsdottir et al., 2013). Investigation of volunteer response to
braking events has generally been done in connection with the
relaxed and braced muscle states at various acceleration levels. In a
volunteer pre-crash study, the peak forward head excursion caused
by the acceleration pulse showed to be very subject-specific, the
values were in the range of 34–514 mm (Erlinger et al., 2022).
Considering active muscle forces could be complicated, the
occupant model used in this study was a passive human body
model. The THUMS model did not have a high agreement with
the volunteer’s response values in both movement trend and
displacement values, however, the differences were still acceptable.

FIGURE 13
Head CG trajectories for different active seat belt delay time at ±30° seating arrangement. (A) At −30° seating positon (B) At +30° seating positon.

FIGURE 14
Head maximum displacement in different active seatbelt delay time. (A) X-motion (B) Y-motion.
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In the constraint and interior design concept of AVs, the
occupant movement affected by the pre-crash maneuver should
be considered. By lowering the vehicle speed, AEB helps to avoid an
impact or reduce the occupant injury risk in an unavoidable impact.
While the PPT seatbelt tenses the shoulder belt in a pre-crash phase,
it can reduce the forward excursion significantly and hold back the
occupant to his/her initial position.

Occupant motion in a pre-crash phase can alter the initial
occupant posture in a crash event and affect the kinematics and
loads of the occupant during the follow-up crash event. Injury risk
can be changed with the occupant out of position posture due to a
pre-crash (Bose et al., 2010). Therefore, it is important to accurately
predict the occupant posture in pre-crash with an integrated safety
system.

A PPT seatbelt was found to be effective by improving the
coupling of an occupant to a seat structure. An angular
dependence of occupant restraint was found in the study, as
shown in Figures 11, 12. The shoulder belt did not wrap
symmetrically around the occupant. The shoulder belt engaged
the shoulder firmly when the seat rotated to the right. The

shoulder belt slipped off from the shoulder when the seat
rotated to the left. However, in both left and right directions
the lap belt helped the occupant to remain in the seat. The head
experienced a longer lateral motion when the seat was in the left
seating position, as shown in Figure 12.

The head displacement with respect to the seating direction
showed similar profiles for the PPT delay times, as shown in
Figure 13. This suggests that though a 3-point belt is effective in
restraining the occupant in a rotated seat in a pre-crash scenario,
there is still potential to improve its performance by tuning the time
of releasing preload. In addition, the PPT pulse is an important
factor, which will be investigated in future research.

Based on the passenger’s position at the end of the pre-crash in
Figure 14, the optimal control strategy can be applied to different
angles of the seat. For seats at −45° and −30°, the seatbelt delay of
0 ms can minimize the dislocation of passengers. In the case of 15°

and 45°, the delay of 50 ms was the best. When the seat was at 0°

and −15°, the control strategy depended on whether the x-direction
or y-direction displacement was given priority. At 30° of seat
orientation, the 100 ms seat belt delay produced the smallest

FIGURE 15
Comparison of injury number in impacts with and without AEB. (A) HIC15 (B) BrIC (C) Nij (D) Chest deflection.
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y-direction displacement, while the three-time delays did not lead to
much difference in the x-direction displacement.

In a crash without an integrated safety system, there is a delay
and slack of the seatbelt (Pipkorn and Wass, 2017) and the
occupant travels forward when the seatbelt works. An
integrated safety system reduces occupant injury risk in most
situations. AEB slows down the vehicle and a PPT triggers to
prevent passengers from staying in their original position. The
seatbelt works ahead of the crash and enhances the performance of
protection. It should be noted that, due to the absence of a steering
wheel and an airbag in the simulation, the significantly roomier
space allowed the occupants to have sufficient damping, while a
standard crash with a steering wheel and an airbag limits the
damping In the absence of an airbag, the head rotated around T1,
generating a higher angular velocity when the body was restrained
and obtaining the high BrIC value. The reduction in BrIC was not
significant as that of HIC15. In some seat positions, the integrated
safety system enhanced the occupant’s risk of neck injury. The
shoulder slipped off from the seatbelt causing upper body flexion
in the left seating position. Chest compression was mainly caused
by a seat belt. At a small degree of seat orientation, a seat belt
covered well the center of the chest during a full frontal impact.
However, at a large degree of seat orientation, the seat belt moved
up toward the neck and away from the chest during a full frontal
impact. The integrated safety system allowed the seat belt to act
earlier on the chest, extending the belt’s working time and reducing
the force on the belt. In the case of a pre-crash, the values of HIC15,
BrIC, Nij, and chest deflection were quite different at the −45°

and −30° seating positions. Similar seat orientations led to
significant differences in injury risk. The reason for this result
needs to be further studied.

The animation of the collision phase shows that the baffle
influences the movement of the lower limbs. When the seat was
at 0°, the lower limbs moved forward with the body, and the lower
limbs retracted toward the trunk after the feet hit the baffle. When
the seat was rotated, the trunk and lower limb movements appeared
to be separate. The torso was relatively coherent with the seat under
the seat belt restraint, while the unrestrained lower limbs still moved
forward. The lower limbs were thrown around the hip joint and
retracted after the feet touched the baffle.

5 Conclusion

Frontal impact simulations with 1G emergency braking
deceleration and active seat belt configurations were performed
to study the effect of an integrated safety system in a swiveled
seating arrangement. The kinematics and injury risks following
impact were also evaluated. The occupant’s head pre-crash
motion envelope was generated, which can be beneficial for
future restraint systems and vehicle interior design. The occupant
being out of position is also important for any airbag systems design,
such as an airbag mounted on the seat, deploying over the head, or
from the vehicle roof.

1) The occupant in a right-rotated seat endured more shoulder
engagement and exhibited a smaller head excursion.

2) The occupant’s excursion during a pre-crash could be improved
by coupling a PPT seatbelt release time.

3) It was observed that a pre-crash could affect the following
impact. In an unavoidable impact, an integrated safety system
could reduce the injuries of an occupant in various seating
orientations.
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Introduction: The principal strain or equivalent strain is mainly used in current
numerical studies to determine themechanical state of the element in the cortical
bone finite element model and then perform fracture simulation. However, it is
unclear which strain is more suitable for judging the element mechanical state
under different loading conditions due to the lack of a general strain judging
criterion for simulating the cortical bone fracture.

Methods: This study aims to explore a suitable strain judging criterion to perform
compressive fracture simulation on the rat femoral cortical bone based on
continuum damage mechanics. The mechanical state of the element in the
cortical bone finite element model was primarily assessed using the principal
strain and equivalent strain separately to carry out fracture simulation. The
prediction accuracy was then evaluated by comparing the simulated findings
with different strain judging criteria to the corresponding experimental data.

Results: The results showed that the fracture parameters predicted using the
principal strain were closer to the experimental values than those predicted using
the equivalent strain.

Discussion: Therefore, the fracture simulation under compression was more
accurate when the principal strain was applied to control the damage and
failure state in the element. This finding has the potential to improve
prediction accuracy in the cortical bone fracture simulation.

KEYWORDS

cortical bone, compression, fracture, principal strain, equivalent strain

Introduction

With a load-bearing role, the cortical bone structure bears the majority of the external load
and protects the soft tissue from damage (Kumar and Ghosh, 2022). Both the instantaneous
impact and continuous static loads may lead to structural damage and crack occurrence in the
cortical bone structure, and even direct fracture in extreme cases (Cui et al., 2022; Rosa et al.,
2022). Therefore, investigating the relationships among the cortical bone mechanical properties,
damage and failure mechanisms, and different loading conditions is necessary to explore
preventive measures to reduce the possibility of cortical bone damage (Nourisa et al., 2019).
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However, the achievement of these first requires accurate observation of
the complete failure process in the cortical bone structure.

The failure process in the cortical bone structure includes a series of
mechanical behaviors from elastic deformation to crack initiation,
propagation, and final fracture (Salem et al., 2022; Snow et al.,
2022). Due to the limitation of image development, observing these
mechanical behaviors at themicro-level by experiment is difficult (Ural,
2021). Therefore, most studies simulate the failure process of the
cortical bone structure using finite element (FE) analysis. Early
numerical research predicted the fracture load in the cortical bone
structure by developing a linear elastic fracture model (Stitzel et al.,
2004; Ural and Vashishth, 2006). With the development of fracture
mechanics, the elastic-plastic fracture model was used to perform
cortical bone fracture, which simulated the failure process by
describing the change in the mechanical behavior during crack
propagation (Prasannavenkadesan and Pandithevan, 2021; Remache
et al., 2020). The cortical bone fracture can also be simulated using the
continuum damage mechanics theory and the extended finite element
method. Both methods can simulate the complete failure process in the
cortical bone structure by defining the crack initiation, softeningmodel,
and element failure, and can simulate both brittle and ductile fractures
by setting different softening models (Ng et al., 2017; Soni et al., 2021;
Yadav et al., 2021; Kumar et al., 2022).

The above numerical fracture models differed but shared one
feature: the strain was regarded as an indicator to control the damage
and failure state in the element. Many studies have considered that
strain is more accurate in determining the mechanical state of bone
elements than stress (Cohen et al., 2017; Lovrenic-Jugovic et al., 2020).
However, different strain judging criteria were used among the
fracture models discussed above. One part applied the principal
strain as the element damage and failure criterion in the cortical
bone FE model, while the other part used the equivalent strain (Ng
et al., 2017; Remache et al., 2020; Soni et al., 2021; Kumar et al., 2022).
Because no standardized strain judging criterion for cortical bone
fracture simulation was provided, it is unclear which strain is more
suitable for judging the element mechanical state in the FE models
under different loading conditions.

Cortical bone is a transversely isotropic material with mechanical
properties that vary depending on the orientation of the osteon (Li
et al., 2013; Szabo and Rimnac, 2022). Meanwhile, the main difference
between the equivalent strain and principal strain is whether the shear
strain is considered, so the numerical variation process in the two
types of strain is different under various loading conditions (Xia and
Wang, 2001). Therefore, the applicable range of the two strains in
judging the element mechanical state should differ in cortical bone
fracture simulation under different loading conditions.

This study aims to explore a suitable strain judging criterion for
simulating cortical bone fracture under compression. The
compressive experiment on the rat femoral cortical bone specimen
was first performed. Then, the cortical bone FEmodel was established
based on the femur micro images, and the equivalent and principal
strains were separately set as the judging criteria to simulate the failure
process in the cortical bone structure. Finally, the predicted fracture
parameters were comparedwith the corresponding experimental data,
and the effects of applying different strain judging criteria on the
prediction precision of cortical bone fracture were discussed, the
outcome of which has the potential to improve prediction accuracy in
cortical bone fracture simulation under compression.

Materials and methods

Compressive experiment

Six 3-month-old male Wistar rats were selected to obtain six
right femurs. The location of the femoral mid-diaphysis was set as a
benchmark, and the cortical bone specimen with a height of 5 mm
was cut along the femoral shaft axis. All the cortical bone specimens
were subjected to axial compression on the electronic testing
machine, as shown in Figure 1A. The pressure head was
compressed at a uniform speed of 1 mm/min to perform quasi-
static loading, and the test started with an increase to 30 N, followed
by a decrease to 0 N to ensure no slide on the specimen (Fang et al.,
2019).

Establishment of the cortical bone finite
element model

The cortical bone micro images were obtained based on micro-
CT scanning of the rat femurs. The images were first imported into
the MIMICS software to reconstruct the geometry model of the
femoral cortical bone structure, then the geometry model was
imported into the ABAQUS software to establish the cortical
bone FE model using the C3D8 element. To simulate the
boundary condition in the compressive experiment, rigid circular
plates were created above and below the cortical bone structure. The
frictionless interaction was established between the lower rigid plate
and the cortical bone structure, and the tangential behavior friction
with a penalty coefficient of 0.2 was created between the upper rigid
plate and the cortical bone structure (Hambli and Allaoui, 2013;
Harrison et al., 2013). A reference point coupled to the upper rigid
plate was set up above the model. An axial compression
displacement of 0.5 mm was applied to the reference point, and
all the degrees of freedom except the loading direction on the
reference point were constrained. Meanwhile, all the degrees of
freedom in the lower rigid plate were constrained. The boundary
condition in the FE models can be seen in Figure 1B. Assigning the
longitudinal and transverse elastic moduli for the FE model is
necessary because the cortical bone is a transversely
homogeneous material. After a previous study on this batch of
rat femurs, i.e., the nanoindentation test on these cortical bone
specimens, the average longitudinal and transverse elastic moduli of
the cortical bone tissue were measured as 13,498 and 11,025 MPa,
respectively, and the Poisson’s ratio was set to 0.3 (Zhang et al.,
2015).

Fracture simulation for the cortical bone
finite element model

The fracture method based on continuum damage mechanics
theory was adopted in this study. The implemented ABAQUS user’s
subroutine (UMAT) was related to the damage variable D and used
to perform fracture simulation. The stress–strain relationship after
the onset of the damage can be expressed as (Cornin et al., 2022):

σ � Cdε (1)
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Cd � 1 −D( )C (2)
where σ is the stress tensor in the element of the FE model, Cd is the
damage elasticity matrix tensor in the element of the FE model, ε is
the strain tensor in the element of the FE model, D is the damage
variable in the element of the FE model, C is the elasticity tensor of
the undamaged material in the element of the FE model.

The damage variable D was set to depend on the principal strain
or equivalent strain. The change in the damage variable can be
expressed as (Gaziano et al., 2022):

D � 0 ε≤ εf( ); D � 1 − e 1− ε
εf

( ) ε> εf( ) (3)
Where ε is the principal strain or equivalent strain in the element

of the FE model, εf is the critical failure strain in the cortical bone
material.

The critical failure strain in the femoral cortical bone of 3-month-
old Wistar rats was obtained in our previous study, with a compressive
failure strain threshold of 4.3% (Fan et al., 2016). As the compression
condition was considered in this study, the compressive strain in the
element was dominant, so the minimum principal strain was compared
with the equivalent strain to determine the suitable strain judging
criterion. In the process of compression simulation, the minimum
principal strain and equivalent strainwere separately comparedwith the
critical compressive failure strain threshold of the cortical bone material
to determine the element damage initiation. Element damage occurred
when theminimum principal or equivalent strain exceeded 4.3%. In the
damaged element, the damage variable D increased as expression 3),
and the elastic modulus decreased as expression 2). The damage
elasticity matrix was adopted to update the stress and the Jacobian
matrix in the element. The Jacobian matrix, after the onset of the

FIGURE 1
The schematic diagrams of the experiment and simulation on the rat femoral cortical bone structure (A) Compressive experiment; (B) Fracture
simulation.

FIGURE 2
Detailed flow chart for simulating the progressive failure in the cortical bone structure using UMAT.
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damage, could be described as expression 4) (Gao et al., 2018). The
maximum value of the damage variable was set to 0.9 (Hambli et al.,
2012). The element failed and lost its load-bearing capacity when the
elastic modulus reduced to 10% of the original. The apparent failure
occurred in the cortical bone structure when the failed elements
accumulated to a certain degree. The flow chart of the fracture
simulation can be seen in Figure 2. By comparing the numerical
differences between the simulation results obtained by applying the
minimum principal and equivalent strains, the strain judging criterion
that is more suitable for simulating the fracture of the rat femoral
cortical bone under compression can be determined.

zσ

zε
� Cd + zCd

zε
: ε � Cd + zCd

zD
×
zD
zε (4)

Results

Mesh sensitivity analysis

Mesh sensitivity analysis was first conducted to determine the
suitable element size for the FE models. Five sizes (60, 80, 100, 120,
and 140 μm)were used for creating five cortical bone FEmodels, and
the fracture simulation was performed by applying the equivalent
strain to observe the effects of different sizes on the failure process.
Figure 3 shows that the fracture load increased with the fine mesh,
indicating that the damage variable D rose faster for the large
element size and led to a faster decrease in the structural
stiffness. Meanwhile, when the element size was in the range of
60–100 μm, the shapes of the load–displacement curves did not
differ much. The fine mesh was needed because the fracture method
adopted in this study cannot make a crack in the element. Therefore,
the element size was selected to 80 μm for creating the cortical bone
FE models. The element number of the six established cortical bone
FE models was in the range of 15,230–16,843 in this study.

FIGURE 3
Mesh sensitivity analysis on the cortical bone FE models.

FIGURE 4
Comparison of the fracture patterns in the simulations and
compressive experiment (A) Fracture simulation predicted by
applying the equivalent strain; (B) Fracture simulation predicted by
applying the minimum principal strain; (C) Compressive
experiment.
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FIGURE 5
Comparison of the load–displacement curves in the six specimens and corresponding FE models obtained from the experiments and simulations
separately using the minimum principal strain and equivalent strain.
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Comparison of the fracture patterns in the
simulation and experiment

Figure 4 compares the fracture patterns in the simulations and
experiment. The simulation using the equivalent strain expressed a
transverse slide-open fracture at the end of compression. The crack
was produced in the middle of the structure and propagated in the
direction of perpendicular to the compression load. In contrast, the
simulation predicted by applying the minimum principal strain
exhibited a longitudinal slide-open fracture, and the crack
propagated along a certain angle to the loading direction. The
comparisons of the fracture patterns stated that the simulation
predicted by applying the minimum principal strain was in better
agreement with the experimental results.

Comparison of the predicted curves
between the simulations and experiments

Figure 5 shows the load–displacement curves obtained from the
experiments and the corresponding simulations separately by
applying the minimum principal and equivalent strains. The
experimental curves exhibited that the quasi-brittle fracture
occurred in the rat femoral cortical bone structure under
compression. The yielding behavior was not appear after the
elastic phase, and the apparent stiffness also hardly changed
before the complete fracture. The simulation curves also
exhibited quasi-brittle fracture in the cortical bone FE models.
On the premise that the elastic moduli in the cortical bone FE
models were all acquired from the nanoindentation test, the
apparent stiffness predicted by the simulations using different
strain judging criteria agreed with the experimental results.

The shapes of the predicted curves obtained by applying the two
strain judging criteria were essentially similar, but the fracture
parameters differed. At the beginning of loading, the curves
coincided because the assigned elastic moduli were the same.
With increasing compression, the simulation performed by
applying the minimum principal strain first entered the fracture
stage, while the simulation performed by applying the equivalent
strain underwent a relatively long elastic phase before the complete
fracture. Therefore, the fracture time in the cortical bone FE model
predicted by applying the equivalent strain was remarkably later
than that predicted by applying the minimum principal strain,
which directly led to great differences in the fracture load.
Furthermore, the comparison with the experimental curves
showed that the simulated results obtained by applying the
minimum principal strain were close to the experimental results,
while the results predicted by applying the equivalent strain were
different from the experimental data.

Discussion

Adopting different strain criteria in judging the element
mechanical state in the FE model may lead to differences in the
predicted results, even for the same structure (Russell et al., 2012;
Yavari et al., 2013). To explore the suitable strain judging criterion in
compression conditions, this study simulated the cortical bone

fracture under compression load based on the continuous
damage mechanics theory. The prediction accuracy of the
fracture simulation using the minimum principal and equivalent
strains was first determined, then the reasons for the differences in
the mechanical responses of the same cortical bone structure under
the two simulations were exhibited and explained.

It was observed experimentally that quasi-brittle fracture
occurred in the femoral cortical bone structure under
compression in this study. Based on the literature, for brittle
fracture, the consistency of the failure process can be verified by
comparing the strength limit, the apparent failure strain, and the
apparent stiffness in the elastic phase (Dall’Ara et al., 2013; Huang
et al., 2010). Due to the lack of a significant plastic yielding phase in
the quasi-brittle failure process, the load–displacement relationships
were more suited to conducting the comparison among the fracture
parameters. In this study, the predicted fracture load, fracture time,
and apparent stiffness in the elastic phase were all compared to the
experimental data to discuss the prediction accuracy between the
two simulations. Furthermore, the comparisons of the fracture
patterns between the simulations and experiments were also used
to verify the conclusions obtained from the match of the
load–displacement curves. The comparisons of the
load–displacement curves and the fracture patterns stated that
the simulation predicted by applying the minimum principal
strain was in better agreement with the experimental results. The
fracture parameters and the direction of the crack propagation in the
simulation using the minimum principal strain were similar to the
experimental data. Therefore, compared with the equivalent strain,
the application of the minimum principal strain to control the
element mechanical state was more suitable for simulating the
cortical bone fracture under compression conditions.

The discrepancy in the predicted results must be caused by
adopting different strain judging criteria because the structural and
material parameters in the two simulations were identical. The
cortical bone structures were subjected to an axial compression
load. The minimum principal strain in the element should be the
unidirectional strain similar to the loading direction, while the
equivalent strain was calculated by considering the transverse,
longitudinal, and shear strains (Onaka, 2010; Hambli and
Allaoui, 2013). Thus, the intrinsic reason for the differences in
the results may depend on whether the shear strain was considered
and which strain was dominant during the compression process.

When element damage occurred, the differences in the crack
initiation location appeared in the two simulations, as shown in
Figure 6. The oblique crack, which was expressed at a certain angle to
the loading direction, appeared in the simulation predicted by
applying the minimum principal strain. This phenomenon was
mainly because the minimum principal strain was unidirectional
in the load direction, and the load directionmay transmit at a certain
angle to the osteon in the cortical bone specimen due to friction
during compression (Hambli and Allaoui, 2013). However, the
transverse crack, which was perpendicular to the loading
direction, appeared in the simulation predicted by applying the
equivalent strain, indicating that the shear strain in the element
increased faster and dominated at the crack initiation stage (Feerick
et al., 2013). Both the cracks then propagated with increasing
compression. Once the crack initiation location is confirmed, the
driving force will expand in the direction of the crack and will not
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easily change direction due to the limitation of the boundary
condition (Zimmermann et al., 2009). Thus, one propagated
along a certain angle to the loading direction, and the other
propagated perpendicular to the loading direction. Because
transverse propagation required crossing many osteons, which
needed more energy than longitudinal propagation, the predicted
results expressed a greater fracture load in the simulation using the
equivalent strain than that of using the minimum principal strain.

It can be inferred that the equivalent strain was not suitable for
judging the element mechanical status and performing the
compressive fracture simulation for the cortical bone structure
because the shear strain in the element increased faster than the
longitudinal strain at the beginning of the loading and dominated
the driving force at the crack initiation stage. Based on these, the
innovation of this paper was to further improve the simulation
accuracy of the cortical bone fracture under compression. The
principal strain or equivalent strain was always selected as the
criterion to judge the crack initiation and propagation in the
element of the FE model (Dall’Ara and Tozzi, 2022; Hambli and
Allaoui, 2013). However, various types of strain rise differently, even
under the same loading condition (Dall’Ara et al., 2017). The
inappropriate application of the strain judging criterion for
performing fracture simulation may result in differences in the
damage initiation and propagation processes, thus affecting the
whole failure process. Therefore, the strain judging criterion
suitable for simulating compressive fracture of the cortical bone
structure was explored in this study, which may further improve the
prediction accuracy of fracture simulation on the basis of previous
simulations.

The fracture simulations in this study had several limitations.
First, only compressive load was discussed, and the conclusions
obtained in this study were only applicable to this loading condition.

The cortical bone may also be subjected to other loads, e.g., bending
and torsion in daily activity, and the change in the element strain in
the cortical bone FE model may differ in various loading conditions.
Therefore, the three-point bending simulation and experiment on
the rat femur are planned to be conducted in the future to explore
the suitable strain judging criterion in fracture simulation under
bending load. Second, only the minimum principal strain in the
element was considered because the cortical bone was subjected to a
compressive load. Although the cortical bone structure was
relatively simple and the bone unit aligned in the same direction
as the loading direction, generating tensile strain in the element was
also possible (Li et al., 2013; Dai et al., 2022). However, the accuracy
of the simulation results in this study can be illustrated by
comparing them with the experimental results. These indicated
that the tensile strain generated in the cortical bone FE model
under compressive load was relatively low, and the failure to
consider the tensile strain did not have a substantial effect on the
simulation results.

This study evaluated the prediction accuracy of the fracture
simulations predicted by applying the minimum principal and
equivalent strains. Experimental verification showed that the
application of the minimum principal strain to control the
damage and failure state in the element of the FE model could
accurately simulate the failure process in the cortical bone structure
under compression. Meanwhile, based on the comparisons of the
load–displacement curves and fracture patterns, the reasons for the
differences between the simulation using the equivalent strain and
the experimental results were also revealed. Thus, this study
provides a foundation for exploring the suitable strain judging
criterion for cortical bone fracture under compression, which has
the potential to improve prediction accuracy in the bone
biomechanics field.

FIGURE 6
The schematic diagrams of the failure processes in the two simulations (A) Fracture simulation predicted by applying the minimum principal strain;
(B) Fracture simulation predicted by applying the equivalent strain.
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Influence of walking on knee
ligament response in
car-to-pedestrian collisions

Wentao Chen, Jisi Tang, Wenxuan Shen and Qing Zhou*

State Key Laboratory of Automotive Safety and Energy, School of Vehicle and Mobility, Tsinghua
University, Beijing, China

Pedestrians are likely to experiencewalking before accidents. Thewalking process
imposes cyclic loading on knee ligaments and increases knee joint temperature.
Both cyclic loading and temperature affect the material properties of ligaments,
which further influence the risk of ligament injury. However, the effect of such
walking-induced material property changes on pedestrian ligament response has
not been considered. Therefore, in this study, we investigated the influence of
walking on ligament response in car-to-pedestrian collisions. Using Total Human
Model for Safety (THUMS) model, knee ligament responses (i.e., cross-sectional
force and local strain) were evaluated under several crash scenarios (i.e., two
impact speeds, two knee contact heights, and three pedestrian postures). In worst
case scenarios, walking-induced changes in ligament material properties led to a
10% difference in maximum local strain and a 6% difference in maximum cross-
sectional force. Further considering the material uncertainty caused by
experimental dispersion, the ligament material property changes due to
walking resulted in a 28% difference in maximum local strain and a 26%
difference in maximum cross-sectional force. This study demonstrates the
importance of accounting for walking-induced material property changes for
the reliability of safety assessments and injury analysis.

KEYWORDS

car-to-pedestrian collisions, knee ligaments, ligament properties, walking effects,
material uncertainty

1 Introduction

Lower extremity injuries are common in car-to-pedestrian collisions (Chidester and
Isenberg, 2001; Yang, 2005; Mallory et al., 2022). The injury patterns include bone fractures
and knee ligament ruptures, which depend on loading conditions (e.g., impact position and
impact velocity) and pedestrian states (e.g., posture, height, and orientation). Ligament
injuries primarily occur in the four main ligaments of the knee: anterior cruciate ligament
(ACL), posterior cruciate ligament (PCL), medial collateral ligament (MCL), and lateral
collateral ligament (LCL) (Klinich and Schneider, 2003; Kerrigan et al., 2012; Mallory et al.,
2022). Although ligament injuries are not life-threatening, they seriously affect the quality of
life of patients and cause a heavy financial burden. In recent years, autonomous emergency
braking (AEB) systems have become increasingly popular. When encountering pedestrians,
AEBs can reduce impact speed and induce vehicle pitching to reduce bumper height, thereby
affecting the risk of ligament injuries (Matsui, 2005; Mo et al., 2013; Asgari and Keyvanian,
2019).

Numerical simulation is essential in pedestrian injury analysis. It can integrate the
learnings obtained by individual methods (e.g., animal and volunteer tests) and provide
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considerable insight into complex loading conditions (e.g., strain
distribution and injury evolution). Pedestrian impact simulations
mainly use human body models (HBMs), such as Total Human
Model for Safety (THUMS) and Global Human Body Models
Consortium (GHBMC), to provide tissue-level responses (e.g.,
deformation and forces of knee ligaments in pedestrians) that are
important in injury analysis. Despite THUMS and GHBMC models
having geometric differences due to individual variability, the
geometry of the knee joint has a relatively high biofidelity
(Kazemi et al., 2013), while the material data of the knee
ligaments are less reliable. THUMS and GHBMC use
significantly different material curves for their respective knee
ligaments (Figure 1). In addition, although both models have
been validated on whole-body responses (Wu et al., 2017; Panday
et al., 2021), the reliability of the knee ligament responses has not
been carefully addressed. For example, the knee joint of THUMS is
said to be validated based on dynamic 4-point bending and lateral
loading experiments (Toyota Central R&D Labs Inc, 2018).
However, the simulation results of the 4-point bending case
using the knee joint of THUMS showed that the kinematic
response did not match well with the experiments (Figure 6),
challenging the plausibility of the dynamic response.

The influences of pedestrian posture (Tang et al., 2016; Tang
et al., 2020), knee-bumper contact height (Mo et al., 2013; Mo et al.,
2014), bumper stiffness (Nagasaka et al., 2003), etc., on ligament
response have been studied in pedestrian injury analysis. However,
the influence of walking-induced material changes on ligament
response has not been well assessed (Shrinivas et al., 2023).
Ligaments are biomaterials whose material properties and
responses are sensitive to working conditions. Pedestrians may
experience a walking process before traffic accidents. The walking
process applies cyclic loading on knee ligaments and increases the
body temperature by accelerating metabolism. Both cyclic loading
(Sekiguchi et al., 1998; Zitnay et al., 2020; Firminger and Edwards,
2021) and temperature (Dorlot et al., 1980; KarisAllen and Veres,

2020; Chen and Zhou, 2022) influence the material properties of
ligaments. However, it is not clear to what extent walking-induced
material changes affect the ligament response of pedestrians in car-
to-pedestrian accidents, and whether they are worth considering. To
answer these questions, in this study, we first recalibrated the knee
joint model of THUMS. Then, using the modified model as the
baseline, we analyzed the effect of walking-induced material changes
on pedestrians’ ligament responses under several accident scenarios.

2 Materials and methods

2.1 Recalibration of knee ligament material

In this study, we adopted the THUMS pedestrian model V4.02
(LS-DYNA platform) and referred to it as the “original model.” As
aforementioned, the reliability of the ligament material data of the
knee joint has not been well considered. Therefore, we first modified
the knee ligament material and recalibrated the knee joint model of
THUMS. The THUMS knee joint model has been validated against
the 4-point bending and lateral loading experiments (Kajzer et al.,
1997; Kajzer et al., 1999; Bose et al., 2004; Bose et al., 2008).
However, the lateral loading experiments are not representative
of pedestrian injuries in real-world crashes (Yoganandan et al.,
2012). Hence, instead of the lateral loading tests, we used the 3-
point bending tests for validation (Bose et al., 2004; Bose et al., 2008).
The 4-point bending model provided by THUMS was used for our
recalibration (Figure 2A). By replacing the impactor, we obtained
the 3-point bending model (Figure 2B).

THUMS uses the *MAT_SIMPLIFIED_RUBBER
(i.e., MAT181) material card in LS-DYNA to characterize the
knee ligament material. This material card was retained because
it was able to meet the needs of this study. The principle Kirchhoff
stress is given by:

τii � f λi( ) +K J − 1( ) − 1
3
∑3
k�1

f λk( ) (1)

where f is the uniaxial tensile curve (or curves at different strain
rates), K is the bulk modulus, and J is the relative volume change.
The material card can directly accept experimentally measured
material curve f without parameter fitting (Bois, 2003). Hence,
we next described mainly the material curves used.

The literature has much of the material property data of human
knee ligaments, but there has not been any single study that provides
the material properties of all four main ligaments that could be used
in simulations. Therefore, we had to assign stress-strain curves to
ligaments by combining the results of different papers. In the
original model, the four knee ligaments were given the same
material curve. However, experiments have found that MCL is
significantly stiffer than the other three knee ligaments, and there
is no evidence that the other three ligaments have significantly
different mechanical properties (Buschmann and Bürgisser, 2017;
Smeets et al., 2017; Ristaniemi et al., 2018). Hence, we assigned the
experimental curves of MCL and LCL measured by Smeets et al.
(2017) to MCL and LCL, respectively, and the material curve of LCL
was also given to ACL and PCL. The MCL material curve measured
by Smeets et al. (2017) is very close to that measured by Quapp and

FIGURE 1
Material curves of the knee ligaments of THUMS and GHBMC
models. THUMS, Total Human Model for Safety; GHBMC, Global
Human Body Models Consortium.
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Weiss (1998). So, we consider these material data to be reliable.
When simulation needs material data beyond the strain level of the
input curve, LS-DYNA will automatically extrapolate the input data.
To ensure the material data used by simulations is under control, the
ligament curves of the original THUMS model are smoothed and
extrapolated to a large enough strain level, eliminating the yield
segment (Figure 1). The similar treatment was adopted to the
experimental curves before entering into the material card
(Figure 3B).

Thereafter, we adjusted the bulk modulus of the material card.
*MAT181 uses bulk modulus, rather than Poisson’s ratio, to control
the volume variation. Although the Poisson’s ratio of ligaments is
controversial (Lynch et al., 2003; Vergaria et al., 2011; Swedberg
et al., 2014; Gatt et al., 2015), most constitutive models assume that
the ligament material is incompressible (Galbusera et al., 2014). In
theory, incompressible materials have an infinite bulk modulus,
while if the bulk modulus is too large, it may cause numerical
instability for the critical time step will be too small. After trial and
error, we increased the bulk modulus of the four ligaments to
5E5 MPa.

The failure strains of each ligament were collected from the
literature (Quapp and Weiss, 1998; Kerrigan et al., 2003; Van
Dommelen et al., 2005a; Chandrashekar et al., 2006; Wilson et al.,
2012; Smeets et al., 2017). These studies have similar
experimental conditions to those of Smeets et al. (2017),

i.e., quasi-static experiments at room temperature without
cyclic loading. Experimentally measured global engineering
failure strains were converted to local true failure strains using
the method of Mo et al. (2012). The local true failure strains were
then input to *MAT_ADD_EROSION for failure
characterization (Table 1). In the original bending cases of the
THUMS model, the kinematic response did not match the
experimental results. Hence, the velocity boundary conditions
were adjusted for 3-point and 4-point bending separately, until
the kinematic response (time vs. knee bending angle) of
simulations matched that of the experiments. The ligament
material cards were then set as aforementioned, and the
dynamic responses (knee joint moment vs. knee bending
angle) are shown in Figure 6.

2.2 Ligament material properties accounting
for strain rate effect

The strain rate of collateral ligaments at a 40 km/h pedestrian
impact is about 30–50/s (Van Dommelen et al., 2005b). Accounting
for strain rate effect improves material accuracy, making ligament
behavior more biofidelic under dynamic collisions. Although it is
not difficult to account for the strain rate effect in *MAT181, by a
table consisting of material curves corresponding to different strain

FIGURE 2
Models for recalibration of the knee ligament material: (A) Four-point bending; (B) Three-point bending.

FIGURE 3
Strain rate scaling of ligament material: (A) Tensile curves of porcine LCL at different strain rates (Bonner et al., 2015); (B) Tensile curves of human
MCL after strain rate scaling. Sx is the scaling factor of strain, Syi is the scaling factor of stress at the ith data point, and Syj is the scaling factor of stress at the
jth data point. MCL, Medial Collateral Ligament; LCL, Lateral Collateral Ligament.
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rates, the original THUMS model does not consider the strain rate
effect for knee ligaments.

The effect of strain rate on ligament material was taken from
Bonner et al. (2015), who measured porcine LCL material at five
different engineering strain rates (0.01, 0.1, 1, 10, and 130/s)
(Figure 3A). Heterogeneity exists between data from different
studies owing to different experimental subjects or settings. The
heterogeneity makes it difficult to directly use the experimental
curves of pigs in pedestrian simulations. Therefore, we abstracted
the “relationship” of the experimental curves at different strain rates,
and then applied this “relationship” to human baseline material
curves to obtain material curves that can be used in pedestrian
simulations. The recalibrated ligament material curves were
measured at 0.02/s, close to 0.01/s. Hence, using the data from
Bonner et al. (2015), we calculated the scaling factors of the material
curves at other strain rates (i.e., 0.1, 1, 10, and 130/s) relative to the
material curve at 0.01/s. We assumed that the strain rate effect for
the four knee ligaments was the same. The scaling factors were
multiplied by the recalibrated ligament material curves to obtain
material curves at different strain rates that could be used in
pedestrian simulations (Figure 3).

The scaling factors were calculated as follows. The number of
data points of each curve in Figure 3A was adjusted to the same by
linear interpolation (i.e., 100), where the strain values were
generated in equal increments. Because the strain values were
equal difference series, only one scaling factor was needed for
strain. The division of the endpoints (i.e., failure strain) at
different strain rates by the endpoint at 0.01/s was the scaling
factor for strain (horizontal axis). In contrast, the differences in
the stress values were not uniform, so the scaling factors of stress
needed to be generated for each data pair. The ith scaling factor
was the stress of the ith data point at a higher strain rate divided
by the stress of the ith data point at 0.01/s. The number of data
points of the effective curve segment (before the failure strain) of
the baseline material curves was also adjusted to 100, and the
strain values had an equal increment. Because we used the
engineering stress-engineering strain curves in *MAT181, the
local true failure strains were further transformed into local
engineering failure strains to determine the effective curve
segments for each ligament (Figure 3B). Then, the effective
curve segment was multiplied by the strain scaling factor and
stress scaling sequence, respectively, to produce its material
curves at different strain rates (Figure 3B). Note that although
the recalibrated material curves of LCL, ACL, and PCL were the
same. The resulting strain rate curve series differed due to their
different failure strains. All curves after strain rate scaling were
smoothed and extrapolated, eliminating the yield segment. These
curve series were then input into the material card to characterize
the strain rate effect for ligaments.

There is another issue that needs to be addressed to account for
the strain rate effect of ligaments in simulations. Previous studies
have found that the global strain of ligaments differs greatly from the
local strain due to the uneven deformation of ligaments in tensile
tests (Woo et al., 1983; Kawada et al., 1999; Slane et al., 2017). The
same is true for strain rate, and the difference is even greater (Zitnay
and Weiss, 2018; Rocas et al., 2021). For example, the material
curves measured at 0.02/s global strain rate should have a local strain
rate larger than 0.02/s. And this effect has been reflected in the
bending simulations. When the material curve series obtained by the
above operations were used in bending simulations, the simulation
results were much stiffer than the experimental results.

We examined the strain rates of the ligament elements of the 3-
point and 4-point bending simulations and found that most
ligament elements had a local strain rate fluctuating around 10/s.
Consequently, we viewed 10/s as the equivalent local strain rate for
our baseline material curves measured at a global strain rate of 0.02/
s. Because of the lack of effective local strain rate measurements for
ligaments at this stage, it was assumed that the scaling factors of local
strain rates were the same as those of global strain rates, such that the
scaling factors of the material curve at global y/s relative to that at
global x/s were the same as those of the material curve at local y/s
relative to that at local x/s. The strain rate scaling was achieved by
calculating the scaling factors of the material curves at 0.01, 0.1, 1,
and 130/s relative to the material curve at 10/s. Such scaled curves
enable the simulation results of the 3-point and 4-point bending
cases differed by less than 1% from those in Figure 6, having a good
agreement with the experimental results.

2.3 Influence of walking on ligament
material properties

Walking affects ligament material properties by applying cyclic
loading and increasing body temperature, and the two factors are
coupled to each other (Chen and Zhou, 2022). Under some cyclic
loading conditions, ligament stiffness increases with increasing
temperature, while under other cyclic loading conditions,
ligament stiffness is weakened by increasing temperature.
Therefore, we considered their combined effect in this study.

Influence of walking on ligament material was extracted from
our previous paper using porcine MCL as experimental subjects
(Chen and Zhou, 2022). We calculated the scaling factors using the
average material curves before and after walking (i.e., average scaling
method). Specifically, we used the “baseline” curve measured at the
experimental condition close to Smeets et al. (2017) (i.e., at room
temperature without cyclic loading) and the “average influence”
curve measured after a short-term walking process (Figure 4A). The
scaling factors of the “average influence” curve relative to the

TABLE 1 Failure strain of the four knee ligaments.

ACL PCL MCL LCL

Global engineering failure strain (%) 28.0 28.0 24.0 24.0

Local true failure strain (%) 24.7 19.3 24.5 22.9

Local engineering failure strain (%) 28.0 21.3 27.8 25.7

Frontiers in Bioengineering and Biotechnology frontiersin.org04

Chen et al. 10.3389/fbioe.2023.1141390

159

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1141390


“baseline” curve were calculated. It is very common to use average
experimental curves for simulation, which requires a single specific
input to describe each quantity. However, experiments inevitably
have variations, especially in biological experiments. For example,
the elastic modulus of MCL measured by Smeets et al. (2017) has a
mean value of 441.8 MPa and a standard deviation of 117.2 MPa.
The standard deviation is nearly 1/3 of the mean value; thus, there is
a large uncertainty in the material parameters. Deterministic
simulation result using the average material curve can hardly
representative of the worst case. However, the worst case analysis
is important in injury analysis. Hence, considering the material
uncertainty, we also used the upper and lower boundaries of the
experimental curves in simulations, calculating the scaling factors of
the upper and lower boundaries of the experimental curve envelope
with respect to the baseline curve. The calculation method was
similar to strain rate scaling.

Walking affects the ligament material much more slowly than
the crash duration, so it was considered to change mainly the
baseline curve before the collision. We assumed that strain rate
and walking affect ligament materials independently, so that the
two factors can be scaled separately. The effective curve segment
of the baseline material curves was multiplied by the scaling
factors, producing the curves influenced by walking (Figure 4B).
The generated material curves corresponded to the global quasi-
static state (i.e., local 10/s), which were further multiplied by the
scaling factors of strain rate to obtain curves at different strain
rates. All curves after scaling were also smoothed and
extrapolated, eliminating the yield segment, and entered into
the material card.

Before simulating the effect of walking on pedestrian
ligament responses in car-to-pedestrian collisions, we tested
the effect of walking-induced material changes on 3-point and
4-point bending. The maximum local true strain (hereafter
referred to as maximum local strain) and maximum cross-
sectional force of MCL were compared. If ligament failure was
set in simulations, the maximum local strain of the cases with
MCL failed is approximately equal to the failure strain, making it
difficult for the maximum local strain to reflect the relative injury
risk between these cases. To obtain comparable maximum local

strain, ligament failure was not included in simulations when
analyzing the effects of walking on ligament response. Ligament
failure was only included in the 3-point and 4-point bending
models for recalibration purposes.

2.4 Simulation matrix of car-to-pedestrian
collisions

The ligament material properties obtained in the above process
were used in car-to-pedestrian collision simulations to evaluate the
influence of walking on pedestrian ligament response. The
simulation model was the same as Tang et al. (2016), and the car
model has been validated (Tang et al., 2016). As shown in Figure 5,
only the frontal structure (A-pillar and forward) was retained in the
vehicle model, and the mass properties of the entire vehicle were
compensated by using an attached mass at the center-of-mass
position. The pedestrian was laterally oriented relative to the
vehicle, along the centerline of the vehicle. Twelve different crash
scenarios were simulated (Figure 5).

The pedestrian had three different postures: standing, mid-
stance gait in walking with left and right legs forward,
respectively, the same as those set by Tang et al. (2016). When
the pedestrian was standing on the ground, the bumper impacted
the middle of the knee joint. This position was referred to as the
“normal” height. Execution of AEBs before a collision can reduce
bumper height due to pitching. We simulated the emergency
braking process of a typical sedan on Carsim platform and found
a maximum pitch angle of 1.7°. The 1.7° pitching resulted in a
downward shift in the bumper height of approximately 75 mm.
This impact height was referred to as the “pitch” height. The
current pedestrian crash regulations mainly test at 40 km/h, and
AEBs can generally reduce a 40 km/h impact to about 25 km/h
(Gruber et al., 2019; Leo et al., 2020). Therefore, we simulated
25 km/h and 40 km/h impact speeds. Altogether, the simulation
matrix included three pedestrian postures, two impact heights,
and two impact speeds.

The influence of walking (lower vs. upper boundary curves) was
tested in the full simulation matrix (12 cases). The case most affected

FIGURE 4
Walking scaling of ligamentmaterial: (A) Tensile curves of porcine MCL under different walking conditions (Chen and Zhou, 2022); (B) Tensile curves
of human MCL after walking scaling.
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by walking was then singled out and re-simulated using the average
scaling method (baseline vs. average influence curves) to estimate
the discrepancy owing to material uncertainty. Maximum local
strains and maximum cross-sectional forces of knee ligaments
were reported to evaluate the difference in ligament response.
The strain rate effect was included in all the simulations. Also,
we did not include ligament failure in pedestrian simulations.

3 Results

3.1 Comparison of simulation results of the
new and original materials

Both ligament failure on and off in the material model were
simulated (Figure 6). In the 4-point bending case, the curves with
and without failure had no difference since no ligament failed in the
simulation. ACL failed in the 3-point bending case, which was
observed in the experiments. The newly recalibrated material
model correlates better with the experiments than the original

material model, so the recalibrated material parameter setting can
be considered reasonable.

The recalibrated material setting was then applied to the
pedestrian model. We compared the simulation results of the
new and original THUMS models in car-to-pedestrian collisions.
The collision scenario was the pedestrian in the standing posture
struck by the vehicle at the normal impact height at 40 km/h. Both
the cross-sectional force and maximum local strain of the ligaments
were changed (Figure 7). The original model had a negative volume
problem in the LCL of the contralateral leg (i.e., the leg farther from
the vehicle), causing early termination of the simulation. The new
model with increased bulk modulus had higher numerical stability.
Moreover, the new model had a higher cross-sectional force on the
MCL of the ipsilateral leg (i.e., the leg closer to the vehicle) and lower
ligament forces on the ACL and LCL of the contralateral leg. The
maximum local strains of the ipsilateral MCL of the new and original
models were 29% and 35%, respectively (Figure 7A). And the
maximum local strain of the contralateral ACL was 39% for the
new model and 44% for the original model (Figure 7B). If the
ligament strain is used as the failure criterion, the original model

FIGURE 5
Illustration of pedestrian accident scenario.

FIGURE 6
Comparison of simulation results for bending cases: (A) Three-point bending; (B) Four-point bending. The experimental corridor is from Ivarsson
et al. (2004).
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tends to overestimate the risk of ligament injury compared to the
new model.

3.2 Influence of walking in knee bending
cases

Pedestrian walking affects the knee ligament material properties.
Using the material curves determined in Section 2.3, the influence of
walking-induced material changes in 3-point and 4-point bending
cases is shown in Figure 8. Comparing the simulation results using
the “average influence” curves with those using the baseline curves,
walking resulted in a 25% and 24% difference in maximum cross-
sectional force and a 5% and 0.3% difference in maximum local
strain for 3-point bending and 4-point bending cases, respectively.
Considering material uncertainty, the simulation results using the
upper boundary curves were compared with those using the lower
boundary curves. The differences in maximum cross-sectional force
increased to 75% for 3-point bending and 71% for 4-point bending,

and the differences in maximum local strain increased to 16% for 3-
point bending and 6% for 4-point bending. The large discrepancy
between the simulation results of the two scaling methods indicates
that there is a large uncertainty space in the simulations that use
average material properties.

3.3 Influence of walking in pedestrian
accidents

In car-to-pedestrian collisions, we mainly compared the
responses of ipsilateral MCL and contralateral ACL and LCL,
because they were the main load-bearing components in
pedestrian accidents and, thus, at a greater risk of failure. To
find the worst-case scenario, we assessed the difference in ligament
responses between the cases using the upper boundary and lower
boundary. It is considered as the largest difference that could be
attributed to the walking-induced material changes. The
maximum local strain and maximum cross-sectional force are

FIGURE 7
Comparison of simulation results for the pedestrian accident: (A) Ipsilateral leg; (B) Contralateral leg. The percentage numbers indicate the
maximum local strain.

FIGURE 8
Influence of walking on MCL in bending cases: (A) Three-point bending; (B) Four-point bending. The hollow markers correspond to the maximum
cross-sectional force of the right axis. The markers with + correspond to the maximum local strain of the right axis.
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plotted in Figure 9. The simulation scenarios included 25 km/h
and 40 km/h collision speeds, normal and pitch contact heights,
and pedestrian postures of standing, walking (left), and walking
(right). Ignoring the cases with the negative volume problem, as
the impact speed decreases, both the maximum local strain and
maximum cross-sectional force decrease; hence, the injury risk
becomes smaller. Comparatively, the injury risk at pitch height is
slightly smaller compared to the same case at normal height. So,
the introduction of AEBs is beneficial in reducing knee ligament
injury risk.

The difference in ligament response for each case was calculated
by averaging the absolute differences between the three ligaments.
For example, the difference in maximum local strain for each case
Δεmax ,i was calculated as:

Δεmax ,i � 1
3
∑3
k�1

ε′kmax ,i − εkmax ,i

εkmax ,i

∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣ (2)

where i denotes the simulation scenario, corresponding to the
horizontal axis in Figure 10. The three ligaments (i.e., ipsilateral
MCL and contralateral ACL and LCL) are indicated by k. εkmax ,i is the
maximum local strain of ligament k at case i using lower boundary
curve, while ε′kmax ,i is the maximum local strain of ligament k at case i
using upper boundary curve. The average difference in maximum
cross-sectional force was calculated by replacing the maximum local
strain with maximum cross-sectional force. The differences in the
response for each case are plotted in Figure 10.

In most cases, walking-induced material changes had a greater
impact on the maximum local strain than on the maximum cross-
sectional force. The changes in the material data from the lower
boundary to the upper boundary caused a difference of 22%–28%
(mean: 25%) in the maximum local strain and 16%–26% (mean:
21%) in the maximum cross-sectional force. To evaluate the material
uncertainty, we singled out the case that was influenced most by
walking, and then re-simulated these cases using the average scaling
method. The case with the greatest local strain difference was the
pedestrian in walking (left) posture hit at 25 km/h at the normal
height. Re-simulating this case using the baseline and average
influence curves, the maximum local strain difference was
reduced from 28% to 10%. The case with the largest cross-
sectional force difference was the standing pedestrian impacted at
40 km/h at the pitch height. The maximum cross-sectional
difference was reduced from 26% to 6% after using the average
scaling method. The average scaling method represents the influence
of walking in an average sense, while the upper and lower
boundaries somehow represent the maximum possible influence

FIGURE 9
Ligament response in pedestrian accidents: (A)Maximum local strain; (B)Maximum cross-sectional force. On the horizontal axis, the three notches
in each bracket stand for standing, walking (left), and walking (right) postures, respectively, from left to right. The dashed ellipse indicates the casewith the
negative volume problem.

FIGURE 10
Influence of walking on ligament response in pedestrian
accidents. On the horizontal axis, the three notches in each bracket
stand for standing, walking (left), and walking (right) postures,
respectively, from left to right.
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of walking. Walking-induced material changes can lead to at least a
6% deviation in pedestrian ligament response, so it is important to
consider walking-induced material changes in the analysis of
pedestrian ligament injuries. Most current HBMs or legforms do
not consider material changes caused by walking, which is
noteworthy when they are used to assess protection effectiveness.
Moreover, the influence of walking using the boundary material data
was 3–5 times greater than that using the average material data.
These results indicate a large uncertainty when using average
material curves to analyze pedestrian ligament response (Laz and
Browne, 2010). Injury analysis requires consideration of the worst-
case scenario, so accounting for material uncertainty in injury
analysis is critical to improving the reliability of safety
assessments and protection strategies (Davis and Cheong, 2019;
Pan et al., 2022).

From material experiments to car-to-pedestrian collisions,
the influence of walking decreased. Under the influence of
walking, the elastic modulus of the upper boundary was 106%
greater than that of the lower boundary (Figure 4A, the modulus
of the upper and lower boundary was 377.9 MPa and 183.4 MPa,
respectively). Comparatively, in pedestrian collisions, the
influence of walking decreased to only about 16%–26% in
maximum cross-sectional force and 22%–28% in maximum
local strain. The car-to-pedestrian collisions are system-level
responses, and so, in addition to the ligament material
changes, their overall results are also affected by many other
factors in the system. The effect of walking decayed in pedestrian
collisions is a good news for pedestrian protection. However, due
to the large experimental dispersion of biomaterials, the influence
of walking in pedestrian collisions can still be as large as
16%–28%.

4 Discussion

We increased the bulk modulus of ligaments in the material card
to keep a constant volume in stretching; hence, the numerical
stability was improved (Figure 7). However, increasing bulk
modulus cannot completely solve the negative volume problem.
In pedestrian collision simulations, the ipsilateral MCL and
contralateral ACL and LCL are mainly subjected to tensile forces.
Among them, the contralateral LCL is most likely to have a negative
volume problem. In our simulations, we did not control the
hourglass, except in one case where the calculation was
terminated due to negative volume (Figure 10). After adjusting
the hourglass, the animation looked normal, but the hourglass
energy ratio reached 7% of the internal energy. The contralateral
LCL had an abnormal maximum local strain of 110.3% when using
the lower boundary (Figure 9). Therefore, this case was excluded
from the subsequent analysis. Moreover, the increased bulk modulus
reduced the accuracy of the compression behavior of the ligaments.
In the 3-point and 4-point bending cases, the LCL was mainly in
compression. Using the new model, the LCL had a maximum local
strain of around 20%, while it was about 6% when using the original
model. In reality, ligaments can only withstand tensile forces not
much compression. However, this behavior is difficult to be
characterized with solid element modeling (Galbusera et al.,
2014), which is currently used by THUMS. Neither the original

model nor the new model could reliably simulate the compression
behavior of knee ligaments. As a compromise, we considered it
acceptable to “sacrifice” the accuracy of the compression
characterization for tension stability.

In the knee bending cases, the material changes due to
walking produced a much greater influence on the maximum
cross-sectional force than on the maximum local strain
(Figure 8). Comparatively, in pedestrian collisions, walking
had a slightly greater impact on the maximum local strain
than on the maximum cross-sectional force (Figure 10). This
may be caused by the different boundary conditions in knee
bending tests and pedestrian collision accidents. In the 3-point
and 4-point bending tests, the boundary conditions were
controlled by the time-velocity curve; while in the pedestrian
collisions, the boundary conditions were mainly controlled by the
initial velocity. The former was a stronger constraint than the
latter, so the kinematic response of the knee joint in the bending
cases was mainly controlled by the boundary condition and less
influenced by the ligament material. The small difference in
kinematic response caused the small difference in maximum
local strain, which together with the large difference in
material curves resulted in the large difference in maximum
cross-sectional force. In contrast, the lower extremity was less
constrained and moved freely in pedestrian collisions. Hence, the
difference in maximum local strain in pedestrian collisions was
greater. We tried initial velocity to control the boundary
condition in the 3-point bending. Without careful
recalibration, the maximum force difference was reduced to
36% and the maximum local strain difference increased to
22%. This would worsen the calibration though. With the
exercise, we confirmed that the boundary conditions in 3-
point and 4-point bending cases enlarged the force difference
and reduced the strain difference compared to the car-to-
pedestrian collisions.

Using the average scaling method, walking had the greatest
influence of 10% on the maximum local strain and 6% on the
maximum cross-sectional force. For comparison purposes, the
influence of strain rate dependence on the knee ligament
response of pedestrians was also investigated. The ligament
responses using the baseline curve with rate dependence were
compared to those without rate dependence in 25 km/h collisions
(Figure 5). The influence of strain rate was greatest when the
standing pedestrian was hit at the normal height, with a
difference of 4% in maximum local strain and 8% in maximum
cross-sectional force. Re-simulating this case at 40 km/h, the
difference in maximum local strain was reduced to 2% and in
maximum cross-sectional force to 1%. The decreasing influence
of strain rate dependence with increasing impact speed may be
attributed to the saturation phenomenon of ligament materials,
which has been observed in many experiments (Pioletti et al.,
1998; Pioletti et al., 1999; Crisco et al., 2002; Bonner et al., 2015).
As shown in Figure 3A, from 10/s to 130/s, the strain rate increases
by about ten folds, while the tensile curves do not exhibit a
significant change. The local strain rate of collateral ligaments at
a 40 km/h pedestrian impact is about 30–50/s (VanDommelen et al.,
2005b), entering the saturation state. Hence, the strain rate
dependence effect was less than 2% at 40 km/h. The influence of
walking was almost independent of the impact velocity (Figure 10).
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Thus, in high-speed crashes, the influence of walking deserves more
attention.

Using the experimental boundary curves, the influence of
walking on maximum local strain and maximum cross-sectional
force was 22%–28% (mean: 25%) and 16%–26% (mean: 21%),
respectively, comparable to the effect of AEB-induced velocity
uncertainty on pedestrian ligament response. AEBs mainly
decrease ligament injury risk by reducing velocity (Figure 9),
which can reduce a 40 km/h collision to 25 km/h. The actual
impact can occur at any time during braking, so the impact
velocity may be between 25 and 40 km/h. Regarding 25 and
40 km/h as the lower and upper limits of impact velocity,
respectively, and reorganizing the results in Figure 9, the
maximum local strain difference was 19%–40% (mean: 29%) and
the maximum cross-sectional force difference was 30%–42% (mean:
34%) for the ligament response at 25 km/h compared to the same
case at 40 km/h. Impact velocity had a more pronounced effect on
pedestrian kinematics than material properties (Figure 11).
However, the uncertainty of the two factors had a comparable
effect on the knee ligament response of pedestrians.

This study has a few limitations. First, we assumed that the
scaling factors of the four knee ligaments were the same, as well as
the scaling factors for the global and local strain rates of the
ligaments. The accuracy and reliability of these assumptions need
to be further investigated. Second, failure strains were used in the
3-point and 4-point bending simulations and scaling range
decisions, but they were not included in pedestrian collision
simulations. Failure strain is also influenced by walking and
loading rate (Figure 3A; Figure 4A). The results would be
different if failure was included. However, how to consider
strain rate dependent failure in simulations deserves further
investigation. Third, to improve the reliability for safety
assessments (e.g., in virtual testing), it is essential to quantify

the uncertainty of deterministic simulation results. This study
investigated the material uncertainty in the simplest way, using
boundary curves in the simulations. The results show that there is
a large uncertainty space in the ligament response simulated
using the average material curves. A more detailed study
considering material distribution is needed to quantify the
output distribution for better safety analysis. Fourth, in
addition to viscoelastic behavior, ligaments have other
complex mechanical behaviors, such as different loading and
unloading curves, and bearing tensile but not compressive forces.
These complex behaviors are difficult to be characterized in the
current THUMS model. Further optimization of the modeling
approach and constitutive models to achieve a more stable and
realistic ligament behavior in simulations is important.

5 Conclusion

Pedestrian walking affects knee ligament material properties,
thus influencing the injury risk of knee ligaments. Based on the
THUMS model, we investigated the influence of walking-induced
material property changes on ligament responses (i.e., cross-
sectional force and local strain) in car-to-pedestrian collisions.
The material curves of human knee ligaments were used as a
baseline, and the walking effect was abstracted from the material
curves of porcine knee MCLs by scaling factors. The influence of
walking-induced material changes was more evident in maximum
local strain than in maximum cross-sectional force. The greatest
influence of walking was 10% on the maximum local strain and 6%
on the maximum cross-sectional force, which was more pronounced
than the influence of strain rate dependence in high-speed impacts.
Further considering the uncertainty in ligament material properties
owing to the dispersion of biomaterial tests, the influence of walking

FIGURE 11
Kinematic response of the standing pedestrian struck by the normal height bumper. (A) Upper boundary material curve and 25 km/h; (B) Lower
boundary material curve and 25 km/h; (C) Lower boundary material curve and 40 km/h.
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on maximum local strain and maximum cross-sectional force may
be as large as 28% (mean: 25%) and 26% (mean: 21%), respectively,
which was comparable to the influence of AEB-induced velocity
uncertainty. Therefore, to improve the reliability of safety
assessment and injury analysis, it is important to consider the
walking-induced changes in ligament material properties.
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Ankle sprain is a frequent type of sports injury leading to lateral ligament injury. The
anterior talofibular ligament (ATFL) is a primary ligamentous stabilizer of the ankle
joint and typically the most vulnerable ligament injured in a lateral ankle sprain
(LAS). This study aimed to quantitively investigate the effect of the thickness and
elastic modulus of ATFL on anterior ankle joint stiffness (AAJS) by developing nine
subject-specific finite element (FE) models under acute injury, chronic injury, and
control conditions of ATFL. A 120 N forward force was applied at the posterior
calcaneus leading to an anterior translation of the calcaneus and talus to simulate
the anterior drawer test (ADT). In the results, the ratio of the forward force to the
talar displacement was used to assess the AAJS, which increased by 5.85% in the
acute group and decreased by 19.78% in the chronic group, compared to those of
the control group. An empirical equation described the relationship between
AAJS, thickness, and elastic modulus (R-square 0.98). The equation proposed in
this study provided an approach to quantify AAJS and revealed the effect of the
thickness and the elastic modulus of ATFL on ankle stability, which may shed light
on the potential diagnosis of lateral ligament injury.

KEYWORDS

anterior talofibular ligament, anterior ankle joint stiffness, ultrasound elastography, finite
element analysis, lateral ankle sprains

Introduction

Ankle sprain is one the most common type of sports injuries from the epidemiological
data (Swanson et al., 2022), approximately 85% of which are LAS (Ferran and Maffulli,
2006). The injuries of the lateral ankle joint are typically due to sudden excessive inversion,
which is combined with a pronounced plantarflexion and internal rotation of the ankle joint
complex (Fong et al., 2012). The initial LAS can weaken ankle stability leading to
approximately 40% recurrent ankle sprains in the long term (Miklovic et al., 2018),
known as chronic ankle instability (CAI) (Herzog et al., 2019). It can compromise the
patient’s ability to participate in physical activities and ultimately lead to abnormal joint
function, which can develop into osteoarthritis (Golditz et al., 2014).
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Lateral ankle ligaments include the anterior talofibular ligament
(ATFL), the calcaneofibular ligament (CFL), and the posterior
talofibular ligament (PTFL). ATFL was the most mechanically
vulnerable ligament (Kumai et al., 2002), injury of which was
involved in 85%–100% of LAS (Ferran and Maffulli, 2006;
Swanson et al., 2022), while CFL was involved in 35% and PTFL
was involved in 10%. Extending from the anterior border of the
lateral malleolus of the fibula to the neck of the talus, ATFL was also
the structurally weakest in the lateral ankle ligaments (Khawaji and
Soames, 2015). At heel strike, the forced ankle inversion-supination
destabilizing the ankle joint was considered a possible injury factor
of ATFL tear (Walls et al., 2016). Studies have reported various
pathological features of ATFL integrity assessed through MRI and
arthroscopic surgery, with some cases showing as thin or absent,
while others exhibiting thickening (Kanamoto et al., 2014; Jung et al.,
2017). The shear wave velocity (SWV) in acoustic radiation force
impulse (ARFI) imaging, which represents the stiffness of the
materials, showed that injured ATFL in the acute and subacute
groups were significantly softer than those of non-affected ATFL,
while the ATFL in the chronic group were slightly stiffer than that of
the non-affected ATFL (Chen et al., 2021).

For LAS patients, ADT, a physical test, was performed to assess
the integrity and laxity of the lateral collateral ligaments in the
sagittal plane. The evaluation of the ATFL rupture through the
rotational ankle laxity (i.e., pivot test) has been proposed (Guerra-
Pinto et al., 2018). This approach relied on the uncompromised
medial ligaments that block any pure anterior translation of the talus
underneath the tibia (Bulucu C et al., 1991). However, the low inter-
observer variability of ADT and patient variability limited the
applications in diagnosing ATFL injury (Murahashi et al., 2023).

Previous studies investigated lateral ankle ligament injury in
LAS in different ankle postures. Approximately 10 degrees of
rotational mal-alignment in the subtalar inversion during the
swing phase may result in lateral ankle ligament complex lesions,
as investigated in a cadaveric study of simulated gait in a material
testing machine (Konradsen and Voigt, 2002). A numerical study of
the ankle joint indicated that an internal rotation position of
15 degrees was identified as the position which led to the most
vulnerable ATFL (Shin et al., 2012). However, it should be noticed
that the defect of lateral ankle ligaments can also affect ankle stability
in the long run. Previously, the three lateral ankle ligaments were
separately sectioned to assess the mechanical contribution of the
individual ligament with regard to ankle joint stability in a cadaveric
experiment (Li et al., 2019). In-silico simulation using the FE model
could be a powerful tool to analyze the mechanical behavior of the
lateral ankle ligaments in ankle joint stability. The non-linear FE
model of a normal foot structure could determine the stress and
strain of the lateral ankle ligaments during ADT (Pekedis et al.,
2011). Furthermore, previous studies provided insight into the
biomechanical mechanism of lateral ankle ligament injury and
ligament mechanical behavior on joint stability but paid little
attention to the effects of the material properties and
morphologies of injured ATFL alone on ankle stability.
Biomechanics of ATFL injury in ankle instability without
complete ligament rupture should also be considered, as
microtears or slight tears are more likely to occur compared to
complete ruptures (Cavazos and Harkless, 2021).

Thus, this study aimed to evaluate the influence of the thickness
and the elastic modulus changes in different ATFL injury conditions
on AAJS via three-dimensional FE analysis. We hypothesized that
the AAJS decreased with the decrease of the thickness and the elastic
modulus of ATFL.

Methods

Participants

Nine participants were recruited for this study. Six LAS patients
were recruited in the orthopedics department at Shanghai Ninth
People’s Hospital, Shanghai Jiao Tong University School of
Medicine, from March 2021 to October 2022. The injuries were
recognized as acute if the injury duration was less than 3 months;
otherwise, they were recognized as chronic (Hubbard and Hicks-
Little, 2008). There were 3 patients (1 man; 2women) in the acute
group and 3 patients (2 men; 1woman) in the chronic group. Three
participants in the control group (1 male; 2 female) were recruited
from the community without any lower limb disease history. All the
participants were older than 18 years old and submitted informed
consent for this study. This study was approved by the Shanghai
Ninth People’s Hospital, Shanghai Jiao Tong University School of
Medicine Ethics Committee (SH9H-2021-TK432-1) in China.

Model reconstruction

The subject-specific ankle joint three-dimensional geometric
model consisting of the distal end of the tibia and fibula, as well
as the talus and calcaneus, was reconstructed using MR image
sequences. Three-dimensional structures of bones and ATFL
were segmented in MIMICS (Materialise, Leuven, Belgium) with
forty axial slices (2.0 mm slice interval, 480 pixels width, 480 pixels
height, and 0.33 mm pixel size). The surface models in MIMICS
were then turned into solid models in SolidWorks (Dassault
Systemes, Waltham, MA, USA).

The ankle FE models were established in Abaqus 2020 (Dassault
Systemes, Waltham, MA, USA), including the three-dimensional
structures of the tibia, talus, fibula, calcaneus, and ATFL and 1D
truss of the eight ankle ligaments. Eight ligaments, including CFL,
PTFL, posterior inferior tibiofibular ligament (PTiFL), posterior
tibiotalar ligament (PTTL), tibial collateral ligament (TCL),
anterior tibiotalar ligament (ATTL), anterior tibiofibular ligament
(ATiFL), and interosseous talocalcaneal ligament (ITCL), were only
able to sustain tension. Bones and ATFL meshed as the
C3D10 elements. The material property of the bones was
assumed as homogeneous and isotropic (Table 1) (Gefen et al.,
2000). The elastic response function T(ε) of eight ligaments was
described as,

T ε( ) � A eBε − 1( )
n

(1)

where n was the number of wires; A and B were the coefficients
(Funk et al., 2000), as shown in Table 2. Meanwhile, ITCL, PTFL,
and PTTL were modeled as 10, 2, and 4 wires with the truss property,
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respectively. The remaining ligaments were modeled as single wires
with the truss property (Figure 1).

Morphological and material properties

All the participants underwent ARFI imaging, a kind of
ultrasound elastography, for the measurement of the thickness
and the elastic modulus of ATFL. It was performed by an
ultrasonographer with expertise in the musculoskeletal system
using a Siemens ACUSON S2000 (Medical Solutions USA Inc.,
Mountain View, CA, USA) with a 9L4 linear array transducer, a
merging ultrasound technique being able to quantify the SWV of
ATFL in vivo non-invasively. During the ARFI imaging, participants
were required to sit on the examination table in a seated position and
flex their knees to 90 degrees. The ultrasound probe was placed
along the longitudinal orientation of ATFL, and the SWV mapping
within the region of interest covering ATFL was analyzed by Virtual
Touch IQTM software. Considering the irregular geometry of the

ATFL, the boundary of ATFL was manually selected on the B-mode
image overlapped with the color-mapped SWV image using a
custom-made Matlab program. The rainbow color bar in the
color-mapped SWV image indicated the RGB values
corresponded to SWV values varying from 0.5 m/s to 6.5 m/s.
The SWV values within manually selected ATFL regions in all
participants were calculated based on the relationship between the
SWV value and RGB value, as listed in the first column of Table 1.
The Poisson’s ratio of ATFL was assumed as 0.49 indicating
incompressible properties of ligaments (Siegler et al., 1988). The
elastic modulus of ATFL applied in the nine subject-specific FE
models was assumed with the magnification coefficient (Table 1),
which was the ratio of the ATFL elastic modulus (255 MPa) reported
in the reference (Siegler et al., 1988) to the square of the average
SWV value in the control group. The thickness values of the three-
dimensional ATFL structure segmented from the MRI images were
averaged in five randomly selected positions and compared to the
thickness results of the B-mode ultrasound measurements in the
same way. The comparison results showed high similarity, with less
than a 5% difference.

Boundary and loading condition

The ATFL was assumed to be attached to the talus and fibula,
and the interactions between all bones were modeled through a
tangential contact formulation with a friction coefficient of 0.1
(Merkher et al., 2006). The hard contacts constraint in the
vertical direction was the non-linear penalty function. The
top surfaces of the fibula and talus were fixed in six degrees
of freedom.

The ADT simulation loading was undertaken in 2 steps to
improve the calculation convergence. Firstly, a 3 mm anterior
translation was applied to the calcaneus, aligned with the medial
axis of the calcaneus (Figure 1A). Then, a 120 N forward force (Chen
et al., 2022a; Tsutsumi et al., 2022) with the same translation vector
was applied on the 22 mm2 surface area of the posterior calcaneus,
leading to drive the anterior translation of the talus and the

TABLE 1Material properties of bonewere assumed from the reference; ATFL shear wave velocities weremeasured using ARFI; Elastic modulus values applied in the
FE models were estimated according to the shear wave velocities; Poisson’s ratio were assumed according to the reference.

Material Shear wave velocity/m•s-1 Elastic modulus (FEA)/MPa Poisson’s ratio

Bones — 7,300 0.3

ATFL (control 1) 3.09 260.5 0.49

ATFL (control 2) 3.11 263 0.49

ATFL (control 3) 2.97 241 0.49

ATFL (acute 1) 2.77 209.8 0.49

ATFL (acute 2) 2.93 233.6 0.49

ATFL (acute 3) 2.83 218.1 0.49

ATFL (chronic 1) 3.31 298.3 0.49

ATFL (chronic 2) 3.03 249.9 0.49

ATFL (chronic 3) 3.29 295.1 0.49

ATFL, anterior talofibular ligament.

TABLE 2 Material coefficient of eight ligaments.

Ligament Coefficient A Coefficient B

ATiFL 5.52 22.63

ATTL 2.06 20.11

CFL 0.2 49.63

PTFL 0.14 44.35

PTiFL 6.87 20.07

TCL 0.51 45.99

PTTL 1.34 28.65

ITCL 1.34 28.65

ATiFL, anterior tibiofibular ligament; ATTL, anterior tibiotalar ligament; CFL,

calcaneofibular ligament; PTFL, posterior talofibular ligament; PTiFL, posterior tibiofibular

ligament; TCL, tibio-calcaneal ligament; PTTL, posterior tibiotalar ligament; ITCL,

interosseous ligament.
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calcaneus. The ratio of a forward force to the anterior relative
displacement of the talar dome with the reference of the tibia
was used to assess the AAJS.

Mesh sensitivity analysis

A mesh sensitivity analysis was performed to define the
optimal FE mesh size of three-dimensional parts, while the
global element size varied between 1 mm and 5 mm. Anterior
talar translation value converged after the element size
decreased from 3 to 2 mm with 369150 elements, and the
global mesh size was determined as 2 mm in the remaining
simulations (Table 3).

Validation of the ankle FE model

To validate the simulation results numerically, the talar
displacement in the control group under the 120 N forward force
applied on the calcaneus was predicted by FE and compared with the
reference data measured using ultrasound and X-ray during ADT
with a Telos device (Tsutsumi et al., 2022). The mean value of talar
displacement (n = 3) was 2.18 mm, which was slightly higher than

the reference data (about 1.90 mm) with less than a 15% difference
(Figure 2).

Data and statistical analysis

In this study, the thickness and the elastic modulus of the ATFLs
were quantified through ultrasound measurement. Additionally, the
AAJS was predicted under the acute injury, chronic injury, and
normal conditions of the ATFL in the simulation part.

Statistical analysis was performed using SPSS version 21.0 (IBM
Corp. Released 2012) software. All data in this study were presented
as mean ± standard deviation (SD). Before the statistical analysis, a
Shapiro-Wilk test was performed and confirmed the normality of
the variables. The statistical analysis of the thickness of ATFL as well
as the elastic modulus were performed using the one-way ANOVA
with Tukey’s post-hoc test for pairwise comparison. A p-value <
0.05 was considered statistically significant.

FIGURE 1
Three-dimensional geometry model of the ankle joint: (A) lateral view and (B) posterior view of the bones and ATFL represented in grey and red,
respectively. A black arrow represented the vector of the forward force. The blue dotted lines showed the eight ligaments established in 1D truss
elements.

TABLE 3 The results of mesh sensitivity analysis.

Global mesh
size (mm)

Number of
mesh

Displacement of the
talus (mm)

5 300822 2.24

4 333369 2.19

3 354292 2.19

2 369150 2.17

1 390258 2.16

FIGURE 2
Validation of the FE model by comparing with the reference data
measured using ultrasound and X-ray (Tsutsumi et al., 2022).
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Results

Demographic data of participants

A total of nine subject-specific FE ankle models were established
under acute injury, chronic injury, and intact conditions of the
ATFL in this study. The demographic data of all participants were
shown in Table 4.

Results of morphological and material
properties measurement

The thickness of ATFL was 1.88 ± 0.07 mm in the control group,
2.95 ± 0.22 mm in the acute group, and 1.08 ± 0.06 mm in the
chronic group, respectively (Table 5). The thickness of ATFL was
significantly increased by 56.4% in the acute group (p < 0.001) and
decreased by 42.7% in the chronic group (p < 0.001), compared to
that in the control group, as shown in Figure 3A. The elastic
modulus of ATFL in the FE model was 255.0 ± 12.16 MPa in the
control group, 220.48 ± 12.10 MPa in the acute group, and 281.7 ±
27.06 MPa in the chronic group, respectively. The differences in the
elastic modulus of ATFL with acute and chronic injury conditions
were 13.54% and 10.22%, compared to the control group
(Figure 3B).

Results of model prediction

The AAJS was 55.14 ± 0.77 N/mm in the control group, 58.36 ±
1.19 N/mm in the acute group (p < 0.01), and 44.23 ± 0.41 N/mm in
the chronic group (p < 0.001), respectively (Table 5). The calculated
AAJS was increased by 5.85% in the acute group and decreased by
19.78% in the chronic group, compared to the control group
(Figure 3C).

There was a significant positive correlation between AAJS and
ATFL thickness (r = 0.919; p < 0.001) and a negative correlation
between AAJS and elastic modulus (r = −0.794; p < 0.01). And we
used the following sigmoidal equation to describe the dependence of
AAJS on ATFL thickness (T) and elastic modulus (E):

AAJS � k1
a + ebT

+ k2
c + edE

(2)

Least square curve-fitting on the curve in Figure 4 with the
above-mentioned equation showed that k1, k2, a, b, c and d equaled
to 23.53 N, 0.09754 N mm-1·MPa-1,0.3983 N, −1.873, 0.3379 MPa,
and 0.9134, respectively (R-square 0.98).

Discussion

The understanding of the ATFL’s role in ankle stability is of vital
necessity for effective diagnosis. This study evaluated the effect of the
thickness and elasticity of the ATFL on AAJS. Although parametric
modeling might be an optional approach (Chen et al., 2022b), the
approach may not accurately reflect the physiological and
pathological conditions of the ATFL. Thus, this study established
9 subject-specific FE models to explain the injury biomechanism
under acute injury, chronic injury, and intact conditions of
the ATFL.

Recently, ARFI imaging has been applied in detecting and
characterizing a wide variety of soft tissue lesions in vivo,
including liver fibrosis (Bota et al., 2012), breast lesions (Meng
et al., 2011), and thyroid nodules (Zhan et al., 2015). Furthermore,
the detection of apparent elasticity changes in the tissues due to
different mechanical environments can be measured clinically with
sufficient sensitivity using ARFI imaging (Schrier et al., 2020). The
principle of ARFI imaging was to use short-duration acoustic
radiation forces to generate localized displacements in tissue,
typically on the order of 10 μm, and ultrasonic correlation-based
methods tracked the localized displacements, which were inversely
proportional to the local tissue stiffness (Nightingale et al., 2002).
Thus, stiffer tissues led to less local displacement. The apparent
elastic modulus (28.04 kPa) of normal ATFL using ARFI imaging
calculated with the conventional equation (E � 3ρv2, ρ is density, v is
SWV and E is apparent elastic modulus) represented the linear
estimation in micrometer scale deformation for hyperelastic ATFL.

While the elastic modulus of normal ATFL (255 MPa) which
was significantly larger than that measured using ARFI imaging
applied in the FE model for ADT simulation was assumed with the
material properties using the biomechanical test in vitro under large
deformation in millimeter scale (Funk et al., 2000). Previous
literature also noticed the significant discrepancy between the

TABLE 4 Demographics data of the participants.

Control Acute Chronic

Age (years) 24.33 ± 2.31 28.33 ± 8.51 26.33 ± 5.13

Height (cm) 169.67 ± 11.72 175.33 ± 6.66 170 ± 8.66

Weight (kg) 61.33 ± 9.29 69.67 ± 8.96 67.33 ± 11.24

TABLE 5 Thickness of ATFL and AAJS of the participants.

ATFL thickness (mm) AAJS (N/mm)

Control 1 1.91 55.31

Control 2 1.81 54.30

Control 3 1.94 55.81

Mean control 1.88 ± 0.07 55.14 ± 0.77

Acute 1 3.09 59.70

Acute 2 2.69 57.97

Acute 3 3.06 57.42

Mean acute 2.95 ± 0.22 58.36 ± 1.19

Chronic 1 1.14 44.61

Chronic 2 1.04 43.80

Chronic 3 1.05 44.28

Mean chronic 1.08 ± 0.06 44.23 ± 0.41
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elastic modulus measured by elastography and that by in vitro
mechanical test. The elastic modulus of the nerve in the toe
region measured by the indentation test was significantly smaller
than that measured by the elastography (Schrier et al., 2020).
However, in the foot FE model developed by Mo et al., the heel
fat pad elasticity obtained from elastography showed high
consistency with that obtained through the indentation test (Mo
et al., 2019). The ratio of the apparent elastic modulus obtained from
elastography to that measured from the conventional mechanical
test varies in different tissues and perhaps increases with the increase
of soft tissue stiffness. Previous literature about elastography
assessment of ATFL have reported SWV values ranging between
1.79 m/s (Hotfiel et al., 2018) and 7.6 m/s (Chen et al., 2021) for the
healthy controls. The mean SWV value of ATFL in the control group

in this study was within the variation range of the literature data
mentioned before.

The ADT process was simulated through the FE models with the
subject-specific three-dimensional structures and the elastic
modulus of ATFL in this study. The simulated AAJS was slightly
larger in the acute group, whereas it was significantly smaller in the
chronic group, compared to the control group. Additionally, the
AAJS decreased significantly with the decrease of the ATFL
thickness instead of the elastic modulus indicating that AAJS was
mainly affected by ATFL thickness rather than the elastic modulus.
The mean thickness of the intact ATFL was reported to be 2.19 mm
(Dimmick et al., 2008), similar to our measurement in this study. A
previous study that examined 39 CAI patients through MRI and
arthroscopy found that 75% of participants’ ATFL were thin (less

FIGURE 3
Thickness (A) and elastic modulus of ATFL (B), and simulated AAJS (C) in different conditions (***p < 0.001, **p < 0.01, *p < 0.05, ns means no
significant difference).

FIGURE 4
AAJS with different ATFL elastic modulus and thickness.
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than 1 mm) or absent (Kanamoto et al., 2014). The chronic patients
in our study showed a similar ATFL thickness of 1.08 mm. Although
the AAJS slightly increased in the acute group, it was not easily
perceived due to the acute pain or instant conservative treatment
with immobilization. The AAJS significantly decreased over
3 months after ATFL injury. It has been reported that individuals
with a history of ankle sprain have an approximately 3.5 times
greater risk of sustaining recurrent ankle sprain compared to those
who have no such history (Kucera et al., 2016), indicating an
elevated risk of CAI. An observational study about re-sprains
during the 12 months of follow-up after an initial ankle sprain
suggested that up to 55% of individuals sustained instability, and
28% of the participants reported at least one re-sprain (van
Middelkoop et al., 2012). Previous studies have observed ATFL
thickness differences in ligament injury, which can be detected using
ultrasound in B-mode and MRI but without clear diagnosis criteria
of ligament thickness (Kanamoto et al., 2014; Chen et al., 2021). The
diagnostic criterion for the acute posterior cruciate ligament injury
was larger than 6.5 mm (Wang et al., 2017). Few studies determined
the diagnostic criterion in ATFL injury. When the ATFL thickness
was less than approximately 1.5 mm when ATFL elastic modulus
was under the condition of physiological and pathological
conditions, the AAJS start to decrease significantly with over
10 percent of the maximum AAJS, as predicted by the empirical
equation fitted in this study. Thus, the ATFL thickness might be a
potential biomarker for CAI diagnosis in the clinic.

Despite providing further insight into the relationship among
AAJS, thickness, and elastic modulus of ATFL, the subject-specific
FE study has the following limitations. The ankle ligaments, except
for ATFL, were modeled as numerous wires with 1D truss property,
which may compromise simulation accuracy. Due to applying the
specific elastic modulus of ATFL in the FE model, which was
measured by ARFI non-invasively, the hyperelastic and
viscoelastic properties of the ATFL were neglected (Provenzano
et al., 2001). The constitutive equation that we proposed was
estimated based on FE simulations which ignored the interaction
term between thickness and the elastic modulus and other
covariates. Additionally, the outcome of the FE models was the
talus displacement, which did not take into consideration of the
cartilage contact (Alonso-Rasgado et al., 2017). Furthermore, the
results in this study are from geometrically specimen-specific FE
models, which may hinder external validity or the generalizability of
the findings (Wong et al., 2021). Future work will expand to establish
a population-based FE model with a 3D structure of cartilage and
other ankle ligaments and take into consideration of the
heterogenetic properties of bone and hyperelastic and viscoelastic
properties of the ATFL.

Conclusion

The equation proposed in this study described the quantitative
dependence of AAJS on the ATFL thickness and elastic modulus.

And the thickness of the ATFL may be the dominant factor
influencing AAJS, which might be the biomarker for CAI diagnosis.
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Can we reposition finite element
human bodymodel like dummies?

Jisi Tang, Qing Zhou*, Wenxuan Shen, Wentao Chen and
Puyuan Tan

State Key Laboratory of Automotive Safety and Energy, School of Vehicle and Mobility, Tsinghua
University, Beijing, China

Rapidly repositioning finite element human body models (FE-HBMs) with high
biofidelity is an important but notorious problem in vehicle safety and injury
biomechanics. We propose to reposition the FE-HBM in a dummy-like manner,
i.e., through pose parameters prescribing joint configurations. Skeletons are
reconfigured along the trajectories inferred from model-specific bone
geometries. We leverage differential geometry to steer equidistant moves
along the congruent articulated bone surfaces. Soft tissues are subsequently
adapted to reconfigured skeletons through a series of operations. The
morph–contact algorithm allows the joint capsule to slide and wrap around
the repositioned skeletons. Nodes on the deformed capsule are redistributed
following an optimization-based approach to enhance element regularity. The
soft tissues are transformed accordingly via thin plate spline. The proposed
toolbox can reposition the Total Human Body Model for Safety (THUMS) in a
few minutes on a whole-body level. The repositioned models are simulation-
ready, with mesh quality maintained on a comparable level to the baseline.
Simulations of car-to-pedestrian impact with repositioned models exhibiting
active collision-avoidance maneuvers are demonstrated to illustrate the
efficacy of our method. This study offers an intuitive, effective, and efficient
way to reposition FE-HBMs. It benefits all posture-sensitive works, e.g., out-of-
position occupant safety and adaptive pedestrian protection. Pose parameters, as
an intermediate representation, join our method with recently prosperous
perception and reconstruction techniques of the human body. In the future, it
is promising to build a high-fidelity digital twin of real-world accidents using the
proposed method and investigate human biomechanics therein, which is of
profound significance in reshaping transportation safety studies in the future.
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1 Introduction

Finite element human body models (FE-HBMs), e.g., Total Human Body Model for
Safety (THUMS) (Iwamoto et al., 2002) and Global Human Body Model Consortium
(GHBMC) (Gayzik et al., 2011) models, are widely exploited to evaluate the biomechanical
response of the human body. These models are normally only available in standard occupant
and pedestrian postures, i.e., upright seated, standing, and mid-stance walking. However, in
the field of transportation safety, the body can exhibit various non-standard postures, e.g.,
walking, running, or jogging for pedestrians (Chidester and Isenberg, 2001) and reclined
(Reed et al., 2019) or other out-of-position postures (McMurry et al., 2018) for occupants.
Conclusions from a few representative postural configurations cannot be extended to general
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cases in a scientifically trustful way because our developed
understandings and vehicle safety designs accordingly might be
biased in this sense. It is hence urgent to establish a standard,
systematic framework to adapt the canonical baseline models to
general configurations, to deepen and reinforce our insights into the
postural effect on human safety on roads.

A great merit of the FE-HBM is the superior biofidelity, which,
on the contrary, also limits the model’s usability due to subject
specificity and anatomical complexity. Despite the enormous
demands from academic and industrial activities, there are very
few theoretical studies on how to reposition a modern FE-HBMwith
a sophisticated hierarchy of anatomy.

The existing works present a paradigm shift. In the early years,
pre-simulations were commonly used (Tang et al., 2016). External
forces are directly or indirectly, e.g., via strings like a marionette,
applied to limbs or other distal components to reconfigure the model.
There are several drawbacks to this process. The simulation lasts an
exceptionally long time to reach equilibrium. The repositionedmodels
usually report degraded mesh quality and rely on manual corrections
thereafter to rectify the distortions. Besides, a fundamental-level
problem is that the resulting kinematics is not guaranteed to be
anatomically correct (Jani et al., 2009) because the HBM lacks part of
the necessary kinematical constraints from connective tissues.
Researchers have turned to kinesiology for answers. Kinesiology
generally relates anatomy, geometry, and physiology to joint
kinematics. For example, Blankevoort et al. (1990) associated knee
flexion to the transepicondylar axis (TEA), which can be inferred from
bone geometry. Such knowledge offers explicit control of bone
movement in simulation.

Kinesiology-driven strategy inspires researchers as it is feasible
to reconfigure skeletons with rigid transformation, adapt soft tissues
by relocating the associated contours (Jani et al., 2009), or perform
mesh smoothing via the kriging method (Desai et al., 2012). These
approaches are simulation free and significantly accelerate the
computation. PIPER implements the methods on the latest
THUMS and GHBMC models and formulates an integrated
solution for engineering use (Chhabra et al., 2017). Another
simulation-free solution is to simplify the HBM by
approximating joint kinematics with structurally similar hinges
and rigidifying the deformable parts, like the fast GHBMC model
(Schwartz et al., 2015). The simplified model can be easily
repositioned in FE preprocessors like dummies. However, the
deteriorated biofidelity in simplification makes the approach
unsuitable for fine-level tasks.

There are two major issues remaining. First, kinesiology studies
are as yet far from completion. The current conclusions are founded
on reverse engineering; take the most complicated and widely
investigated knee movement as an instance. Existing studies
regress the experimentally measured motion to certain
anatomical axes, e.g., the transepicondylar axis (Blankevoort
et al., 1990) and geometric center axes (Asano et al., 2001), but
knee flexion cannot be globally parameterized about any fixed axis as
the condyle shape is highly irregular. It implies that forward
computation considering subject-specific details is essential.
Second, the current morphing or mesh smoothing methods were
originally developed and tested on early HBMs. Today’s models are
more sophisticated in anatomy. The current methods have to be
updated to well handle finer meshes and more details.

In this study, we propose to reposition the FE-HBM in a fast and
biofidelic way. The method is simulation free, relying on a combination
of geometry-informed transformation, interpolation, and optimization.
Joint trajectories are derived from model-specific geometries. At the
tissue level, our method leverages a thin plate spline to adapt soft tissues
to the reconfigured skeletons. A series of operations are developed to
tackle the error-prone sliding motion at the interfaces. In subsequent
contexts, we will introduce the basic idea of the approach, derivation of
arthrokinematics, and emulation of tissue deformation in sequence.
Efficacy and robustness of the method are demonstrated by
constructing pedestrian models exhibiting unusual collision-
avoidance poses. Significance, theories, and limitations of the
method are then discussed. Finally, we prospect the impact to
relevant posture-sensitive topics in the future.

2 General idea, kinesiology, and
computational implementation of
repositioning FE-HBM

We start by elaborating on the general idea of this study. The
human body is anatomically composed of rigid skeletal parts and
deformable soft tissues. Posture, also referred to as pose, describes
the physical configuration of the human body. When executing a
specific posture change (Figure 1), the bones are first repositioned
according to a group of joint parameters, and then the soft tissues are
adapted accordingly. As introduced, current studies have reached a
consensus that bones can be reconfigured via rigid transformation,
and soft tissues are deformed through non-physical emulation, such
as interpolation, instead of time-consuming simulations. This study
follows the mainstream pipeline and focuses on addressing the
reported challenging issues of computational implementation on
sophisticated modern HBMs.

Joints are transformable connective mechanisms. Pose
parameters define the physical configuration of joints. Dummies
can be conveniently repositioned, as the hinge structure
mechanically prescribes inter-component kinematics. When it
comes to the FE-HBM, it replicates only a specific configuration
of the human body of interest. Human joints are not hinge type.
Movements are guided and constrained by face-to-face articular
contact, so there are no structural axes to intuitively leverage on. A
crucial point in repositioning is to let the model move in an
anatomy-compatible way. Conventional studies approximate the
movements with simple hinge-type motion, e.g., rotation about a
fixed axis. Nonetheless, the equivalent helical axes in realistic human
movements are constantly varying from one configuration to
another. We propose to derive subject-specific joint trajectories
from congruent bone geometries. It allows the estimated
trajectory to always be tangential to the shapes in articulation.
The entire trajectories naturally parameterize human movements
and make the skeleton reconfigurable.

We introduce a method to rapidly emulate soft-tissue
deformation. Our approach leverages thin plate spline, a specific
type of kernel-based interpolation, to generate a displacement field
that is prescribed for bone movements. Different from conventional
studies, our method considers the sliding boundary condition, that
is, many interacting instances in a realistic human body slide along
each other in movement. Classical interpolation cannot tackle
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sliding-induced discontinuity in displacement. Therefore, we
develop a morph–contact algorithm, where morph takes charge
of continuous deformation and contact eliminates penetrations in a
pseudo-physical way. In addition, we develop an optimization-based
refinement to ensure the interface meshes are regular as the baseline.

Finally, we introduce a systematic technical framework founded
on the aforementioned algorithms to reposition the FE-HBM of
interest in a way that it is efficient as a dummy and biofidelic as the
realistic human body.

3 Geometry-informed
parameterization of joint motion

In this study, we consider the shoulder, elbow, hip, knee, and
thoracic and lumbar spine. Motion at these joints is parameterized
based on model-specific geometries. In general, flexion/extension,
adduction/abduction, and internal/external rotation are the degrees
of freedom (DOFs) of interest, while at the knee, elbow, and thoracic
spine, we only focus on flexion due to the anatomically limited
motion range.

3.1 Knee

The knee is a compound joint. It consists of the medial and
lateral compartments of the tibiofemoral and patellofemoral joints.
In orthopedics and kinesiology, it is commonly believed that knee

motion is 2-DOF: flexion/extension (primary) and slight internal/
external rotation. However, experimental studies have advocated
that for an individual, all secondary DOFs are coupled to the
primary motion. That is, the trajectory can be fully described by
a single parameter, but the parameter does not coincide with any off-
the-shelf DOF following existing decomposition schemes (Grood
and Suntay, 1983).

We propose a geometry-based estimation algorithm for knee
flexion (Tang et al., 2017). The integrated trajectory is always
equidistant to the femoral condyle at both medial and lateral
compartments (Figure 2A shows the medial part). The entire
tibiofemoral trajectory is incrementally constructed by
concatenating piecewise rotations about the instantaneous
helical axis (Figure 2A), where computation of the axis
according to the current bone configuration is the key point
(Figure 2B).

The helical axis approximates the first- and second-order
derivatives of the trajectory. The computation in Figure 2A is as
follows: first, in Figure 2B, the contact points on the condyle, pm
and pl, are found by searching for a pair of points with collinear
normal with the corresponding tibial plateau, nm and nl (Tang et al.,
2017). Second, the instant flexion axis, �u in Figure 2B, is inferred
from the current configuration, following a series of mathematical
operations, which are updated in this study and will be introduced
hereafter in detail. Third, the tibia is rotated about the axis with
an infinitesimal or finite angle. Finally, steps 1–3 are repeated until
the target configuration is reached (the repeated contours in
Figure 2A).

FIGURE 1
General schematic demonstrating a physical posture change of the human body. The bones are first repositioned following anatomically correct
arthrokinematics, i.e., joint trajectory, and soft tissues are deformed accordingly.
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There are two issues that have not been addressed in the pilot
study. One is that the geometrically compatible trajectory in each
step is not unique, but the pilot study gives only one heuristic
solution. The second is that the computation strictly demands a
quadrilateral mesh, but the triangular mesh is more common and
general in computer-aided design (CAD) environments. We tackle
them one by one in this work.

We propose to compute the helical axis (�u in Figure 2B) from the
perspective of differential geometry. Based on clinical and
kinesiological observations, the femoral condyle and tibial plateau
are constantly in contact during motion. Geometrically, being in
contact implies that the motion is locally tangential. Instant rotation
about the helical axis passing through both normal vectors (nm and
nl) on the medial and lateral condyles naturally satisfies the tangent
condition. The condition therefore constructs a 2-dimensional
space, parameterized by rm and rl, measuring how long the
intersection points (Im and Il) deviate from the corresponding
contact points on the condyle.

Every combination of rm and rl draws a line, and rotation about
the line is locally tangential to the tibia. We therefore introduce a
geometrically “neutral” path among the feasible solutions. From a
geometric point of view, if rotation along the helical axis coincides
with the associated osculating circle (red dotted arcs in Figure 2B)
derived from the normal curvature of the intersecting contour curves
(Ωm and Ωl), the tibia makes contact with the femur at the same
points after an infinitesimal rotation. In differential geometry, normal
curvature is a generalization of the curvature to a 2-manifold, which is
the curvature of the curve projected onto the plane spanned by the
normal and associate tangents (see textbooks on differential geometry
formoremathematical details if interested). The contact point is static
following the derived motion if viewed from the tibia. The trajectory
concatenating such rotations, as demonstrated in Figure 2A, is the
geometrically “neutral” path. Here, “geometrically” implies that the
path is fully geometry dependent, while “neutral” implies to the
stationary condition of the contact point on the tibia. The

geometrically neutral path gives a rigorous definition of the
heuristic solution given in a previous study (Tang et al., 2017). As
introduced, the geometrically allowed motions construct a 2-
dimensional subspace, and the geometrically neutral path is
essentially the origin of the space in each iteration. In practice,
there might be oscillations in the path due to flexibility of the
connective tissues, which can be characterized by measuring the
trace of the contact point on the tibial plateau in an experiment.
Themeasured deviations of the contact points can be computationally
retrieved by shifting the intersection points (Im and Il) accordingly.
The resulting path is not “neutral” anymore thereafter. In a word, the
neutral path is fully geometry dependent, and the realistic movement
can be reconstructed on this baseline with additional knowledge or
measurements.

The definition of the neutral path is also beneficial in enhancing
joint stability. Anatomically, wedge-sectioned, crescent moon-
shaped meniscus supports femur-to-tibia contact radially inward,
centered at the contact point. The static center indicates that the
meniscus can stay at its original position on the plateau to stabilize
the articulation without having to deform or slide. Mechanically,
load transfer is more stable through the slightly concave central part
of the tibial plateau than the inclined peripheral section, such that a
static contact near the center is more stable as well.

In computation, all shapes are represented by triangle meshes.
Femoral condyles are preserved in the original convex shape,
whereas tibia plateau surfaces are approximated as planes such as
howWilson et al. (1998) did. Calculating the radius of the osculating
circle is crucial for figuring out the neutral path. There is a technical
obstacle in that curvature is a second-order differential in its
theoretical definition, but mesh is a discrete data structure, not
naturally differentiable. Here, we refer to the normal cycle
theory–based method proposed by Cohen-Steiner and Morvan
(2003). It gives an elegant form to estimate per-vertex curvature
tensor C on triangular mesh (V, E, F) with exterior calculus, as
shown below.

FIGURE 2
Geometry-informed computation of knee flexion. (A)Graphical illustration of iterative flexion estimation. Tibia is incrementally rotated about helical
axis inferred from current bone configuration. (B) Computation scheme of geometry-compatible tibial rotation, i.e., the instant helical axis.
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C p( ) � 1

A p( )∣∣∣∣ ∣∣∣∣ ∑
e∈A p( )

β e( ) e ∩ A p( )∣∣∣∣ ∣∣∣∣�e ⊗ �e,

where e is an edge incidental to vertex p; β(e) is the signed dihedral
angle between faces incidental at edge e, which is positive if convex;
A(p) is the local neighborhood around vertex p with |A(p)| as its
area; |e ∩ A(p)| is the length of the part on edge e that falls within
A(p); �e is the length-normalized edge vector; and ⊗ means tensor
product. In practice, A(p) is usually the 1-ring neighborhood, so
|A(p)| is the Voronoi area. We precompute curvature tensor at all
vertices on the medical and lateral femoral condyle surfaces. For a
general point inside a triangle, the tensor could be computed with a
weighted sum based on barycentric coordinates.

Given a tangential direction of interest at vertex p, normal
curvature κn can be computed with curvature tensor C and the
associated tangent vector t via a quadratic form as

κn � tT · C p( ) · t.
Given the current femur and tibia configuration, with contact

points pm and pl as well as condyle normal vectors nm and nl
provided, we optimize rm and rl to align with the derived
intersection points Im and Il, with the center of the osculating
curves computed from the normal curvatures on both condyles,
using the equation

rm, rl( ) � arg min
rm ,rl

rm − 1
tTm · C pm( ) · tm( )2

+ rl − 1
tTl · C pl( ) · tl( )2( ),

where C(pm) and C(pl) are curvature tensors at the contact points,
on the medial and lateral condyles, respectively, and tm and tl are
tangent vectors perpendicular to the flexion axis corresponding to
current rm and rl. The tT · C(p) · t terms compute the
corresponding normal curvature, and the reciprocal terms
compute nominal radii reciprocal to the normal curvatures. The
radii are supposed to equal the desired parameters for optimization,
such that we optimize the mean square error between them and rm
and rl.

The intersection points Im and Il can be intuitively got by
deflecting contact points with the computed radii, and the instant
flexion axis �u joins Im and Il. Given a specific femur and tibia
configuration, we can always compute the instant axis following the
abovementioned steps. The tibia can be iteratively rotated about the
current axis with an incremental angle step, e.g., 0.5° as an empirical
suggestion, until the tibia reaches the desired flexion position. For
example, the computation can stop at any position per the user’s
request (Figure 2A).

3.2 Other synovial joints

Besides the knee, we also parameterize motion at other major
synovial joints, i.e., the shoulder, elbow, and hip. These joints are
also articulation guided, so the motions are derived in a similar way
to that done for the knee. Fortunately, when compared to the knee,
their anatomies are simpler and the surface shapes are more regular
as well. We derive the motions with global parameterization by
approximating the joint anatomy with structurally similar hinges.

At the shoulder and hip, the glenohumeral and
acetabulofemoral joints are ball-and-socket type, so the
associated arthrokinematics is characterized by 3D rotation
about the center of the humerus and femur heads, respectively
(Figures 3A, B), where the centers are estimated from the nodal
coordinates on the sphere-like surfaces in a least squares manner.
Upon implementation, we use a group of intrinsic Euler angles in
the internal/external, flexion/extension, and adduction/
abduction sequences to parameterize the 3D rotation.

At the elbow, we consider the hinge-type humeroulnar joint.
The flexion/extension motion is represented by an in-plane
rotation about the estimated center of the trochlear notch of
the ulna (Figure 3C), similar to the least squares manner. In the
current study, supination and pronation at the proximal
radioulnar joint are not applied, and the radius moves with
the ulna accordingly. Like the knee, the elbow only takes a
flexion angle as input.

FIGURE 3
Motion DOFs at major movable joints. (A) Shoulder. (B) Hip. (C)
Elbow. (D) Spine.
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3.3 Spine

The spine, also known as the vertebral column, consists of the
entire set of vertebrae. A total of 33 vertebral bony segments, i.e., the
vertebrae, are normally divided into five regions, seven cervical,
twelve thoracic, five lumbar, five sacral, and four coccygeal segments.
Each region has its ownmorphology that reflects its specific function
and pattern of movement. In kinesiology, the entire spine pose is
usually described per segment in a 3D rotation-like way, i.e., with
Euler angles. This abstracts the base-to-end pose of each segment on
a high level but cannot intuitively specify the spatial configuration of
each vertebra along the path.

When repositioning the FE-HBM, we focus on flexion of the
thoracic and 3D rotation of the lumbar segments (Figure 3D). A key
task in practice is to retrieve the kinematics of individual vertebrae
from the given abstract angles. Referring to Desai et al. (2012), we
manually define the rotation center for each vertebra by averaging
the center of the top and bottom faces. The overall rotation angles
are evenly split to every vertebra. Rotation matrices are generated
accordingly following the Rodrigues formula. The involved
vertebrae are then transformed about their own center.

4 Emulation of soft-tissue deformation

We propose to emulate, instead of simulate, the deformation of
the involved soft tissues according to the bone movements. The
difference is, emulation is not strictly based on the real-world
physics, but simulation is. Conventional simulation-based
approaches are time consuming and prone to severely distorting
elements. Emulation is implemented to accelerate the computation
while intuitively controlling the pattern of nodal displacements. The
mechanism of emulation can be roughly divided into two parts.
Continuous transformations, e.g., flesh deformation driven by bone
movements, are approximated via interpolation, while in the case of
where discontinuous transformations occur, an innovation is to
introduce a morph–contact algorithm to incorporate light physics to
tackle the singular patterns.

4.1 Mesh morphing and thin plate spline

Mesh morphing methods have been extensively studied and
implemented in tuning the morphology of HBMs to account for
anthropometric variations in the population (Tang et al., 2020; Hu
et al., 2019a). Mesh morphing relies on a few prescribed
correspondences to transform a shape into target geometry. A
group of homologous landmarks are selected on both the source
and target shapes. The landmarks are exactly one-to-one
corresponded in a much less number than the entire nodes.
Sparse correspondences are therefore anchored between the
shapes to associate. An interpolation function is a continuous
function defined on the source space, while at landmark
positions, it outputs the corresponding landmarks on the target
shape and gives a smooth transition between them by minimizing
specific kinds of energy.

Thin plate spline (TPS) is a commonly exploited interpolation
function inspired by minimizing the internal energy of bending thin

plates. Please refer to the study by Hwang et al. (2016) for
mathematical derivation about TPS and its implementation in
detail if interested.

Adapting soft tissues to repositioned skeletons can follow the
same pipeline. Nodes on the bones are natural anchors. The source
and target landmarks are assigned as nodal coordinates before and
after transformation, respectively. The soft-tissue nodes can be
repositioned accordingly.

4.2 Morph–contact algorithm, refinement,
and implementation

A long-term challenging problem in conventional interpolation-
based methods is the sliding interface. When going across the
boundary, there is a sudden jump in nodal displacements,
therefore sliding “lacerates” the displacement field. This leads to
discontinuity in the function of interest. The spline function
approximates the target function by regressing coefficients with
respect to pre-defined continuous bases, so the sliding-induced
discontinuity cannot be sufficiently reconstructed in this sense.
Especially at the synovial joints, such as the shoulder, elbow, hip,
and knee, bone segments that originally contact with the capsule
might move into the joint space. If intuitively interpolated by bone
landmarks, the flesh becomes overstretched and this will lead to
severe element distortion.

We take the knee of the THUMS model as an instance to
elaborate our method (Figure 4). The contour of the wrapping
capsule component is divided into four segments. The proximal and
distal faces are attached to the underlying skeletal parts, i.e., the
femur and tibia, respectively. They rigidly move with the bones. The
interior face is the segment of interest, which slides along the
bone–flesh interface. We propose a morph–contact strategy that
jointly satisfies the geometric constraints and preserves high mesh
quality. The remaining nodes are subsequently transformed via thin
plate spline, following the pattern prescribed by the other three
segments.

The key point is to tackle the sliding-induced discontinuity. We
suggest manufacturing the original capsule contour (Figure 4A) via
light physics–based emulation. The contour is first preliminarily
interpolated according to a reduced set of bone landmarks. The
transformed interface roughly approximates the displacement field
in space, but there are penetrations around the joint space
(Figure 4B). These penetrations are detected by a customized
step inspired by contact algorithms in computational mechanics.
In brief, the program computes the signed distance of bone nodes
involved (slave nodes in classical contact detection algorithm) to the
capsule surface (master surface) and finds the nodes experiencing
orientation flips. The surface patches associated with the
“penetrated” nodes are pulled outward along the surface normal
until the penetrations are eliminated (Figure 4C).

The interior surface wraps bones with a physically reasonable
contour after the above steps, but the nodes on the surface are not
guaranteed to be regularly positioned and are usually oscillatory. This
leads to overstretched or distorted elements. This method relies on an
optimization-based refinement to regularize the mesh pattern. The
involved nodes are redistributed to simultaneously 1) pertain to the
original shape, 2) penalize inconsistency of edge length, and 3) ensure
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coherence of normal vectors. A well-established implementation is
already available in PyTorch3d (Johnson et al., 2020), a Python
library built upon PyTorch (Paszke et al., 2019) for geometric deep
learning, where the Chamfer distance is used to evaluate howmuch the
surfaces of interest deviate from each other. Figure 4D displays the
refined capsule interface, and the mesh regularity is significantly
improved when compared to the raw penetration-fixed mesh in
Figure 4C.

The refined interior capsule interface, in company with the
interfaces interacting with the static and moving bones, constructs
the boundary landmarks. We can intuitively emulate soft-tissue
deformation (the transparent parts in Figure 4) via TPS and gain
high-quality solid elements thereafter.

Soft tissues surrounding other movable joints that are discussed
in Section 3 are processed following the aforementioned steps. At the
shoulder, hip, and elbow, there are sliding interfaces as well, so the
morph–contact algorithm is applied. Tissues attached to the spine
are simply interpolated via TPS.

5 Fast and biofidelic repositioning
toolbox

5.1 Framework

We formulate the fast and biofidelic toolbox for FE-HBM
repositioning via integrating the algorithms of Section 3 and Section

4. The toolbox takes joint parameters as input, i.e., 3 × 3 rotation
matrices for shoulder and hip joints, flexion angles for elbow and knee
joints, as well as thoracic and lumbar rotations. The center of the
humerus head, trochlear notch of the ulna and femur heads, and
trajectory of knee flexion are precomputed based onmodel geometry. In
practice, the pose parameters are achievable from various sources, such
as computer vision, computer graphics, orthopedics, and ergonomics.

5.2 Demos

We apply the proposed toolbox to THUMS occupant and
pedestrian models (AM50, v4.1/4.0.2) to demonstrate its efficacy
and availability in injury biomechanics studies. Figure 1 displays the
THUMS model repositioned into a collision-avoidance pose. The
limbs are sufficiently stretched compared to the baseline, so the case
is challenging enough to tackle with local, large deformations.
Jacobian, warpage, and aspect ratio are selected as the evaluation
metrics of the mesh quality. Among the concerned 1,527,480 3D
elements, 26,275 (1.7%), 5,166 (0.3%), and 4,836 (0.3%) elements do
not satisfy the checking criteria for the baseline model in the
sequence of warpage (>15.0), aspect ratio (>5.0), and Jacobian
(<0.5); the corresponding values for our repositioned model in
Figure 1 are 26,699 (1.8%), 5,437 (0.3%), and 4,943 (0.3%). The
increase in the number of bad-quality elements is not significant,
which advocates that our method does not deteriorate the 3D
elements and well preserves the regularity of the initial mesh.

FIGURE 4
Schematic of emulation of soft-tissue deformation given prescribed bone movements. A 40-degree right knee flexion is demonstrated via
visualizing transformation patterns of the knee capsule after each processing step. The transparent part depicts the flesh bound by the capsule, and upper
and lower legs. The yellow dots in the middle subfigure are landmarks for preliminary deforming. (A) Original capsule mesh. (B) After a mesh morphing
with a reduced set of landmarks, the capsule is preliminarily deformed, but there are obvious penetrations. (C) After the penetrations are detected
and eliminated through node deflections, the mesh regularity is partly deteriorated, and there are local oscillations around the pulled nodes. (D) After
refinement, the mesh regular is the same as the baseline, which promotes high-quality transformation of the flesh of interest.
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Besides the knee interior, i.e., joint capsule surface, demonstrated
in Figure 4, Figure 5 visualizes the transformed interior of other
synovial joints, i.e., the shoulder, elbow, and hip. The transformation
following the steps introduced in the previous section sufficiently
preserves the mesh pattern of the bone–flesh interfaces and smoothly
completes shape deformation. Regular interior mesh theoretically
guarantees the mesh quality of the emulated flesh mesh.

The occupant model is repositioned to a highly reclined pose,
according to volunteer tests documented by Reed et al. (2019).

Anatomical landmarks of representative vertebral centers are
prescribed. The THUMS occupant model is flexibly reclined
(Figure 6). Besides, the forearms are laid down and the thighs
are extended to better mimic a relaxed reclined pose.

In terms of pedestrians, Nie et al. (2021) established a virtual
reality–based (VR) platform to investigate a pedestrian’s active
avoidance maneuver against imminent car crashes (Li et al., 2021).
The instantaneous 3D poses of the volunteers are captured by an
optical motion capture system (MoCap). In Figure 7, we

FIGURE 5
Visualization of transformed capsule surface mesh of major synovial joints from repositioned model in Figure 1. (A) Shoulder. (B) Elbow. (C) Hip.

FIGURE 6
Reclined THUMS occupant model. The original upright seated THUMS occupant model (A) is repositioned to a highly reclined posture (B) with our
method.
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demonstrate three repositioned models. These models are
ready for simulation, with comparable mesh quality as the
baseline. The car-to-pedestrian simulation results suggest that
diverse avoidance maneuvers lead to significantly varying
impact responses.

Laboratory experiments can gather sequential 3D pose data,
but these tests are very limited. Most accidents on roads are
recorded by onboard or roadside cameras. Computer vision
models can recognize human poses from images, e.g.,
OpenPose (Cao et al., 2017), and its variants (Tang and Zhou,
2021). We exploit Expose (Choutas et al., 2020) in this study, to

infer pedestrian poses in an open-source data set (Figure 8).
Expose is founded on SMPL (Loper et al., 2015), which is a
parametric human shape model, so the inferred pose parameters
follow the SMPL convention, and we adapt them to the presented
format.

In practice, inference with Expose takes 20 s, and the toolbox
takes about 500 s on a desktop PC with Intel 10700 CPU and
NVIDIA RTX 3070 Ti GPU. The entire pipeline is fully
automatic, and the generated model is ready to use, with
comparable mesh quality to the baselines without any post-
processing.

FIGURE 7
Demonstration of the virtual reality–physical simulation pipeline. It is convenient to convert baseline THUMS pedestrian model into any arbitrary
pose captured by the MoCap system (documented in Li et al., 2021; data visualized in OpenSim) with our method. The repositioned models are robust
when exposed to 40 km/h impact from vehicle.

FIGURE 8
Pose-specific pedestrian model. The data source is a plain image depicting a walking individual. Pose parameters are inferred by Expose (Choutas
et al., 2020), a neural network–based pose estimation model. The baseline THUMS model is then repositioned to the recognized posture.
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6 Discussion

6.1 Significance

In this study, we establish a fast and biofidelic repositioningmethod
for the finite element human body model. It takes joint parameters as
input, like conventional dummy models, to reconfigure the skeleton
along geometrically embedded trajectories. It also deforms soft tissues
via a hybrid transformation method that combines interpolation and
optimization in a simulation-free manner. The proposed toolbox is
compatible with multimodality pose representations from a variety of
sensors and perception technologies, e.g., pedestrian recognition via
computer vision (Tang and Zhou, 2021). The transformation is time
efficient and highly biofidelic. Generated models are simulation ready,
without demands onmanual editing, smoothing, or other kinds of post-
processing. Our method grants the FE-HBM comparable usability to
dummies, such that studies or developments conventionally performed
with a dummy can be easily transferred, e.g., restraint system
development and safety evaluation/assessment.

The demonstrated virtual reality–physical simulation pipeline
(Figure 6) has profound significance. It forms a new paradigm for
studies on musculoskeletal biomechanics. The original human–system
interaction in virtual reality is one way. Volunteers visually perceive
imminent car crashes by the eye and act physically to avoid them (Li
et al., 2021), but they will not be really hit if the attempts fail, so the
message in passing is only virtual to physical. This study, instead,
establishes a two-way interaction. After the virtual-to-physical
perception, there is a physical-to-virtual response. The time-sensitive
human reaction can intuitively lead to diversified impact responses
(Figure 6). In other words, our method grants the virtual reality space
with physical principles, e.g., Newton’s law.

In the long term, the pipeline promotes digital twin studies. Take
the promising integrated safety technology as an instance. At an instant
prior to a safety-critical event, we can construct a subject, scenario, and
reaction-specific HBM. Given an adaptable countermeasure system,
e.g., an adaptive bumper (Shen et al., 2022), the system can optimize for
an optimal configuration with minimal injury risk, by running a
simulation of the imminent crash, and executing it in advance. All
related topics such as mechanism design and decision-making can be
investigated following the presented pipeline.

6.2 Geometries and arthrokinematics

A key point in our method is to reconfigure the skeletons along
geometrically embedded trajectories. Model geometries are
reconstructed via segmentation of tomography scans. Joints are not
transformable at this moment, that is, we cannot reconfigure the
segmented skeletons by specifying spatial orientation, e.g., rotation
angle. For the dummy, components are joined by hinges, so
trajectories are natively embedded in the structure. Inspired by the
mechanical surrogates, it is necessary to prescribe the bone position
associated with the given parameter, i.e., joint trajectories, when
parameterizing skeletal movements of the FE-HBM.

The inferring trajectory from bone geometries is a classical topic.
Orthopedic studies on associating knee arthrokinematics with bone
contours date back to the 1840s (Weber andWeber, 1836). From the
perspective of robotics, an individual rigid body has six DOFs, but

the number of effective DOFs is much less. Due to constraints, only a
few functional DOFs are allowed. Different from rigid mechanisms,
soft connective tissues are flexible, and joints are usually over-
constrained to enhance stability. The main types of constraints
are the face-to-face constraint by articular surfaces and near-
isometry constraints by muscles and ligaments. Energy
dissipation tissues, e.g., intervertebral disc and meniscus, partly
contribute as well.

The synovial joints have much higher mobility than the
fibrous or cartilaginous joints. Mobility is of exceptional
importance for repositioning. We have therefore especially
emphasized these joints, i.e., the shoulder, elbow, hip, and
knee, in this study. For synovial joints, a key characteristic is
that bones are not physically connected but can move smoothly
against each other along the articular surfaces covered by
cartilage. The geometry of the articular surfaces defines the
boundary of the movement. Geometrically compatible
movements are restricted to a low-dimensional space. As
elaborated, the shoulder, hip, and elbow are simplified as
structurally similar hinges according to their function and
morphology. These articulations are concave-to-convex type,
e.g., acetabulum (concave) to femur head (convex), so we can
intuitively infer arthrokinematics from the geometries. On the
contrary, the knee is more complicated, as the articulation in the
tibiofemoral joint is convex to convex, and there are two
compartments. Conventional studies have incorporated the
isometry assumption of the ligaments as additional
constraints to complete the geometry–arthrokinematics
problem (Wilson et al., 1998). The assumption ignores
ligament flexibility and therefore leads to singularity in
practice. Instead, we choose to decouple the constraints from
articulation and explicitly parameterize the articulation-allowed
motion subspace that holds the secondary variations led by
ligament flexibility. Experimental studies have suggested that
3D tibiofemoral joint trajectory has in fact a 1-DOF (Gray et al.,
2019). It implies that for an individual, the overall constraints
from menisci, ligaments, and other connective tissues further
restrict the arthrokinematics to a specific path inside the
subspace, but additional physical clues beyond articulation
geometries, e.g., meniscus elasticity and ligament orientation,
are necessary. We deduce a geometrically neutral path among all
the feasible choices discussed in Section 3. In the future, the
solution can be updated if there is a way to better unify geometry
and tissue flexibility. Besides, the framework can be easily
implemented to any segmented femoral condyle and tibial
plateau surfaces, leveraging the shape-informed registration
technology (Tang et al., 2023). The algorithm can intuitively
recognize the condylar and plateau regions of interest from the
inferred correspondences and directly implement the steps
thereafter.

The spine, as a combination of a series of cartilaginous joints, has a
distinct structure when compared to the synovial joints. The bones are
physically connected by cartilaginous tissues with a slight amount of
movement available. Due to the absence of articulation, it is not
intuitive to infer spine kinematics from its structural geometry.
Besides, although the spine is very flexible, its motion is still highly
limited when considering the large number of member segments.
Different from the synovial joints for which we focus on and preserve
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the subject-specific geometries, we abstract the flexible spine as a 3D
smooth curve according to the given pose parameters and devise a
reserve operation to convert the curve back to structural instances in a
geometrically and functionally compatible way.

In general, skeletons serve as a reconfigurable system, while pose
parameters can specify the configuration of the system.
Arthrokinematics offers a feasible and reasonable path for
transition between configurations. The system can be dynamically
reconfigured along the path, i.e., repositioned in an anatomically
reasonable way.

6.3 Emulation versus simulation in
deforming soft tissues

In this study, we emulate soft-tissue deformation according to
skeleton movements with a series of numerical transformations
instead of performing physics-based simulation as the pre-
simulation approach does. The key motivation is to save time, as
quasi-static pre-simulation is extremely time consuming. Another
concern is that pre-simulation cannot guarantee correct joint
trajectories. HBMs ignore a part of the fine-level details, especially
secondary connective tissues, for computational efficiency and
robustness. When pulling or moving parts like the limbs, the FE-
HBM cannot be smoothly reconfigured as an intact human body due
to the absence of these tissues. Instead, our method computes
biofidelic arthrokinematics without demanding the structural
integrity of the model and provides the necessary boundary
conditions to transform soft tissues.

The proposed deforming method given in Section 4 is inspired by
rigging, i.e., a substantial step in computer graphics (CG) for making
animation. Reconfigurable virtual bones are rigged to 3D shapes.
When the bones are transformed during skeletal movements in the
human body, the rigged shape is transformed accordingly.
Theoretically, rigging can be interpreted as a specific type of
interpolation. Take linear skinning as an example. Movements
associated with the virtual bone segments compose a group of
bases, while a group of coefficients are assigned correspondingly to
these points in space. The resultant movement of an individual point
is a coefficient-weighted sum of the bases. If a point is close to a bone,
the associated coefficient approaches 1, and the point tends to move
rigidly with the bone.

We generally follow the interpolation idea. Tissues closely
attached to underlying bones are transformed rigidly. The
transitional part is interpolated via thin plate spline, with the
associated bones as the landmarks. The interpolated variable is
nodal displacement. The sliding-induced discontinuity in the
displacement field makes the target capsule surface deviate from
the naively interpolated shape. A part of the capsule nodes
detaches from the originally interacted bone segment. We leverage
a pseudo-contact algorithm inspired by the finite element solver to
eliminate interpolation-induced penetrations and align the bone and
capsule surfaces. Besides, as for an FE model–intended method, mesh
regularity must be emphasized. Bones are not deformed when being
rigidly transformed, therefore meshes are not affected, but the soft
tissues experience a combination of stretching, compression, and
distortion, which might severely deteriorate the quality of the
involved elements. The basic idea is to keep the regular mesh

topology on the boundaries. Nodal displacements are not
consistent in interpolation and penetration elimination, so we
introduce an optimization-based dynamic re-meshing step to
redistribute the nodes while preserving the overall target shape.
This improves the regularity of the elements on the boundaries
and inside that are subsequently interpolated, and therefore the
model generated by our method is natively ready for simulation
on the FE structural level.

Emulation intends to mimic realistic physics, but it is not perfect
after all. The current algorithm cannot preserve or control mass and
volume of the transformed tissues. A feasible upgrade is to compute
the deformation via pre-simulation with the derived arthrokinematics
prescribed as the boundary condition. However, once FE simulation is
incorporated, the computation will become time consuming. An
alternative is to use a physics-based solver in computer graphics
such as Taichi (Hu et al., 2019b), which is an intermediate between
emulation and simulation that balances efficiency and accuracy. Some
of these solvers support GPU acceleration and run much faster than
conventional methods that are run on cluster.

6.4 Limitations and prospect

In this study, we propose a fast and biofidelic repositioning
method for the FE-HBM compared to existing methods. However,
repositioning a highly sophisticated human body model with a few
given parameters is theoretically a non-trivial problem. Considering
the complexity, time efficiency and accuracy are controversial and can
hardly be satisfied at the same time. We propose a geometry-based
estimation and hybrid deforming method for bone kinematics and
soft-tissue deformation, respectively, to overcome the drawbacks in
conventional methods, e.g., anatomically incorrect bone movements
and severely distorted elements; however, there are still many
simplifications and approximations. The derived arthrokinematics
is fully geometry dependent. However, there are other physical
constraints to consider in the real world, e.g., the four collateral
and cruciate ligaments at the knee. This study has not considered the
physiological and physical responses of the flexible connective tissues.
In the future, it is promising to narrow down the geometrically
compatible movements by incorporating the physical resistance of
these tissues. Besides, the proposed emulation method is
fundamentally interpolation based, and we have highlighted the
consequent drawbacks and overviewed the next-step works in the
last section.

Besides, in the near future, advances in computer graphics and
distributed computing might promisingly reshape this field on both
the software and hardware sides, as we have discussed in the last few
sections.

7 Conclusion

We propose a fast and biofidelic toolbox to reposition FE-HBMs
in a dummy-like manner. Given a group of pose parameters, e.g.,
rotation matrix and angle, this can rapidly change the HBM posture
accordingly. In computation, skeletons are reconfigured along
geometrically embedded trajectories, while soft tissues are
transformed subsequently. On a technical level, we propose to
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estimate arthrokinematics of the synovial joints from the shape of the
articular surfaces. The shoulder, elbow, and hip are approximated as
structurally resembling hinges, i.e., spherical, cylindrical, and
spherical, respectively. At the knee, the entire tibiofemoral
trajectory is progressively retrieved by incrementally rotating the
tibia. In each incremental step, we optimize for a helical axis,
while rotation about the axis is instantaneously tangential at both
the tibiofemoral compartments. After the skeletons are repositioned
to a specific configuration, the soft tissues are deformed accordingly
via interpolation. A morph–contact algorithm is suggested to tackle
the sliding-induced singularity at the bone–capsule interface. It allows
the capsule to wrap and slide along the repositioned skeletons in a
physically reasonable way. Besides, an optimization-based refinement
method is introduced to enhance element regularity by intuitively
redistributing nodes without re-meshing.

The toolbox is very fast, as all incorporated transformations are
simulation free. We implement the proposed toolbox to THUMS
occupant and pedestrian models. The baseline models are
repositioned to alternative postures, e.g., highly reclined occupant
and the collision-avoiding pedestrian. The generated models are
simulation ready and robust enough when exposed to high-speed
impact loads.
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PIPER adult comfort: an
open-source full body human
body model for seating comfort
assessment and its validation
under static loading conditions

Shenghui Liu1,2, Philippe Beillas2, Li Ding1 and Xuguang Wang2*
1Key Laboratory of Biomechanics and Mechanobiology, Ministry of Education, Beijing Advanced
Innovation Center for Biomedical Engineering, School of Biological Science and Medical Engineering,
Beihang University, Beijing, China, 2Université de Lyon, Université Claude Bernard Lyon 1, Université
Gustave Eiffel, LBMC UMR_T 9406, Lyon, France

Introduction: In this paper we introduce an adult-sized FE full-body HBM for
seating comfort assessments and present its validation in different static seating
conditions in terms of pressure distribution and contact forces.

Methods:Wemorphed the PIPER Child model into a male adult-sized model with
the help of different target sources including his body surface scans, and spinal
and pelvic bone surfaces and an open sourced full body skeleton. We also
introduced soft tissue sliding under the ischial tuberosities (ITs). The initial
model was adapted for seating applications with low modulus soft tissue
material property and mesh refinements for buttock regions, etc. We
compared the contact forces and pressure-related parameters simulated using
the adult HBM with those obtained experimentally from the person whose data
was used for the model development. Four seat configurations, with the seat pan
angle varying from 0° to 15° and seat-to-back angle fixed at 100°, were tested.

Results: The adult HBM could correctly simulate the contact forces on the
backrest, seat pan, and foot support with an average error of less than 22.3 N
and 15.5 N in the horizontal and vertical directions, which is small considering the
body weight (785 N). In terms of contact area, peak, and mean pressure, the
simulation matched well with the experiment for the seat pan. With soft tissue
sliding, higher soft tissue compression was obtained in agreement with the
observations from recent MRI studies.

Discussion: The present adult model could be used as a reference using a
morphing tool as proposed in PIPER. The model will be published openly
online as part of the PIPER open-source project (www.PIPER-project.org) to
facilitate its reuse and improvement as well as its specific adaptation for
different applications.

KEYWORDS

human body model, finite elements, seating comfort/discomfort, validation, pressure/
force distribution, open source
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1 Introduction

Sustained loads on the soft tissue of the buttocks may cause
seating discomfort or even physiological problems such as pressure
ulcers (Gefen, 2008). Along with pressure, soft tissue deformations
and internal loading in terms of compression, strain, and stress are
generally considered relevant for seating discomfort assessment (De
Looze et al., 2003). However, these internal biomechanical
parameters cannot be directly measured in vivo. With the
development of computational capability, different biomechanical
models such as finite element (FE) models (Verver et al., 2004;
Siefert et al., 2008; Grujicic et al., 2009; Al-Dirini et al., 2016;
Beaugonin and Borot, 2019), multibody modeling with
(Rasmussen et al., 2009; Grujicic et al., 2009) and without
(Campos and Xi, 2020; Zhong et al., 2022) considering
musculoskeletal systems are built for seating dis/comfort
assessment or seat design. To estimate the internal biomechanical
parameters such as soft tissue deformation, deformable finite
element (FE) human body models (HBM) are required (see a
review by Savonnet et al., 2018). There are mainly two types of
FE models: partial thigh-buttocks models built from medical images
(Verver et al., 2004; Al-Dirini et al., 2016; Moerman et al., 2016;
Cheng et al., 2018; Macron et al., 2018), and full-body models from
medical images for skeleton and 3D body scans for skin geometry
(Siefert et al., 2008; Grujicic et al., 2009; Du et al., 2013; Huang et al.,
2015; Lazarov et al., 2015; Beaugonin and Borot, 2019; Huang et al.,
2022). The partial models can only be used for evaluating the seat
pan, and boundary conditions such as external contact forces and
position of the bones cannot be easily defined under real seating
conditions. To evaluate the comfort of a complete seat, a full human
body model (HBM) is needed. A few HBMs were proposed by some
researchers (Grujicic et al., 2009; Du et al., 2013; Huang et al., 2015;
Huang et al., 2022) as well as by some engineering software
companies (Siefert et al., 2008; Beaugonin and Borot, 2019).
However, for both existing partial and whole-body models, the
validation was performed in comparison with pressure-related
parameters under either very simplified conditions or a single
specific seat condition. For instance, Huang et al. (2015)
developed a HBM based on the Hybrid III 50th Percentile Male
dummy to evaluate the comfort and design of automotive driving
seats. They only used a rigid chair with two flat rectangular plates
representing the seat pan and backrest to validate their model.
Without considering soft cushion, human body interaction with
the seat cannot be correctly simulated. Grujicic et al. (2009)
validated their full HBM with respect to the measured pressure
distribution reported by Verver et al. (2004) based on a male subject
sitting on a sitting on a seat (rigid or with a soft cushion) with the feet
unsupported. When using experimental data from a third party,
personalizing an HBM is challenging, as the test subject geometry is
typically not available. This makes comparisons between simulation
and experiment difficult to interpret if the model’s geometry and
mass distribution deviate from the test subject. Also, the test
conditions were very simplified and different from real seating
conditions. In a more recent study looking at the comfort of seat
cushion, Yadav et al. (2021) validated their buttock-thigh partial FE
model simplified from the 50th male full body model from the
Global Human Body Model Consortium against the pressures.
Twenty participants were asked to sit on different cushions put

on a flat table. The participant’s feet and back were unsupported.
Again, the test conditions were over-simplified, and the
corresponding loadings were likely unrealistic. Moreover, seat
configurations vary in real life depending on use conditions (e.g.,
at the office or during transportation). To assess the effect of seat
design, an HBM should also be validated under more realistic
seating conditions covering a large range of existing seat
configurations. As the HBMs give the possibility of estimating
internal loading, it is also desirable to verify the soft tissue
compression as well, especially under the ischial tuberosities
(ITs). As far as we know, none of the existing models simulated
the soft tissue displacement away from the ischium once seated,
which was observed with an open MRI system in recent years by
several researchers (Sonenblum et al., 2013; Sonenblum et al., 2015;
Sonenblum et al., 2018; Wang et al., 2021). More importantly, a
human model should be developed within an identified application
context. Application specific adaptation of the model is often
needed. Existing HBM models for seating comfort evaluation are
not open source, thus limiting access to model adaptations,
improvements, and comparisons with other models. Therefore,
we believe that there is a need to propose an open source HBM,
which should be validated under real seating conditions for seating
comfort application.

A seat is designed to accommodate multiple body sized persons.
As a first step to provide a virtual seating assessment tool, we
recently morphed the PIPER open source child model (PIPER Child
model), initially developed for impact simulation (www.PIPER-
project.org), into an adult male model (Liu et al., 2020). This
paper will present how the morphed adult model was further
adapted and validated using the experimental data collected from
the same adult male on a reconfigurable seat. The choice of a subject
specific modelling approach was done to enable the comparison of
measurements without the bias of geometrical and mass differences.
Both shear and normal components of contact forces, and pressure
parameters, such as contact area, peak pressure, and pressure
profiles, will be compared between FE simulations and
experimental results. In addition, we will preliminarily analyze
the effects of soft tissue sliding on soft tissue compression under
the ITs. Beyond this work, other body sized models could be
generated using existing personalizing tools such as the PIPER
ones (www.PIPER-project.org).

This paper will first present the adult-sized FE full-body HBM,
then the experimental data used for validation and finally the
comparison between simulations and experimental observations.
The limitations of the model and its future improvements will also
be discussed.

2 Development of an adult male HBM
for comfort

2.1 Model development and adaptions

Developing an HBM is a time-consuming and complex process.
Therefore, we morphed the PIPER Child model (Beillas et al., 2016)
into an adult-sized model (Liu et al., 2020). The morphing target was
a male aged 40 years old, 1.74 m in stature, and 79.5 kg in weight (see
Supplementary Appendix SA1 for more detailed anthropometric
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dimensions). Different types of data were collected on the target
person (Figure 1). The target person’s spine and pelvis geometric
models (Figure 1B) in a seated position with a seat pan to backrest
angle (SP2BA) of 106° (Figure 1A) were obtained from anMRI study
by Beillas et al. (2009). His external body shape was scanned in a
similar seating condition as the MRI study with a hand-held laser
scanner (Figure 1D) in the present study. For the rest of the bones,
we used the full-body skeleton of a male with a similar body size
from the PIPER open-source repository (www.piper-project.org,
subject ID LTE605), which was segmented from the CT scans in
a supine posture (Figure 1C). The shape of the ribcage and the
location of the scapulae of the target person were manually palpated
in a standing posture (Figure 1F). We assumed the positions of these
bones were symmetric, only the right side of the subject was
palpated: 11 points along the clavicle, 26 points on the ribcage,
17 points on the scapula and 6 points on the sternum, especially
showing the outlines of the rib cage, clavicle and scapula. The full
skeleton model from the PIPER subject ID LTE605 was then
manually positioned and the bones others than the spine and
pelvis were morphed interactively using LS-PREPOST until the
shape was close to the palpated points and fitted within the skin

envelope. Then, this complete skeleton was used as a target for the
child morphing.

Once the full skeleton and skin shape were defined for the target
person in a seated posture, we used the batch Kriging option of the
PIPER software to facilitate the morphing. When morphing the child
model into our target male adult, at first, only the node coordinates
were changed and the mesh was kept the same (number of elements,
connectivity). For the bones as well as for the regions away from the
regions of interest, a same mesh was kept. For the regions of interest
for comfort application such as the buttocks, we refined the mesh size
of the soft tissue under the sitting bones with an element size of
around 10 mm (Figure 1H). Then, the mesh was simplified in regions
of limited interest (e.g., internal organs) andmade symmetrical. As the
internal organs of the abdomen (solid organs) and brain are away
from the region of interest for seating, they were removed to save
computational time. They were replaced by a constant pressure
volume (linear_airbag_fluid) and their mass was distributed onto
the envelope. This approach was already used for some parts of the
abdomen and is used in other models (e.g., Beillas and Berthet, 2018).
To maintain the posture, we constrained the following bones into a
single rigid body so that no relative movements were allowed between

FIGURE 1
Data sources for model development: (A) Experimental seating set-up—used in the original MRI study by Beillas et al. (2009)—was reused for the
body scan, (B) Partial skeleton of the target subject in the target sitting posture from Beillas et al. (2009), (C) Full skeleton in supine posture of the subject
LTE605 from the open PIPER datasets (www.PIPER-project.org), (D) Body scan in the same sitting posture as in (A), (E) Processed target skin surface in the
target position after smoothing and anonymizing, (F) Palpating the scapular position with the subject in standing, (G)Morphed adult-sized full-body
model (H) Detail of the buttock’s region near the ischial tuberosity with a higher mesh density (about 10 mm for mesh size).
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them: the skull and cervical spine, the calf and foot (left and right), the
upper limb bones including the humerus, radius, ulna, hand (right
and left bones). Altogether, this reduced the number of deformable
elements in the model from about 488,000 to 395,000. As there were
different targets for the skin and bones, the soft tissue thickness
changed between the child and the adult. For the soft tissue below the
IT, as no direct measurement was available from the target subject, a
thickness of 40 mm was selected in line with the range from Wang
et al. (2021). The adult HBM is shown in Figure 1G.

Regarding the structure of the model, most initial choices in the
original child model were kept. Joints for which there is only an
interest in terms of kinematic contribution are modelled using
6 degrees of freedom beams (e.g., lumbar and thoracic spine,
elbow, knee and ankle). Others are modelled using contacts,
ligaments and capsules (e.g., shoulder, hip). These choices are
expected to be compatible with the current application, i.e., they
allow model positionning and postural change as well as load
transfer between skeletal structures during simulation. The simple
model used for the spine is also compatible with the choice that the
load in the intervertebral discs is not investigated. Most soft tissues
are attached to their bone using coincident nodes. This helps with
compressive load transfer while keeping the model simple.
Exceptions include 1) the scapula which can slide on ribcage 2)
tissues near the joints (e.g. shoulder, hip, elbow, knee) which can
slide with respect to the skeleton as a direct attachment would stiffen
the response and 3) the tissues near the ITs as it was attempted to
simulate the muscle sliding observed in some recent MRI studies
(Sonenblum et al., 2015; Sonenblum et al., 2018; Wang et al., 2021).
Finally, the muscles and adipose tissues were lumped together in a
homogeneous isotropic material called flesh as in the original model.
This part is mainly loaded in compression. As the model is passive,
muscle lines of action were not modelled and the beams initially
representing them in the neck were removed. The skin was
simulated with a 1 mm thick shell elements with a deformable
material.

Concerning material properties, the bones were simplified as
rigid bodies and soft tissue properties relevant to the interaction
with the seat were also adapted. The soft tissue properties of the
child model’s tabular law (MAT_SIMPLIFIED_RUBBER/
FOAM) were selected to be stable and adequate for high rate
and high stress conditions encountered in crash. The initial child
law was found too stiff for the low rate and gravity loading
associated with seating comfort. Their properties were changed
to a low modulus Neohookean model as in Janák (2020) based on
the results from Comley and Fleck (2012). Their material
properties are summarized in Table 1.

To enable soft tissue sliding under the ITs, the method
implemented and tested in Beillas and Berthet (2018) for another
model was used. First, the soft tissues surrounding the ITs were
separated and offset from them with a small arbitrary distance of
0.2 mm. Then, a contact allowing sliding while maintaining the
distance between the two components was defined (tiebreak contact
with option 4). Frictionless coefficients of friction (COF) between
the soft tissues and the ischial bone were used. To study the effect of
soft tissue sliding on soft tissue compression, a model without
muscle sliding was also developed for comparison.

The mass distribution was aligned with Huang et al. (2015) by
adjusting the density of soft tissues and bones. The head has 7.4% of
the full body mass. For the upper limbs, the proportion is 4.4% for
each side. The trunk and lower limbs make 51.5% and 16.2% of the
body mass, respectively.

3 Model validation

3.1 Experiment with four seat configurations

To validate the model, an experiment was carried out with a
reconfigurable experimental seat (Figure 2). The experimental seat
can simulate different seat configurations thanks to 13 motorized

TABLE 1 Material properties.

Materials Type Density (kg/mm3) Parameters

Bones Rigid (MAT_020) 1.70E-06 Young’s modulus 6 GPa

Poisson’s ratio 0.3

Soft tissue Neohookean (MAT_077) 9.00E-7 Poisson’s ratio 0.499

Shear modulus Mu1 3E-6 GPa

Alpha1 2.0

Skin Elastic (MAT_034) 1.00E-6 Young’s modulus 2.5E-3 GPa

Poisson’s ratio 0.45

Seat pan foam low desnity foam (MAT_057) 5.00E-8 Tensile Young’s 1.04E-4 GPa

HU 0.65

SHAPE 8

Backrest foam low desnity foam (MAT_057) 4.90E-8 Tensile Young’s 8.75E-5 GPa

HU 0.65

SHAPE 5
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adjustments andmeasure all contact forces (Beurier et al., 2017). The
participant was the target male for the model development. Two
wooden flat rectangular plates covered by two different 50 mm thick
foam cushions were used as seat pan (550 × 550 mm) and backrest
(620 × 565 mm). To measure the contact pressures, two pressure
mats (XSENSOR, X3 PRO V6, Canada) were attached to the foam
with double-sided tape and clips. Four seat configurations (Figure 2)
were tested by varying the seat pan angle (SPA) from 0° (horizontal)
to 15° with the step increase of 5° while the seat pan to backrest angle
(SP2BA) was kept at 100° corresponding to the seating configuration
used in the MRI study by Beillas et al. (2009). They were selected to
represent the existing seats used in transportation. For each
configuration, the seat pan length was adjusted to keep the
distance between the front seat edge and the knee hollow at
around 40 mm. The participant could adjust the foot support
height for comfortable seating.

3.2 Foam cushion property test and
validation

The MAT_57 (Mat Low Density Foam) material model of LS-
DYNA (Livermore Software Technology Corporation in Livermore,
CA, United States) was used to simulate the seat and backrest
cushions. To use this model, material density, compression curve,
tensile Young’s modulus, hysteretic unloading factor (HU), and shape
factor for unloading (SHAPE) need to be known. The decay constant
for modeling creep in the reloading (BETA) was set to the default
value (0.0). The ISO standard (ISO:2439) was applied for the
compression test of a 50 × 50 × 50 mm sample. The test was
performed on an INSTRON machine with a constant compression
velocity of 100 mm/min and stopped at 80% compression with respect
to its initial thickness. For the tensile test, the ATSM 3574-17 standard

was applied with a 12.5 × 25 × 100 mm specimen at a constant loading
speed of 500 mm/min until its failure.

The HU and SHAPE factors were identified with the help of a FE
foam model simulating the compression test (Supplementary

FIGURE 2
Experimental set-up (A) and definition of the global (GCS) and local coordinate systems (B).

FIGURE 3
Pre-positioned adult HBM for the four experimental seating
conditions (SPA0, SPA5, SPA10, and SPA15).
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Appendix SA2). By trial and error, we found that the simulated and
experimental compression curves matched well with SHAPE and
HU combinations of (8 and 0.65) and (5 and 0.65) for the seat pan
and backrest cushions, respectively. The material property
parameters of the seat and backrest foams are summarized in
Table 1.

After identifying the foam parameters, the seat pan and backrest
foam cushion properties were validated by simple compression tests
with three different masses before applying them to seating
simulations with the adult HBM. It was found that a scaling
factor of 1.15 should be applied to the experimental stress-strain
curves for both seat pan and backrest cushions (see Supplementary
Appendix SA3).

3.3 Simulations with the adult HBM

The four experimental seating conditions were simulated
with the developed adult HBM (Figure 3). The LS-DYNA
R11 MPP explicit solver was used on 36 cores of a machine
equipped with AMD EPYC 7F72 processors. The time step was
2 µs. Relaxation was used to help limit contact force vibrations.
The results (pressure, forces, etc.) were gathered for a duration of
500 ms of seating process, which took about 1 h of elapsed time
for each simulation.

3.4 Model prepositioning and boundary
conditions

To facilitate comparisons, the seat pan and backrest cushions were
simulated with a 609.6 × 609.6 × 50 mmblock, the same as the pressure
mats (48 × 48 sensors for each) used in the experiment for comparison
purposes. The two cushions were meshed with hexahedron elements of
12.7 × 12.7 × 12.5 mm. The bottom surface of both cushions was fixed,

while the footrest was set to rigid and fixed at the position of
corresponding experimental conditions.

In the past, different coefficients of friction (COFs) were used
between the human body and seat, with values varying from 0.1 to
0.6 (Grujicic et al., 2009; Du et al., 2013; Al-Dirini et al., 2016;
Moerman et al., 2016; Yadav et al., 2021). In this study, the surface-
to-surface contact was defined for the backrest and seat pan contacts
with a COF of 0.1. A COF of 0.4 was used for the footrest and foot
contact as suggested by Derler et al. (2008).

For simulating the four seating conditions, a same initial posture
prior to loading was used except for a global rotation around the
lateral y-axis and the ankle joint angle (Figure 3). The HBM was
rotated so that its back and thighs were parallel to the seat back and
seat pan. The ankles were rotated so that the foot bottoms were
parallel to the foot support surface. A gravity loading of 9.81 m/s2

was applied.

3.5 Comparison parameters

The contact forces on the seat pan (Fx_SP, Fz_SP), footrest (Fx_
FS, Fz_FS), and backrest (Fx_SB, Fz_SB) were compared between
simulations and experiments in both the global (GCS) and local (LCS)
coordinate systems (Figure 2B). The sums of all vertical forces
including body weight (Sum_Fz) and horizontal forces (Sum_Fx),
which should be zero, were verified. In addition to the contact forces,
pressure parameters were compared, including contact area (CA),
mean pressure (MP), peak pressure (PP), and pressure proportions of
four contact areas on the seat pan (PI to PIV) (Figure 4). Due to
uncertainty in pressure measurements, we applied a correction factor
(fcorr) using the trial specific correction method proposed by Zemp
et al. (2016). The correction factors for the seat pan and backrest were
calculated by comparing the integration of the pressure map over the
contact area with the normal force applied on the seat pan or on the
backrest measured with load cells. Two pressure profiles were defined

FIGURE 4
Definition of the four seat pan contact regions (PI to PIV) from the lateral pressure profile of pressure distribution. Xbeg is the first row that the buttocks
contacting the sensor mat, Xend is the last row that the thighs contacting with the sensor mat Xmax is corresponding to the row of the peak pressure,
Xmid1 the middle between Xmax and Xend, and Xmid2 the middle between Xmid1 and Xend.
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in the sagittal plane by summingmatrix columns (lateral profile, SOC)
and in the frontal plane by summing matrix rows (frontal profile,
SOR). Four contact regions on the seat pan were defined from the
lateral pressure profile of the seat pan.

To characterize the internal soft tissue deformation, particularly
underneath the ITs, two regions of interest (ROI) were defined using
two cylinders with a diameter of 20 and 50 mm (Figure 5) as used by
Wang et al. (2021). In addition to the mean soft tissue thickness, the
tissue volume reduction (R) in ROIs under the IT was computed
using the loaded volume (once seated) and the initial volume before
loading as follows:

R � 1 − TissueVolumeloaded
TissueVolumepreloading

( ) × 100%

4 Results

Overall, simulated contact forces matched well with
experimental values and followed same trends when changing
seating conditions (Figure 6). Their comparisons are summarized
in Table 2. The average differences of the vertical forces were
16.6, −15.5 and 3.0 N respectively on the seat back (Fz_SB_G),
seat pan (Fz_SP_G) and foot support (Fz_FS_G), which are very
small compared to body weight (784.8 N). Simulated horizontal
forces (Fx_SB_G, Fx_SP_G, Fx_FS_G) were also very close to
experimental values, but slightly higher in absolute value with an
average difference of −22.3, 20.5, and 6.3 N for the seat back, seat
pan, and foot support. This also resulted in a slightly higher shear
force on the seat pan (Fx_SP_L) with an average difference of 17.3 N.
Note that both simulated and experimental values of Sum_Fx and
Sum_Fz (including body weight), which should be zero, were less
than 10 N.

For the pressure parameters (Table 3), the simulated pressure
proportions in the four regions (PI to PIV) defined in Figure 4 had a
difference of 5.2%, −1.4%, −13.9%, and −3.1% with respect to the
experimental ones. The differences in terms of contact area (CA),
peak pressure (PP), and mean pressure (MP) were respectively
5.8%, −6.4%, and 1.2% for the seat pan on average. For the
backrest, relative larger errors were observed due to the small
magnitude of the pressures. The relative difference (D%) reached
20.2% (12258 mm2), 62.1% (2.1 kPa), 3.4% (0.1 kPa) compared to
experimental values for CA, PP, and MP on average.

Soft tissue deformations under the ITs were also calculated for
the four seating conditions. The soft tissue thicknesses simulated
with and without considering soft tissue sliding are compared in
Table 4. Allowing soft tissue sliding reduced the soft tissue thickness
under the IT from 17.7 to 15.4 mm and from 23 to 20.5 for the
20 and 50 mm ROIs, with corresponding soft tissue volume

FIGURE 5
Two regions of interest (ROI) at the ITs defined using two
cylinders with a diameter of 20 and 50 mm, illustrated with the
unloaded HBM for the SPA5 configuration. The cylinder axes were
perpendicular to the seat pan surface and centered at the
ischiumpoint closest to the seat. The cylinderswere positioned so that
the external circle of its upper surface was in contact with the ischium.

FIGURE 6
Comparison between simulated and measured shear and normal forces on the seat pan (Fx_SP_L, Fz_SP_L), backrest (Fz_SB_L, Fx_SB_L) and foot
support (Fx_FS_G, Fz_FS_G) for the four test conditions (SPA0, SPA5, SPA10, and SPA15).
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TABLE 2 Comparison between simulated and experimental contact forces (N) as well their differences (D) for the four seat conditions characterized by seat pan angle (SPA). Are shown the forces in the seat symmetry plane
applied on the seat back (SB), seat pan (SP) and foot support (FS) in both global (G) and local (L) coordinate systems defined in Figure 2. Sum_Fx, Sum_Fz are the sums of all horizontal forces and vertical forces including body
weight.

Seat Fx_SB_G Fz_SB_G Fx_SP_G Fz_SP_G Fx_FS_G Fz_FS_G Fx_SB_L Fz_SB_L Fx_SP_L Fz_SP_L Sum_Fx Sum_Fz

SPA0 Exp −73.5 −32.0 59.2 −697.0 7.6 −66.0 −78.0 −18.7 59.2 −697.0 6.7 −10.2

Sim −76.8 −16.2 67.8 −705.2 9.0 −64.1 −78.5 −2.6 67.8 −705.2 −0.1 −0.7

D −3.3 15.8 8.6 −8.1 1.3 1.9 −0.5 16.1 8.6 −8.1 −6.8 9.5

SPA5 Exp −98.8 −37.3 88.4 −689.2 8.2 −68.1 −105.1 −10.5 28.0 −694.3 2.2 −9.9

Sim −118.7 −29.6 111.3 −694.8 9.1 −60.9 −122.3 2.2 50.3 −701.9 1.8 −0.5

D −19.8 7.7 22.9 −5.6 0.9 7.2 −17.2 12.6 22.3 −7.6 −0.4 9.4

SPA10 Exp −126.2 −72.8 113.9 −643.0 9.8 −73.5 −143.5 −25.2 0.5 −653.0 −2.5 −4.3

Sim −157.7 −52.4 140.3 −661.1 19.6 −73.9 −166.1 4.7 23.3 −675.4 2.1 −2.6

D −31.5 20.4 26.4 −18.1 9.8 −0.4 −22.6 30.0 22.8 −22.4 4.6 1.7

SPA15 Exp −167.8 −109.4 150.5 −578.2 17.3 −97.7 −198.3 −28.2 −4.3 −597.4 0.0 −0.5

Sim −202.4 −87.1 174.7 −608.4 30.4 −94.4 −220.3 6.6 11.2 −632.9 2.6 −5.1

D −34.6 22.3 24.2 −30.2 13.1 3.3 −22.0 34.9 15.5 −35.5 2.6 −4.6

All Exp −116.6 −62.9 103.0 −651.9 10.7 −76.3 −131.2 −20.7 20.8 −660.4 1.6 −6.2

Sim −138.9 −46.3 123.5 −667.4 17.0 −73.3 −146.8 2.7 38.2 −678.8 1.6 −2.2

D −22.3 16.6 20.5 −15.5 6.3 3.0 −15.6 23.4 17.3 −18.4 0.0 4.0
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TABLE 3 Comparison between simulated and experimental pressure-related parameters for the four seat conditions characterized by seat pan angle (SPA),
including contact area (CA), peak pressure (PP) andmean pressure (MP) on the seat pan (SP) and back (SB). PI to PIV are the pressure proportions in the four regions
of seat pan pressure defined in Figure 4. Fcorr_SB and fcorr_SP are the correction factors of the measured pressures on the seat back and seat pan.

Seat CA_SB
(mm2)

PP_ SB
(kPa)

MP_ SB
(kPa)

CA_ SP
(mm2)

PP_ SP
(kPa)

MP_ SP
(kPa)

PI
(%)

PII
(%)

PIII
(%)

PIV
(%)

fcorr_SB fcorr_SP

SPA0 Exp 40,968 3.2 1.9 168,225 13.4 4.1 36.7 42.4 13.4 7.5 1.76 1.38

Sim 46,935 4.9 1.9 176,774 13.1 4.2 39.2 42.7 11.3 6.7

D 5,968 1.8 0.0 8,548 −0.2 0.0 2.5 0.3 −2.1 −0.7

D% 14.6 55.6 1.6 5.1 −1.7 0.6 6.5 0.8 −18.8 −10.9

SPA5 Exp 49,355 3.5 2.1 165,484 14.1 4.2 40.4 40.9 12.1 6.5 1.69 1.48

Sim 65,968 5.4 2.1 174,354 13.2 4.2 39.1 42.4 11.5 6.9

D 16,613 1.9 0.0 8,871 −0.9 0.0 −1.3 1.5 −0.6 0.4

D% 34 54.4 −1.0 5 −6.2 0.0 −3.2 3.4 −5.3 6.0

SPA10 Exp 71,451 3.3 2.0 165,967 14.7 3.9 37.2 43.1 13.8 6.0 1.81 1.54

Sim 78,387 5.8 2.3 176,451 12.2 4.0 42.2 39.8 11.4 6.7

D 6,935 2.5 0.3 10,484 −2.5 0.0 5.0 −3.3 −2.4 0.7

D% 9.7 76.2 15.6 6.3 −17.3 0.5 11.9 −8.3 −21.2 10.3

SPA15 Exp 80,806 3.8 2.5 158,871 12.1 3.8 40.9 42.5 11.5 5.1 1.67 1.64

Sim 100,322 6.2 2.4 168,871 12.2 3.9 43.5 41.8 10.4 4.3

D 19,516 2.4 0.0 10,000 0.2 0.1 2.5 −0.7 −1.1 −0.8

D% 24.2 62.5 −1.3 6.3 1.4 3.9 5.8 −1.6 −10.5 −17.7

All Exp 60,645 3.4 2.1 164,637 13.6 4.0 38.8 42.2 12.7 6.3 1.73 1.51

Sim 72,903 5.6 2.2 174,113 12.7 4.1 41.0 41.7 11.1 6.2

D 12,258 2.1 0.1 9,476 −0.9 0.0 2.2 −0.5 −1.6 −0.1

D% 20.2 62.1 3.4 5.8 −6.4 1.2 5.2 −1.4 −13.9 −3.1

TABLE 4 Comparison of simulated soft tissue thicknesses (mm) under the ischial tuberosity before (T_preload) and after loading (T_loaded) for the four seat
conditions. The simulations with (Y) andwithout (N) considering tissue sliding are compared. The average tissue thicknesses were calculated in two ROIs defined in
Figure 5.

ROI 20 mm ROI 50 mm

Seat Tissue Sliding T_ preload T_ loaded R T_ preload T_ loaded R

SPA0 Y 38.8 14.1 60.8 41.0 19.3 50.8

N 38.9 16.8 51.8 41.2 22.1 42.4

SPA5 Y 38.8 15.4 58.5 41.1 20.5 49.1

N 38.8 17.7 51.5 41.0 23.1 42.4

SPA10 Y 38.8 16.0 56.1 41.1 21.1 46.3

N 38.9 18.2 47.3 41.2 23.4 37.8

SPA15 Y 38.8 16.0 54.8 41.1 21.0 45.3

N 38.9 18.0 47.5 41.2 23.3 38.5

All Y 38.8 15.4 57.6 41.0 20.5 47.9

N 38.9 17.7 49.5 41.2 23.0 40.3
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reductions R increasing from 49.5% to 57.6% and from 40.3%
to 47.9%.

5 Discussion

In this paper, we compared the contact forces and pressure-
related parameters simulated using the adult HBM with those
obtained experimentally from the person whose data was used
for the model development. Four seat configurations, with the
seat pan angle varying from 0° to 15° and seat-to-back angle
fixed at 100°, were tested.

5.1 Contact forces

Results show that the adult HBM could correctly simulate the
contact forces on the backrest, seat pan, and foot support with an
average error of less than 22.3N and 15.5 N in the horizontal and
vertical directions, which is small considering the body weight
(784.8 N). However, simulated horizontal forces on the three
contact surfaces were systematically higher than experimental
results, leading to a systematically higher shear force on the seat
pan (Fx_SP_L). Wang et al. (2018) investigated the relationship
between seat contact forces and perceived discomfort. They found
that a seat configuration with a self-selected seat pan angle reduced
shear force on the seat pan. For the seat configuration SPA0 tested in
the present work, the seat back angle was 10° and the seat pan was
horizontal. For a seat back angle of 10°, the preferred seat pan angle
was about 5.9° on average according to Wang et al. (2018).
Compared to a horizontal seat pan, the shear force on the seat
pan (Fx_SP_L) could be reduced from 8.56% to 4.61% of body
weight, a reduction of about 4% of body weight, representing a shear
force of about 32 N on the seat pan surface for the target person in
the present study. Due to the relatively small shear force compared
to the normal one, especially on the seat pan surface, a small
difference in shear may be of importance for discomfort perception.

Higher simulated horizontal forces may be due to an
inappropriate choice of boundary conditions including loading,
initial model positioning, coefficients of friction of different contact
surfaces as well as due to the effects of passive models. Sitting was
simulated by releasing the HBM, which was pre-positioned slightly
above the seat without considering muscle activation in postural
control. However, this simulation did not accurately represent how
a person would sit on a seat. When a person sits into a seat, they will
put their buttocks on the seat first, using their hands pressing the
armrests or other fixed objects (e.g., steering wheel for car seat) to
guide the body movement, and then move their back to the backrest.
One or two small repositioningmotions are often necessary if they are
not comfortably seated initially. Repositioning not only re-adjusts the
posture, but also may reduce the shear forces between body and seat.
However, small repositioning is challenging to simulate by just
releasing the body. This was not addressed in previous simulation
studies either. Therefore, in the future, a more realistic seating process
should be explored for HBM simulations.

The body seat interface in the present study was complex as the
foam cushion was covered with an XSESNOR pad. The participants
only wore shorts without any cloth on the upper body, which may

have resulted in a COF difference between the seat pan and backrest
contact surfaces. Possible effects of COFs on contact forces also need
to be studied.

5.2 Pressure parameters

In terms of contact area, peak, and mean pressure, the
simulation matched well with the experiment for the seat pan,
i.e., the magnitudes of their differences were limited. The global
contact area was always higher by simulation (5.8% on average,
Table 3). The simulated contact areas under the thighs were however
smaller than the experiment values if we compare the simulated and
experimental pressure distributions (Supplementary Appendix
SA4). One reason could be that the material properties of soft
tissues might not be appropriate. According to Scott et al. (2020),
the apparent soft tissue material properties could be significantly
different even for the same subject from different positions. The soft
tissue of the adult HBM was simulated with an isotropic
homogeneous Neohookean material not accounting for regional
difference of properties, the presence of muscles, their fascia, or the
possible sliding between structures. Another reason might be related
to the initial state of soft tissues. Both soft tissue thickness and initial
strain states in a sitting posture prior to loading are not known and
there is limited data available in the literature. For the region under
the ITs, the soft tissue thicknesses in the ROI of 20 mm and 50 mm
were adjusted to 39 and 41 mm based on the observations from four
males using an openMRI byWang et al. (2021). The muscle tension,
which is expected to be limited while sitting, is not known either.

As far as the pressure parameters of the seat back are concerned,
much larger differences in contact area (SB_CA) and shape between
simulation and experiment were observed compared to seat pan
pressure parameters (Table 3; Supplementary Appendix SA4). The
lower back was in contact with the seat in the simulation while this
was not observed in the experiment in any of the four seat
configurations. One reason could be that the HBM was positioned
too backward on the seat pan, and that the actual subject’s trunk-to-
thigh angle was larger than the 100° used to pre-position the model.
This makes the back less parallel to the seatback surface, resulting in a
single-location contact in the upper back region. A larger contact area
on the seat back may be one of the reasons for a lower backrest mean
pressure (MP_SB). The simulated backrest peak pressure was 2.1 kPa
larger than the experiment on average. The peak pressure occurred in
the lower scapula area with the presence of sharp edges and very thin
soft tissues. As explained in the model development, there was no
ribcage and scapula in the MRI geometry information of the target
subject. Target information was obtained by palpating the subject in a
standing posture (Figure 1F). This could lead to errors in the shape
and position of the ribcage and scapulae in the seated posture. In
addition, muscle activity, which was not simulated, may play a more
important role in human backrest interaction than in the human seat
pan interaction due to the need to maintain the posture.

The pressure mapping system used in the present study had an
accuracy of ±10% of scale for a range of 1.4–27 kPa according to the
product description by the manufacturer. Similar to the correction
method used by Zemp et al. (2016), we applied a correction factor to
match measured normal forces on the seat pan and backrest.
Because of this, comparing the simulated and measured pressure
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values needs to be done with care.We think it is more important that
simulated pressures follow the same trends when changing seating
conditions, which is the case for the present study.

5.3 Soft tissue deformation

Soft tissue deformation (especially those below the ITs) is
considered to be one of the major contributing factors to discomfort
and injury (Ceelen et al., 2008). Using an upright MRI system, some
researchers recently observed that the gluteus muscle was displaced
from the IT once seated (Sonenblum et al., 2013; Sonenblum et al., 2015;
Sonenblum et al., 2018; Wang et al., 2021). However, to our knowledge,
none of the existingmodels for comfort considered soft tissue sliding. In
the study byWang et al. (2021), the FOAM condition, corresponding to
a seat configuration with SPA of 7° and SP2BA of 105° using a foam of
50 mm on the seat pan, was close to the condition SPA5 in the present
study. They observed that four male participants had a tissue volume
reduction R varied from 54.8% to 69.6% for 50 mm ROI and from
60.2% to 74.7% for 20 mm ROI. For SPA5, simulated R values were
49.1% and 58.5% for ROIs of 50 mm and 20 mm using the model with
soft tissue sliding. Without considering soft tissue sliding, we obtained
smaller soft tissue compressions, whichwere 42.4%, and 51.5% for ROIs
of 50 mm and 20 mm. Compared to the MRI observations from four
subjects (Wang et al., 2021), the simulation showed the same variation
trend when changing seating condition, but lower soft tissue
compression ratio. The value R with sliding in ROI 20 mm was
57.6% for an experimental range between 60.2% and 74.7%
observed from four subjects. Therefore, considering the large
subject-to-subject variability, the simulation value can be considered
close to the experimental range although on the lower side. The reasons
for the subject-to-subject variability (despite similar initial thickness for
some of them) are unknown but would be helpful to understand the
modelling requirements. In the meantime, a sensitivity study on the
initial soft tissue thickness, initial strain in the tissues due to gravity and
material properties could certainly be of interest in the future.While the
simulation of the sliding may not be perfect in the current
implementation, the tissue sliding may therefore help simulate the
tissue response in the ischial region and, from a modelling standpoint,
help prevent the use of excessively soft material properties in the region
to match the external compression.

5.4 Human body modeling

The level of anatomical details to be modeled depends on
application. The open source approach enables future changes and
evolutions in the structures using the model as a basis including by
other researchers. The current modeling choices have to be considered
as starting choices reflecting the first intended applications in
transportation. This includes the simulation of the interaction with
the seat pan and the seat back including reclined seating configuration.
Partial buttock thigh models developed by Verver et al. (2004), Yadav
et al. (2021) are unable to simulate the interaction with the seatback.
Therefore, it is important to include the trunk and spine in the model.
However, as we are not necessarily focusing on the internal loads in the
spine, the modelling was simplified using either articulated vertebrae or
rigid segments. This can be changed if needed.

Concerning the muscles, it was hypothesized that for relaxed,
static seating (including reclined), the muscular activity would play a
limited role, and that differences of muscular activities would be
small between seating configurations. Hence, the muscles activity
was not modelled and active muscles that were present in the neck of
the original model were removed. This assumption could evolve
depending on application (e.g., dynamic comfort, etc.).

The passive contribution of the muscles and other soft tissues
was modelled but it was assumed that small internal differences in
structures (e.g., separating fiber bundles, fascia) would not affect the
forces (including shear), or pressure as long as the overall stiffness of
the combined structure was modelled. The possible sliding of the
structure was considered near the ischium based on recent
observations by Wang et al. (2021) and others.

In the present study, a same initial posture prior to loading was
used to simulate the four seating conditions. As explained in Section
2.1, the initial curvature of spine prior to loading was derived from the
target subject’s MRI data in a seating posture from our previous study
(Beillas et al., 2009). In that study, the seat pan to seat back angle was
106°, which is slightly more than in the current study (100° for all
conditions). However, the seat was only covered with a very thin foam
while a 50 mm foam was used in the current study. The two seated
postures are therefore expected to be similar, and no adjustment was
made prior to the simulations. Only a global rotation around the
lateral y-axis was applied so that the model’s back and thighs were
parallel to the seat back and seat pan surfaces for the four seat
configurations. It is interesting to see that the loading by gravity
resulted in a rearward pelvis tilt and a slight change of curvature in the
lumbar and thoracic regions after loading (Figure 7). Recall that the

FIGURE 7
Comparison of simulated spine curvatures before and after
loading for SPA0 and SPA15 in the seat coordinate, after alignment
with respect to the skull and the pelvis.
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cervical vertebrae and skull were constrained together as a rigid body
and only the rest of spinal joints were allowed to rotate during loading.

5.5 Implication in developing a seating (dis)
comfort assessment tool

Since the proposition of the conceptual model of sitting comfort
and discomfort by Zhang et al. (1996), it is well accepted that comfort
and discomfort are two distinct concepts. Discomfort is associated
with biomechanical factors such as posture, soft tissue deformation,
and pressure distribution, while comfort is associated with feelings
of relaxation and wellbeing. We, as many researchers, believe
that discomfort could be explained by some objective parameters
including pressure and other biomechanical parameters. Zemp et al.
(2015) made an extensive review on the question whether pressure
measurements are effective in the assessment of office chair comfort/
discomfort. Though the question cannot be definitively answered
due to the limited availability of data, they suggest that the peak
pressure of the seat pan, the pressure distribution of the backrest
and the pressure pattern changes (seat pan and backrest) appear
to be reliable for quantifying comfort or discomfort. The adult
model developed in the present study is just a first step, further
developments and more research is needed to achieve a virtual
seating comfort assessment tool. To better represent a target sitter
population, models of various sizes have to be generated. The present
adult model could be used as a reference using a morphing tool
as proposed in PIPER. More importantly, relevant biomechanical
evaluation criteria are still missing. This requires investigations,
which establish the relationship between subjective feeling and
objective biomechanical parameters.

5.5 Limitations

First, as a first validation study, only four seat configurations
were tested with the seat pan angle varying from 0° to 15° while the
seat pan to backrest angle was fixed to 100°. Therefore, in the present
study, the same spinal curvature including the pelvis was used to
define the model’s initial sitting posture. More reclined seating
conditions for relaxing postures need to be validated.

Secondly, boundary conditions including model’s pre-
positioning, loading process, and COFs, need to be further
investigated. Measuring the seated body position by palpating
anatomical landmarks could also be helpful in defining a more
realistic model initial position for simulation.

Thirdly, as already mentioned, the model’s trunk including the
scapulae and ribcage may need to be further improved. An
appropriate trunk model will be important for the seats with an
increased ability to recline, as more body weight will be supported by
the seat back. In the present study, we focused more on the model’s
adaptation to study the loading of the body by the seat pan. As the
developed adult HBM will be open-sourced and accessible to other
researchers, further model improvement will be facilitated.

Fourthly, the seat pan and backrest cushions were tested under
well-controlled compressions by three masses for validating the
identified foam properties (Supplementary Appendix SA3).
Simulated compressions were higher than experimental values for

two higher masses. A scaling factor of 1.15 was therefore applied to
the initial foam stress-strain curves for a better match. The exact
source of this discrepancy is unknown. Further investigation is
needed to understand its causes and to characterize foam
properties. Nevertheless, we verified that a 15% difference on the
foam properties had almost no effect on soft tissue compression at
the IT area and very limited effect on contact forces and pressure
parameters. The maximal difference in contact forces was less than
7 N, while the differences in peak pressure were −0.9 kPa (−6.4%)
and 2.1 kPa (62.1%) for the seat pan and backrest cushions.

Lastly, the effect of soft tissue material properties is not
investigated. A sensitivity study is needed to understand how
these parameters affect the responses to the loading when seated.
These effects should also be put in the perspective of variations
expected for a large population of seat users.

6 Conclusion

Developing an adult HBM is time-consuming and collecting all
the required data from a same target person in a seated position is
difficult. In this work, we developed a mid-sized male adult full-body
model by morphing the PIPER Child model with target information
from different sources. To the best of our knowledge, this is the first
validation study of an adult HBM against contact forces and
pressure parameters in several seat configurations used in offices
and transports. We also introduced soft tissue sliding under the ITs
for the first time in a model, which resulted in a higher soft tissue
compression in agreement with recent observations using an upright
MRI by several researchers. To facilitate its reuse and improvement,
the developed adult HBM, called PIPER adult comfort (version 1.0),
will be released at the time of publication under the same open-
source license as the PIPER Child model (GPL v3 license with open
science and liability clauses) at the PIPER repository (http://piper-
project.org/).
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Introduction: Concern has grown over the potential long-term effects of
repeated head impacts and concussions in American football. Recent advances
in impact engineering have yielded the development of soft, collapsible, liquid
shock absorbers, which have demonstrated the ability to dramatically attenuate
impact forces relative to existing helmet shock absorbers.

Methods: To further explorehow liquid shock absorbers can improve the efficacyof an
American football helmet, we developed and optimized a finite element (FE) helmet
model including 21 liquid shock absorbers spread out throughout the helmet. Using FE
models of an anthropomorphic test headform and linear impactor, a previously
published impact test protocol representative of concussive National Football
League impacts (six impact locations, three velocities) was performed on the liquid
FE helmetmodel and four existing FE helmetmodels. We also evaluated the helmets at
three lower impact velocities representative of subconcussive football impacts. Head
kinematicswere recorded for each impact andused to compute theHeadAcceleration
Response Metric (HARM), a metric factoring in both linear and angular head kinematics
and used to evaluate helmet performance. The head kinematics were also input to a FE
model of the head and brain to calculate the resulting brain strain from each impact.

Results: The liquid helmet model yielded the lowest value of HARM at 33 of the 36
impact conditions, offering an average 33.0% (range: −37.5% to 56.0%) and 32.0%
(range: −2.2% to 50.5%) reduction over the existing helmet models at each impact
condition in the subconcussive and concussive tests, respectively. The liquid
helmet had a Helmet Performance Score (calculated using a summation of
HARM values weighted based on injury incidence data) of 0.71, compared to
scores ranging from 1.07 – 1.21 from the other four FE helmet models. Resulting
brain strains were also lower in the liquid helmet.

Discussion: The results of this study demonstrate the promising ability of liquid
shock absorbers to improve helmet safety performance and encourage the
development of physical prototypes of helmets featuring this technology. The
implications of the observed reductions on brain injury risk are discussed.

KEYWORDS

concussion, brain injury, hydraulic shock absorber, helmet, brain strain, finite element
modeling
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Introduction

Sports and recreation can present a considerable risk of brain
injury, with an estimated 1.6 to 3.8 million mild traumatic brain
injuries, or concussions, occurring annually in the United States as a
result of participation in these activities (Langlois et al., 2006).
American football, in particular, presents a significant risk for
concussion relative to other sports (Lincoln et al., 2011; Kerr
et al., 2019). At the elite level of play (i.e., the National Football
League (NFL)), one study found that the risk of concussion between
the 2015 and 2019 seasons was 7.4% per player per season on
average (Mack et al., 2021). In another study, single season
concussion risks in youth, high school, and collegiate American
football were found to be as high as 3.53, 9.98, and 5.54% per player
per season, respectively (Dompier et al., 2015). Sport-related
concussion can be followed by physical, behavioral, somatic, and
cognitive symptoms (McCrory et al., 2017) that can last from the
span of days, weeks, or even months as post-concussion syndrome
(Broshek et al., 2015). Furthermore, while more research is required,
several studies have found associations between concussion history
and later life cognitive impairment and neurodegenerative disease
development (Manley et al., 2017). Aside from the health risks,
concussion can also have negative effects on athlete performance,
career longevity, and salary earnings for professional American
football players (Navarro et al., 2017). Therefore, concussion
prevention remains a prevalent focus of sport policy changes and
protective equipment innovations in the sport.

Even in the absence of diagnosed concussions, American
football athletes are prone to sustaining repeated, subconcussive
head impacts during their regular practices and competitions
(Karton et al., 2020; Cecchi et al., 2021; Choi et al., 2022; Marks
et al., 2022). Subconcussive head impacts, broadly, are those which
are not of great enough magnitude to result in a clinically diagnosed
concussion, but may still contribute to detectable short or long-term
health effects (Mainwaring et al., 2018). The accumulation of
subconcussive head impacts has been associated with both acute
and chronic neurological consequences (Mainwaring et al., 2018),
including development of neurodegenerative disease (Russell et al.,
2021). Further, in American football players specifically,
subconcussive head impacts have been associated with various
indicators of brain changes, including those observed via imaging
studies (Davenport et al., 2016; Foss et al., 2019), changes in
oculomotor function (Joseph et al., 2019), and changes in levels
of serum biomarkers of brain injury (Joseph et al., 2018). Therefore,
attenuation of subconcussive impacts, in addition to concussion
prevention, has become a recent priority in improving long term
athlete brain health.

In an effort to reduce the risk of head and brain injury, protective
helmets are required to be worn at all levels of American football
competition. Helmets have evolved dramatically since their first
introduction to the sport (Levy et al., 2004; Viano and Halstead,
2012) and presently consist of a variety of shock absorbing
technologies with differing mechanisms for energy absorption
and force attenuation (Hoshizaki et al., 2014; Dymek et al.,
2022). Notably, some modern technologies include viscoelastic
foams, buckling beams and structures, gas chambers, and 3D
printed lattices. Helmet impact velocities range considerably in
American football (Bailey et al., 2020a); to best protect an athlete

from concussive and subconcussive head impacts, a helmet should
be designed such that it can meaningfully attenuate impacts of both
low and high velocities. However, current testing standards and
rankings for helmets place emphasis on the ability of helmets to
attenuate the magnitude of impacts associated with diagnosed
concussions or more serious injuries (i.e., skull fractures)
(Rowson and Duma, 2011; Bailey et al., 2020b; NOCSAE, 2021).
While it appears that progress has been made in reducing the
incidence of concussion and skull fractures as a result of some of
these testing protocols (Viano and Halstead, 2012; Bailey et al.,
2020a), a concern exists that these protocols may result in helmets
only being optimized for peak performance upon high velocity
impacts representative of concussions. An ideal helmet shock
absorber would perform optimally across the entire range of
impact velocities that an athlete is exposed to, inclusive of both
concussive and subconcussive impacts.

An ideal shock absorber performs fundamentally different from
existing foams, solid structures, and gas-based technologies. In
practice, many of these existing technologies exert a force based
on the amount they are compressed, leaving them prone to high
spikes in reaction force when they reach maximum compression or
“bottom out” (Fanton et al., 2020). The impact force profile of an
ideal shock absorber, on the other hand, displaces through its full
stroke at a constant force, which scales based on the speed and
energy of an impact speed (Baumeister et al., 1997; Spinelli et al.,
2018; Vahid Alizadeh et al., 2022). Research has suggested that, in
the context of a protective helmet, a constant force profile is optimal
for preventing brain injury (Vahid Alizadeh et al., 2021).While gases
and solids have yet to achieve such a response that is capable of
scaling with impact velocity, prototype and computational models of
liquid shock absorbers have demonstrated promising results on
achieving a force profile near to that of an ideal shock absorber
(Fanton et al., 2020; Vahid Alizadeh et al., 2021; Vahid Alizadeh
et al., 2022).

In addition to being used for modeling of shock absorbing
technologies, finite element (FE) modeling has been used to
investigate brain injury risk and advance the state-of-the-art of
helmet technology (Dymek et al., 2022). Validated FE models of
helmets and laboratory testing equipment have been developed to
simulate laboratory impact tests of helmets (Bustamante et al., 2019;
Corrales et al., 2020; Decker et al., 2020; Giudice et al., 2019; Giudice
et al., 2020; Vahid Alizadeh et al., 2021), enabling researchers and
helmet manufacturers to rapidly iterate designs and estimate the
performance of helmets before engaging in large scale
manufacturing. Further, the head kinematics resulting from these
simulated impacts can be used as input to validated FE models of the
human head and brain to estimate the brain strain resulting from
impacts (Madhukar and Ostoja-Starzewski, 2019). Use of these
computational tools can reduce cost, time, and difficulty in
bringing new helmet technologies to market and aid in
identifying the most promising technologies to prevent brain
injury. In a previous study, an FE model of a helmet design
utilizing theoretically idealized liquid shock absorber elements
suggested a dramatic reduction in concussion risk was possible
with this technology, but a method of manufacturing such a helmet
was not explored and performance under lower velocity impacts was
not studied (Vahid Alizadeh et al., 2021). Development of further,
more advanced FE models of liquid shock absorbing technology
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could enable full helmet systems to more quickly reach consumers
and reduce injury risk among the American football athlete
population.

The objective of this research study was to use FE modeling to
investigate the potential for a liquid-based shock absorber to improve
the ability of American football helmets to attenuate the severity of both
concussive and subconcussive head impacts in American football. To
do this, we developed a helmet assembly with liquid-based shock
absorbers integrated throughout it that would be feasible for
physical re-creation. Further, we used a FE model of the human
head and brain to determine not only the effect of this technology
on brain injury risk metrics based on head kinematics, but also on the
resulting brain strain from the simulated impacts.

Materials and methods

Liquid shock absorber design

The liquid shock absorber utilized throughout this study was
modeled as a cylinder that can decelerate an impact mass in its axial
direction (Figure 1), which was inspired by the cylindrical liquid
shock absorber originally modeled by Vahid Alizadeh et al. (2022).
In an impact, the top surface of the cylinder is pressed downwards,
and the liquid inside is forced to flow through the orifice. The liquid
passing through the orifice yields a pressure drop before and after
the orifice, defined by Eq. 1:

Δp � ρQ2

2C2
dA

2
o

(1)

Where ρ is the fluid density, Q is the volumetric flow rate, Cd is
the orifice discharge coefficient, Ao is the orifice area, and Δp is the
pressure differential, p − po, where p is the fluid pressure inside the
liquid shock absorber and po is the atmospheric pressure
downstream of the orifice. Because the pressure at the outlet of
the orifice is the same as the atmospheric pressure, the inner
pressure of the shock absorber is higher, which can yield a

resultant force to decelerate an impact mass. Furthermore, it
should be noted that the pressure drop is also decided by the
orifice area, which indicates that the resultant force can be easily
tuned by modifying the orifice area.

A plain-weave high-strength fabric is used as the side wall of the
shock absorber to constrain localized bulging and avoid rupturing of the
side wall during impact while also allowing the shock absorber to be
fully compressed. Carbon fiber shells are used for the top and bottom
end caps of the cylinder to provide lightweight, rigid constraints at both
ends of the shock absorber, enabling it to hold its cylindrical shape
during impact. Water is used to fill the shock absorber and dissipate
impact energy. The fabric side wall and carbon fiber end caps are
nonporous, and the connection between the fabric and the end caps are
modeled as sealed connections; therefore, fluid can only be discharged
through the orifice. The orifice area is tuned to optimize helmet
performance, which will be introduced later.

The height of the shock absorber was set to 28.5 mm, which was
chosen to ensure that it could fit within the space between the scalp
of the head and the shell of an American football helmet. To avoid
axial buckling during impact, a larger diameter of the cylindrical
shock absorber is better. However, smaller diameters are also
favorable, considering that the shock absorbers are distributed
across the scalp, which is a curved surface. Therefore, based on
these two considerations, a diameter slightly larger than the height
(31.7 mm) was adopted. A thickness of 0.6 mm was adopted for the
side wall fabric, and a thickness of 2 mm was used for both end caps.

The liquid shock absorber was modeled as quadrilateral shell
elements in LS-DYNA. Because the fabric can be bent freely, the
side wall of the shock absorber was modeled by fully integrated
Belytschko-Tsay membrane shell elements, which only have one
integration point in the thickness direction and neglect the bending
effect. Furthermore, multiple material angles were included to represent
the different weaving directions of the fibers. *MAT_FABRIC was used
to model the fabric material, which has a density of 777 kg/m3,
longitudinal modulus of 76 GPa, transverse modulus of 0.6 GPa, and
shearingmodulus of 0.8 Gpa (VahidAlizadeh et al., 2022). The side wall
was meshed by 1,292 elements with an average length of 1.5 mm. The

FIGURE 1
Arrangement of liquid shock absorbers in helmet finite element model.
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top and bottom caps were modeled by Belytschko-Tsay shell elements
with two nodes in the thickness direction. The *MAT_ELASTIC was
adopted to model the material, which has a density of 2000 kg/m3,
Young’s modulus of 200 GPa, and Poisson ratio of 0.23. A cap was
meshed by 292 elements with an average length of 1.5 mm. The side
wall and end caps were connected by sharing nodes.

The effect of the orifice was modeled by *AIRBAG_LINEAR_
FLUID_ID, which exerted pressure on the internal surface of the
shock absorber according to the mass rate of the flow (Eq. 2):

ṁo � sign Δp( )CdAo 2ρΔp[ ]1/2 (2)
As mentioned earlier, Δp is the pressure differential, p − po, where

p is the pressure inside the shock absorber and po is the atmospheric
pressure downstream of the orifice, or the back pressure. This back
pressure plays the role of returning the fluid to the shock absorber after
an impact has occurred. Upon the completion of impact loading, the
pressure inside the shock absorber, or the upstream pressure, is lower
than the back pressure and this negative pressure differential returns the
fluid back into the shock absorber.

An internal incompressible fluid with water properties was used as
the liquid inside the shock absorber (bulkmodulus is 2.2 Gpa, density is
1,000 kg/m3), and a discharge coefficient of 0.7 was used (Fanton et al.,
2020; Vahid Alizadeh et al., 2022). The water was modeled as a control
volume and nomeshwas associatedwith the fluid part, but the inertia of
the liquid was included. The orifice area is a key parameter determining
the impact dissipation performance of the helmet. Orifice areas ranging
from 10 to 200 mm2, in increments of 5 mm2, were adopted
homogeneously for all shock absorbers in the helmet model and
subjected to the NFL helmet test protocol (Bailey et al., 2020b,
details of this test protocol are described in the following Helmet
Performance Testing section). The Helmet Performance Score (HPS,
see the calculation of HPS in the followingHelmet Performance Testing
section) was calculated for every orifice area to represent the risk of
brain injury when the player is wearing that helmet. TheHPSwas found
to increase when the orifice was too small (<40 mm2) or too large
(>70 mm2) and remained relatively constant within these bounds
(Supplementary Figure S1). Therefore, we adopted an orifice area of
59 mm2, which corresponded the lowest level of HPS when evaluating
HPS in orifice area increments of 1 mm2 between 40 mm2 and 80 mm2

(Supplementary Figure S2). It should be noted that small variations
could be observed between simulations of the same orifice area when
evaluated in the two separate optimizations, likely due to small
numerical errors.

Helmet assembly

A previously validated, open-sourced FE model for the Vicis
Zero1 helmet (Giudice et al., 2020) was used as the base model for
our full helmet assembly, and we modified the VICIS Zero1 helmet
to test the helmet performance improvement afforded by integration
of liquid shock absorbers. The original Vicis Zero1 dissipates impact
energy by the buckling of elastic beams, which were removed. The
material of the outer helmet shell was changed to a carbon fiber
(with the same properties as the shock absorber end caps). The
carbon fiber was substantially stiffer than the original helmet
material and, therefore, could involve more shock absorbers

during the impact due to its limited local deformation. The
remaining parts of the helmet were kept the same as the original
helmet model: the original facemask, chin pad, and chin strap were
adopted in the liquid helmet model.

To integrate the cylindrical liquid shock absorbers into the full
helmet system, we first fixed three shock absorbers onto a triangular
bottom shell made of 2 mm thick carbon fiber (forming a “tripad”).
To fix a shock absorber on the bottom shell, a set of 8 nodes evenly
distributed about the circumference of the bottom cap of the shock
absorber were rigidly connected to 8 nearby nodes in the bottom
shell by *CONSTRAINED_NODAL_RIGID_BODY, which
constrains every degree of freedom of nodes to be the same. We
used seven tripad assemblies spread out throughout the helmet to
protect the head from impacts at various locations: one at the front,
one at the lower back, one at the upper back, and a lower and upper
side tripad on each side of the helmet (Figure 1). This resulted in
21 liquid shock absorbers integrated throughout the helmet. For
each of the tripads, the geometry of the bottom carbon fiber shell
was decided by the skull, such that the surface of the Hybrid III
ATD headform was extracted and cut into the triangular shells.
Then, the triangular shells were offset against the skull as the
bottom shell for the tripads. The exact shape of the shock absorber
tripad shell and the location of shock absorbers within each tripad
assembly varied such that shock absorbers would be distributed
evenly around the skull and symmetrically with respect to the
sagittal plane of the head. Finally, adjacent tripads were connected
by elastic beams with a cross-sectional area of 19.6 mm2. A
relatively soft material (Young’s modulus: 10 GPa, density:
1,631 kg/m3, Poisson ratio: 0.4) was used for the elastic beams,
allowing the tripads to shift for better fitting to the head. The total
mass of the helmet was determined to be 2.03 kg.

Helmet Performance Testing

The single-precision solver of LS-DYNA (ls-dyna_smp_s_
r1010_x64_redhat5_ifort160) was used to perform all helmet
simulation experiments. The efficacy of the liquid helmet was
tested with a validated, open source model of a linear impactor
and 50th percentile male Hybrid III anthropomorphic test device
headform (Giudice et al., 2019). The model used was made to
replicate the equipment used in the NFL’s Helmet Test Protocol
(Bailey et al., 2020a). In these tests, a Hybrid III headform is
equipped with a helmet and is impacted at a controlled speed by
a ram. The impactor consists of a hard end cap and a soft foam,
which is meant to represent another helmeted head. The total mass
of the impactor is 15.6 kg. The headform was connected to a 50th
percentile male Hybrid III neck, which was fixed to a plate that can
only slide freely in the direction of the impact ram. The relative
location between the impactor and headform, as well as the angles of
the headform, could be adjusted to achieve different impact
locations and directions. A set of gyroscopes and
accelerometers were modeled at the center of the headform to
measure the six-degree-of-freedom head kinematics (i.e., angular
velocities and linear accelerations) resulting from impacts. The
whole testing process has been modeled in FE (Giudice et al.,
2019) and is also used in evaluating physical football helmets
(Bailey et al., 2020b).
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Testing was completed according to the NFL’s Helmet Test
Protocol. In this test protocol, there are six impact locations: Oblique
Front (OF), Side (C), Side Upper (SU), Oblique Rear (D), Facemask
Side (FMS), and Facemask Central Oblique (FMCO) (Figure 2) and
three impact speeds: 5.5, 7.4, 9.3 m/s (Bailey et al., 2020a).
Considering that this test protocol was developed primarily to
replicate concussive head impacts, three lower speeds (1.6, 3.4,
5.0 m/s) representative of average impact velocities (inclusive of
injurious and noninjurious impacts) (Bailey et al., 2020b) were also
included for testing, and are referred to as subconcussive impact
tests. In addition to the liquid helmet model designed in this study,
four previously created, open-source football helmet FEmodels were
also tested under the same impact conditions, including: the Riddell
Revolution Speed Classic, the Vicis Zero1 (Giudice et al., 2020), the
Schutt Air XP Pro (Decker et al., 2020), and the Xenith X2E
(Corrales et al., 2020) (Figure 3). The masses of each of these
helmets were measured in LS-DYNA as 1.86, 2.12, 1.71, and
1.74 kg, respectively.

Similar to the NFL Helmet Test Protocol, Head Injury
Criterion (HIC) (Versace, 1971) and DAMAGE (Gabler et al.,

2019) and HARM (Bailey et al., 2020a) were calculated for all
impact conditions. These metrics were calculated using the head
kinematics filtered with a cut-off frequency of 300 Hz. In three
impact cases, the VICIS helmet model erroneously terminated
prior to the completion of the impact event and therefore these
cases have lower values of injury risk metrics than if the
simulation had completed in full; these cases are labeled in the
appropriate figures. The percentage reduction in HARM afforded
by the liquid helmet relative to each existing helmet model was
calculated. A Helmet Performance Score was calculated for each
helmet using a weighted sum of HARM values from the
concussive impact tests, with each HARM value being
weighted according to the NFL’s Helmet Test Protocol (Bailey
et al., 2020b).

In addition to these kinematics-based metrics, we also calculated
the expected strain on the brain tissue to show how different helmet
technologies affect the human brain. In this study, the Global
Human Body Model Consortium (GHBMC) head and brain
model was used (Mao et al., 2013). The double-precision solver
of LS-DYNA (ls-dyna_smp_d_r1010_x64_redhat5_ifort160) was

FIGURE 2
Impact testing locations. C: Side, D: Oblique Rear, SU: Side Upper, OF: Oblique Front, FMS: Facemask Side, FMCO: Facemask Central Oblique.

FIGURE 3
Finite element models of American football helmets tested in simulation. Eachmodel is fit to the 50th percentile male Hybrid III head and neck finite
element model. Helmet shells are set to 50% transparency for visualization of interior shock absorbing technology.
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used to perform all brain strain simulations. Its skull was modified to
act as a rigid body. The filtered head kinematics were assigned to the
rigid skull as the loading to deform brain tissue, and the 95th
percentile maximum principal strain (MPS95) across the whole
brain was calculated for every time point of each simulation
(Figure 4). The 95th percentile of maximum principal strain
across the whole brain was used instead of the maximum
principal strain to avoid the influence of extremely high values
caused by numerical errors. Then, peak values of MPS95 across the
full time history of each impact were recorded to represent the
severity of brain deformation.

Results

Overall, the liquid helmet yielded the lowest Helmet
Performance Score (0.71), compared to the other four helmet
models (VICIS = 1.07, Riddell = 1.10, Schutt = 1.21, Xenith =
1.15) (Figure 5). The liquid helmet yielded the lowest value of
HARM at 33 of the 36 tested impact conditions, with 3 velocities
at the FMCO location being the only conditions in which the liquid
design did not outperform all of the existing helmet models. Relative
to all helmet models, HARM reductions afforded by the liquid
helmet averaged 32.0% (range: -2.2%–50.5%) at concussive velocity
impact cases and averaged 33.0% (range: -37.5%–56.0%) at
subconcussive velocity impact cases (Figure 6).

MPS95 values for each helmet at each impact condition can be
found in Figure 7A, 7B, for the concussive and subconcussive impact
tests, respectively. HIC, DAMAGE, and HARM values for each
helmet at each impact condition can be found in Supplementary
Figures S3, S4, for the concussive and subconcussive impact tests,
respectively.

Discussion

In this study, we developed a FE model of a helmet featuring
liquid shock absorbing technology with the goal of attenuating the
severity of concussive and subconcussive head impacts in American
football. Compared with four existing FE helmet models, our
simulation results demonstrate that liquid shock absorbers have
the potential to provide a considerable reduction in kinematics-
based brain injury criteria across a wide range of impact velocities
and impact locations. Using a FE model of the human head and
brain to investigate the effects of the liquid helmet on resulting brain
strains also suggested that dramatic attenuations of impact severity
could be achieved, which could be meaningful when considering
brain injury risk.

FIGURE 4
Example of angular velocity time histories from helmet impact simulations (top left) that are used as input to the GHBMC head and brain model to
compute 95th percentile maximum principal strains (top right). The headform and helmet assembly at various time points during the impact process are
shown (bottom). All data shown is from the Side Upper impact location at 9.3 m/s.

FIGURE 5
Helmet Performance Scores calculated from the NFL Helmet
Test Protocol’s concussive impact tests for each of the five helmets
tested.
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The liquid helmet model we developed yielded a substantially lower
value of Helmet Performance Score than any of the other FE helmet
models tested, reducing Helmet Performance Score by approximately
34% compared to the best previously existing FE helmet model. Helmet
Performance Score is the primary metric by which helmets are ranked
for safety according to the NFL (Bailey et al., 2020a), and it is used to
create an annual ranking of helmets that is published to all NFL athletes
and the general public each year. Helmet Performance Score is an
aggregate metric that combines the performance of helmets at various
impact conditions by weighting their value of HARM based on relative
risk of concussion incidence and then summing them together. The
highest weighted impact location in the Helmet Performance Score is
the Side Upper location, due to its high incidence of concussion in elite
game play (Lessley et al., 2018). The liquid helmet model performed
particularly well at this location, offering improvements in HARM by a
range of 39%–50% across all concussive impact velocities, thus driving a
lower Helmet Performance Score. However, the liquid helmet did not
seem to compromise performance at concussive velocities at any
location as a result of this highly improved location, offering HARM
reductions at all but one of the concussive impact conditions (FMCO
7.4 m/s, 2% HARM increase relative to the Schutt helmet). Helmet
Performance Score, and the HARM, HIC, and DAMAGE values from
which it is derived, may be meaningful metrics to consider when
attempting to reduce injury incidence on the field; a recent study found
that Helmet Performance Score calculated from laboratory tests of
helmets was associated with on-field concussion incidence inNFL game
play (Bailey et al., 2020b). According to the data provided in that study,
a Helmet Performance Score of 0.71 would represent a substantial
improvement upon existing helmets. It should be noted that Helmet

Performance Score is designed specifically for the NFL, and further
investigation is warranted to determine how our findings would
translate to a metric like Helmet Performance Score that was made
for the youth, high school, and collegiate levels of game play.
Nonetheless, other studies have found that helmets yielding
improved laboratory performance (as defined by reductions in
kinematics-based brain injury risk metrics) have been associated
with reductions in on-field concussion incidence (Collins et al.,
2006; Rowson et al., 2014) and preservation of brain white matter
(Diekfuss et al., 2021) at levels of game play lower than the elite,
professional level.

In American football, the number of subconcussive impacts
athletes sustain far outweighs the number of diagnosed concussions
in the sport (Cecchi et al., 2021; Choi et al., 2022; Marks et al., 2022).
However, despite the prevalence of low velocity impacts on the field,
helmets for this sport undergo limited testing for their performance
upon low velocity impacts. The accumulation of subconcussive
impacts has been associated with functional and microstructural
changes in the brains of male athletes (Mainwaring et al., 2018), and
in some cases has been associated with the development of
neurodegenerative disease (Russell et al., 2021). In our study, we
found that at different impact locations, the relative performance of
existing helmets often changed according to the impact velocity,
with some dramatic changes in relative performance at extreme ends
of the tested velocities (e.g., Schutt helmet at FMS location). This
suggests that the shock absorbing technologies in the existing
helmets may benefit from improvements to ensure a reliable
impact response across the wide range of low- and high-velocity
impact conditions. Similar to concussive impacts, the liquid helmet

FIGURE 6
Reductions in HARM values afforded by the liquid helmet, relative to each existing helmet model at each impact condition. Positive values indicate
that the liquid helmet had a lower value of HARM relative to a given helmet, while negative values indicated that the liquid helmet had a higher value of
HARM. Asterisks denote instances in which impact simulations of the VICIS helmet model erroneously terminated prior to the completion of the impact
event. C: Side, D: Oblique Rear, SU: Side Upper, OF: Oblique Front, FMS: Facemask Side, FMCO: Facemask Central Oblique.
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we developed offered large reductions in kinematics-based brain
injury risk metrics at nearly all subconcussive impact conditions.
These reductions could be meaningful for athlete brain health, as the
magnitude of head kinematics resulting from subconcussive head
impacts has been associated with various indicators of brain
structure and function in American football athletes (Joseph
et al., 2018; Joseph et al., 2019; Bartsch et al., 2020). The ability
of the liquid technology to outperform existing helmet models
across such a wide range of impact velocities (1.6 m/s to 9.3 m/s)
is likely owed to the ability of liquid-based shock absorbers to scale
their force response with impact velocity, rather than displacement
as many foam and gas shock absorbers do (Vahid Alizadeh et al.,
2021). In this respect, the liquid shock absorbers do not have to be
tuned for a single velocity or a narrow range of velocities, and can
perform efficiently across many impact velocities. Also similar to the
concussive impacts, the only conditions in which the liquid helmet
did not outperform all existing helmet models was at the FMCO
location. At this impact location, the chinstrap is in tension and a
portion of the impact force is transferred to the facemask. The Schutt
helmet performed best of all the helmets at the 1.6 m/s FMCO
impact condition, suggesting it had a facemask and chinstrap
assembly that was optimized for such impacts. Low velocity
impacts to the front of the facemask are particularly common for
linemen (Bailey et al., 2021). Future designs of liquid shock
absorbers and other helmet technologies should not be limited to

interior shock absorbers only, and should consider the facemask,
chin strap (Spinelli et al., 2018), and other regions of the helmet for
potential safety improvements.

Kinematics from the simulated impacts were used as input to the
GHBMC FE model of the human head and brain (Mao et al., 2013) in
order to calculate brain strains. Similar to the kinematics-based brain
injury risk metrics, MPS95 was reduced in nearly all of the concussive
and subconcussive impact conditions. These reductions could be
clinically meaningful in improving brain health in American football
players. Using theGHBMCFEmodel and a combination of human and
primate brain injury data, Wu et al. (2022a) proposed a 50% risk
threshold for mild traumatic brain injury of 0.360 MPS95. In our
dataset, eleven of the concussive NFL impact conditions resulted in all
four of the existing FE helmet models exceeding this threshold.
However, the liquid helmet only resulted in an MPS95 value of
0.360 or greater in five of the impact conditions, suggesting that
utilizing a liquid helmet could result in a substantial reduction in
expected concussions in the NFL helmet test. Using different brain
injury criteria and a different helmet test methodology, a previous FE
model of a football helmet featuring liquid shock absorbers came to
similar conclusions that expected concussions could be dramatically
reduced relative to the same open-source FE helmet models (Vahid
Alizadeh et al., 2021). For milder head impacts, recent data has
proposed that blood brain barrier disruption can occur in sports in
the absence of any diagnosed brain injury (O’Keeffe et al., 2020).

FIGURE 7
95th percentile maximum principal strain calculated via the GHMBC head and brain model for (A) concussive and (B) subconcussive impacts.
Asterisks denote instances in which impact simulations of the VICIS helmetmodel erroneously terminated prior to the completion of the impact event. C:
Side, D: Oblique Rear, SU: Side Upper, OF: Oblique Front, FMS: Facemask Side, FMCO: Facemask Central Oblique.
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Although a strain threshold for blood brain barrier disruption based on
the GHBMC model has not yet been proposed, Shreiber et al. (1997)
proposed amaximumprincipal strain threshold of 0.188 for blood brain
barrier disruption based on FE modeling of a rat brain. In our
subconcussive impact tests, the four existing helmet models
exceeded an MPS95 value of 0.188 in eight of the impact
conditions, while the liquid helmet model only exceeded this value
in two of the impact conditions. While these results are encouraging,
they should be interpretedwith caution, as definitive thresholds formild
traumatic brain injury and blood brain barrier disruption remain
elusive, and thresholds based on strain are model-dependent.

Previous research has demonstrated that collapsible liquid shock
absorbers are capable of providing a near-ideal force profile that
scales with impact velocity (Fanton et al., 2020; Vahid Alizadeh et al.,
2022). The liquid shock absorber utilized in this study was inspired
by a previous cylindrical shock absorber designed by Vahid Alizadeh
et al. (2022), which exerts a reaction force on an impact mass while a
fluid contained within the shock absorber is passed through an
orifice. However, various material properties, the external
dimensions, and orifice size were modified from this previous
model for the purposes of integration to a football helmet.
Although other designs of liquid shock absorbers, such as
“volcano” or telescoping designs, have been shown to yield
higher force efficiencies than a cylindrical design in uniaxial,
individual unit tests (Fanton et al., 2020; Vahid Alizadeh et al.,
2022), it is unclear if these results would translate to a full helmet
system. The efficiency of those designs is highly dependent on a
precise, variable contact area, which may not be achieved when
multiple shock absorbers are engaged in an oblique impact, for
example, as would be experienced in a full helmet. Further, one of
the purposes of our study was to design a FE model of a helmet that
could reasonably be translated to a physical prototype;
manufacturing such precise, variable contact areas with a concave
side wall out of soft, collapsible fabrics could prove to be difficult.

There are a number of design aspects that should be considered
in future FE helmet models featuring liquid shock absorbers. First,
while the present study demonstrates the potential improvements
afforded by liquid shock absorbers being incorporated throughout
an entire helmet, benefits could still be granted by targeting a specific
location of a helmet or combining liquid technology with other
foams or structures. For example, the American football helmet
industry is moving towards position-specific helmets (Lessley et al.,
2020); designing a single helmet zone featuring liquid shock
absorbers that is targeted towards attenuating frequent impacts
unique to a specific position could enable a quicker path to
commercialization while maintaining meaningful benefits for
athlete safety. Further, our optimization of the orifice area in
each liquid shock absorber was homogeneous throughout the
entire helmet. Future designs could explore tuning orifice areas
and geometries for each specific impact location and could optimize
each orifice based on the level of play or player position. An
exploration of varying shock absorber geometries and varying
materials used for the tripad shells and elastic connections
between shells would also be worthwhile. Above all, a liquid
shock absorber has yet to be implemented into a physical
embodiment of an American football helmet. Any future design
directions should consider the product comfort, fit, robustness, and
manufacturing costs that are standard and expected in the helmet

industry. While we strived to create a helmet architecture that could
be recreated in a physical prototype, not all of these aspects of design
were heavily considered in the model’s design.

Several limitations exist in the present study. First, time has passed
since the FE models of the existing helmets were developed. New
helmets have been manufactured that, in their physical embodiments,
have outperformed the helmet models that were tested in FE, both in
the NFL Helmet Test Protocol and other test methodologies. It
remains unknown how much of an improvement our liquid
helmet model would have offered if FE models of the latest, top-
ranking helmets were available. Further, despite being modeled into
the physics of the liquid shock absorber, we did not consider the actual
mechanism which would return liquid to the shock absorber after an
initial impact. American football helmets are built to withstand
multiple impacts, with reconditioning of helmets typically
occurring every one or two years. Therefore, a liquid shock
absorber design would likely need to meet these needs of the
football helmet industry by including a reservoir that contains and
returns the fluid to the shock absorber after an impact; without a fluid
return mechanism, the performance of the helmet would decrease
substantially upon subsequent impacts. Inclusion of a fluid return
reservoir may increase the mass of the helmet substantially. Despite
this, increased mass has been associated with improved helmet
performance in impact testing (McIver et al., 2023), so we do not
anticipate that such a modification would have negatively influenced
helmet performance. However, it remains unclear how much helmet
mass, rather than the physics of the liquid shock absorber, may have
contributed to the improved performance of the liquid helmet model
relative to the Riddell, Schutt, and Xenith helmet models, which all
had lowermasses than the liquid helmet. Regardless, the liquid helmet
still demonstrated considerable improvements in performance over
the VICIS helmet, which had a greater mass than the liquid helmet,
indicating that mass alone did not dictate helmet performance.
Further, while increasing helmet mass seems to be associated with
improved brain safety according to impact tests, it remains unclear
how an increase in helmet mass would affect neck injury risk and
athlete comfort. Head shapes and sizes vary amongst athletes, and will
therefore likely place a different amount of prestress or pressure on the
shock absorbers within a helmet. Similar to the other FE models and
previous evaluations of these FE models, we did not consider this
potentially meaningful aspect of the helmet’s response to impact
(Giudice et al., 2020). Finally, the GHMBC model used to calculate
brain strains is limited in that it represents only a 50th percentile male.
The benefits offered by liquid technology could vary among different
brain sizes, which have been shown to yield different levels of injury
risk under similar loading conditions (Wu et al., 2022b). The GHBMC
is also just one of several currently available FE models of the human
head and brain, with some research suggesting that other FE models
more accurately represent human brain displacement measurements
than the GHBMC (Miller et al., 2017).

Overall, the present study proposes a plausible architecture for a
full helmet system featuring liquid shock absorbers. The results of FE
simulations with this helmet and other helmet models suggest that
liquid technology has the potential to lower the risk of football-
related brain injury by attenuating kinematics-based brain injury
criteria and brain strains across a wide range of impact velocities.
These findings support the future fabrication of helmets featuring
liquid shock absorbers to validate these simulation results.
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Deep learning system assisted
detection and localization of
lumbar spondylolisthesis

Jiayao Zhang1,2†, Heng Lin3†, Honglin Wang1,2†, Mingdi Xue1,2,
Ying Fang1,2, Songxiang Liu1,2, Tongtong Huo2, Hong Zhou1,2,
Jiaming Yang1,2, Yi Xie1,2, Mao Xie1,2, Liangli Cheng4, Lin Lu5*,
Pengran Liu1,2* and Zhewei Ye1,2*
1Department of Orthopedics, Union Hospital, Tongji Medical College, Huazhong University of Science
and Technology, Wuhan, China, 2Intelligent Medical Laboratory, Union Hospital, Tongji Medical College,
Huazhong University of Science and Technology, Wuhan, China, 3Department of Orthopedics, Nanzhang
People’s Hospital, Nanzhang, China, 4Department of Orthopedics, Daye People’s Hospital, Daye, China,
5Department of Orthopedics, Renmin Hospital of Wuhan University, Wuhan, China

Objective: Explore a new deep learning (DL) object detection algorithm for clinical
auxiliary diagnosis of lumbar spondylolisthesis and compare it with doctors’
evaluation to verify the effectiveness and feasibility of the DL algorithm in the
diagnosis of lumbar spondylolisthesis.

Methods: Lumbar lateral radiographs of 1,596 patients with lumbar
spondylolisthesis from three medical institutions were collected, and senior
orthopedic surgeons and radiologists jointly diagnosed and marked them to
establish a database. These radiographs were randomly divided into a training
set (n = 1,117), a validation set (n = 240), and a test set (n = 239) in a ratio of 0.7 :
0.15: 0.15. We trained two DLmodels for automatic detection of spondylolisthesis
and evaluated their diagnostic performance by PR curves, areas under the curve,
precision, recall, F1-score. Then we chose themodel with better performance and
compared its results with professionals’ evaluation.

Results: A total of 1,780 annotations were marked for training (1,242), validation
(263), and test (275). The Faster Region-based Convolutional Neural Network
(R-CNN) showed better precision (0.935), recall (0.935), and F1-score (0.935) in
the detection of spondylolisthesis, which outperformed the doctor group with
precision (0.927), recall (0.892), f1-score (0.910). In addition, with the assistance of
the DL model, the precision of the doctor group increased by 4.8%, the recall by
8.2%, the F1-score by 6.4%, and the average diagnosis time per plain X-ray was
shortened by 7.139 s.

Conclusion: The DL detection algorithm is an effective method for clinical
diagnosis of lumbar spondylolisthesis. It can be used as an assistant expert to
improve the accuracy of lumbar spondylolisthesis diagnosis and reduce the
clinical workloads.

KEYWORDS

artificial intelligence, deep learning, lumbar spondylolisthesis, diagnosis, assisted
diagnosis
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Introduction

Spondylolisthesis implies forward translation of the superior
vertebra relative to the adjacent inferior vertebra on the sagittal
plane (Hu et al., 2008). The etiology of spondylolisthesis has not
been well known. A large number of studies have shown that
congenital developmental defects and chronic strain or stress
injury are possibly the two main causes, especially the latter
(Jones and Rao, 2009). The primary pathological features of
spondylolisthesis are the destruction of the anatomical structure
of the lumbar spine and the accompanying pressure on nerves,
causing clinical symptoms such as pain, numbness, and bladder/
bowel dysfunction (Tumialan, 2019). In the early stages of the
disease, most patients with lumbar spondylolisthesis have none
obvious clinical symptoms (Guigui and Ferrero, 2017).

According to relevant guidelines, the lumbar lateral radiograph
in a standing position is the most appropriate non-invasive
examination method for detecting spondylolisthesis (Matz et al.,
2016). Some relevant studies have shown that variability between
inter-observer and intra-observer in lumbar spine diagnosis can be
as high as 15% (Butt and Saifuddin, 2005). Also, this variation may
increase if there involves a rotation. Considering that the
progression of the disease may severely reduce the patients’
quality of life and increase social and medical burdens (Karsy
and Bisson, 2019), early and accurate diagnosis of lumbar
spondylolisthesis is critical.

Among various forms of artificial intelligence (AI), machine
learning is the most widely applied (Le, 2022; Sunnetci and Alkan,
2023). As an emerging research direction in the field of machine
learning, deep learning (DL) has been widely used in medical image
analysis, medical decision support systems, protein function
prediction, genomics research and medical natural language
processing (Le and Huynh, 2019; Zhou et al., 2022; Foersch
et al., 2023; Lee et al., 2023; Theodoris et al., 2023). Especially in
the field of medical image analysis, there are relevant studies using
deep learning algorithms for identification and diagnosis of diseases
such as lung nodules, retinal lesions, ovarian cancer, skin diseases
and so on (Gao et al., 2022; Kim et al., 2022; Ruamviboonsuk et al.,
2022; Zhang et al., 2022). In orthopedics, some scholars have also
carried out related researches on using DL technology to identify
limb and spine fractures, and intervertebral disc herniation lesions
through X-ray, CT, MRI and other image data to demonstrate the
advantages of AI in this field (Li et al., 2021; Liu et al., 2022; Zheng
et al., 2022). Therefore, AI-assisted lumbar spondylolisthesis
detection may become an effective auxiliary diagnosis method. If
the performance of the AI model is stable and convincing, it can be
used to locate the spondylolisthesis in the lateral X-ray film, thereby
assisting orthopedists or radiologists in diagnosing spondylolisthesis
to improve diagnostic accuracy.

In the study, we proposed a DL algorithm to diagnose
spondylolisthesis using only lumbar lateral radiographs. 1) To
train the best model using the multi-center dataset and ensure
stable detection performance; 2) To compare diagnostic
performance between the detection model and clinical doctors; 3)
To compare the clinician’s diagnostic performance with and without
the assistance of the DL model. It was expected that our DL model
could act as an assistant to help doctors reduce medical errors during
diseases detection and treatment.

Methods

Patients

This is a retrospective study involving multiple institutions.
The study was approved by the Institutional Ethics Committee,
and the requirement for informed consent was waived due
to the retrospective nature of the study and negligible risks
involved. Patients whose conditions fit for the study were
selected from the databases of the Union Hospital Affiliated
to Tongji Medical College of Huazhong University of Science
and Technology, Daye People’s Hospital, and Nanzhang County
People’s Hospital.

In this retrospective study, the inclusion criteria were as follows:
1) patients aged 18 years or older; 2) patients diagnosed with lumbar
spondylolisthesis; 3) including complete lateral imaging of the
lumbar spine. The criteria for exclusion included: 1) patients
with a history of spinal fracture, deformity, tumor, osteomyelitis,
or internal fixation; 2) poor X-ray imaging; 3) foreign objects
obstructing affect image reading. Multiple spondylolisthesis
observed from plain radiographs was not an exclusion criterion.
Finally, a total of 1,596 radiographs from patients with
spondylolisthesis diagnosed between December 2017 to
December 2022 were selected for this study. The detailed
selection process is shown in Figure 1.

Diagnosis

The lateral X-ray images were analyzed and graded by a chief
orthopedic physician with more than 15 years of experience in spine
specialties and a chief physician of imaging department with more
than 15 years of professional experience in imaging. In cases of
disagreement, a chief orthopedic expert with 20 years of clinical
experience reviewed the patient’s clinical information and additional
imaging examination, and arrived at a conclusion after discussions
with those two physicians.

The classification of lumbar spondylolisthesis is divided into
4 grades according to the Meyerding classification method
(Tumialan, 2019). The anterior-posterior diameter (AP) of the
upper surface of the lower vertebral body is divided into four
equal parts, degree I is within 1/4, degree II is between 1/4 and
2/4, degree III is between 2/4 and 3/4, while over 3/4 is graded IV
(Figure 2).

Imaging annotation

All the acquired X-ray images of the lumbar spine were stored
in high-quality JPEG format. And the region of interest (RoI) of
each image was manually annotated by experienced orthopedic
surgeons and radiologists based on the previous image diagnosis
results. The RoIs of the posterior vertebral body were manually
labeled using the Labelme software package (https://github.com/
wkentaro/labelme).

The diagnosis of lumbar spondylolisthesis is mainly based on the
position relationship between the upper and lower vertebral bodies.
Therefore, this study will focus on the posterior edge area of lumbar
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vertebrae in X-rays, and train algorithms by annotating the posterior
edge areas of normal and slipped vertebrae to accurately identify the
location of slippage as much as possible.

Data sets for training, validation, and testing

We selected 1,596 lateral lumbar spine radiographs (one plain
radiograph per person) taken from December 2017 to December
2022 for training, validation and testing (Table 1). These
radiographs were randomly distributed in a ratio of 0.7: 0.15:
0.15 using the Python program, with 1,117 distributed for
training, 240 for validation, and 239 for testing.
1,242 spondylolisthesis were identified in the training set,
263 spondylolisthesis in the validation set, and
275 spondylolisthesis in the testing set (Figure 1).

Data set processing

Data was processed to ensure the detection accuracy of the
target. The imported images were resized with the shorter edge’s
dimensions fixed and pixels to 800, and the longer side was resized
proportionally. At the same time, there is a 50% probability for each
image to be flipped horizontally, increasing the richness of the
image. In addition, through image normalization, the value of
features (or images) were adjusted to a similar range, which
speeds up network convergence. Specifically, image normalization
is the process of transforming a raw image to a unique standardized
form through a series of transformations in order to eliminate the
influence of other transformation functions on the image. In this
study, we used common normalization parameters: mean =
[123.675, 116.28, 103.53] and std = [58.395, 57.12, 57.375]. These
parameters can make different images comparable and improve
model training effectiveness.

FIGURE 1
Research flow chart. The graph shows the sample numbers in training, validation, and test datasets. All datasets (n = 1,596 patients) were randomly
divided into training (n = 1,117), validation (n = 240) and testing (n = 239) sets in a ratio of 0.7: 0.15: 0.15.

FIGURE 2
Schematic diagram of the Meyerding classification measuring
method.
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TABLE 1 Demographics of patients were included.

Training Vaidation Testing Control date Set p-value

Data Set Data Set Data Set

No.of patients 1,117 (60.87) 240 (13.08) 239 (13.02) 239 (13.02) -

Age 58 (51–66) 60 (52–67) 59 (51–67) 59 (51–67) 0.724

Male 324 (29.01) 60 (25.00) 67 (28.15) 64 (26.78) 0.776

No. of annotations 1,242 (69.78) 263 (14.78) 275 (15.45) - -

Data are presented as n (%) or median (IQR).

FIGURE 3
Faster R-CNN network structure for lumbar spondylolisthesis detection.

FIGURE 4
RetinaNet network structure for lumbar spondylolisthesis detection.
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DL model architecture and implementation

Two DL detection models, Faster R-CNN (Ren et al., 2017)
and RetinaNet (Lin et al., 2017), were selected for research. Faster
R-CNN is a typical algorithm in the two-stage object detection
model, which mainly includes four parts: Conv Layers, Region
Proposal Networks (RPN), RoI Pooling and Classifier (Figure 3).
Faster RCNN has integrated feature extraction, a region proposal,
bounding box regression (rect refine), and classification into one
network, which greatly improves the overall performance,
especially in terms of detection speed. RetinaNet is a one-stage
high-accuracy deep learning algorithm that uses a Feature
Pyramid Network (FPN) chelation on CNN as its backbone
network. It attaches two sub-networks respectively for anchor
box regression and classification for each level to achieve accurate
recognition of location information and object detection
(Figure 4).

We ran the DL framework-pytorch on the Ubuntu
16.04 operation system (http://www.ubuntu.com) with an
NVIDIA V100 GPU (CUDA 10.2 and cuDNN 7.6.5) (http://
developer.nvidia.com), 32 GB VRAM.

Non-maximum suppression (NMS)

The above model might predict many overlapping bounding
boxes, and we used NMS to select the best one from multiple
overlapping predicted bounding boxes. NMS is a post-processing
method. For multiple overlapping detection boxes, NMS sorts all the
detection results according to the score from high to low, keeps the
box with the highest score, and deletes the rest.

Model comparison and validation

In order to objectively evaluate the classification performance of
Faster R-CNN and Retina, images in the testing set were used to
evaluate the classification accuracy of the two models after training.
By drawing the PR curve and calculating the AP value and the three
evaluation indicators (precision, recall rate and F1-score), we
obtained the performance difference of two models in
classification. These indicators were presented in detail in the
Supplementary Material.

Furthermore, to validate the performance of the DL models in
images without spondylolisthesis, lateral lumbar radiographs of
239 subjects (diagnosed with lumbar muscle strain or
intervertebral disc herniation) without spondylolisthesis were
added as a control group, and the number of false positives (FPs)
in the control group was calculated.

Comparison of results of DL models and
professional physicians

To compare the difference in diagnosing spondylolisthesis by
DL algorithms and doctors, we set up a group of six doctors, and
compared their results with those of the DL model. The six
doctors in this group are all orthopedic surgeons with more

than 5 years of orthopedic experience and passed the
intermediate certificate examination (none of the six doctors
were involved in diagnosis or labeling). We recorded the
precision, sensitivity, F1-score, and the diagnosis time of the
doctor group. Four weeks later, the diagnostic test of the doctor
group assisted by AI was carried out, in which the images were
shuffled.

Since each lateral lumbar radiograph may have multiple
locations of lumbar spondylolisthesis while generally more parts
are normal, receiver operating characteristic (ROC) curves and
specificities are not applicable here. Setio et al. (2017) show that
free-reaction ROC (fROC) allows multiple lesions and normal sites
to appear on one image, so we used a fROC curve to analyze the
sensitivity and average FPs of the CNN model to the independent
test set, and the curve covered the points of six non-AI-assisted
physician diagnosis results and six AI-assisted physician diagnosis
results.

Compare the detection effect of imageswith
different resolutions

To study the impact of resolution on detection of lumbar
spondylolisthesis, we used images with different resolutions for
detection and plotted corresponding fROC curves.

Statistical analysis

Continuous variables were presented as median [interquartile
range (IQR)]. Categorical variables were expressed by counts
and percentages. For the comparison of baseline characteristics
among different data sets, the ANOVA test was used for
continuous variables and χ2 test was used for categorical
variables. Precision, recall, F1-score, TP, FN, and FP were
selected as diagnostic performances, and the corresponding 95%
confidence intervals were estimated using bootstrapping with
1,000 bootstraps. The paired-samples t-test was used to
compare diagnostic performances of Faster R-CNN and
RetinaNet. The Mann-Whitney was used to compare diagnostic
performances of doctors with or without AI assistance. The
Student’s t-test was used to compare diagnostic performances of
Faster R-CNN and doctors without AI assistance. The
bootstrapping were performed using packages “boot” of R 4.1.2
(The R Foundation for Statistical Computing, Vienna, Austria).
Other statistical analyses were performed using SAS Statistics
software (version 9.4, SAS Institute Inc., Cary, North Carolina,
USA). All statistical tests were two-sided, and p < 0.05 was
considered statistically significant.

Results

Demographic data of the included patients

There were no significant differences in age or sex between the
training, validation, testing data sets and the control group (all p >
0.05) (Table 1).
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Comparison of the DL models

The PR curves output by the two trained DL models are shown in
Figure 5, with AP of 0.966 and 0.902 for Faster R-CNN and Retina,
respectively. In terms of classification performance, Faster R-CNN
outperformedRetina in precision (0.935> 0.794), Recall (0.935> 0.771)

and F1-Score (0.935> 0.782). In the control group, FPwas unavoidable,
with FPs of 14 and 47 for the two models, respectively. Detailed results
are provided in the Supplementary Material. Therefore, FasterR
R-CNN was selected as the better model for further research.

Clinical application of the DL model

The original image was imported into the AI model and the
model automatically executed the entire procedure and produced
results with position markers and spondylolisthesis probability of
spondylolisthesis (Figure 6). The time from importing a plain film to
generating final results took approximately 0.167 s/piece on average,
while the average time the doctors group took was about 25.452 s/
piece under the same testing data set.

Comparison of diagnostic performance of
DL model and doctor group

The six points without AI assistance in the doctor group were all
near the bottom of the fROC curve, and the six points with higher
values represented diagnosis after AI assistance (Figure 7). The
doctor group had an average precision of 0.927, sensitivity of 0.892,
and F1-score of 0.910 in diagnosing spondylolisthesis. However, DL
models performed slightly better in precision and significantly better
in sensitivity and F1-Score (Table 2).

FIGURE 5
PR curves of Faster RCNN and RetinaNet. The PR curve of Faster
R-CNN can completely wrap that of RetinaNet, indicating that Faster
R-CNN is better than RetinaNet.

FIGURE 6
These results demonstrated the potential of clinical application of the DL model, with blue rectangles marking the location of spondylolisthesis and
numbers showing the probability of spondylolisthesis (A) shows detection of one spondylolisthesis and (B) shows detection of two spondylolisthesis.
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As shown in Table 3. After AI assistance, the average precision of
spondylolisthesis diagnosis in the doctor group increased by 4.8%
from 0.927 to 0.975 (p = 0.004), the average sensitivity of diagnosis
increased by 8.2% from 0.892 to 0.974 (p = 0.004), and the average
F1 score increased by 6.4% from 0.910 to 0.974.Without AI assistance
and with AI assistance, the average diagnosis time of the doctor group
was 25.452 s and 18.355 s, respectively (p = 0.004), and the average
diagnosis time of each plain X-ray film was shortened by 7.139 s with
AI assistance.

The result of images with different
resolutions

The results showed that when the resolution was reduced to
512 pixels, the detection performance decreased slightly, while a

significant decrease in detection performance occurred when the
resolution was reduced to 256 pixels (Figure 7).

Discussion

In our study, we proposed a DL-based identification and
diagnosis method for lumbar spondylolisthesis. The trained
DL model, in the independent testing set, the precision of DL
model for lumbar spondylolisthesis diagnosis was 0.935, recall
was 0.935, and F1-score was 0.935. Compared with evaluation of
attending physicians in orthopedics, the performance of the DL
model was significantly higher. With the assistance of AI, the
diagnostic performance of the doctor group has been significantly
improved.

Lumbar spondylolisthesis is one of the most common spinal
disorders, with studies showing that approximately 4%–6% of the
population suffer from spondylolisthesis and lumbar
spondylolisthesis (Fredrickson et al., 1984). Although there might
be some mild symptoms of lumbar spondylolisthesis, in most cases,
people usually do not feel it in early stages, which will lead to the
further development of the disease (Wang et al., 2017). In addition,
busy clinical work may cause doctors to make misdiagnosis and
missed diagnosis, especially for patients with slippage less than 25%,
which will seriously affect the diagnosis and treatment of lumbar
spondylolisthesis (Iguchi et al., 2002). Therefore, an efficient and
accurate automatic diagnosis system for spondylolisthesis is very
important for early diagnosis, treatment and rehabilitation of the
disease.

MRI/CT/X-rays can be used to detect spondylolisthesis, but
according to the latest guidelines, lateral lumbar radiographs are the
most appropriate non-invasive examination for spondylolisthesis,
especially in the absence of reliable evidence. MRI is mostly used to
evaluate the neurological status of spondylolisthesis patients with

FIGURE 7
Sensitivity and average number of FPs per patient of spondylolisthesis on whole X-Ray images are shown by fROC curves. Physicians without AI
assistance (purple triangles) are near the curve, and physicians with AI assistance (red triangles) are above and to the left of the curve.

TABLE 2 Comparison of the DL and doctors.

Faster R-CNN Doctors without AI p-value

Precision 0.935 0.927 0.126

Sensitivity 0.935 0.892 < 0.001

F1-score 0.935 0.910 < 0.001

TABLE 3 Comparison of the doctors with or without AI.

Doctors without AI Doctors with AI p-value

Precision 0.927 0.975 0.004

Sensitivity 0.892 0.974 0.004

F1-score 0.910 0.974 0.004

Average Time 25.452 18.313 0.004
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spinal stenosis, and CT mostly for patients with contraindications
for MRI examination.

Early studies on AI diagnosis of spondylolisthesis primarily
concentrated on CT/MRI images, which also produced positive
outcomes. Liao et al. (2016) proposed an automated lumbar
spondylolisthesis assessment method for automatic measurement
of spondylolisthesis on CT images, and the method reached the level
of radiologists performing annotation. Yunliang et al. (2017)
developed an automatic detection system for spondylolisthesis
based on supervised learning, which had a sensitivity of 91.8%
and a specificity of 90.0% for spondylolisthesis detection on CT/
MRI images. Zhao et al. (2019) proposed a FAR network for
vertebral body detection and lumbar spondylolisthesis
classification based on MRI images, with an accuracy of 0.8933 ±
0.0276. In terms of detection of X-ray images, Giam et al. (Trinh
et al., 2022) developed LumbarNet for the detection and
segmentation of vertebral bodies, and realized the judgment of
lumbar spondylolisthesis, with an accuracy rate of 88.83%.

This study focused on the detection of spondylolisthesis in
lumbar spine radiographs. We first proposed to detect
spondylolisthesis by identifying the structure between the
posterior borders of adjacent vertebral bodies, so as to achieve
high-precision detection of spondylolisthesis on lateral lumbar
radiographs. In this study, we developed and investigated two
different types of algorithms for spondylolisthesis detection,
where Faster R-CNN showed better performance than RetinaNet
in spondylolisthesis detection. Faster R-CNN is a two-stage
algorithm with real-time performance and higher detection
accuracy, while RetinaNet is a state-of-the-art one-stage
algorithm that focuses on detection speed (Sunnetci et al., 2023;
Xu et al., 2023). Considering the high accuracy requirements by
clinical work, Faster R-CNN is more suitable for the detection of
spondylolisthesis.

Currently, mainstream target detection algorithms based on DL
are mainly divided into two-stage and single-stage. The first stage of
the two-stage algorithm works to identify candidate regions in the
target image, and the subsequent stage to classify the candidate
regions. Typical two-stage algorithms include Region-based
Convolutional Neural Network (R-CNN), Fast R-CNN and
Faster R-CNN, etc. Single-stage detection algorithms do not
include the stage of candidate region proposal generation, and
directly give class probabilities and spatial coordinates of objects.
You only look once (YOLO) and RetinaNet are typical single-stage
algorithms.

Analysis of the diagnostic results of the physician group showed
that they frequently missed multiple or minor spondylolisthesis.
However, Faster R-CNN extracts feature maps for each input image
through region proposal networks and sliding window M × N
feature maps, which leads to the algorithm being able to
accurately detect spondylolisthesis (Karako et al., 2021). And the
model can detect many mild spondylolisthesis that clinicians miss.
In addition, the diagnosis time after AI assistance is significantly
shortened. As we analyzed the network stage by stage, we found that
the proposals obtained by the first-stage RPN network of Faster
R-CNN were basically around the targets, which greatly reduced the
number of false positives in the backgrounds. This further verifies
the effectiveness of the first-stage network training. When these
proposals are sent into the second-stage network, they can be

regarded as weak priors and further refined in the second stage
network. We found that our algorithm was able to eliminate close
false positives in the second stage and further facilitate the
performance of our network.

For the detection of images with different resolutions, when the
resolution is reduced to 512, the detection effect slightly decreases,
and when further reduced to 256, the detection effect significantly
decreases. This may be in lateral lumbar spine images, the structure
between vertebrae is a small target relative to the entire image. If the
image resolution is lowered, information may be lost, making it
difficult to fully reflect vertebral features and leading to a decrease in
detection performance.

In detection, missed diagnosis is inevitable. When analyzing the
images of missed diagnosis, we found that severe lumbar
spondylolisthesis, especially those with the grade greater than 4,
are prone to be missed. This may be because most patients only have
mild to moderate lumbar spondylolisthesis, and the number of
patients with severe lumbar spondylolisthesis is relatively small.
During the training process, algorithms may not be able to fully
learn about particularly severe lumbar spondylolisthesis. However,
in actual clinical work, this type of severe lumbar spondylolisthesis is
rarely missed because its degree of slippage is severe and obvious on
plain films. This suggests that we need to collect more data to
improve algorithm performance.

This study still has some limitations. First, the DL algorithm is
designed to detect lumbar spondylolisthesis, but since it would be
affected by the shape of the vertebral body, especially the shape of
the posterior edge of the vertebral body, cases with a medical
history of fractures, tumors, osteomyelitis, and internal fixation
operations are excluded. Therefore, users should consider this
major limitation. Second, this model can only identify whether
there is spondylolisthesis on the lateral lumbar spine radiograph,
but the type of spondylolisthesis (true spondylolisthesis,
pseudospondylolisthesis, or degenerative spondylolisthesis) still
needs to be comprehensively analyzed by the doctor based on
the patient’s medical history and other image details and data.
Third, the basic diagnostic data was mainly analyzed and assessed
by an orthopedist and a radiologist who specialized in the spine.
The limited number of specialists involved may compromise the
reliability of the DL models’ performance. If more experienced
doctors participate in diagnosis and labeling, human bias can be
effectively reduced, thereby improving research validity. Finally,
although we have used data from three hospitals and the amount of
data is large enough, and the training effect is good, it is still not
enough for a mature and excellent algorithm. Therefore, in the
future, we will collect more data from hospitals and establish larger
multi-center databases and external validation sets to further
improve algorithm performance.

Although these factors indicate that there is room for further
investigation, we believe that the rigor and standards we
demonstrated for the research ensured its value and the overall
results deserve full consideration. If the performance of the
algorithms we proposed can be validated by others, this fast and
accurate model has great potential to assist doctors in emergency
rooms, and outpatient and inpatient clinics. Besides, in areas with
limited resources and a shortage of medical professionals, this model
could provide spondylolisthesis prediagnosis from readily available
X-ray images.
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Conclusion

We developed a DL model to diagnose and locate lumbar
intervertebral position of spondylolisthesis. Compared with the
orthopedic surgeons, the DL model showed significant
advantages in the diagnostic accuracy and speed of lumbar
spondylolisthesis. The results proved that our approach is feasible
and demonstrated the excellent performance of the DL model in the
diagnosis of lumbar spondylolisthesis. This technology is expected
to become a second expert, assisting clinicians to improve the
accuracy of lumbar spondylolisthesis diagnosis and properly
reduce the frontline doctors’ workloads.
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Objective: The purpose of this study was to obtain the stress-strain of the cervical
spine structure during the simulated manipulation of the oblique pulling
manipulation and the cervical rotation-traction manipulation in order to
compare the mechanical mechanism of the two manipulations.

Methods: A motion capture system was used to record the key kinematic
parameters of operating the two manipulations. At the same time, a three-
dimensional finite element model of the C0-T1 full healthy cervical spine was
established, and the key kinematic parameters were loaded onto the finite
element model in steps to analyze and simulate the detailed process of the
operation of the two manipulations.

Results: A detailed finite element model of the whole cervical spine including
spinal nerve roots was established, and the validity of this 3D finite element model
was verified. During the stepwise simulation of the two cervical spine rotation
manipulations to the right, the disc (including the annulus fibrosus and nucleus
pulposus) and facet joints stresses and displacements were greater in the oblique
pulling manipulation group than in the cervical rotation-traction manipulation
group, while the spinal cord and nerve root stresses were greater in the cervical
rotation-traction manipulation group than in the oblique pulling manipulation
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group. The spinal cord and nerve root stresses in the cervical rotation-traction
manipulation group were mainly concentrated in the C4/5 and C5/6 segments.

Conclusion: The oblique pulling manipulation may be more appropriate for the
treatment of cervical spondylotic radiculopathy, while cervical rotation-traction
manipulation is more appropriate for the treatment of cervical spondylosis of
cervical type. Clinicians should select cervical rotation manipulations for
different types of cervical spondylosis according to the patient’s symptoms and
needs.

KEYWORDS

motion capture, finite element analysis, cervical rotation manipulation, oblique pulling
manipulation, cervical rotation-traction manipulation, biomechanics

1 Introduction

Cervical spine rotation manipulation including cervical rotation
manipulation and oblique pulling manipulation is one of the
methods recommended by clinical guidelines when no
compression symptoms are present and neck pain symptoms are
grade I-II and last for &3 months (Côté et al., 2016). Cervical
spondylotic radiculopathy is caused by unilateral or bilateral spinal
nerve root irritation or compression, which manifests as sensory,
motor and reflex disorders consistent with the distribution area of
spinal nerve roots. There are clinical retrospective and prospective
studies and meta-analyses showing that manipulation characterized
by high speed and low amplitude cervical rotation thurst can rapidly
relieve the radicular symptoms of cervical spondylotic radiculopathy
by enlarging the intervertebral foramen volume and releasing the
adhesions around the nerve roots and joints to a certain extent
(Chang et al., 2022; Childress and Becker, 2016; Groisman et al.,
2020; Kuligowski et al., 2021; Romeo et al., 2018; Thoomes, 2016;
Zhu et al., 2016). Although cervical spine rotation manipulation is
widely used and accepted, the effectiveness of this technique is still
controversial in clinical practice. There are also many reports in the
literature of adverse reactions to cervical spine rotation
manipulation in the treatment of cervical spondylotic
radiculopathy, such as aggravation of cervical disc herniation,
injury to spinal nerve roots and aortic entrapment, and stroke
(Birkett et al., 2020; Kranenburg et al., 2017; Moser et al., 2019;
Swait and Finch, 2017). This may be due to the fact that the
biomechanical mechanism of the manipulation is still unclear.

The main research methods for cervical spine biomechanics are
in vitromodels and in vivomodels. The cadaver specimens has good
human representation and can provide practical and reliable model
support for cervical spine biomechanical studies, but human
specimens are difficult to obtain due to the constraints of
medical ethics and traditional morality. Human in vivo models
are limited in their application due to the strong restrictions of
medical ethics (Cho et al., 2022; Kauther et al., 2014). In recent years,
with the development of science and technology, the emergence of
computer simulation technology and finite element analysis
methods has provided brand new research methods and
techniques for cervical spine biomechanics research
(Purushothaman and Yoganandan, 2022; Rong et al., 2017). The
application of finite element analysis methods in cervical spine
biomechanics refers to the application of imaging and
mathematical methods to restore the structural morphology of

the cervical spine, define the loading boundary conditions and
additional material properties. And the effect on the mechanical
properties of the cervical spine structure is observed by changing the
parameters and compared with the mechanical properties of the
cervical spine in the physiological state, so as to explain the effect of
the pathological process on the mechanical properties of the cervical
spine. Finite element analysis allows for more accurate simulation of
subtle morphological changes in the external and internal structures
of tissues in response to mechanical forces and can be reused, greatly
reducing research costs. The advent of 3D finite element models of
cervical discs provides a new approach to the mechanistic study and
therapeutic evaluation of spine-related diseases (Cao et al., 2021;
Frantsuzov et al., 2023; Komeili et al., 2021; Rycman et al., 2021;
Vedantam et al., 2023; Xu et al., 2022; Yang et al., 2022).

Therefore, the purpose of this study is to simulate the whole
cervical spine structure, and the use of motion capture combined
with 3D finite element model can further reveal the mechanical state
of these two manipulations applied to the cervical spine, the changes
of force conduction within the cervical spine and the changes of the
spatial structure of the cervical spine caused by the force, which is
beneficial to the study of the mechanism of the mechanical action of
the manipulation.

2 Materials and methods

2.1 Acquisition of kinematic parameters for
two manipulations

A total of 48 volunteers (20 women and 28 men) aged from 24 to
30 years old, who had no pathological changes after X-ray
examination, were selected. They were randomly divided into the
group of the oblique pulling manipulation and the group of the
rotation–traction manipulation. A total of 24 subjects were in each
group. The motion capture system and Visual 3D software were
used to obtain and analyse kinematic parameters. After volunteers
put on straitjackets and caps, 13 special marker points were placed in
the head and trunk to establish three-dimensional models. The
specific positions were as follows (as shown in Figure 1): five marker
points were on the head (one point each on the bilateral temporal
regions, one point on the forehead, one point on the vertex, and one
point on the occipital region), four points on the shoulder and neck
(one point each on the bilateral acromions and one point each on the
midline bilateral clavicles), and a four points on the trunk (one point
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each on the bilateral pectoralis major muscles, one point under the
xiphoid, and one point on the upper abdomen). The kinematic
parameters of two cervical rotation manipulations have been
obtained in our preliminary study (Huang et al., 2021). The
schematic diagram is shown in Figure 1.

2.2 FE modeling

A healthy Chinese male volunteer (age 28 years, height 172 cm,
body weight 65 kg) was recruited for this study. The subject’s skull and
vertical spine were scanned using a 64-row spiral CT scanner
(SOMATOM Definition AS +, Siemens, Germany). A total of
289 CT slices were acquired, layer thickness 1.25 mm, interval
0.625 mm, field of view: 350 mm. The study was reviewed by the
Medical Ethics Committee of Southern Hospital of Southern Medical
University and volunteers signed an informed consent form
(permission number:1,date:2022-01-02).

A detailed three-dimensional (3D) nonlinear finite element
model of the complete Skull and C1-T1 spine was created from
cross-sectional CT images. The DICOM format image file was
read using the medical 3D reconstruction software Mimics
20.0 software (Belgium Materialise company). The bone tissue
was segmented by different thresholds of bone tissue and soft
tissue, and then the cranial and C0-T1 vertebrae information was
extracted by threshold segmentation, erasure and filling
functions. The vertebral bone connecting parts of each
segment were manually separated and cavity filling was
performed. Finally, the edited mask is 3D transformed to
generate the cranial and C0-T1 vertebral facet network
models. The models were exported as point cloud format files
from Mimics 20.0 software and imported into Geomagic Studio
12.0 (USA Geomagic company) reverse engineering software.
Smoothly process the vertebral models and use the surface
function to generate geometric solids from the respective
vertebral models and export them as stp files. The cervical

C1-T1 vertebrae model was then imported into Solidwords
2015 (France, Dassault Company) to compose the assembly,
and the cortical bone, fibrous ring, nucleus pulposus, spinal
cord, nerve roots, cartilage endplates, synovial articular
cartilage and ligaments were modeled on the basis of the C1-
T1 vertebrae contour. The occipital bone is connected to
C1 through the atlanto-occipital joint. The vertebral body
consists of entities such as cortical and cancellous bones and
upper and lower cartilage endplates (Mo et al., 2014; Mo et al.,
2015). The thickness of the cartilage layer of the facet joint was
assumed to be 0.2 mm. The intervertebral disc is a continuous
structure containing the nucleus pulposus and the fibrous ring.
The nucleus pulposus is located in the central posterior position
of the disc and accounts for 43% of the disc volume, while the
annulus fibrosus accounts for 57% of the disc volume (Denozière
and Ku, 2006). The annulus fibrosus is further divided into the
annulus fibrosus matrix and the annulus fibrosus fibers, where
the volume of fibers of the annulus fibrosus accounts for about
19% of the volume of the annulus fibrosus (Kim et al., 2013). The
parallel fiber structures are embedded in the annulus fibrosus
matrix, and each layer of the matrix contains two layers of
intersecting fibers, with the fibers crossing at an angle of
about 15–45° to the horizontal plane. In the radial direction,
four double cross-linked fiber layers are defined, which are
bounded by a ring matrix and two end plates. In addition, the
elastic strength of these fibers decreases proportionally from the
outermost layer (550 MPa) to the innermost layer (358 MPa).
The articular surfaces of facet joint were modeled using surface-
to-surface contact elements combined with a penalty algorithm
with a normal contact stiffness of 200 N/mm and a friction
coefficient of 0. The thickness of the cartilage layer of the
facet joint was assumed to be 0.2 mm. The initial gap between
the cartilage layers is assumed to be 0.5 mm. The cartilage was
assumed to be isotropic linear elastic with a Young’s modulus of
35 MPa and a Poisson’s ratio of 0.4 (Schmidt et al., 2012; Shirazi-
Adl, 1991). The ligaments of the 3D finite element model include
anterior atlanto-occipital membrane (AAOM), posterior atlanto-
occipital membrane (PAOM), cruciate ligamentum vertical
portion (CLV), alar ligament (AP), apical ligament (AL),
membranae tectoria (TM), the anterior longitudinal ligament
(ALL), posterior longitudinal ligament (PLL), capsular ligament
(CL), flaval ligament (FL), interspinous ligament (ISL),
supraspinous ligament (SSL), and transverse ligament (TL)
with the suggested insertion site (Lafage et al., 2008). The FE
model of the spinal cord consists of white matter, gray matter,
dura mater, cerebrospinal fluid, epidural and intradural nerve
roots, and Denticulate ligaments (DLS). The spinal cord is free at
the upper end, fixed as the lower endplate of the C7 vertebra at
the lower end. In the finite element model, a frictionless contact
between the spinal cord and nerve roots and the vertebrae is set
up, which is a nonlinear contact that can produce sliding in both
the tangential and normal directions of the contact surface. If the
vertebrae touch the spinal cord during anterior and posterior
flexion and extension or lateral flexion or rotation, the contact
takes effect immediately and the vertebrae compress the spinal
cord, generating sliding in the tangential direction while
interacting with each other in the normal direction
(Khuyagbaatar et al., 2016). The geometry of the cervical

FIGURE 1
Mechanical parameters of the cervical rotation manipulation
obtained with motion capture monitoring.
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medulla was established by quantitative measurements of the
human spinal cord (Khuyagbaatar et al., 2016). The dura was
placed at a distance of approximately 2.5 mm from the spinal
cord, as the cerebrospinal fluid layer in the human cervical spine
was experimentally shown to occur at a distance of 1.5–4.0 mm
(Kameyama et al., 1996). Nerve roots were modeled based on a
microsurgical anatomical study (Alleyne et al., 1998), where the
nerve roots consisted of an extradural and intradural portion.
The extradural nerve root was simplified into two different
materials of outer layer wrapped around the inner layer of the
column-shaped body, where the outer layer adopts an elastic
modulus of 80 MPa, poisson’s ratio of 0.49, and the inner layer of
1.3 MPa, poisson’s ratio of 0.3. The solid186 cell was used for its
hexahedral meshing with a mesh size of 1 mm. The inner and
outer layers of the cell are connected with a common node. The
nerve root was connected to the dura mater using bound contact
connection. Meanwhile, through the apdl command flow
insertion function of the ansys workbench software, the
command to mesh the intradural nerve root before and after
using the spring unit combin39 and assigning the characteristic
nonlinear force-displacement curve that can be stretched only is
prepared, and the command is executed when waiting for the
subsequent calculation (Singh et al., 2006). The DLS was modeled
at each spinal level as 22 triangular extensions that connect
laterally from the spinal cord to the dura mater (Ceylan et al.,
2012). Fluid elements were modeled as Eulerian elements, which
are arbitrary cubic sets of elements that completely encompass
the fluid material region during the analysis. The volume between
the dural sheath and the cord was filled with Eulerian material
and the interaction between the fluid material and the solid was
studied by Eulerian-Lagrangian analysis using Ansys Workbench
18.0 (USA, Ansys Company) (Bloomfield et al., 1998). The dura
and epidural nerve roots were assumed to represent a single
tangential modulus from the experimental study

(Bloomfield et al., 1998). The intradural nerve roots and DLS
are represented by purely tensile spring elements with nonlinear
force-strain relationships. The material properties of
cerebrospinal fluid were demonstrated using Newtonian fluids
characterized by the viscosity of the cerebrospinal fluid. The
above models were imported in the finite element analysis
software Ansys Workbench 18.0 for assembly, material
property assignment, interrelationship definition, and
meshing, with the fiber ring fibers and ligaments defined as
subject to tensile forces only without pressure or shear (as
shown in Figure 2) (Khuyagbaatar et al., 2017). The material
properties were defined as linear, homogeneous, and isotropic,
and the constructed model was assigned with the material
properties shown in Table 1.

2.3 Model validation

To verify the finite element model of C1-C7, the lower end plate
of C7 was fixed and then applied a pure moment of 1.5 Nm at the
level of C0 (Lee et al., 2011). Based on previous studies, the range of
motion (ROM) was compared with the results of the experimental
analysis study by Panjabi et al. (Panjabi et al., 2001) and other
experiments (Wang et al., 2017; Zhang et al., 2006) under the
respective loading conditions to assess the validity of the cervical
spine finite element model (As shown in Figure 3). In general, the
validation results will be accepted as good agreement when the
calculated ROM values are within ±1 standard deviation of the mean
of the in vitro measurements. Five mesh sizes of 0.5mm/1mm/2/
mm/3mm/5 mm were used as mesh convergence tests, and it was
found that when the mesh was 0.5 mm and 1mm, the difference in
tissue stresses such as vertebral body and intervertebral disc was
within 5%, while the difference in time was several times (as shown
in Figure 3D). Combining the computational accuracy and

FIGURE 2
Full cervical spine finite element model, including detailed structures of the intervertebral discs, facet joints, spinal cord and nerve roots.
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efficiency, 1 mmwas chosen as the mesh size for this study, resulting
in 446,263 nodes and 226,402 cells.

2.4 Manipulation stimulation

Then we loaded the key kinematic parameters of the two cervical
rotation manipulations previously obtained by monitoring the
volunteers using motion capture equipment onto the validated
3D finite element model in a stepwise manner (As shown in
Figure 4). The X-axis represents the frontal axis, the Y-axis
represents the sagittal axis, and the Z-axis represents the vertical
axis. After fixing the lower endplate of T1, the sequence of
mechanical loading steps for the simulated CSM were as follows.

2.4.1 The cervical rotation-traction manipulation
(1) Apply 7.5N·m bending angular displacement to the mandible

around the X-axis direction, simulate forward flexion.
(2) Keep 7.5N·m bending angular displacement around the X-axis

direction, while in the same time 7.5N·m bending angular
displacement around theZ-direction, simulate the rotation to the right.

(3) On the basis of keeping steps 1 and 2, then apply 150N in the Z
direction for 5s to simulate a vertical upward force applied to the
fixed mandible.

(4) On the basis of the first three steps, rotate the mandible around
the X-axis by 2.142° for 0.25s to simulate the wrenching process
of the cervical rotation-traction manipulation.

2.4.2 The oblique pulling manipulation
(1) Apply 7.5N·m bending angular displacement to the mandible

around the X-axis direction, simulate forward flexion.
(2) Keep 7.5N·m bending angular displacement around the X-axis

direction, while in the same time 7.5N·m bending angular
displacement around the Z-direction, simulate the rotation to
the right.

(3) On the basis of keeping steps 1 and 2, then apply 150N in the Z
direction for 5s to simulate a vertical upward force applied to the
fixed mandible.

(4) Establish a local coordinate system. Let the new X-axis be 45°

from both X-axis and Z-axis under the original whole, and then
apply an angular displacement of 5.735° along the new X-axis.
Simulate the thurst process of the oblique pulling manipulation.

TABLE 1 Material properties of the full cervical spine finite element model.

Component Element type Young’s modulus (MPa) Poisson’s ratio Cross-sectional area (mm2)

Vertebral cortical bone Tetra element 12,000 0.29 -

Vertebral cancellous bone Tetra element 450 0.29 -

Posterior vertebral structures Tetra element 3,500 0.29 -

Endplate Tetra element 500 0.4 -

Nucleus pulposus Tetrahedron 1 0.49 -

Annulus (ground substance) Tetrahedron 3.4 0.4 -

Annulus fiber Tension-only elasticity 358–550 0.30 -

AAOM Tension rod unit 10 0.3 6.0

PAOM Tension rod unit 1.5 0.3 5.0

CLV Tension rod unit 10 0.3 5.0

AP Tension rod unit 10 0.3 5.0

AL Tension rod unit 5 0.3 22.0

TM Tension rod unit 10 0.3 6.0

ALL Tension rod unit 10 0.3 6.0

PLL Tension rod unit 10 0.3 5.0

LF Tension rod unit 1.5 0.3 5.0

ISL Tension rod unit 1.5 0.3 10

TL Tension rod unit 1.5 0.3 10

SSL Tension rod unit 1.5 0.3 5

CL Tension rod unit 10 0.3 46

White matter Tetra element 0.004 0.499 -

Gray matter Hex element 0.0041 0.499 -

Dura mater Tetra element 80 0.49 -
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FIGURE 3
Validation of the Full cervical spine finite element model. (A) Flexion-Extension range of motion. (B) Lateral bending range of motion. (C) Axail
rotation range of motion. (D) Mesh convergence test.

FIGURE 4
Boundary condition loading diagram for two manipulations. (A) The cervical rotation-traction manipulation. (B) The oblique pulling manipulation.
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The boundary conditions that we initially wanted to use in this
study were the data obtained from the pre-motion capture at each
step. However, in the actual action, flexion can reach more than 15°

and the rotation can reach more than 60°, but the finite element
model simply cannot converge if it is loaded as it is. So we used the
moments from the validated finite element model to simulate flexion
and rotation, the upward force at step 3 and the thurst angular
displacements at the last step of thursting were those obtained by
motion capture.

3 Results

In the validation part of the model, this model was compared
with cadaveric experiments and finite element experiments with
a similar loading range, and there was a relatively good
agreement between our experimental data and the reference
data. During the stepwise simulation of the cervical rotation
manipulation, the stresses in the annular fibrosus from C2/3 to
C7/T1 during the oblique pulling manipulation were greater
than those of the cervical rotation-traction manipulation. In
addition, stresses of annular fibrosus increased gradually with
increasing segment for both manipulations of thrusting (As
shown in Figure 5A). The stress in the nucleus pulposus from

C2/3 to C7/T1 in the oblique pulling manipulation was greater
than that in the cervical rotation-traction manipulation, and the
maximum stress in the nucleus pulposus for both manipulations
occurred in the C5/6 segment (As shown in Figure 5B). Both
manipulations simulated in this study were thursted to the right
side. For the nerve roots, the overall stress on the nerve roots on
both the left and right sides of the cervical rotation-traction
manipulation is greater than that of the oblique pulling
manipulation (As shown in Figures 5C, D). The spinal stress
in the cervical rotation-traction manipulation group was also
greater than that in oblique pulling manipulation group. The
spinal cord and nerve root stresses of the cervical rotation-
traction manipulation are concentrated in the C4/5 and C5/
6 segments. The overall stress and displacement of the disc from
C1/2 to C7/T1 during the oblique pulling manipulation were
greater than those of the cervical rotation-traction
manipulation, but the stress gradually increased with segment
and the displacement gradually decreased with segment (As
shown in Figures 5E, F). The stresses on the facet joints were
free on the right side during the thursting process to the right,
and there was no stress. As for the stresses in the left facet joints,
oblique pulling manipulation group was greater than the cervical
rotation-traction manipulation in every segment (As shown in
Figure 5G). The stress pattern (Figure 6) shows that the fibrous

FIGURE 5
Stress-strain statistics of each structure. (A) Von-Mises Stress of the annular fibrosus. (B) Von-Mises Stress of the nucleus pulposus. (C) Von-Mises
Stress of the left nerve foot. (D) Von-Mises Stress of the right nerve foot. (E) Von-Mises Stress of the intervertebral disc. (F) Displacement of the
intervertebral disc. (G) Von-Mises Stress of the facet joint.
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ring, nucleus pulposus, and facet joint stresses are greater in the
oblique pulling manipulation group than in the cervical
rotation-traction manipulation. When thursting to the right,

overall, the spinal cord and nerve root stresses on both sides were
greater in the cervical rotation-traction manipulation than in the
oblique pulling manipulation as shown in the Figure 7.

FIGURE 6
Stress-strain patterns of the intervertebral disc and facet joints under twomanipulation simulations. (A) The von-mises stress of the annular fibrosus
in the cervical rotation-traction manipulation. (B) The von-mises stress of the annular fibrosus in the oblique pulling manipulation. (C) The von-mises
stress of the nucleus pulposus in the cervical rotation-traction manipulation. (D) The von-mises stress of the nucleus pulposus in the oblique pulling
manipulation. (E) The von-mises stress of the intervertebral disc in the cervical rotation-traction manipulation. (F) The von-mises stress of the
intervertebral disc in the oblique pulling manipulation. (G) The von-mises Stress of the facet joint in the cervical rotation-traction manipulation. (H) The
von-mises stress of the facet joint in the oblique pulling manipulation.

FIGURE 7
Stress-strain patterns of the spinal cord and nerve roots under two manipulation simulations. (A) The von-mises stress of the nerve roots in the
cervical rotation-traction manipulation. (B) The von-mises stress of the nerve roots in the oblique pulling manipulation. (C) The von-mises stress of the
spinal cord in the cervical rotation-traction manipulation. (D) The von-mises stress of the spinal cord in the oblique pulling manipulation.
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4 Discussion

In this study, the kinematic data obtained from the motion
capture were loaded onto a finite element model as boundary
conditions to simulate two non-point rotational manipulations,
and the stress-strain of the structures of the cervical spine during
the thursting of the two manipulations was obtained to analyze
the biomechanical mechanism of the two manipulations. The
cervical spine non-fixed rotation technique has no fixed point on
the cervical spine, and thursts the patient’s head to transmit force
to the cervical spine to achieve the therapeutic effect. Both the
oblique pulling manipulation and cervical rotation-traction
manipulation are non-point rotational manipulations. The
non-point rotational manipulations of treatment achieves a
therapeutic effect by eliminating facet joint disorders,
eliminating abnormal concentrated stresses and correcting
force lines so that the imbalance of the cervical spine can be
improved (Lin et al., 2012). However, inappropriate thurst forces
can directly cause microdamage to the structures surrounding the
cervical spine, affecting the physiological homeostasis of the
relevant tissues and cells and their functions, leading to disc
degeneration and forming a vicious circle. Previously, we
obtained kinematic parameters for operating two cervical
spine rotation manipulations under motion capture
monitoring and compared parameters such as angular
displacement of the thursting of the two manipulations.
However, motion capture can not quantify the stress-strain of
the internal structures of the cervical spine (spinal nerve roots,
intervertebral discs, facet joints, etc.). In order to analyze the
biomechanical mechanisms of action of the manipulations, we
loaded the kinematic parameters obtained from motion capture
as boundary conditions onto the 3D finite element model in steps.
By cross-applying finite element analysis, motion capture and
mechanical measurement techniques, digital simulation of the
manipulative treatment process can be realized to make up for
the shortcomings of traditional research. In this way, the
biomechanical mechanisms of action of the two cervical spine
rotation maneuvers in the treatment of cervical spondylotic
radiculopathy were compared.

4.1 The stress and displacement of the
intervertebral disc and facet joints are
greater with the oblique pulling
manipulation than with the cervical
rotation-traction manipulation

Under normal conditions, the nucleus pulposus converts the
stresses into pressure on the endplate and tension on the fiber
ring by deformation, thus dispersing the stresses. The greater the
stress in the nucleus pulposus, the more pronounced the
tendency to expand outward through deformation, and the
greater the tension on the fibrous ring (Vergroesen et al.,
2015). Increased shear stress in the annulus fibrous indicates
an increased risk of annulus fibrous tearing (Farshad-Amacker
et al., 2014). When there is a tear in the annulus fibrosus, the
nucleus pulposus moves along the torn fissure in the annulus
fibrosus, resulting in a decrease in intramedullary pressure and

disc height (Sharma et al., 2009). At this time, the intervertebral
disc stress situation is changed, so that the stress is mainly
concentrated in the annulus fibrosus, which is less tolerant to
stress, and under the stimulation of larger stress or repeated
stress, it will aggravate further damage to the annulus fibrosus,
and even cause the nucleus pulposus to protrude and compress
the nerve root, causing radicular pain. Both manipulations are
done in a forward-flexed position, and rotation to the healthy side
can produce a greater displacement of the affected disc to the
front, which is conducive to the release of nerve root adhesions
and decompression. Although the oblique pulling manipulation
produced greater displacement of the disc, it also produced
greater stress, suggesting a higher risk of injury to the disc
from the manipulation. The facet joints play an important role
in sharing the disc load and limiting axial rotation. When the
spine does rotational movements, the facet joints on one side
separate from each other and squeeze each other, on the other
side, acting as a block (Huang et al., 2018; Weng et al., 2022). If
the rotation is too large, it may increase the blocking stress on the
small joints and weaken the ability of the small joints to limit
intervertebral rotation, and axial rotation may damage the
annulus fibrosus and make the disc more likely to protrude
(Huang et al., 2020). In summary, we concluded that the risk
of injury to the intervertebral disc and facet joints is higher with
the oblique pulling manipulation compared with the cervical
rotation-traction manipulation. This is consistent with our
previous findings, in which the angular displacement
amplitude of the two cervical spine rotational manipulations
was measured by a motion capture system, resulting in a
greater thurst amplitude for the oblique pulling manipulation
than for the cervical rotation-traction manipulation. The greater
amplitude of thurst, the greater stress and displacement of the
disc and facet joints.

4.2 The stress on the spinal cord and nerve
roots is greater with the cervical rotation-
traction manipulation than with the oblique
pulling manipulation

We also found an interesting phenomenon: the spinal cord and
nerve root stresses in the cervical rotation-traction manipulation group
were concentrated in C5. This can probably be attributed to the
anatomical characteristics of the C5 nerve root. Sakaura et al. (2003)
and Kim et al. (2014) found that C4 and 5 segments are more anteriorly
convex than other segments, so C5 nerve roots are shorter and less free
than other segments, and they are easily stretched during the thurst
process, resulting in higher tension. The physiological curvature of the
normal human cervical spine is a forward C-shape, and the point of the
physiological curvature is located at C4 or C5, which is also the “nerve
tether theory” that C5 nerve root paralysis is likely to occur after
vertebroplasty. The cervical rotation-traction manipulation is mainly
lifting and pulling, which may aggravate the nerve root compression
and increase the tension of the nerve root, causing a series of symptoms
in the innervated area of the nerve root being compressed. In contrast,
oblique pulling manipulation has a larger thursting range and is mainly
rotational, which may help to release the adhesions of the nerve roots
and relieve the compression.
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4.3 Analysis of the biomechanical
mechanisms of the two manipulations

The non-fixed cervical spine rotation technique acts on the
head through the compound moment of forward flexion plus
rotation and instantaneous thursting. The key to its operation is
to slowly rotate the cervical spine to the maximum angle while
pulling it upward to reach elastic fixation, and then instantly and
gently force fully rotate it, thus thursting each segment of the
cervical spine from top to bottom. Elastic fixation means that
after the patient is actively rotated to the limit, the operator then
helps the patient to passively rotate to the limit to achieve an
elastic fixed position. Cervical spondylotic radiculopathy is
caused by unilateral or bilateral spinal nerve root stimulation
or compression, and the patient mainly produces radiculopathic
symptoms, so the main treatment is to relieve nerve root
compression and reduce nerve root inflammation. The oblique
pulling manipulation is more suitable for the treatment of
radiculopathy because it allows greater displacement of the
intervertebral disc forward, which is more conducive to
relieving nerve root compression. Cervical spondylosis of
cervical type is mainly due to degeneration of the nucleus
pulposus (NPs) and increased pressure in the NPs, and
patients mainly have axial neck pain rather than radicular
symptoms. The main steps of the cervical rotation-traction
manipulation include extraction and traction, which helps to
reduce the pressure on the nucleus pulposus and relieve axial
neck pain. Although there is a risk of C4 and C5 nerve root
pulling, cervical spondylosis of cervical type does not have
radicular symptoms, so the cervical rotation-traction
manipulation is more suitable for the treatment of cervical
spondylosis of cervical type.

Meanwhile, we compared the obtained stresses and strains
in each segment of the disc with the literature. Casaroli et al.
(2017a) reported that in the human disc, the stresses in the disc
were up to 0.44 MPa in lateral bending, 0.57 MPa in axial
rotation, 0.62 MPa in posterior extension and 0.71 MPa in
anterior Casaroli et al. (2017b) concluded that an axial
stress of 12 MPa would result in disc failure, i.e., yield stress
of the disc, while an axial stress of 4 MPa would not produce
any damage. Our finite element model obtained disc stress
intervals between 0.023-0.064 MPa and 0.069–0.267 MPa for
the spin-lift and tilt-plate maneuvers, respectively, which do
not reach the threshold of disc damage, and although the stress
on the disc for the tilt-plate maneuver is greater than that for
the spin-lift maneuver, neither exceeds the threshold of
damage and both are safer cervical rotation Both are safe
cervical rotation techniques. We also compared with the
effective strain threshold for fibrous annulus disruption
(0.4–0.6) reported by Werbner et al. (2017), and both
maneuvers were below the injury threshold and did not
produce AF failure.

4.4 Limitation

The present study still has some limitations. First of all, define
spine material properties as homogeneous, linear and isotropic,

with some differences from the real human body. However, there
were two reasons for considering the use of linear materials at
that time. One was that we thought that the difference between
linear and nonlinear was smaller in the range of mechanical
activities. The other point is because the calculation is much more
difficult after using nonlinearity, and sometimes even non-
convergence occurs. Secondly, A 3D finite element model of a
healthy volunteer was used as the study subject, which failed to
simulate the intervertebral discs of CSR (Cervical Spondylotic
Radiculopathy) patients. But this study was able to clarify the
effects of these two manipulations on the cervical disc, facet joint,
nerve roots and spinal cord. Future studies will model different
degrees of cervical disc degeneration to simulate the key steps of
cervical rotational manipulation for cervical spondylotic
radiculopathy and to explore the biomechanical mechanisms
of action. Finally, the simulations were performed under
idealized conditions without considering muscle forces and
without including some ligaments of the neck. And the
simulation of the manipulation is not fully consistent with the
motion capture. Regarding the fact that the first two steps of the
simulation were not based on motion capture data, the
explanation is that both Chinese cervical spine manipulations
belong to the same class of cervical rotation manipulations, and
the first three steps are the same, so the main concern is the
biomechanical effect of the last step of manipulation on each
structure. Our motion capture simulation technique uses healthy
adults and uses normal data to speculate on potential risky
injuries. The point we are trying to make is that in a normal
cervical spine, which is already more prone to injury, the
potential risk is even greater in the patient. And this study
cannot be used as a clinical indicator, but only as a predictor
of the potential risks that may arise from different manipulations.
In the future study, we will use motion capture to obtain two
cervical rotation manipulations on patients with different degrees
of disc degeneration as assessed by imaging to explore the
biomechanical mechanisms of the two cervical spine rotation
manipulations on the structures of the cervical spine under
pathological conditions and at different degrees of
degeneration. To make this model more useful for risk
assessment of patients during manipulation.

5 Conclusion

A detailed finite element model of the whole cervical spine
including the spinal nerve roots was developed and validated to
simulate the key steps of two different cervical rotation
manipulations to explore the biomechanical mechanisms of
operation. The oblique pulling manipulation may be more
suitable for the treatment of cervical spondylotic radiculopathy,
while cervical rotation-tractionmanipulation is more suitable for the
treatment of cervical cervical spondylosis.
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Introduction: Anterior cervical discectomy and fusion (ACDF) has been
considered as the gold standard surgical treatment for cervical degenerative
pathologies. Some surgeons tend to use larger-sized interbody cages during
ACDF to restore the index intervertebral disc height, hence, this study evaluated
the effect of larger-sized interbody cages on the cervical spine with ACDF under
both static and cyclic loading.

Method: Twenty pre-operative personalized poro-hyperelastic finite element
(FE) models were developed. ACDF post-operative models were then
constructed and four clinical scenarios (i.e., 1) No-distraction; 2) 1 mm
distraction; 3) 2 mm distraction; and 4) 3 mm distraction) were predicted for
each patient. The biomechanical responses at adjacent spinal levels were
studied subject to static and cyclic loading. Non-parametric Friedman
statistical comparative tests were performed and the p values less than
0.05 were reflected as significant.

Results: The calculated intersegmental range of motion (ROM) and intradiscal
pressure (IDP) from 20 pre-operative FE models were within the overall ranges
compared to the available data from literature. Under static loading, greater
ROM, IDP, facet joint force (FJF) values were detected post ACDF, as compared
with pre-op. Over-distraction induced significantly higher IDP and FJF in both
upper and lower adjacent levels in extension. Higher annulus fibrosus stress
and strain values, and increased disc height and fluid loss at the adjacent levels
were observed in ACDF group which significantly increased for over-
distraction groups.

Discussion: it was concluded that using larger-sized interbody cages (the height
of ≥2 mm of the index disc height) can result in remarkable variations in
biomechanical responses of adjacent levels, which may indicate as risk factor
for adjacent segment disease. The results of this comprehensive FE investigation
using personalized modeling technique highlight the importance of selecting the
appropriate height of interbody cage in ACDF surgery.
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1 Introduction

Cervical degenerative pathologies including intervertebral
disc (IVD) herniation and spondylosis remain the most
common causes of cervical radicular pain (Zagra et al., 2013).
Anterior cervical discectomy and fusion (ACDF) is widely
acknowledged as the gold standard and has been consistently
cited as one of the most effective and safe surgical interventions
in cases where conservative management techniques prove
ineffective (Robinson, 1955; Jacobs et al., 2011; Zagra et al.,
2013). This procedure has garnered substantial recognition for
its successful outcomes in relieving symptoms and addressing
various cervical spine pathologies, such as disc herniation, spinal
stenosis, and degenerative disc disease (Peng et al., 2022). The
remarkable efficacy and safety profile of ACDF have contributed
to its widespread adoption by clinicians and have made it a
preferred option for patients who require surgical intervention to
alleviate cervical spine-related conditions (Tsalimas et al., 2022).
The ACDF surgical technique generally includes complete
removal of the IVD and adjacent endplates (EPs), and
replacement with autologous bone grafts or interbody cages
(Song and Choi, 2014). The use of interbody cages has since
evolved to become more popular in the last decade due to
preserving the IVD height and cervical lordotic angle and
reducing the operation time (Song and Choi, 2014; Jain et al.,
2016). Despite significant advancements in interbody cage
materials and structural designs over the past two decades,
surgeons continue to face challenges in selecting the
appropriate size for interbody cages (Kwon et al., 2005; Chong
et al., 2015). The task of determining the correct size remains
intricate and requires careful consideration of individual patient
factors and specific surgical requirements (Hah et al., 2020;
Lawless et al., 2022). Despite the progress in cage technology,
ensuring the optimal fit and function of the interbody cage
remains a critical aspect of successful surgical outcomes for
patients. Some surgeons tend to select larger-sized interbody
cages during ACDF to restore the index IVD height. Nonetheless,
larger-sized interbody cages may alter the biomechanical
response of adjacent levels post-surgery (Igarashi et al., 2019;
Huang et al., 2021).

The clinical follow-up studies showed that increased stiffness at
the ACDF level may cause adjacent segment disease (ASD) which is
one of the most important concerns with a reported annual
incidence of 2.9% (Hilibrand et al., 1999; Litrico et al., 2014; Kim
et al., 2017; Goyal et al., 2019). Pseudoarthrosis, limited
intersegmental mobility, and interbody cage subsidence are
potential drawbacks associated with ACDF, emphasizing the
essential requirement for meticulous surgical pre-planning
(Shriver et al., 2015; Igarashi et al., 2019). Selecting a cervical
interbody cage with appropriate height could be one of the key
steps in ACDF, and may have critical influence on clinical outcome
and the complication risk factors (Chong et al., 2015; Kong et al.,
2016). In ACDF procedures, the process of distraction holds
immense significance as it facilitates the separation of vertebral

bodies, leading to neural structure decompression and supporting
fusion (Kirzner et al., 2018; Lawless et al., 2022). Surgeons aim to
achieve an optimal intervertebral height to ensure effective fusion
and decompression (Hah et al., 2020). However, determining the
precise threshold for what qualifies as “over-distraction” can vary
substantially due to a multitude of factors. These factors encompass
the patient’s individual anatomy, underlying medical condition, and
the surgeon’s experience and skill level (Olsewski et al., 1994;
Kirzner et al., 2018; Lawless et al., 2022). Induced modifications
regarding ACDF surgery alter the biomechanical response of lower-
cervical spine both in terms of motion patterns (i.e., kinematics) and
load sharing (i.e., kinetics) (Wang et al., 2016; Huang et al., 2021).
Despite the extensive number of clinical studies and in-vitro and in-
vivo animal experiments conducted to evaluate the biomechanical
performance of cervical interbody cages in ACDF, a controversy
persists regarding the identification of potential risk and
protective factors in ASD (Kwon et al., 2005; Chong et al.,
2015; Huang et al., 2021). Although the wealth of research, a
definitive consensus has not been reached, and different studies
may yield conflicting findings (Li et al., 2020; Wong et al., 2020).
The complexity of ASD and the multitude of factors that can
contribute to its development make it challenging to pinpoint
specific risk or protective factors definitively. As a result, ongoing
research and comprehensive investigations are necessary to shed
further light on this matter and potentially resolve the existing
controversy.

While the achieved results from experimental and clinical
studies provide valuable observations, nonetheless the detailed
kinematics and kinetics of the cervical spine post-surgery are
missing (Huang et al., 2021). Various FE models were developed
to investigate the cervical spine with ACDF (Huang et al., 2021),
based on which the effect of the interbody cage fusion on ASD can be
explored (Zhang et al., 2016; Li et al., 2020; Khalaf and Nikkhoo,
2022). In addition to the comparative FE studies consequent to
ACDF and dynamic systems (i.e., arthroplasty implants) (Choi et al.,
2021; Khalaf and Nikkhoo, 2022), several investigations focused on
evaluating the number of fused levels (Lopez-Espina et al., 2006; Hua
et al., 2020), the materials and design of interbody cages (Chong
et al., 2015; Zhang et al., 2016; Liu et al., 2017; Li et al., 2020) on the
incidence of ASD. However, most of related FE simulations in
literature were performed based on one geometry or very limited
number of geometries (Kim et al., 2018; Huang et al., 2021). This
limitation can introduce uncertainty in comparative studies and
may have adverse effects on their consistency and predictive ability
in clinical applications (Laville et al., 2009; Nikkhoo et al., 2019).
Therefore, to fill the gap of knowledge, a comprehensive FE study to
enhance the understanding of over-distraction during ACDF
surgery on the biomechanical response of adjacent levels could
be beneficial for clinicians. The use of geometrically personalized
FE simulations may well improve the results and augment the
prediction capability. Hence, this study utilized a personalized
poroelastic FE modeling technique to evaluate the effect of
larger-sized interbody cages on the cervical spine with ACDF
under both static and cyclic loading.
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2 Materials and methods

2.1 Development of the personalized lower-
cervical spine FE models

The parametric values to extract the geometry of the lower-
cervical spine were measured from the Anterior-Posterior (AP) and
the Lateral X-ray images of 20 patients (aged 57.95 ± 8.51 years,
13 females and 7 males). The measurement procedures were
performed by two different individuals, who were previously
trained under the supervision of a spine surgeon, to warrant the
reliability of achieved data. The pre-operative (Pre-op) geometries of
the lower-cervical spine were generated based on our developed
automatic algorithm (Figures 1A–C) (Nikkhoo et al., 2019; Nikkhoo
et al., 2021) for all 20 patients. The X-ray images were collected from
a retrospective case cohort study, in which the patients underwent
one-level primary ACDF at Chang Gung Memorial Hospital from
2010 to 2017. The chosen patients exhibited symptoms of
radiculopathy or myelopathy resulting from cervical degenerative
pathologies, and it is worth noting that none of them had a history of
osteoporosis or previous spinal surgery. Signed informed consent
was acquired from all patients prior to their enrolment in the
relevant clinical protocols and this study was approved by the
Institute Review Board (Approval IRB No. 202200412B0) of
Chang Gung Memorial Hospital.

The personalized FE models were successively developed for
those assembled geometries including the typical lower cervical
vertebrae from C3 to C7, four IVDs, four pairs of EPs, four pairs
of facet joints (FJs), and the attached ligaments (i.e., anterior

longitudinal ligament (ALL), posterior longitudinal ligament
(PLL), ligamentum flavum (LF), capsular ligament (CL),
interspinous ligament (ISL) and Supraspinous ligament (SSL)).
To better simulate the structural nature of the IVDs, a complex
material was considered including the central nucleus pulposus
(NP) and surrounding annulus fibrosus (AF) regions which were
reinforced by collagen fibers. In order to account for the influence of
collagen fibers, we incorporated rebar elements into the ground
substance matrix in six layers, arranged in an alternating crisscross
pattern with a 25-degree orientation (Kumaresan et al., 1999).
Porohyperelastic theory was adopted for the simulation of the
nonlinear time-dependent response of IVDs (Schmidt et al.,
2007a) (Table 1). Besides, the vertebral bodies and EPs were
assumed based on poroelastic theory (Table 1). The permeability
characteristics were calculated based on the void ratio variations
during the loading/unloading scenarios (Argoubi and Shirazi-Adl,
1996; Ferguson et al., 2004; Hussain et al., 2010; Khalaf and
Nikkhoo, 2022). The swelling phenomenon was mimicked using
a constant boundary pore pressure technique (Galbusera et al., 2011;
Nikkhoo et al., 2015), which was enforced on the external surfaces
of IVDs.

Nonlinear truss elements were used to simulate the response
of ALL, PLL, LF, CL, ISL, and SSL ligaments which were defined
to be activated only in tension (Kumaresan et al., 1999;
Yoganandan et al., 2000; Wheeldon et al., 2008). In this
anatomy-based modeling technique, the ligaments were affixed
at fixed points, with their lengths adapting to the patient-specific
geometry defined for the vertebrae. To simulate the articulation
of the facet joints in the FE model, we implemented a surface-to-

FIGURE 1
The procedure of personalized poroelastic FE modeling development: (A) extraction of the geometrical values (B) Development of the geometrical
model, (C) Development of the poroelastic FE model. (D) Postoperative models including the anterior cervical decompression and fusion (ACDF) for (1)
No distraction, (2) 1 mm distraction, (3) 2 mm distraction, and (4) 3 mm distraction.
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surface contact rule for both normal and tangential directions.
This approach involved soft frictionless contact, with an initial
gap length of 0.3 mm to mimic the facet joint articulation
(Toosizadeh and Haghpanahi, 2011). The transmitted force
through the contacting surfaces was modeled using an
exponential pressure-overclosure relationship (Ziv et al., 1993;
Schmidt et al., 2006). Other components of the FE models were
considered as linear isotropic elastic materials based on available
mechanical properties from literature (Table 1) (Kumaresan
et al., 1999; Schmidt et al., 2006; Schmidt et al., 2007b;
Toosizadeh and Haghpanahi, 2011).

Based on the meshing sensitivity investigation, each pre-op
FE model used a total of 52, 723 elements for simulations. After
verification of the numerical calculations, the validity of the
average achieved results from pre-op FE models were evaluated
compared to available in-vitro experimental studies in the
literature (Panjabi et al., 2001; Bell et al., 2013). For this

purpose, a pure moment equal to 1 N m was applied to FE
models in flexion, extension, right/left lateral bending, and
right/left axial rotation and the intersegmental ROM were
compared to in-vitro experimental data by Panjabi et al.
(2001). Moreover, the calculated values of IDP in a neutral
position subject to a compressive follower load equal to 100 N
was compared to in-vitro experimental data by Bell et al. (2013)
to verify the validity of the fluid-solid interaction in the FE
model.

2.2 Investigation of the influence of over-
distraction on biomechanics of cervical
spine post-surgery

Toward investigating the impact of anterior cervical
interbody fusion and the influence of over-distraction

TABLE 1 Material properties of different components of the personalized finite element model.

Component Mechanical properties References

Cortical Bone Exx = 11,300 MPa, Gxy = 3,800 MPa, υxy = 0.484 Schmidt et al. (2006);
Schmidt et al. (2007b);
Schmidt et al. (2010);
Toosizadeh and
Haghpanahi (2011)

Eyy = 11,300 MPa, Gyz = 5,400 MPa, υyz = 0.203

Ezz = 22,000 MPa, Gxz = 5,400 MPa, υxz = 0.203

Cancellous Bone Exx = 140 MPa, Gxy = 48.3 MPa, υxy = 0.45 k0 = 1 × 10−20 (m4/Ns), e = 0.02 Schmidt et al. (2006);
Schmidt et al. (2007b);
Schmidt et al. (2010);
Toosizadeh and
Haghpanahi (2011)

Eyy = 140 MPa, Gyz = 48.3 MPa, υyz = 0.315

Ezz = 200 MPa, Gxz = 48.3 MPa, υxz = 0.315 k0 = 1 × 10−13 (m4/Ns), e = 0.4

Endplate E = 5 MPa, ν = 0.4, k0 = 4 × 10−15 (m4/Ns), e = 4 Schmidt et al. (2006);
Hussain et al. (2010);
Toosizadeh and
Haghpanahi (2011)

Annulus Fibrosus
Ground

Poro-Hyperelastic (Mooney-Rivilin) Schmidt et al. (2006);
Hussain et al. (2010);
Toosizadeh and
Haghpanahi (2011)

C1 = 0.56, C2 = 0.14, υ = 0.45, k0 = 1.82 × 10−16 (m4/Ns), e = 2.45

Nucleus Pulposus Poro-Hyperelastic (Mooney-Rivilin) Schmidt et al. (2006);
Hussain et al. (2010);
Toosizadeh and
Haghpanahi (2011)

C1 = 0.12, C2 = 0.09, υ = 0.4999, k0 = 1.82 × 10−16 (m4/Ns), e = 5.67

Disc Fibers Rebar elements, E = 500 MPa, υ = 0.3 Kumaresan et al. (1999)

Cervical Interbody
Cage

E = 3,500 MPa, ν = 0.3 Nikkhoo et al. (2020);
Choi et al. (2021)

Ligaments Nonlinear Tension-only Truss Kumaresan et al.
(1999);
Yoganandan et al.
(2000);
Wheeldon et al.
(2008)

Cross-section Area of the Ligaments (mm2)

Level ALL PLL LF CL ISL SSL

C3-C5 11.1 11.3 46.0 42.2 13.0 9.0

C5-C7 12.1 14.7 48.9 49.5 13.4 9.0

*ALL, anterior longitudinal ligament; PLL, posterior longitudinal ligament; LF, ligamentum flavum; CL, capsular ligament; ISL, interspinous ligament; SSL, supraspinous ligament.
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(i.e., using larger interbody cages) on the biomechanics of the
lower cervical spine, post-operative (Post-op) FE models were
reconstructed for all 20 patients. Four clinical scenarios were
predicted for each patient and the relevant post-op FE models
were developed including (Zagra et al., 2013) No-distraction,
(Robinson, 1955), 1 mm distraction, (Jacobs et al., 2011), 2 mm
distraction, and (Peng et al., 2022) 3 mm distraction (Figure 1D).
To achieve this aim, we have adopted the pre-op index disc
height as a key parameter for defining the interbody height in the
first scenario (i.e., No-distraction). For subsequent scenarios, we
have made appropriate modifications based on this initial
setting. To ensure the proper heights of the implanted
devices, we selected standard values from the manufacturers’
product catalogues. These changes allow us to simulate and
analyze the effects of different distraction scenarios on the
intervertebral disc. The pre-op FE models were modified at
the C5-C6 level by removing the IVD and EPs and inserting
the anterior cervical interbody cage, filled with bone graft. The
parametric geometry of interbody cage was designed based on
the manufacturers’ product catalogue and the height values were
extracted from standard ranges. The mechanical properties of
the interbody cage were considered as linear isotropic elastic
from literature (Table 1) (Nikkhoo et al., 2020; Choi et al., 2021).
To mimic the permanent fusion in C5-C6 level, the superior and
inferior surfaces of the interbody cage were attached to the
vertebral bodies by means of the tie contact algorithm.
Hence, 80 post-op FE models (4 post-op scenarios for
20 patients) were developed for comparative simulations.

Following a compressive pre-loading resting period for 30 min
under a constant compressive load of 46N to mimic the weight of
head (Plagenhoef et al., 1983; Yoganandan et al., 2009), a cyclic
compression load with an amplitude of 100 N and frequency of
0.5 Hz {i.e., in the form of F = 50 + 50 cos [π(t-1)]}, was applied to
the post-op FE models. This cyclic axial compressive loading was
simulated based on the follower load methodology using connector
elements (Patwardhan et al., 1999; Shirazi-Adl and Parnianpour,
2000; Dreischarf et al., 2014) for 11,000 cycles (Motiwale et al., 2016;
Komeili et al., 2021). Rotational movements (i.e., flexion, extension,
right/left lateral bending, and right/left axial rotation) were
superimposed using 1 N m moment before and after cyclic
loading. Those rotational moments were separately applied to the
centroid of the superior surface of C3, and Dirichlet boundary
conditions were considered at the inferior surface of C7. In each
simulation, only one motion was evaluated for a better
comprehensive comparative study and to avoid the
computational errors regarding the loading combinations.
Biomechanical responses, including intersegmental ROMs, IDP,
FJF, IVD height loss, IVD fluid loss, maximum stress in the AF,
and maximum collagen fiber strain, were analyzed before and after
cyclic loading under the same loading and boundary conditions. For
the robust comparative investigation based on within-subject
differences, we utilized the non-parametric Friedman test
followed by Nemenyi post hoc tests to assess the statistical
significance of the results. We considered p-values less than
0.05 as significant for this non-parametric statistical
comparative test.

3 Results

All 20 pre-op lower-cervical geometries were effectively
reconstructed using the developed personalized modeling
technique and the accuracy of all the FE models were
confirmed by assessing the mesh independency tests. The
average estimated ROMs for the whole lower-cervical spine
were 23.09 (±6.70), 17.31 (±5.89), 28.31 (±6.18), and 25.39
(±7.64) degrees, for flexion, extension, lateral bending, and
axial rotation, respectively. These average calculated
intersegmental ROMs were within the range compared to the
in-vitro data from Panjabi et al. (Panjabi et al., 2001) (Figures
2A–D). In addition, the average calculated IDP values in the
neutral position for C4-C5 and C5-C6 subject to compressive
force (i.e., 100 N) were 0.427 (±0.038) and 0.477 (±0.040) MPa,
respectively, which were found to be well within the reported
experimental data by Bell et al. (2013) (Figure 2E).

In static loading simulations, the ROMs at the upper and
lower adjacent levels (i.e., C4-C5 and C6-C7 segments)
significantly increased for ACDF models with no distraction
during sagittal plane movement (Figure 3). These variations
were 35.74% and 27.69% in flexion and 45.15% and 34.47% in
extension for C4-C5 and C6-C7, respectively (Figure 3).
However, only distraction groups showed significantly higher
ROMs in lateral bending and axial rotation in upper adjacent
level. In addition, no statistical differences were calculated
between different distraction groups (Figure 3). Similar trends
were calculated for IDP value variations for flexion and
extension, however, significant differences between no-
distraction and over-distraction groups were observed in
extension (Figure 4). Higher FJF values were observed in
adjacent levels for ACDF models, and over-distraction groups
(i.e., distraction height≥ 2 mm) induced significantly higher FJF
in both upper and lower adjacent levels (Figure 5). FJF values in
flexion were not reported as the they remained unloaded, because
the opposing facet surfaces displaced apart from each other
during this movement (Schmidt et al., 2008).

At the end of cyclic loading simulations, the pre-op FE models
averagely showed 13.79 (±4.32) %, 14.31 (±4.36) % and 14.88
(±4.47) % reduction of disc height at the C4-C5, C5-C6, and C6-
C7, respectively. Correspondingly, the average fluid loss for pre-op
models were 19.69 (±5.46) %, 20.57 (±5.61) and 21.26 (±5.80) % at
the C4-C5, C5-C6, and C6-C7, respectively. For the post-op models,
both of these parameters were significantly increased (Figure 6).
Over-distraction during ACDF (i.e., distraction height≥ 2 mm)
showed significant alteration in both IVD height loss and fluid
loss (Figure 6).

Variations of AF axial stress and fiber strain averagely showed
similar patterns, in which significantly higher values were calculated
for ACDF models and these values further increased for over-
distraction groups in sagittal plane movements (Figure 7). Except
for the significantly increased axial stress in the upper adjacent level,
no other significant differences were detected in comparative tests
between the calculated values of AF axial stress and fiber strain at the
adjacent levels in different FE model groups during lateral bending
and axial rotations (Figure 8).

Frontiers in Bioengineering and Biotechnology frontiersin.org05

Cheng et al. 10.3389/fbioe.2023.1217274

240

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1217274


4 Discussion

The ACDF surgical technique continues to be widely used as
the gold standard treatment for cervical degenerative IVD diseases.
The use of PEEK interbody cage has since evolved to become
prevalent in last two decades which tolerates good load sharing and
minimizes the stress-shielding effect (Song and Choi, 2014; Jain
et al., 2016). Nonetheless, it is still a main challenge for surgeons to
select the most proper interbody cage height for different patients
(Kwon et al., 2005; Chong et al., 2015). The decision-making
regarding the interbody cage height may be planned based on
the surgeon’s experience, patient’s demographics, and pathological
conditions. Distraction of the IVD space is one of the main steps of
ACDF surgical technique which allows better visualization during
the removal of the IVD and exposing the blood-rich cancellous
bone underneath (Robinson, 1955; Olsewski et al., 1994). Some
surgeons prefer over-distraction and implanting the interbody
cages with larger height size. Currently, a universally accepted
consensus or standardized definition regarding the specific
threshold for distraction displacement that categorizes cervical
spine surgery as either “over-distraction” or “normal distraction”
in the context of ACDF does not exist (Kirzner et al., 2018; Hah
et al., 2020; Lawless et al., 2022). The classification of over-
distraction largely depends on individual surgeons, specific

medical institutions, and the relevant clinical guidelines they
follow, which are influenced by their collective experience. Due
to this lack of uniformity, the identification of what constitutes
over-distraction remains subjective and variable across different
healthcare settings and practitioners. Over-distraction with
excessive force during the surgery may lead to an increased risk
of injuries to the FJs at the index level (Olsewski et al., 1994). In
addition, variation of the interbody cage height may alter the
biomechanical response of adjacent levels post-surgery (Igarashi
et al., 2019; Huang et al., 2021). In our study, we endeavoured to
establish a definition of distraction in ACDF surgery by
quantifying the discrepancy between postoperative and
preoperative index disc heights. After analysing the existing
data in the literature and drawing from the combined
experience of the participating surgeons, we determined that a
difference equal to or exceeding 2 mm could be regarded as
indicative of “over-distraction”. A comparative investigation on
assessing the response of the lower cervical spine post-ACDF with
different distraction conditions is hence critical for informed
surgical and treatment planning.

To achieve this purpose, we used a validated personalized
poroelastic FE modelling approach and comprehensively
performed the simulations for 20 patients (A total of 100 FE
models including a 20 pre-op and 80 post-op FE models)

FIGURE 2
Comparison of the intersegmental rang of motions (ROMs) for pre-op FE models (N = 20) compared to in-vitro experiments (Panjabi et al., 2001) in
(A) flexion, (B) extension, (C) lateral bending, and (D) axial rotation. (E) Comparison of the interadiscal pressure (IDP) for pre-op FE models (N = 20) in
neutral position subject to 100N compressive follower load compared to in-vitro experiments (Bell et al., 2013).
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subjected to static and cyclic loading conditions. The primary
objective of static analyses is to ascertain the deformation and
stress distribution in the cervical spine under conditions where
the loading remains constant during certain postures or movements
that change slowly over time. This type of simulation is widely used
in the literature (Schmidt et al., 2013; Kim et al., 2018) and allows for
comparative investigations between pre-op and post-op conditions.
However, it is important to note that biological tissues, especially the
IVD, which significantly contributes to the biomechanical response
of the cervical spine, exhibit time-dependent behavior that varies
during daily loading conditions (Nikkhoo et al., 2013). To gain a
deeper understanding of the cervical spine’s biomechanical response
after surgical manipulations, incorporating cyclic loading scenarios
can prove beneficial. Cyclic loading analyses are crucial in exploring
how the cervical spine responds to repeated loading and unloading
cycles, reflecting real-world scenarios. Therefore, one of the
significant contributions of this study was to provide simulation
results for both static and cyclic loading conditions, facilitating a
more realistic and comprehensive comparative analysis. This
approach acknowledges the time-dependent behavior of
biological tissues and offers a more comprehensive assessment of
the cervical spine’s response to various loading conditions, thus
advancing the understanding of its biomechanical behavior post-
surgery.

The accuracy of the FE calculations were confirmed based on
mesh sensitivity analyses and the estimated results obtained from

20 personalized FE models fell within the overall ranges when
compared to the available data from the existing literature
(Panjabi et al., 2001; Bell et al., 2013). This confirmation ensures
the reliability of our FE simulations and strengthens the credibility of
the study’s findings. Only the average calculated ROM in axial
rotation at the upper level (i.e., C3-C4) was significantly higher than
the reported data by Panjabi et al. (2001) (Figure 2). This issue may
refer to the simplified geometry of the FJ and neglecting the upper
cervical region, nevertheless, it is common in FE model studies not
to completely match with in-vitro data for all details in different
movements. Incidentally, an important strength point of this study
was repeating the FE simulations for 20 different patients to include
the effect of individual’s anatomical parameters (such as vertebral
dimensions, IVD heights, and cervical lordosis angles). During the
validation phase, the results of intersegmental ROMs and IDP values
exhibited significant variations. This emphasizes the substantial
impact of geometrical parameters on the kinematics and kinetics
of the cervical spine. The observed large variations underscore the
importance of considering precise geometrical factors in accurately
predicting the biomechanical behavior of the cervical spine. Most of
related FE models in literature performed the simulations based on
only one particular geometry (Kim et al., 2018) which may limit the
achieved results by neglecting the effect of anatomical parameters
(Laville et al., 2009; Nikkhoo et al., 2019). On the other hand, no
statistical comparative test could be performed based on the results

FIGURE 3
Comparison of the intersegmental rang of motions (ROMs) for
lower cervical FE models at (A) upper adjacent level (C4–C5), and (B)
lower adjacent level (C6–C7) for different movements.

FIGURE 4
Comparison of the intradiscal pressure (IDP) values for lower
cervical FE models at (A) upper adjacent level (C4–C5), and (B) lower
adjacent level (C6–C7) for different movements.
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from only one geometry to evaluate if the calculated variations
between pre-op and post-op results were statistically significant or
not. Therefore, this study performed comprehensive FE simulations
for 20 patients and non-parametric statistical comparative tests were
utilized to evaluate the effect of selecting larger-sized interbody cages
during ACDF under both static and cyclic loading.

In this study, we developed a personalized FE modeling
technique based on simple Lateral and AP X-Ray images in the
upright posture. X-Ray imaging was chosen due to its commonality,
simplicity, and widespread availability, making it a cost-effective
alternative to MRI and CT scans. Despite the advantages of CT
scanning, issues such as radiation exposure (Lin, 2010) and the
supine posture during imaging, which does not reflect the cervical
spine’s alignment during normal daily activities, limit its
applicability (Hasegawa et al., 2018). One crucial aspect of our
work was the focus on clinical applicability and functionality, which
we extensively discussed in our previous research (Nikkhoo et al.,
2019). The developed interface allowed clinical staff with no prior
FEM experience to perform parameter extraction. After training, the
measurement procedure was carried out independently by two
different individuals, and the process was repeated three times,
demonstrating good intra- and interobserver reliability. The
geometrically-personalized FE model we created can be
automatically generated by inputting parameter values in clinics
without the need for programming or FE modeling knowledge. The
main advantage of the parametric modeling approach used in this

study is its ability to significantly simplify the geometrical
personalization process, resulting in reduced calculation time.
Although some geometrical details were sacrificed using
parametric modeling, it allows for easy modification of the
geometry to mimic various spinal pathologies or treatment
manipulations.

To enhance the estimates for both short-term and long-term
outcome of ACDF surgery, the nonlinear poroelastic theory was
utilized in this study. Incorporating the time-dependent interactions
of interstitial water in the saturated solid matrices of IVDs, EPs, and
vertebral bodies could yield more realistic predictions for conducting
comparative analyses between pre-op and post-op models. By
accounting for the dynamic behavior of interstitial water, we can
better capture the biomechanical response and changes in these
structures over time, thereby enhancing the accuracy and reliability
of the comparative analyses between different surgical scenarios. In
most of previous FE studies in cervical spine biomechanics, only static
loadings (i.e., static rotational movements of cervical spine in different
anatomical planes) were applied for comparative simulations (Kim
et al., 2018; Chen et al., 2020; Hua et al., 2020). In this study, the pre-op
and post-op models were evaluated subject to static rotational
movements and then a repetitive compressive cyclic loading scenario
[11,000 cycles with an amplitude of 100 N and frequency of 0.5 Hz
(Motiwale et al., 2016; Komeili et al., 2021)] were applied. Further, the
static rotational movements were repeated at the end of cyclic loading
for comparative investigations. Variations in IVD height loss, fluid loss,

FIGURE 5
Comparison of the facet joint force (FJF) values for lower cervical
FE models at (A) upper adjacent level (C4–C5), and (B) lower adjacent
level (C6–C7) for different movements.

FIGURE 6
Comparison of the intervertebral disc height loss and fluid loss
for pre-op (intact) and post-op lower cervical FE models at the (A)
upper adjacent level (C4-C5) and (B) lower adjacent level (C6-C7).
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AF stress, and fiber strain in adjacent levels (i.e., C4-C5 and C6-C7)
were evaluated which could be defined as the mechanical indexes for
increasing the risk factor of ASD. Although ASD is a long-term
phenomenon that is perhaps initiated and developed 12–60 months
post-surgery, this long-term procedure cannot be realistically simulated
due to computational complexity. The IVDheight loss and fluid loss are
two quantitative clinical indicators to predict the risk of ASD (Urban
andRoberts, 2003; Suzuki et al., 2017). Furthermore, comparisons of the
increased stress and strain in adjacent IVDs before and after cyclic
loading possibly will represent another indicator for the accumulative
risk of adjacent IVD degeneration. Therefore, the variations of the
above-mentioned parameters were deliberated in this study for the
prediction of the risk factors for the initiation of ASD.

The findings based on the comparison of the pre-op and post-op FE
simulations in static loading revealed that the calculated ROMs at
adjacent levels significantly increased in ACDFmodels for sagittal plane
movement. The ROMs for the post-op models with larger interbody
cages significantly increased for upper adjacent levels in lateral bending
and axial rotation, as well. Similar trends were observed in IDP and FJF
values but significant differences were, moreover, detected for over-
distraction in extension movement (Figures 4, 5). ACDF at
instrumented level (i.e., C5-C6) prevents movement between the
fused vertebrae and potentially the adjacent levels compensate for
the motions which may technically result in higher experienced
ROM, IDP, and FJF. Excessive over-distraction has a notable effect
on the alignment of the lower cervical spine in adjacent levels, resulting

in a significant increase in tension within the adjacent FJs. These
findings indicate that using a larger interbody cage in cases of over-
distraction might contribute to an elevated risk of facet joint
degeneration and failure in the adjacent level (Kirzner et al., 2018).
The altered alignment caused by over-distraction places additional
stress on the adjacent facet joints, potentially leading to accelerated
wear and tear, degeneration, or even mechanical failure over time (Hah
et al., 2020; Lawless et al., 2022). These implications highlight the
importance of carefully assessing and selecting the appropriate
interbody cage size during ACDF procedures to avoid potential
complications and promote long-term spinal health and stability. In
a previous study exploring the effects of artificial disc arthroplasty
height on cervical biomechanics (Yuan et al., 2018), it was demonstrated
that implants with an over-distraction index height (≥2 mm greater
than the index disc height) significantly elevated the adjacent IDP, FJF,
and experienced stress when compared to the index disc height.

Evaluating the response of FE models subjected to cyclic loading
can reveal an enriched possibility to include the time-dependent
characterization of cervical spine which can be generalized for the
prediction of long-term outcomes. Disc height and interstitial water
were uniformly reduced during cyclic loading in different segments
for intact pre-op FEmodels. The ACDFmodifications in post-op FE
models altered the IVD height loss and fluid loss that can be
considered key indicators of IVD denaturation and degeneration
initiation. Increasing the rigidity of the fused segment modifies load
sharing pattern through the adjacent levels, which leads to

FIGURE 7
Comparison of the increased axial stress in AF for pre-op (intact)
and post-op lower cervical FE models at the (A) upper adjacent level
(C4-C5) and (B) lower adjacent level (C6-C7).

FIGURE 8
Comparison of the increased fiber strain in AF for pre-op (intact)
and post-op lower cervical FE models at the (A) upper adjacent level
(C4-C5) and (B) lower adjacent level (C6-C7).
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accumulative IVD height loss and fluid loss. This study showed that
significant differences were observed between calculated disc height
loss and fluid loss of ACDF with no distraction and over-distraction
groups (distraction height≥ 2 mm). Similar comparative trends were
observed for both experiences of stress in AF region and collagen
fiber strain. Greater interstitial water loss may possibly reduce the
contribution of the fluid phase to the overall resistance of the disc
structure. Therefore, the calculated values of axial stress in AF region
and the collagen fiber strain might respectively increase. The
findings mentioned above suggest that using an inappropriate
interbody cage height may induce an abnormal biomechanical
response in adjacent levels, potentially leading to the
development of ASD over the long term. An insightful clinical
study highlighted a statistically significant correlation between
increased facet joint distraction and worsened neck disability
index (NDI) and visual analogue scale (VAS) pain scores
(Kirzner et al., 2018). The analysis revealed that an optimal
amount of FJ distraction was 2 mm or less, whereas patients
distracted by 3 mm or more exhibited notably worse VAS pain
and NDI scores (Kirzner et al., 2018). Another comprehensive
clinical investigation shed light on the prevalence of cervical axial
symptoms (AS) following ACDF surgery (Bai et al., 2015). The
occurrence of AS was attributed to changes in the curvature of the
cervical fusion segment after surgery and over-distraction of the
surgical segment. Reducing AS after surgery was found to be linked
to moderate distraction of the intervertebral space and the use of
appropriately sized interbody cages (Bai et al., 2015). It is imperative
in ACDF surgery to ensure its efficacy, prevent intervertebral
collapse, kyphosis of fused segments, and mitigate the risk of AS
by exercising caution to avoid over-distraction of the surgical
segment. Taking these factors into account during surgical
planning can lead to improved patient outcomes and a more
successful recovery process (Bai et al., 2015; Lawless et al., 2022;
Tsalimas et al., 2022).

The limitations of this comprehensive FE investigation should be
reflected as well. The first aspect pertains to the development of the FE
models, which were constructed based on simple symmetric shapes
(such as circles, rectangles, and ellipses) usingX-Ray images, rather than
relying on detailed geometry derived from CT-scan images. On the
other hand, our previous comparative analyses, where both parametric
and geometrically-accurate models with identical geometry were
employed, revealed similar trends in the global response (e.g., ROM,
IDP, fiber strain). This observation confirms the effectiveness of this
modeling approach (Nikkhoo et al., 2014; Nikkhoo et al., 2019).
Moreover, the simplified parametric technique adopted in this study
offers additional benefits in terms of reduced time and computational
cost. Furthermore, it facilitates easy updates with patient-specific data,
making it highly suitable for clinical applications. The advantages of this
approach justified the simplifications made and enhanced its clinical
applicability significantly. We included the effect of anatomical
parameters based on our previously developed personalized FE
modelling technique, however, the adopted mechanical properties in
those different models were not patient-specific. Due to the limitations
of X-Ray images, it was not feasible to differentiate and derive
personalized material properties for biological tissues in our study, it
was an unavoidable limitation and we used similar mechanical
properties for all FE models as described in Table 1. This constraint
could be tolerated as the main objective of this FE investigation was to

comparatively evaluate the effect of interbody cage height and over-
distraction. It is crucial to highlight that none of the selected patients in
this study had a history of osteoporosis. The absence of osteoporosis
among the chosen participants is a consideration thatmayminimize the
effect of this simplification, as osteoporosis could potentially influence
the biomechanical behavior and surgical outcomes. In addition, we
considered the follower load technique tomimic the passive response of
muscle forces in the cervical spine, however, the effect of active muscle
forces was neglected. This is a common simplification in FE modelling
of cervical spine and may have a minor effect on achieved results from
this study as the pre-op and post-op FE models were compared in the
same loading conditions. Furthermore, to provide a better comparative
study, it was assumed that interbody cages were attached to the vertebral
bodies by means of the tie contact algorithm to mimic a perfect fusion.
However, it possibly will not happen for all patients and interbody cage
migration or subsidence after ACDF is one of the major concerns for
spinal surgeons which was not investigated in this study.

In conclusion, the current study proposed a comprehensive FE
investigation using personalizedmodeling technique to comparatively
evaluate the effect of implanting larger-sized interbody cages during
ACDF surgery. The model predictions reveal greater ROM, higher
values of IDP, FJF, stress and strain in the AF region, and increased
disc height and fluid loss at the adjacent levels for ACDF, as compared
with intact pre-op models, which may indicate as risk factor for ASD.
Furthermore, over-distraction using larger sized interbody cages
significantly increased the IDP, FJF, disc height loss, fluid loss,
stress and strain in the AF region in adjacent segments, as well.
Consequently, this study concluded that the utilization of larger-sized
interbody cages (with a height of ≥2 mm relative to the index disc
height) could lead to significant variations in biomechanical responses
in adjacent levels. This underscores the critical importance of carefully
selecting the appropriate height of the interbody cage in ACDF
surgery. Proper cage height selection is essential to maintain
optimal biomechanical stability and reduce the risk of potential
complications in the adjacent levels following the surgical
intervention.
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Purpose: A novel intra- and extramedullary assembly fixation method was
introduced, which achieved good clinical results in complex proximal humeral
fractures; however, evidence of its comparability with traditional fixation is lacking.
This biomechanical study aimed to compare it with traditional fixation devices in
osteoporotic proximal humeral fractures.

Methods: Three-part proximal humeral fractures with osteopenia were created
on 12 pairs of fresh frozen humerus specimens and allocated to three groups: 1)
lateral locking plate, 2) intramedullary nail, and 3) intra- and extramedullary
assembly fixation. The specimens were loaded to simulate the force at 25°

abduction. Thereafter, an axial stiffness test and a compound cyclic load to
failure test were applied. Structural stiffness, number of cycles loaded to
failure, and relative displacement values at predetermined measurement points
were recorded using a testing machine and a synchronized 3D video tracking
system.

Results: In terms of initial stiffness and the number of cycles loaded to failure, the
intra- and extramedullary assembly fixation group showed notable improvements
compared to the other groups (p <0.017). Themean relative displacement value of
measurement points in the intra- and extramedullary assembly fixation group was
smaller than that in the other two groups. However, there was no significant
difference until 10,000 cycles. The mean relative displacement of the
intramedullary nail group (3.136 mm) exceeded 3mm at 7,500 cycles of loading.

Conclusion: In this test model, axial fixation can provide better mechanical
stability than non-axial fixation. The intra- and extramedullary assembly fixation
is better able to prevent the varus collapse for elderly proximal humeral fractures
with posteromedial comminution.

KEYWORDS

biomechanical analysis, proximal humeral fractures, osteopenia, locking plate fixation,
intramedullary nail, hybrid fixation
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Introduction

Proximal humeral fractures (PHFs) are the third most common
fragility fractures in the elderly with regard to the increasing cases of
osteoporosis (Karl et al., 2015). Due to thinning trabeculae and cortical
bones, severely displaced and comminuted PHFs with medial calcar
impaction are common injuries and are normally treated using a
locking plate or intramedullary nail internal fixation (Mease et al.,
2021). Unfortunately, complications, such as a loss of reduction and
internal fixation failure, and functional limitations occurred in
approximately 40% of patients who underwent surgery, and the
reoperation rate was 19.7% (Barlow et al., 2020; Bergdahl et al.,
2021). Increasing the mechanical stability of the medial column and
counteracting varus displacement force may be useful to avoid those
complications (Euler et al., 2017; Dasari et al., 2022).

Therefore, both lateral locking plates (LLPs) and intramedullary
nails (IMNs) add inferomedial screws to optimize the support position
to extend medially (Erdoğan et al., 2014; Katthagen et al., 2015; Wanzl,
2016). Even so, the inherent non-axial fixation structure of the LLP
makes it challenging to provide sufficient structural stability for
osteoporotic PHFs with an unstable medial column, resulting in
complications, such as screw penetration of the joint and humeral
head varus deformity (Lorenz et al., 2021). As an axial fixation method,
IMNs show better mechanical stability in transmitting the vertical force
of the medial humerus and maintaining the neck-shaft angle
(Füchtmeier et al., 2007; Kitson et al., 2007; Gradl et al., 2009).
Moreover, the entry point is moved medially to increase stability by
anchoring it to the densest zone of the proximal humerus (subchondral
zone) (Euler et al., 2017). However, due to the method of implantation
and osteoporosis, the complication rate of a rotator cuff tear, the poor
reduction of the greater tubercle, and the retraction of the nail from the
entry point reached 33.3%, which seriously affects the shoulder joint
activity of patients (Gradl et al., 2009; Plath et al., 2019). The optimal
surgical strategy for elderly proximal humerus fractures is still an
unsolved problem in orthopedic surgery.

To solve the problem, a novel combined intramedullary support
nail and an extramedullary plate fixation device were introduced; the
intramedullary nail was shaped according to the medullary cavity’s
geometry. The sliding head screw and distributed locking screw
design prevent the screw from penetrating the joint (Bai et al., 2022).
To the best of our knowledge, this is the first attempt at combining
the advantages of the locking plate, intramedullary support, and
dynamic screw fixation, and there are no biomechanical data.
Therefore, the purpose of this study was to investigate and
compare the biomechanical properties of three different types of
fixations: 1) lateral locking plate, 2) intramedullary nail, and 3) intra-
and extramedullary assembly fixation (IEAF). It was hypothesized
that the IEAF can improve the biomechanical stability in the
treatment of elderly PHFs with posteromedial comminution.

Materials and methods

Specimens

Twelve pairs of fresh frozen humeri of 12 donors (six male and
six female subjects; mean age: 70.3 years and range: 60–83) were
obtained from the local anatomical department. A peripheral

quantitative computed tomography scan (pQCT-scan) (GE
LightSpeed VCT 16, Milwaukee, United States) was performed to
rule out any prior surgery and pre-existing pathologies, with the
equal ratio of male-to-female subjects and left-to-right sides in each
group. Specimen demographics, the diameter of the humeral head,
and bone mineral density (BMD) are shown in Table 1. The bones
were frozen at −20°C until further processing.

The biomechanical model

Specimen preparation
Before instrumentation, the specimens were thawed overnight at

4°C in a refrigerator.
All the samples were prepared in five steps: 1) dissection of the

surrounding soft tissue; 2) standardization of the shaft length: all the
samples were reduced to an equal length, cutting the shaft
perpendicular to its axis 270 mm distal to the apex proximal
head; 3) a three-part PHF was simulated with a greater
tuberosity osteotomy and surgical neck osteotomy using an
oscillating saw blade with a thickness of 0.4 mm; 4) making a 10-
mm horizontal segmental bone defect below the surgical neck
(Figure 1A); 5) a custom-made anchor was made on the lateral-
posterior side of the greater tuberosity fragment. Two sutures
(Ethicon W4843) were connected with surgical knots to that
custom-made anchor. During preparation, each specimen was
covered with a towel soaked in saline solution and was
periodically sprayed with saline solution to prevent desiccation.

Instrumentation
Three fixation constructs were tested, and fluoroscopy (First-

Imaging Ltd., Jiangsu) was used to verify the proper implant
placement and fracture fixation (Figure 1): 1) the plate group: a
locking plate (PHILOS, Synthes GmbH, Switzerland) (Figure 1B); 2)
the nail group: intramedullary nails (MultiLoc, Synthes GmbH,
Switzerland) (Figure 1C); 3) the IEAF group: a novel intra- and
extramedullary assembly fixation device (Figure 1D).

Standard surgical techniques instrumented the fixation
constructs into the samples. For PHILOS, the plate was secured
to the lateral proximal humerus with three distal locking screws, four
proximal screws, and two calcar screws; for MultiLoc, the nail was
secured to the humerus with two anti-rotational locking screws,
three proximal screws, and one calcar screw. For the IEAF system,
the intramedullary strut was instrumented into the endosteal of the
proximal humerus and was secured to the bone with two distal
screws. The extramedullary plate was secured to the humerus with
four distributed locking screws, which were far from the articular
surface’s center, and one distal locking screw. Three sliding screws
pass through both the extramedullary plate and the intramedullary
strut that prevents the screws from penetrating the joint. All the
procedures, including drawing, osteotomy, and implant fixation,
were performed by the same surgeon.

Biomechanical setup

A testing machine (Model E10000; Instron, Norwood,
Massachusetts) was used to perform mechanical loading. We
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adopted a loading methodology similar to those mentioned by Stefano
et al. (Brianza et al., 2010; Zhu et al., 2023). The distal humerus was
encapsulated by polymethyl methacrylate (PMMA) cement in an 8-cm-
long stainless-steel tube. A distally adjustable angle vise connected to the
base-plate restrained all the sample displacements and the rotation
around the shaft axis. A three-dimensional video tracking system
(Noitom Ltd., Beijing) was used to track the three-dimensional
motion of the selected points on the fracture site and to measure the
displacement of the spatial coordinates. A pair of points on the opposite
side of the fracture site located at the most medial position of the surgical
neck ostectomy (A1–A2) (Figure 1A)was considered of interest, and their
relative displacement was calculated in the three-dimensional spatial
coordinates. The spatial resolution of the system is in the order of
0.15 mm.

Axial stiffness test
Each sample was restrained to the machine with 25° lateral

angulations (Figure 2A) (Bergmann et al., 2007). Before each test,
10 settling cycles of 0–50 N at a machine velocity of 0.02 mm/min were
applied to the specimen, which aimed to achieve a relatively stable state

between the system and the constructs. Axial loading from 50 to 200 N
in displacement control (0.02 mm/s) was applied to the samples using a
spherically shaped PMMA shell cup (the inner diameter of the cup is
large enough to restrict the movement of the humeral head) attached to
the load cell. The stiffness was determined by calculating the average
slope of the linear portions of force–displacement curves.

Compound cyclic load until failure
The PMMA cup was attached to the machine’s actuator via a

custom flange that transmits only the axial load to the sample
(Figure 2B). The rotational bearing associated with the custom-
made flange allowed the decoupling of the effect of actuator axial
and torsional movements. The torsional actuator was then used to
independently generate the force pulling on the greater tuberosity
fragment via a cable. The initial direction of the pulling force acting
on the anchor inserted in the greater tuberosity fragment was angled
at 110° to the axis of the humeral shaft in the medial-lateral plane
(Figure 2B). An increasing axial compression load was applied at
2 Hz, in phase with pulling on the bone anchor. Starting from 200 N,
the maximum (peak) of the curve was cyclically increased (0.05 N/

TABLE 1 Specimen demographics and BMD and the diameter of the humeral head.

Extramedullary group Intramedullary group Hybrid group p-value

Gender (M/F) 1 1 1 1

Age (year) 65.25 ± 7.304 66.375 ± 9.44 64.375 ± 7.405 0.886

Bone mineral density (BMD mgHA/mL) 57.413 ± 7.44 60.013 ± 8.532 54.425 ± 9.113 0.426

Diameter of the humeral head (mm) 45.175 ± 0.824 45.075 ± 1.075 45.639 ± 0.792 0.447

FIGURE 1
(A) 10-mm horizontal segmental bone defect below the surgical neck. The distance between the distal end of the humerus and the apex of the
humeral head is 270 mm, and a pair of points on the opposite side of the fracture site is located on the most medial position of the surgical neck
ostectomy (A1–A2); (B) in the LCP group, the plate was secured to the lateral proximal humerus with three distal locking screws and four proximal screws
with two calcar screws; (C) in the IMNgroup, the nail was secured to the proximal humeruswith two distal screws and three proximal screws and one
calcar screw; (D) in the IEAF group, the intramedullary strut was secured to the humerus with two distal screws and three sliding screws, and the plate was
secured to the lateral proximal humerus with one distal locking screw and four proximal screws.
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cycle) until failure, while its minimum (valley) was kept constant at
50 N during the entire test. The pulling force (ranging from 40 to
100 N), acting on the anchor, simulated the destabilizing effect of a
part of a rotator cuff tendon on the greater tuberosity [according to
Favre (Favre et al., 2005)]. The test was automatically stopped when
the fracture gap was closed or the fixation clearly failed.

Data collection

For the axial stiffness test, we defined the axial stiffness (in N/
mm) of the construct as the slope of force–displacement curves
generated from the test system. For the compound cyclic load until
failure test, the relative displacement (in millimeters) of the pair of
points crossing the fracture lines was recorded when the number of
cycles was 5,000 (the maximum load was 450 N) and 10,000 (the
maximum load was 700 N), and the number of cycles when it fails
was also recorded.

Statistical analysis

The values for axial construct stiffness, displacement, and the
number of cycles on failure were used for statistical analysis, which
was performed using SPSS (IBM SPSS Statistics 22.0, SPSS Inc.,
Chicago, IL). The significance level was set to 0.05. After the testing
of the normal distribution with the Shapiro–Wilk test, the study
groups were then compared using Levene’s test and one-way
ANOVA. If multiple comparisons showed a significant difference,
Tamhane’s T2 post hoc analysis was carried out, following the one-
way ANOVA. The Kruskal–Wallis test was used for data on non-
normal distributions. The Bonferroni correction was utilized in
these post hoc pairwise comparisons, with p <0.017 being

considered significant. According to the general requirements of
the statistics, taking α = 0.05 and β = 0.1, the pre-experiment
illustrates that the mean ± standard deviation of the axial
stiffness (the main index) in three different fixation groups was
138.68 ± 43.48 N/mm, 371.57 ± 61.45 N/mm, and 478.63 ± 57.96 N/
mm. The aforementioned parameters were substituted into PASS
15 software, and it was concluded that the minimum number of
cases to be completed in each group is three cases.

Results

Axial stiffness test

The initial axial stiffness of all three fixation constructs under the
50–200 N loading at 25° abduction is presented as the median and
the range and as the mean standard deviation in Table 2,
respectively. Box and whisker plots are depicted with p-values
when the differences were significant in Figure 3. The IEAF
demonstrated the greatest stiffness (478.625 ± 57.961 N/mm), a
significant difference from the locking plate (138.6816 ± 43.484 N/
mm; p <0.001), and the intramedullary nail (371.575 ± 61.445 N/
mm; p = 0.014). There was a significant difference between the
locking plate and intramedullary nail (p < 0.001).

Compound cyclic load until failure test

All samples completed 5,000 cycles of loading, except for one
sample from the locking plate group. All specimens in the locking
plate group experienced internal fixation failure before completing
10,000 cycles. Failure mode in all specimens was the closure of the
fracture gap. The number of cycles loaded to failure is presented as

FIGURE 2
(A) Axial stiffness test, an adjustable angle vise constrained each sample at 25° angles to the machine; (B) in the compound cyclic load until failure
test, threemarkers were located on the humeral shaft, humeral head, and greater tuberosity. The pulling force acting on the anchor inserted in the greater
tuberosity fragment was angled at 110° to the axis of the humeral shaft in the medial-lateral plane.
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the median and the range, and as the mean and the standard
deviation in Table 3. Box and whisker plots are depicted with
p-values when the differences are significant in Figure 4. The
IEAF group (27776.75 ± 3229.941) demonstrated the greatest
cycles, a significant difference from the locking plate (6344 ±
1126.015; p <0.001), and the intramedullary nail (20339.38 ±
3005.853; p = 0.002). There was a significant difference between
the locking plate and the intramedullary nail (p <0.001).

The relative displacements of the predetermined pair of
measurement points for the three groups are presented as the
median and the range, and as the mean and the standard
deviation in Table 3. Bar graphs are depicted with p-values when
the differences are significant in Figure 5. The mean relative
displacement value of measurement points in the IEAF group
was smaller than that in the other two groups. However, there
was no significant difference between the IEAF and the
intramedullary nail in the first 7,500 cycles. The mean relative
displacement of the intramedullary nail group (3.136 mm)

exceeded 3 mm at 7,500 cycles of loading, while the IEAF group
(2.709 mm) did not.

Discussion

In this study, a three-part fracture model of the proximal humerus
with osteoporosis was established, and the biomechanical properties of
the intra- and extramedullary assembly fixation system, LLPs, and
IMNs were compared. Our data showed that the new IEAF system
would be stiffer and more durable than the others. This is because the
intramedullary part of the intra- and extramedullary assembly fixation
system reconstructs the integrity of the medial column, which may
distribute much more stress on the LLP. A shorter lever arm can
favorably counteract the force on the humeral head from the shoulder
glenoid and reduce the risk of the varus displacement of the humeral
head compared to the LLP alone. Furthermore, compared to IMNs, a
larger contact area between the implant and the bone enables the form
of a stronger purchase of the implant in the humeral head to counteract
the varus displacement force.

The reconstruction of the medial column integrity improves the
lateral locking plate fixation’s mechanical stability in treating elderly
PHFs with posteromedial comminution. Due to osteoporosis,
severely displaced and comminuted PHFs with bone impaction
are common injuries. It is difficult to obtain stable fixation with
LLPs in the treatment of elderly PHFs with posteromedial
comminution because of the non-axial fixation of LLPs and the
osteoporotic bone in elderly people (Zhao et al., 2019). To achieve
medial stability, Wanner et al. (2003) proposed a technique with
one-third of tubular plates positioned ventrally. Wang et al. (2021)
suggested the combination of the medial anatomical locking plate
and the lateral plate for the treatment of PHFs. However, the
aforementioned methods pose the risk of vascular injury and
medial incision infections. Endosteal fibula augmentation with
LLPs has been a promising method for reconstructing the medial
column and effectively improving the fixation strength of LLPs
(Gardner et al., 2008; Little et al., 2014; Kim et al., 2018; Dasari et al.,
2022). However, there are problems, such as the high variability of
support sites and limited sources, in the application of endosteal
fibular augmentation (Little et al., 2014; Wang et al., 2019).
Therefore, an intra- and extramedullary assembly fixation was
introduced, achieving good clinical results in our patients (Bai
et al., 2022; Chen et al., 2023). In this study, we found that initial
stiffness (245.12%) and cyclic loading cycles (337.84%) were

TABLE 2 Axial stiffness for all three constructs.

Plate Nail Hybrid

Mean 138.6816 ± 43.484 371.575 ± 61.445 478.625 ± 57.961

Median 128.485 (84.083–206.4) 397.41 (249.24–425.99) 504.59 (379.92–550.73)

p-value for the multiple-group comparison p <0.001

p-value for pairwise comparisons

Plate vs. nail p <0.001

Plate vs. hybrid p <0.001

Nail vs. hybrid p = 0.014

FIGURE 3
Box and whisker plots showing the values of axial stiffness in N/
mm. The horizontal red line in each box indicates the median value;
the top and bottom borders of the box show the 75th and 25th
percentiles, respectively; the whiskers show the 10th and 90th
percentiles. Significant differences are indicated as *. The square
symbols represent the mean.
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increased, and gap deletion (74.68%; 5,000 cycles) was reduced in the
IEAF group compared to the lateral locking plate group. These data
indicate that IEAF would be more durable and stiffer than the lateral
locking plate alone for the treatment of PHFs with medial

comminution. First, the intramedullary support nail reconstructs
the medial column and shares much more force with the plate,
which is transferred through the extramedullary to the
intramedullary path. This stress transmission trajectory makes
the fixation construct much more reasonable. Second, the
intramedullary support nail with a shorter lever arm can directly
resist the pressure exerted on the humeral head from the scapular
glenoid, thus avoiding the varus of the humeral head and reducing
postoperative complications.

Strong purchase of the implants in the bone of the humeral head
improves intramedullary nail fixation’s mechanical stability in
treating elderly PHFs with posteromedial comminution. As an
axial fixation method, IMNs showed better mechanical stability
in transmitting the vertical force of the medial humerus and
maintaining the neck-shaft angle. However, the complication rate
of the retraction of the intramedullary nail from the entry point and
the loss of reduction of the humeral head was high in the elderly
(Plath et al., 2019). These results may be attributed to the weak
holding power of screws, especially in the osteoporotic humeral
head. The bone quality is usually poor, and it is difficult to carry out
secure fixation. Increasing the number of additional screw-in-screws
and using cement augmentation may be a method to enhance
biomechanical stability (Rothstock et al., 2012; Grünewald et al.,
2019). However, screw purchase, which allows good fixation in
normal bone, is limited in osteoporotic bone (Kuhn et al., 2014).

TABLE 3 Number of cycles on the failure and displacements of predetermined measurement points for all three constructs in the compound cyclic load test.

Plate Nail Hybrid

Number of cycles on failure

Mean 6,344 ± 1,126.015 20,339.38 ± 3,005.853 27,776.75 ± 3,229.941

Median 6,098 (4,570–8,215) 19,694 (16,645–25,566) 28,929.5 (21,500–31,240)

p-value for the multiple-group comparison p <0.001

p-value for pairwise comparisons

Plate vs. nail p <0.001

Plate vs. hybrid p <0.001

Nail vs. hybrid p = 0.002

Displacements of predetermined measurement points at 5,000 cycles

Mean 8.56 ± 0.855 2.986 ± 0.656 2.167 ± 0.541

Median 8.63 (7.2–10) 2.83 (2.31–4.4) 2.127 (1.499–3.191)

p-value for the multiple-group comparison p <0.001

p-value for pairwise comparisons

Plate vs. nail p <0.001

Plate vs. hybrid p <0.001

Nail vs. hybrid p = 0.07

Displacements of predetermined measurement points at 10,000 cycles

Mean 4.044 ± 1.104 2.734 ± 0.448

Median 4.262 (2.626–6.164) 2.667 (2.004–4.428)

Nail vs. hybrid p = 0.027

FIGURE 4
Box and whisker plots showing the values of the number of
cycles loaded to failure.
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Chen, in his biomechanical study, found that the intramedullary
anatomical support strut provides excellent biomechanical stability
(Chen et al., 2020). Stefano showed that intramedullary nail and
lateral locking plate assembly fixation exhibit a particular
biomechanical advantage in the cases of osteoporotic bones
(Brianza et al., 2010). Based on these, the IEAF device appears to
have beneficial characteristics that could reduce those severe
complications for patients. One possible reason is that the
intramedullary part is shaped according to the medullary cavity’s
geometry; its increased surface area might significantly improve the
support effectiveness for the humeral head. The second reason is
that the method of implantation of the intramedullary part is
different from that of the traditional intramedullary nail. It does
not pass through the articular surface of the humerus apex but
through the lateral fracture window, thus avoiding the retraction of
the nail from the entry point. The last one is that the role of the
proximal anchor point of IMNs potentially counteracting varus
displacing forces is replaced by the lateral locking plate, thus
reducing the risk of a rotator cuff tear. The data in this study
have confirmed the efficacy of the IEAF; we found that initial
stiffness (28.8%) and cyclic loading cycles (36.57%) were
increased, and gap deletion (32.39%; 10,000 cycles) was reduced
in the intra- and extramedullary assembly fixation group compared
to the IMN group. The mean relative displacement of the
intramedullary nail group (3.136 mm) exceeded 3 mm at
7,500 cycles of loading; at this time point, the intramedullary nail
was already engaging the virtual scapular-humeral joint, causing
impingement of the supraspinatus tendon.

There are some limitations in this study, which are common in
most studies on biomechanical cadaver specimens. Due to the
inherent biological variability of the cadaveric specimen, the
results for cadaveric specimens had large variations. We
approached this problem by reducing the differences between the
three groups of specimens in BMD and the humeral head diameter

until there was no longer a discernible difference between them.
Second, shoulder motions in humans are quite intricate. It is
exceedingly difficult to completely recreate the forces operating
on the humerus in vivo since they are not likely to be
unidirectional. Therefore, we applied partial supraspinatus
tendon tension while simulating humeral pressure at 25° of
abduction to make the results clearer and more clinically
applicable. Third, this study cannot fully explain the mechanical
conduction and force changes of different configurations of fixation
methods, and a finite element analysis is required in the later stage.
Lastly, this study did not compare the three biomechanical models
against a healthy humeral bone group.

Conclusion

Under the stress condition of applying partial supraspinatus tendon
tension and simulating 25° of humerus abduction, axial fixation
structures can provide better mechanical stability than non-axial
fixation structures. The intra- and extramedullary assembly fixation is
better able to prevent the varus collapse and subsequent screw cut-out.
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Biomechanical evaluation of
different posterior fixation
techniques for treating
thoracolumbar burst fractures of
osteoporosis old patients: a finite
element analysis
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1Department of Spinal Surgery, Tengzhou Central People’s Hospital, Tengzhou, China, 2Department of
Spinal Surgery, The Affiliated Hospital of Qingdao University, Qingdao, China

Objective: To investigate the biomechanical characteristics of different posterior
fixation techniques in treatment of osteoporotic thoracolumbar burst fractures by
finite element analysis.

Methods: The Dicom format images of T10-L5 segments were obtained from CT
scanning of a volunteer, and transferred to the Geomagic Studio software, which
was used to build digital models. L1 osteoporotic burst fracture and different
posterior fixation techniques were simulated by SolidWorks software. The data of
ROM, the maximum displacement of fixed segment, ROM of fractured
L1 vertebrae, the stress on the screws and rods as well as on fractured
L1 vertebrae under different movement conditions were collected and
analysed by finite element analysis.

Results: Among the four groups, the largest ROM of fixed segment, the maximum
displacement of fixed segment and ROM of fractured vertebrae occurred in CBT,
and the corresponding data was 1.3°, 2.57 mm and 1.37°, respectively. While the
smallest ROM of fixed segment, the maximum displacement of fixed segment and
ROM of fractured vertebrae was found in LSPS, and the corresponding data was
0.92°, 2.46 mm and 0.89°, respectively. The largest stress of screws was
390.97 Mpa, appeared in CBT, and the largest stress of rods was 84.68 MPa,
appeared in LSPS. The stress concentrated at the junction area between the root
screws and rods. The maximum stress on fractured vertebrae was 93.25 MPa,
appeared in CBT and the minimum stress was 56.68 MPa, appeared in CAPS. And
the stress of fractured vertebrae concentrated in themiddle and posterior column
of the fixed segment, especially in the posterior edge of the superior endplate.

Conclusion: In this study, long-segment posterior fixation (LSPF) provided with
the greatest stability of fixed segment after fixation, while cortical bone screw
fixation (CBT) provided with the smallest stability. Cement-augmented pedicle
screw-rod fixation (CAPS) and combined using cortical bone screw and pedicle
screw fixation (CBT-PS) provided with the moderate stability. CBT-PS exhibited
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superiority in resistance of rotational torsion for using multiple connecting rods.
CAPS and CBT-PS maybe biomechanically superior options for the surgical
treatment of burst TL fractures in osteoporotic patients.

KEYWORDS

thoracolumbar burst fractures, osteoporosis, biomechanical evaluation, posterior fixation,
finite element analysis

Introduction

Spinal fracture, accounting for about 5% of systemic fractures, is
often caused by car accidents, high falls and other injuries
(Cahueque et al., 2016). The thoracolumbar (TL) region is mostly
involved due to the major contributing factor of the biomechanical
stress transitional area from the semirigid thoracic spine to the
mobile lumbar spine. Because of the high-energy trauma, nearly
10%–20% TL fractures are burst fractures. The compression and
fracture of the vertebral body has the increasing injury risk of spinal
cord and nerve to affect the patients’ life quality and labor ability
(Hughes et al., 2021).

At present, conservative treatments including analgesia, bed rest
and local immobilization are feasible for mild TL fracture patients
without obvious neurological compromise and deformity. However,
the delayed neurological deterioration of conservative treatments
was reported up to 17% (Charles and Steib, 2015). Surgical
interventions are most commonly recommended for burst TL
fracture patients with neurological dysfunction and kyphosis. The
main goal of surgical procedure is to provide patients with
immediate spine stability, effectively neural decompression and
kyphosis correction (Cook et al., 2021). With the aging of the
population, the osteoporosis brings many challenges to treating
the patient with burst TL fractures. The osteoporosis weakens the
holding force of screws and obviously increases the risk of
instrument failure. It was reported that the incidence of screw
loosening was more than 60% of TL fracture patients with
osteoporosis (Muratore et al., 2021).

There is still no consensus of the application guideline for
different posterior fixation techniques in treatment of burst TL
fractures with osteoporosis. Long-segment posterior fixation
(LSPF) have advantages of better fixation strength and scattering
stress, less possibility of spinal collapse and instrument failure.
However, the extending fixation segment results in more surgical
trauma and sacrifices more spinal motion segments, accelerating
adjacent disc degeneration (Wang et al., 2019; Wu et al., 2019). The
benefits of cement augmentation of pedicle screw fixation have been
widely accepted. Compared with traditional screws, augmented by
polymethylmethacrylate (PMMA) bone cement was able to improve
the pullout resistance of screws in cancellous bone by 2–5 times.
However, the complications including neural injury, pulmonary
embolism and hypotension are still inevitable (Chevalier et al.,
2021). Cortical bone screw is able to increase the screw holding
force by adding more contact area between screw and cortical bone.
Biomechanical experiments showed that CBT increase the axial
stability of internal instrument nearly by 30% (Mai et al., 2016).
Since firstly proposed by Santoni et al. (2009), the CBT technique is
widely used in lumbar fusion with osteoporosis. However, it is rarely
reported to be applied in burst TL fracture and the mechanical

performance is still unclear. The cross trajectory technique by
combined using cortical bone screw and pedicle screw showed
the advantages of increasing fixation strength of pedicle screws,
reducing the fixation segments as well as retaining the range of spine
motion (Matsukawa et al., 2015), which may provide another
reliable measurement to burst TL fracture.

To evaluate the biomechanical characteristics of different
posterior fixation techniques, we simulated the finite element
model of osteoporotic burst L1 fracture and conduct the finite
element analysis of four different fixation techniques including
cement-augmented pedicle screw fixation (CAPS), long-
segmented pedicle screw fixation (LSPS), cortical bone screw
fixation (CBT) and combined using cortical bone screw and
pedicle screw fixation (CBT-PS). Under different movement
conditions, data of ROM, maximum displacement of fixed
segment, ROM of fractured L1 vertebrae, stress on instrument
and fractured vertebrae were collected to compare the
effectiveness of different posterior fixation techniques in
treatment of burst TL fracture patients with osteoporosis, which
provided theoretical basis for clinical application. The report is listed
as follows.

Materials and methods

The establishment of intact models of
T10-L5

One healthy 29-year-old male volunteer was enrolled in this
study. The volunteer assigned the informed consent form before the
study. This study was approved by the ethics committee of the
affiliated hospital of Qingdao University (Ethics No.
QYFYKYLL911411930).

The 64-slice spiral computed tomography scanner (Siemens,
Germany) was used to scan this volunteer from the T10 to
L5 vertebrae levels. The finite element (FE) model of the
thoracolumbar from T10 to L5 was established as follows: 1) the
CT images were scanned and the Dicom data was imported into
Mimics Software 21.0 (Materialise, Leuven, Belgium) and the
vertebral boundaries as regions of interest were identified with
multiple images to form a 3-node triangular surface model. 2)
The surface model was imported from SolidWorks
(SOLIDWORKS Corporation, Boston, Massachusetts,
United States) to further reconstruct a 3-dimensional solid model
of the T10-L5 segment. 3) The solid model of the thoracolumbar
spine was imported into GeomagicWrap Software (Geomagic, Cary,
North Carolina, United States) to optimize model shape, fit surface
and build surface model. The nucleus pulposus and annular fibers
were built separately. Intervertebral disc models of osteoporosis was
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simulated by the description of Sungwook Kang’s study (Kang et al.,
2022). The volume ratio of the annulus fibrosus to the nucleus
pulposus was set to 6:4. The thickness of vertebral cortical bone and
endplate were set to 0.7 mm. The contact property of facet joint
surface was set to tangential action without friction, and the initial
gap of facet joint was set to 0.5 mm. The models of paraspinal
ligaments (the anterior longitudinal ligament, the supraspinous
ligament and the intertransverse ligament) were established by
using Workbench (Ansys, Pittsburgh, Pennsylvania,
United States). The parameters of material properties were used
in this study shown on the Table 1. 4) The final FE models were

imported to Abaqus FE analysis software (Abaqus, Simulia Corp.,
Providence, Rhode Island, United States) for analysis.

The establishment of thoracolumbar burst
fracture models in osteoporotic condition

The V-shaped osteotomy of L1 vertebral body was performed by
SolidWorks to simulate burst L1 fracture. The upper two-thirds of
the anterior sponge bone of L1 vertebra was removed to weaken the
vertebral strength, as described by Basaran et al. (2019). The anterior
longitudinal ligament and posterior longitudinal ligament were
discontinuous to fully simulate burst L1 vertebrae fracture
(Figure 1). The material properties for the osteoporotic bony
structures were reduced, compared with normal bony structures,
by 66% of the elastic modulus for cancellous bone and by 33% for
cortical bone, bony endplate, and posterior elements, as described by
Guo et al. (2020).

The finite element models of different
internal fixations

The models of screws (55 mm × 45 mm/55 mm × 40 mm) and
rods (diameter of 5 mm) were respectively constructed by
SolidWorks software. Pedicle screws of thoracolumbar vertebrae
were inserted by using the herringbone crest vertex technique. Based
on the study brought by Santoni et al. (2009), the cortical bone
screws were inserted.

Four finite element models of different posterior fixation
techniques were simulated in this study. CAPS: Pedicle screws
(55 mm × 45 mm) were inserted bilaterally in pedicles of T12,

TABLE 1 Materials Property of the finite element model.

Element Young’s modulus (MPa) Poisson’s ratio Cross-sectional area (mm2)

Cortical bone (osteoporosis) 8,040 0.3 —

Cancellous bone (osteoporosis) 34 0.2 —

Endplate 1,000 0.3 —

Cartilage 50 0.3 —

Annulus fibrosus 5 0.45 —

Nucleus pulposus 9 0.4 —

Screws and rods 110,000 0.28 —

Bone cement 3,000 0.4 —

Anterior ligaments 20 0.3 63.7

Posterior ligaments 20 0.3 20

Flavum ligaments 19.5 0.3 40

Intertransverse ligaments 12 0.3 40

Interspinal ligaments 15 0.3 30

Supraspinal ligaments 59 0.3 3.6

Capsular ligaments 75 0.3 60

FIGURE 1
Finite element model of the spine with L1 burst fracture.
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L2 vertebral arch. A cylindrical cement was built along each
pedicle screw to the distal end and the volume of cement was set
as 1 mL, as described by Wenhai Wang (Wang et al., 2014); LSPS:
Pedicle screws (55 mm × 45 mm) were inserted bilaterally in
pedicles of T11, T12, L2 and L3 vertebral arch; CBT:Cortical bone
screws (55 mm × 40 mm) were inserted bilaterally in T12,
L2 vertebra cortex; CBT-PS: Cortical bone screws (55 mm ×
40 mm) and pedicle screws (55 mm × 45 mm) were inserted
simultaneously in one vertebra cortex and vertebral arch in
T12, L2 (Figure 2).

Boundary conditions and loads

The lower edge of L5 vertebral body was fixed to limit the
movement of L5 lower endplate in different directions. 500 N load
was applied vertically above the T10 vertebral body, and 7.5 Nm was
applied on the upper surface of the T10 vertebral body to simulate
the movement including flexion, extension, bending and rotation.
Range of motion (ROM), maximum displacement of fixed segment,
ROM of fractured L1 vertebrae, stress distribution on constructs and
fractured L1 vertebrae were analyzed under six movement
conditions of flexion, extension, left bending, right bending, left
rotation and right rotation, respectively.

Results

Validation of the intact T10-L5 finite element
model

In order to evaluate the validity of T10-L5 intact model, 7.5 Nm
torque was applied to the model to simulate the force under
physiological load. Under the conditions of flexion, extension, left
bending, right bending, left rotation and right rotation, the ROM of
T10-L5 spinal intact model was 5.31°, 5.63°, 4.81°, 4.91°, 3.14°, 3.51°,
respectively, which was comparable with the experimental data
reported by Pflugmacher et al. (2004) and Basaran et al. (2019)
to validate the rationality of the models (Table 2).

ROM of fixed segment in four FE fixation
models

A significant decrease in ROM of fixed segment was found after
fixation. The largest ROM in each group appeared under the
movement of flexion and the smallest ROM was under extension.

The largest ROM of fixed segment was 1.3°, appeared in CBT.
While the smallest ROM was 0.92°, appeared in LSPS. Among the four
groups, CBT had the largest ROM in six directions and LSPS had the
smallest ROM in directions of flexion, extension, left bending and right
bending. Compared with CBT, CAPS had a decrease of 17.08% in
flexion, 5.97% in extension, 20.78% in left bending, 20.58% in right
bending, 12.28% in left rotation and 14.14% in right rotation. Compared
with CBT, CBT-PS had a decrease of 20.11% in flexion, 4.19% in
extension, 24.18% in left bending, 21.91% in right bending, 15.28% in
left rotation and 16.43% in right rotation (Figure 3).

In addition, the decreased percentage of ROM after fixation in all
groups was compared to assess the ability of stability restoration. CBT
had the lowest decreased percentage in six directions (decreased by
67.01% in flexion, 92.61% in extension, 71.81% in left bending, 72.35% in
right bending, 70.78% in left rotation, 66.74% in right rotation). The
most obvious decreased percentage of ROMwas found in LSPS in most

FIGURE 2
The four different posterior fixation models including CAPS, LSPS, CBT and CBT-PS.

TABLE 2 Comparison between the normal spine model and models from
previous studies.

ROM(°)

Present
Study

Pflugmacher et al. Basaran et al.

Flexion 5.31 5.3 ± 1.0 4.5 ± 0.9

Extention 5.63 5.7 ± 1.0 4.5 ± 0.9

Left bending 4.81 4.3 ± 0.6 4.2 ± 0.8

Right bending 4.91 4.3 ± 0.6 4.2 ± 0.8

Left rotation 2.14 2.1 ± 0.5 2.3 ± 0.6

Right rotation 2.51 2.1 ± 0.5 2.3 ± 0.6

Date from present study is comparable with the results from previous research.
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directions except for axial rotation (decreased by 87.30% in flexion,
97.02% in extension, 90.45% in left bending, 90.97% in right bending).

The larger ROM and smaller decreased percentage after fixation
in CBT means more abnormal movement compared with other
techniques. So the stability of fixed segment in LSPS was best, while
the worst stability occurred in CBT. The stability of CAPS and CBT-
PS was between LSPS and CBT.

The maximum displacement of fixed
segments in four FE fixation models

The maximum displacement of fixed segment was defined as the
max perpendicular distance between the posterior of upper and

bottom vertebrae. In the research, we found that the maximum
displacement of fixed segment decreased after fixation in all groups.
The largest maximum displacement of fixed segment was 2.57 mm,
appeared in CBT. The smallest maximum displacement was
2.46 mm, appeared in LSPS.

LSPS has the smallest and CBT has the largest maximum
displacement of fixed segment in most directions except for right
rotation. Compared with CBT, CAPS had a decreased by 12.61% in
flexion, 0.46% in extension, 4.9% in left bending, 7.9% in right
bending, 0.9% in left rotation. Compared with CBT, CBT-PS had a
decreased by 16.65% in flexion, 2.01% in extension, 8.27% in left
bending, 8.28% in right bending, 3.05% in left rotation and 1.57% in
right rotation. Interestingly, the largest maximum of fixed segment
under right rotation occurred in LSPS (Figure 4).

The larger maximum displacement means the worse stability
after fixation. In accordance with the results of ROM described
above, the best stability occurred in LSPS and the worst was in CBT.
The fixed segment in CAPS and CBT-PS had similar stability, which
located between the stability of LSPS and CBT. However, it should
be noted the largest maximum displacement in LSPS under the
movement of right rotation may imply the disability to withstand
excessive right rotation.

ROM of fractured L1 vertebrae

ROM of fractured L1 vertebrae was recorded by measuring the
Cobb angle variation of L1 vertebrae. The maximum ROM of fractured
L1 vertebrae appeared under the movement of flexion, while the
minimum ROM appeared under the movement of extension.

The largest ROM of fractured L1 vertebra was 1.37°, appeared in
CBT. And the smallest ROM of fractured L1 vertebrae was 0.89°,
appeared in LSPS. CBT had the largest ROM of fractured
L1 vertebrae in six directions and LSPS had the lowest ROM in
most directions except for extension. Compared with CBT, CAPS
had a decrease by 17.2% in flexion, 14.78% in extension, 19.99% in
left bending, 18.99% in right bending, 13.24% in left rotation and
15.02% in right rotation. Compared with CBT, CBT-PS had a
decrease by 21.41% in flexion, 13.41% in extension, 23.66% in

FIGURE 3
The ROM of fixed segment in T10-L5 of four FE models under
different movement conditions including flexion, extension, bending
and rotation.

FIGURE 4
The maximum displacement of fixed segment of the four FE
models.

FIGURE 5
The ROM of fractured L1 vertebrae of the four FE models.

Frontiers in Bioengineering and Biotechnology frontiersin.org05

Zhang et al. 10.3389/fbioe.2023.1268557

260

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1268557


left bending, 20.89% in right bending, 16.20% in left rotation and
17.38% in right rotation (Figure 5).

The von Mises stress on the screws and rods

The maximum von Mises stress of screws in CAPS, LSPS, CBT,
CBT-PS was 191.45, 82.82, 390.97, and 214.66 MPa, respectively.
The largest stress of screws was 390.97 MPa, appeared in CBT under
the movement of flexion. Compared with CBT, the maximum von
Mises stress of screws in LSPS, CAPS, CBT-PS decreased by 78.81%,
51.03% and 45.09%, respectively (Table 3).

For the rods, the maximum von Mises stress in CAPS, LSPS,
CBT, CBT-PS was 62.15, 84.68, 73.02, and 62.20 MPa, respectively.
The largest vonMises stress was 84.68 MPa, appeared in LSPS under
the movement of right bending. Compared with LSPS, the
maximum von Mises stress in CAPS, CBT-PS and CBT
decreased by 26.59%, 26.54% and 13.76%, respectively (Figure 6).

The nephogram of the maximum von Mises stress in all models
concentrated at the junction area between root of screws and the
connecting rods.

The von Mises stress on fractured
L1 vertebrae body

The maximum von Mises stress of fractured L1 vertebral appeared
under the movement of flexion and the minimum stress appeared
under extension. The maximum vonMises stress in CAPS, LSPS, CBT,
CBT-PS was 56.68, 82.55, 93.25, and 71.75MPa, respectively. The
largest maximum stress was 93.25MPa, appeared in CBT under the
movement of flexion. Compared with CBT, the maximum stress on
fractured L1 vertebrae in CAPS, CBT-PS and LSPS decreased by
39.21%, 23.05% and 11.47%, respectively.

The nephogram of the maximum von Mises stress of fractured
L1 vertebrae was concentrated in the middle and posterior column
of the fixed segment, especially in the posterior edge of the superior
endplate (Figure 7).

Discussion

As to the treatment of TL burst fractures, surgical intervention was
indicated to provide patients with immediate stability, correction of
kyphosis and effectively decompression of spinal cord and nerve.
Posterior pedicle screw fixation system was regarded as an efficient
method for the treatment of TL burst fractures. However, it should be

cautious when the osteoporotic patients may suffer from instrument
failure due to the negative influence of decreasing hold screw force
(Liao, 2020). Maintaining adequate fixation strength is necessary to
accelerate fracture healing and avoid pseudarthrosis. However, there is
still no consensus of the application guideline for different posterior
fixation techniques in treatment of burst TL fractures.

In present study, the FE analysis was conducted to compare
biomechanical characteristics of different posterior fixation
techniques to provide theoretical evidence for clinical application in
treatment of burst TL fractures with osteoporosis. As described by
Wang et al. (2014), we constructed cement-augmented fixation (CAPS)
models. Briefly, the suitable PMMA cement (1 mL) was constructed
along the pedicle screw to the distal end, and cement located in anterior
and middle column of vertebrae mostly to avoid cement leakage. In his
survey, it is observed that insertion of 1.0 cm3 cement causes pullout
forces to increase by 50.7% and 60.8% for spherical and cylindrical
cement volumes, respectively. When 2.5 cm3 of cement is inserted, the
pullout forces are increased by approximately 116% and 120% for
spherical and cylindrical cement zones, respectively (Wang et al., 2014).
However, from our practical clinical experience, a bigger volume
(2.5 mL) of cement is too larger to causing difficulty in cement
insertion and inducing some complications, such as cement leakage
and neurological deterioration. Based on the proof discussed above, we
simulated cement augmentationmodels by inserting 1.0 cm3 cylindrical
cement during the FE experiment. And we found that the fixation
strength of pedicle screws increased after cement augmentation, which
lead to a moderate stability of fixed segment. The balloon kyphoplasty
(KP) with PMMA cement injection in fractured vertebrae is another
method of cement augmentation. Shady Elmasry conducted an
experiment to evaluate biomechanical perfomance of stand-alone
KP, stand-alone percutaneous pedicle screws fixation (PPSF) and
KP-augmented PPSF. However, the biomechanical superiority of
KP-augmented PPSF over the stand-alone PPSF was not confirmed
in that study (Elmasry et al., 2018).

Although CBT have been seen as one of the remedial surgical
methods in osteoporotic patients, the mechanical result of CBT in our
survey was not satisfactory. ROM and maximum displacement of fixed
segment was largest under every movement condition, indicating the
worst stability of fixed segment after fixation, which maybe caused by
the insufficient support of anterior column. Matsukawa et al. found the
stability after CBT fixation was worse under rotation and lateral
bending movement condition (Sakaura et al., 2016). Although Sellin
et al. (2018) demonstrated preferable results of the use of CBT to treat
unstable traumatic thoracolumbar fractures, but this result based on
fewer cases was more susceptible.

In addition, the result of our study showed the CBT-PS
technique can supply with moderate stability of fixed segment

TABLE 3 Maximum von Mises stress in the pedicle screws and rods.

CAPS LSPS CBT CBT-PS

Screws Stress (MPa) 191.45 82.829 390.97 214.66

Motion Flexion Left bending Flexion Flexion

Level T12 L3 T12 T12

Rods Stress (MPa) 62.156 84.68 73.026 62.201

Motion Left bending Right bending Right bending Left bending
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and exhibit superiority in resistance of rotational torsion. The CBT-
PS technique is a reliable and useful technique to reinforce the
fixation strength for creating multiple points of fixation within a
vertebrae. Combined using pedicle screw and cortical bone screw

simultaneously can make up the shortcomings of insufficient
fixation strength of CBT (Ueno et al., 2013). Michal Szczodry in
his survey pointed out that the increased cortical purchase (ICP)
insertion technique results in same biomechanical performance and

FIGURE 6
The nephogram of the maximum von Mises stress distribution of four FE models under different conditions. I–IV represent model of CAPS, LSPS,
CBT, and CBT-PS; i–vi represent different direction of motion including flexion, extension, left bending, right bending, left rotation and right rotation.
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same accuracy as the straightforward technique by using guidance
(Szczodry et al., 2018). However, the difficulty of inserting CBT and
pedicle screw is a common problem confronted in practical use. At
first, the pedicle size need to be large enough to accommodate two

screws in one pedicle. In our study, the selected pedicle screws were
5.5 mm in diameter and 50 mm in length; the CBT screws were
5.5 mm in diameter and 40 mm in length, which was in accordance
with Keitaro Matsukawa’s survey (Matsukawa et al., 2015). And

FIGURE 7
The nephogram of the von Mises stress distribution of fractured vertebrae body of four FE models. I–IV represent model of CAPS, LSPS, CBT, and
CBT-PS; i–vi represent different direction of motion including flexion, extension, left bending, right bending, left rotation and right rotation.
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then, choosing the ideal screw path for the optimal fixation plays an
important role in the cross-trajectory technique. With the
development of technology, difficulties in inserting screw safely
and pricisely can be overcomed with the use of appropriate
technologies. In a cadaver study, individualized surgical guide
templates for double-trajectory screw placement were designed
and the result was satisfactory (Zhao et al., 2021).

Previous studies have shown that the pedicle screw fixation
system converts 50% axial pressure of the vertebral body into the
pressure on the screw and connecting rod in lumbar fusion (Spiegl
et al., 2022). In burst TL fractures, the more pressure on the screw
caused by the loss of anterior and middle column support increased
the risk of instrument failure. In this study, the largest stress on
screws occurred in CBT, and the smallest stress was in LSPS. The
worse stability in CBT means more abnormal movement, which
exert more stress on instruments. Adding additional screws and
augmentation with cement can scatter the screw stress effectively.
For the rods, the largest stress occurred in LSPS. Extending fixed
segment lead to the increase of stiffness and local stress
concentration. What’s more, we found that the maximum stress
of the screw concentrate at junction area between the root of the
screw and the connecting rod, which is consistent with previous
study (Wu et al., 2019). Although the peak stress of screw and
connecting rod do not exceed the 529 MPa endurance limit of
titanium alloy (Wycisk et al., 2014), the spine is a relatively
active unit and local fretting exert the continuous stress of
internal instrument increasing the risk of fatigue fracture.

The axial compression pressure was delivered downward to the
fractured vertebral body. The excessive stress on the fractured
vertebral body has the negative effect on fracture healing. In this
research, the stress on fractured vertebrae under flexion movement
was bigger than other movement condition. The largest stress on
fractured vertebrae occurred was found in CBT, caused by the poor
ability to restore stability of fixed segment. CAPS has the smallest
stress on fractured vertebrae, which is resort to the fact more points
of fixation on vertebral make the stress more dispersed rather than
concentrated. In addition, bone cement has inherent advantages of
bone induction for bone growth, which is beneficial to recovery from
burst fracture (Cai et al., 2023).

FE analysis is a reliable and helpful method to predict mechanical
strength and dynamic characteristics of simulated constructs. However,
there are many aspects of influencing factors in the process of FE
analysis. Osteoporosis is clinically related to an age-related degeneration
process, cell density, nutrition level, proteoglycans (PGs), water
contents, as well as volume change in the disc decreased over the
progression of degeneration across decades, as discussed by Mallory
Volz (Volz et al., 2021). In our study, we built osteoporotic models of
intervertebral disc, and the model was validated with others’ literature.
In addition, instrument properties such as metal material, craft of
surface coating may have an effect on the result of FE analysis. Patrick
A. Massey compared the biomechanical performance of nitinol
memory metal rods and titanium rods. He found that nitinol
trended toward superior fatigue resistance, but there was no
significant difference in nitinol versus titanium construct fatigue
resistance (Massey et al., 2021). In an experiment of SWEETU
PATEL, the nanotubes surface were inserted at Ti6Al4V rod, and
the stability between the bone-implant interface was promoted (Patel
et al., 2015).

There are some limitations in our study. First, the finite element
model is constructed by obtaining the CT data of a single patient and
hardly represent the biomechanics of different ages and genders.
Second, the current finite element model does not include the spinal
muscle system, which plays an important role in maintaining the
stability of the spine. At last, increasing the diameter and length of
the screw can potentially produce larger pullout forces but may also
increase the risk of fracturing the surrounding fragile bone (Solitro
et al., 2019). The mechanical performance was not included in this
study. The further biomechanical experiments in cadaver studies
and clinical cohort studies would be needed to be performed to
prove the results of this study.

Conclusion

In this study, long-segment posterior fixation (LSPF) provided with
the greatest stability of fixed segment after fixation, while cortical bone
screw fixation (CBT) provided with the smallest stability. Cement-
augmented pedicle screw-rod fixation (CAPS) and combined using
cortical bone screw and pedicle screw fixation (CBT-PS) provided with
the moderate stability. CBT-PS exhibited superiority in resistance of
rotational torsion for using multiple connecting rods. CAPS and CBT-
PS maybe biomechanically superior options for the surgical treatment
of burst TL fractures in osteoporotic patients.
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With the improvement in the level of science and technology and the
improvement of people’s living standards, the functions of traditional manual
wheelchairs have been unable tomeet people’s living needs. Therefore, traditional
wheelchairs have been gradually replaced by smart wheelchairs. Compared with
traditional wheelchairs, smart wheelchairs have the characteristics of light
operation and faster speed. However, when driving on some complex road
surfaces, the vibration generated by the bumps of the motorcycle will cause
damage to the human body, so wheelchairs with good electric power and stability
can better meet the needs of people and make up for their travel needs. Based on
the traditional vehicle stability analysis method, the mathematical theory of roll
stability and pitch stability of the wheelchair–human system was established. We
built a multi-body dynamics model with human skeleton and joint stiffness based
on the multi-body dynamics method. The functioning of the wheelchair–human
system was simulated and analyzed on the ditch, step, and combined road. The
acceleration and Euler angle changes of the human head, chest, and wheelchair
truss position were obtained, and the data results were analyzed to evaluate the
stability and comfort of the system. Finally, a wheelchair test platform was built,
and the road driving test was carried out according to the simulation conditions to
obtain the system acceleration and angle data during the driving process. The
simulation analysis was compared to verify the accuracy of the multi-body
dynamics method, and the stability and comfort of the system were evaluated.

KEYWORDS

comfort evaluation, wheelchair–body system, the rate of psychological distress, roll
angle and pitch angle, experimental study

1 Introduction

In today’s society, the problem of population aging is increasing, and the number of
people with disabilities is also increasing. With the increase in the number of disabled people
in the world, the number of disabled people with movement disorders and severe paralysis
accounts for the vast majority. Therefore, as a travel tool for the elderly and disabled people
with limited mobility, electric smart wheelchairs have great medical value in today’s society.
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Smart wheelchairs generally come with features for easy control
and outdoor navigation. For example, a wheelchair operated in real-
time can switch modes between a joystick control mode and a head
gesture control mode according to the user’s requirements, and a
smart wheelchair can be commanded through gestures (Pathan
et al., 2020; Sharma and Mathur, 2021). It is also possible to
enable the smart wheelchair to realize the function of outdoor
navigation through sensing information and preloaded maps of
the building and its surrounding outdoor areas and based on the
ultrasonic obstacle avoidance system to increase the obstacle
avoidance function of the smart wheelchair, that is, to install
ultrasonic sensors on the smart wheelchair. It is used to detect
obstacles in the path of the wheelchair (Luo et al., 2021; Yi et al.,
2023), and it is the command recognition to complete obstacle
avoidance and obstacle surmounting (Elkodama et al., 2020).

However, when a smart wheelchair travels on some complex
surfaces, the vibrations caused by the bumps on the road will cause
harm to the human body (Pajic et al., 2017) and even cause the
wheelchair to become unstable due to improper operation, resulting
in more serious consequences. Therefore, it is necessary to ensure
that the wheelchair can still ensure the comfort and stability of the
wheelchair when driving on complex roads and obstacle roads. This
is the basis for safeguarding the mobility needs of the elderly and
people with disabilities.

Damien Pavec et al. established a human body-wheelchair
stability dynamics model, conducted extended research on the
human body stability of the wheelchair during acceleration and
braking, and proposed that the lower profile of the wheelchair seat
has a greater impact on the lateral stability of the human body,
providing guidance for optimizing wheelchair design (Maeda and
Mansfield, 2005). A new method for numerical simulation of
wheel–surface interaction (Lin, 2020), which combines the finite
element method with the discrete element method, rigid body
dynamics, and advanced wheel–surface friction model, can better
evaluate the longitudinal and lateral forces of wheels at various
angles of attack (Czapla and Pawlak, 2022). By establishing a
theoretical dynamic vehicle model with seven degrees of freedom,
the control stability of the vehicle is simulated, the influence of road
surface changes on the control stability of the vehicle is analyzed,
and the vehicle handling stability is also analyzed (Bi-bao and Tao,
2021; Li et al., 2021). Based on the vehicle stability theory, the
vehicle’s dynamic stability is analyzed, and the wheelchair rollover is
pre-warned and controlled by the MFC (Paddan and Griffin, 2002;
Burkhard et al., 2021). Items of seat comfort use were analyzed using
item response theory (Menegon et al., 2019). When the wheelchair
passes through complex road surfaces such as steps and ditches, and
generates strong bumps, the vibrations generated will cause harm to
the human body. Therefore, wheelchairs with good passability and
stability can better provide riding comfort and meet people’s travel
needs. The ability to improve occupant vibration comfort has been
discussed in Kim et al. (2020). Preliminary studies show that the
current ISO-2631 standard achieves good results in objectifying and
building an extended model in order to be able to robustly objectify
ride comfort; experiments show that the extended model can create
comparable or more accurate comfort than the ISO-2631 degree
value (Burkhard et al., 2021). The comfort of the human seat system
is explored, and the pressure distribution of the driver’s human body
and the influence of perceived discomfort are explored (Dong et al.,

2019; Tahir et al., 2020; Lantoine et al., 2022). The impact of the
angle of the seat back on the driver’s comfort is also significant
(Mačužić and Lukić, 2020), and it is necessary to evaluate whether
the seat posture is appropriate through comfort and user experience
(Caballero-Bruno et al., 2022). Furthermore, by changing the angle
of the prone position, the effects of different postures on the average
pressure, maximum pressure, and pressure area of the hip were
explored (Kim et al., 2023). The vibration transmission of the
wheelchair has a particularly obvious impact on the head and
spine of the human body. A three-dimensional numerical model
of the human spine specially used for vibration research is used. The
model was constructed using multibody dynamics techniques
(Valentini and Pennestrì, 2016; Song et al., 2019). By monitoring
the vibrations transmitted to the body trunk, the proposed method
can estimate posture changes and periodic fluctuations during
wheelchair propulsion with high reproducibility (Takeo et al.,
2023). It can be seen that the stability of the vehicle during
driving is very important to the comfort of the smart wheelchair
occupant. Vehicles are evaluated through obstacle avoidance tests to
determine whether they can maintain human comfort when
traversing obstacles (Parra et al., 2022).

The occupant is mainly subjected to vertical vibration excitation
during the driving process of the vehicle. The study of the
biomechanical characteristics of the vertical vibration of the
sitting human body has always been a hot research topic, mainly
including experimental research and theoretical modeling of the
vertical vibration characteristics of the sitting human body. A KC
mass system model (a classical stiffness damping model) was
established with parallel double degrees of freedom and used to
conduct in-depth research on the vertical characteristics of the
human body at 0–10 Hz, and we also established a vertical
vibration simulation device for the human sitting posture based
on this research model (Suggs C W et al., 1969). Research confirms
the strong correlation between vibration excitation in the vertical
direction of the human body and human comfort (Zhang et al.,
2018). Based on the vehicle theory, when the vehicle is driving on a
complex road surface, the driver will be subjected to low-frequency
(0.5–25 Hz) severe vibration, and the sustained vertical vibration
will cause damage to the head and waist of the occupant (Adam
et al., 2019).

At the same time, the ride comfort of the vehicle may be affected by
the characteristics of the seat. The vertical vibration of the seat is related
to the thickness and material of the seat. They affect the front-to-back
coaxial and vertical cross-axis transmission capabilities of the seat panel
and backrest. The resonant frequency of the fore–aft in-line
transmissibility of the seat pan and backrest decreases with
increasing foam thickness at the seat pan and backrest (Zhang et al.,
2021). Sitting posture and vibration amplitude also have a significant
impact on the vibration transmission rate of the seat suspension system.
Experiments have found that by giving subjects vertical vibrations of
different frequencies (Shu et al., 2021), they will perceive different
degrees of comfort under different sitting postures and vibration
amplitudes (Adam et al., 2020).

This article first establishes the stability theory of the
wheelchair–human body system through the classic dynamic model
theory of vehicles, conducts a theoretical analysis of the rollover stability
and pitch stability of the wheelchair–human body system, and
establishes an objective comfort evaluation system based on
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subjective psychological distress rate index. A comprehensive evaluation
system for human comfort will further establish the biomechanical
model of the rigid wheelchair–human body system; carry out driving
simulation analysis on the system on ditches and step roads; extract the
acceleration and angle changes in the human head, chest, and frame
truss centroid positions and analyze the data results. The wheelchair test
system platform is built to carry out the driving test under the same
simulated working conditions and compare it with the multi-body
dynamics simulation results to verify the accuracy of the simulation
analysis. Finally, based on the stability theory and comfort evaluation
system, the stability and comfort of the wheelchair–human body system
under complex road conditions are evaluated.

2 Wheelchair—theory of human system
stability

When the wheelchair is driving on a complex road surface, the
bumps on the road surface will cause the wheelchair to produce left and
right roll and pitch motions. When the road surface has large
undulations, it may cause the risk of wheelchair rollover and
dumping, and the vibration excitation is transmitted to the human
body through the wheelchair. When it is serious, it will affect human

comfort and cause harm to the body. Based on the theory of roll stability
and pitch stability of classic vehicles, the rollover and status of the
wheelchair–human body system are theoretically analyzed, and the
rollover and pitch stability limits of the wheelchair–human system are
obtained to provide theoretical guidance for subsequent driving tests.

In addition, the comfort level when riding in a wheelchair is
evaluated based on the objective acceleration evaluation index and
subjective annoyance rating index, providing a theoretical basis for
subsequent simulation analysis and driving tests.

2.1 Wheelchair–human system rollover
stability theory

In order to maximize the accuracy of the wheelchair roll
dynamics model, the influence of the two main factors, the
combined angular stiffness of the independent suspension and
the vertical stiffness of the tire, is considered comprehensively
during the modeling process. The rollover of the wheelchair
system is shown in Figure 1A.

In Figure 1A, δ1 is the vertical displacement of the tire caused by the
unsprungmass of the wheelchair;Gs is the sprungmass for wheelchairs;
Gu is the unsprung mass for wheelchairs; O2 is the center of the mass

FIGURE 1
Simplified diagram of wheelchair system roll and uphill and downhill forces (A) Schematic representation of the wheelchair system on its side. (B)
Analysis of equivalent spring for suspension of the wheelchair system. (C) Stiffness of the unilateral suspension wire of the wheelchair. (D) Schematic
diagram of the forces on the wheelchair–human system when going uphill. (E) Schematic diagram of downhill force on the wheelchair–human system.
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point of the sprung mass of the wheelchair; O1 is the center of roll of
the wheelchair body; O is the center of the mass point of the unsprung
mass of the wheelchair; B is the wheelbase of the wheelchair; F1 is the
wheelbase of the wheelchair; F2 is the truss value of the right wheel of
the wheelchair; S1, S2, and S3 are the distances between the center of the
mass of the unsprungmass, the center of roll and the center of the mass
of the sprung mass, and the longitudinal plane of the symmetry of the
wheelchair; is the distance from the center of mass of the sprung mass
of the wheelchair to the slope; h1 is the distance from the center of
the mass of the sprung mass of the wheelchair to the roll center of
the wheelchair; h2 is the distance from the roll center of the
wheelchair body to the slope; h3 is the equivalent height of the
center of mass of the unsprung mass; α is the static roll angle; Φ1

andΦ2 are the roll angular displacements of the unsprungmass and the
sprungmass, respectively. The overturningmoment of the sprungmass
of the wheelchair is equal to the combination of the suspension of the
wheelchair body called stiffness. Taking the moment about the roll
center point O1:

Gs sin αh + Gs cos α S3 − S2( ) � KrΦ1,

where Kr is the combined angular stiffness of the wheelchair
suspension.

Substituting S3 and S2, the relationship between Φ1 and Φ2 can
be obtained as

Φ2 � Kr

Gs cos αh
− 1( )Φ1 − tan α.

The angular stiffness of the suspension is the elastic restoring
moment received by the unit roll angle generated by the body roll.
Figure 1B shows the suspension spring analysis diagram of the
wheelchair when the whole vehicle is tilted.

As shown in Figure 1C,m is the distance between the suspension
spring and the longitudinal symmetrical plane of the wheelchair; n is
the distance between the tire and the longitudinal plane of symmetry
of the wheelchair; k1 is the suspension spring stiffness (Nm/rad); F1

is the force of the tire on the loose side; and F2 is the force of the tire
on the tightening side. In order to obtain the combined angular
stiffness of the wheelchair suspension, we first need to calculate the
linear stiffness of the one-sided suspension of the wheelchair.

FIGURE 2
Human vibration model annoyance rate curves. (A) Human vibration model. (B) Human annoyance rate curves in the driving environment.

TABLE 1 Human comfort evaluation index.

Total vibration av/(m•s2) Human comfort evaluation Wheelchair ride comfort C

< 0.315 Stay comfortable 1.0

0.315 ~ 0.630 Lightly uncomfortable 0.8

0.5 ~ 1.0 Some uncomfortable 0.6

0.8 ~ 1.6 Uncomfortable 0.4

1.25 ~ 2.50 Very uncomfortable 0.2

> 2.0 Especially uncomfortable 0
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As shown in Figure 1C, F1 and ΔF1 are the forces and increments
on one side of the tire, respectively; Q and ΔQ are the spring force and
increment of the suspension spring, respectively; Δ1 is the vertical
displacement increment produced by the tire; and Δ2 is the vertical
displacement increment produced by the suspension spring. We know
that the stiffness coefficient of the suspension spring is ks. From this,
according to the aforementioned figure, the bus stiffness of the
wheelchair suspension can be obtained as

kl � 2ks m/n( )2.

When the wheelchair body has a roll angle increment of dΦ2, the
deformation produced by the equivalent spring is ± B

2 dΦ2. The
combined angular stiffness kr of the suspension of the wheelchair is
obtained as

kr � ks
Bm

n
( )2.

Assuming that the stiffness of the wheelchair tire is linear, the
deformation of the tires on both sides of the car on the horizontal
road is set to Δ0; then:

Δ0 � Gu + Gs( )
2kt

,

where kt is the vertical linear stiffness of the tire.
When the wheelchair is on a slope with a gradient of α, the load

on the left and right wheels will be transferred under the action of
gravity, causing the tire to deform. Assuming the deformation of the
tire is Δ, we obtain

F2 � ktΔ � kt Δ0 + δ1( ).
By decomposing the force system along the normal direction of

the slope, the synthesis of the tire support force is equal to the
synthesis of gravity components:

F1 + F2 � Gu + Gs( ) cos α.
According to the geometric relationship in Figure 1A, it can be

seen that

δ1 � BΦ1/2.
By combining the aforementioned formulas, the normal force of

the tires on both sides in contact with the slope can be obtained as

F1 � Gu + Gs( ) cos α/2 − ktBΦ1/2
F2 � Gu + Gs( ) cos α/2 + ktBΦ1/2{ ,

where F1 is the stress on the tire on the loose side and F2 is the
force on the tire on the compaction side.

Figure 1A shows the moment of contact point A between the tire
and the slope, and we get

F1B + Gs sin αh + Gu sin αh3 � Gs cos α
B

2
− S3( )

+ Gu cos α
B

2
− S1( ).

Simultaneously simplifying the aforementioned formulas, it can
be seen that the vertical linear stiffness of the tire is

Kt � 2 Guh3 + Gsh( ) sin α + cos αΦ1( ) + 2Gsh1 cos αΦ2

B2Φ1
.

When the slope reaches the maximum roll angle α1 of the
wheelchair, the tires on the upper side of the slope just leave the
slope. F1 � 0, which can be obtained from the following resultant
force formula:

Gu + Gs( )
2

cos α � KtBΦ1

2
,

Combining the aforementioned relational expressions to
eliminate Φu, we obtain

TABLE 2 Human body model output of default data.

Project name Human data (mm)

Ankle circumference 211.0435825

Ankle height, outside 140.4683459

Armpit height 1323.854381

Biceps circumference 280.3974815

Buttock depth 209.271062

Calf circumference 341.0846869

Chest breadth 301.1401516

Chest depth 218.5973197

Elbow circumference 299.4991444

Foot breadth 95.97301467

Foot length 270.7387811

Forearm circumference 262.5570257

Forearm/head length 499.5140956

Head breadth 153.6571

Head length 197.4350064

Head to chin height 228.946798

Hip breadth, standing 331.105377

Knee circumference 367.3743512

Neck circumference 360.1179666

Knee height, seated 562.4855635

Seated height 938.988042

Shoulder breadth 479.1378574

Shoulder height 1468.070504

Shoulder-to-elbow length 365.0986821

Standing height 1,800

Thigh circumference 519.2038789

Upper leg circumference 361.9016057

Waist breadth 275.0127284

Waist depth 191.4139039

Waist height 1089.26063

Ankle circumference 168.8972904
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Gcos 2α1 + Bkt sin α1( ) hgG + Gsh1
kr

Gsh cos α1
− 1

⎛⎝ ⎞⎠ � 1
2
ktB

2G cos α1,

where G � Gu + Gs is the total weight of the vehicle and hg �
(Guh3 + Gsh)/G is the equivalent center-of-mass height of the whole
vehicle.

The aforementioned formula is the relationship between the
maximum roll stability angle α1 of the vehicle, the combined angular
stiffness Kr of the independent suspension, and the vertical stiffness

Kt of the tire, which can be obtained by substituting the relevant
geometric and structural parameters of the system.

2.2 Wheelchair–human system pitch
stability theory

In the process of driving awheelchair, the user usually passes through
different rough and bumpy roads. When driving at a constant speed or

TABLE 3 Mass and moment of inertia of each body segment of the human body model.

Parts Quality (Kg) Ixx (Kg*mm^2) Iyy (Kg*mm^2) Izz (Kg*mm^2)

Head 4.929 2.98E+04 2.61E+04 1.54E+04

Left_Foot 2.076 9.68E+03 8.58E+03 3.00E+03

Left_hand 0.407 4.62E+02 4.62E+02 2.30E+02

Left_Lower_Arm 1.398 9.17E+03 9.17E+03 9.74E+02

Left_Lower_Leg 3.465 4.87E+04 4.87E+04 4.08E+03

Left_Scapula 1.773 5.55E+03 5.55E+03 2.51E+03

Left_Upper_Arm 1.662 1.19E+04 1.19E+04 1.32E+03

Left_Upper_Leg 5.807 8.45E+04 8.45E+04 1.14E+04

Lower_Torso 7.496 5.75E+04 5.47E+04 2.99E+04

Neck 1.208 2.39E+03 2.39E+03 1.58E+03

Right_Foot 2.076 9.68E+03 8.58E+03 3.00E+03

Righr_Hand 0.407 4.62E+02 4.62E+02 2.30E+02

Right_Lower_Arm 1.398 9.17E+03 9.17E+03 9.74E+02

Right_Lower_Leg 3.465 4.87E+04 4.87E+04 4.08E+03

Right_Scapula 1.773 5.55E+03 5.55E+03 2.51E+03

Right_Upper_Arm 1.662 1.19E+04 1.19E+04 1.32E+03

Right_Upper_Leg 5.807 8.45E+04 8.45E+04 1.14E+04

Upper_Torso 12.746 1.32E+05 1.05E+05 8.82E+04

FIGURE 3
Sectional view of ditch pavement and step pavement.

Frontiers in Bioengineering and Biotechnology frontiersin.org06

Luo et al. 10.3389/fbioe.2023.1279675

271

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1279675


accelerating on a sloped road, the wheelchair will roll over and cause
accidents. Because the wheelchair usually travels at a constant speed and
the speed is relatively slow, the pitch stability of the wheelchair–human
body system is considered in this paper when traveling at a constant
speed. In the pitch stability calculation, the suspension system and tire
stiffness of the wheelchair have little influence on the stability of the pitch
process during the pitchmotion, so this paper ignores the influence of the
tire stiffness and the wheelchair suspension system when calculating the
pitch stability angle.

The force diagram of the system when it goes uphill at a constant
speed is shown in Figure 1D.Gs + Gu is the gravitational force on the
system, F1 is the vertical reaction force of the slope road on the rear
wheel of the wheelchair, F2 is the vertical reaction force of the road
on the rear wheel of the wheelchair, F3 is the traction force generated
by the wheelchair when it is running at a constant speed, F4 is the
rolling resistance of the wheelchair tire, a is the distance from the
center of mass of the wheelchair–human body system to the axis of
the rear wheel of the wheelchair, h is the height of the center of the
mass of the system, L is the wheelbase of the front and rear axles of
the wheelchair, and β is the slope angle.

Themoment balance equation is established through the contact
point between the rear wheel of the wheelchair and the road surface.
In order to avoid the system tipping over during the uphill process,
we obtain

F2 � a Gs + Gu( ) cos β − h Gs + Gu( ) sin β
L

≥ 0

β≤ arctan
a

h
.

So the maximum pitch angle of the wheelchair when going
uphill is

βlim � arctan
a

h
.

It can be seen from the aforementioned formula that the
maximum pitch angle of the system when going uphill at a
constant speed is related to the distribution of the center of the
mass of the wheelchair–human body system. There will also be

changes. In order to prevent the wheelchair from sliding down when
going uphill, it is necessary to consider the maximum slip angle
when driving on a slope, where μ1 is the rolling friction coefficient
between the wheelchair tire and the road surface, and the conditions
to ensure that the system does not slip downward are as follows.

F3 � μ1F1 ≥F4 + Gs + Gu( ) sin β � μ1F2 + Gs + Gu( ) sin β.
F1
′ + F2

′ � Gs + Gu( ) cos β.
Combining the two aforementioned formulas, the maximum

slip angle of the system when going uphill at a constant speed is

β1 � arctan
2μ1a − μ1L

2hμ1 − L
.

Based on the aforementioned formula, the slip angle of the
system when going uphill at a constant speed is related to the
distribution of the center of mass of the system, the wheelbase of
the front and rear wheels of the wheelchair, and the rolling
friction coefficient between the tire and the road surface. The
maximum pitch angle of the system when going downhill is the
same as when going uphill, but the slip angle of the system is also
affected by the rolling resistance of the wheelchair tires during
this process.

Figure 1E shows the force diagram of the system when the
wheelchair goes downhill, the rolling resistance of the rear tire of
the wheelchair in the figure is F6, the coefficient of static friction
between the tire and the road is μ2, and the conditions to ensure that the
wheelchair–body system does not slip during this process are

F4 + F6 � μ1F2 + μ2F1 ≥ Gs + Gu( ) sin β.
Based on the contact point O1 of the front wheel with the road

surface and from the moment balance condition, we obtain

F1L + h Gs + Gu( ) sin β − a Gs + Gu( ) cos β � 0.

Combining the aforementioned two formulas, the slip angle of
the wheelchair–human body system when going downhill at a
constant speed can be obtained as

FIGURE 4
Schematic diagram of the ditch pavement test.
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β2 � arctan
μ1 − μ2( )a

μ1 − μ2( )h − L
.

It can be seen from the aforementioned formula that the slip
angle of the wheelchair when going downhill at a constant speed is
related to the position distribution of the center of the mass of the

FIGURE 5
Comparison of the acceleration data and angle change of the wheelchair frame on the ditch road. (A) Acceleration in the pitch direction. (B)
Acceleration in the roll direction. (C) Acceleration in the vertical direction. (D) Roll angle change of the wheelchair frame position. (E) Pitch angle change
of the wheelchair frame position.
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system, and the static friction coefficient and rolling friction
coefficient between the tire and the road surface are related to
the wheelbase of the front and rear wheels of the wheelchair.

3 Wheelchair–human system comfort
evaluation system

3.1 ISO-2631-1 evaluation index

When evaluating the comfort of the human body in a
wheelchair, the vibration model of the human sitting posture
consists of the linear vibration and angular vibration in three
directions of the chest, head, and feet at the contact points of the
wheelchair seat and pedals. As shown in Figure 2A, the model has
a total of three contact points and 12 axial vibrations. Since the
wheelchair does not involve steering conditions and the driving
speed is also slow, the angular vibration of its three contact points
and the axial vibration of the foot contact point are ignored, and

only the linear vibration of the human chest and head is
considered.

Considering that vibrations in different directions and locations
have different effects on the human body, the weighted root-mean-
square acceleration should be calculated by the following formula or
its equivalent in the frequency domain:

aω � 1
T
∫
0

T

a2ω t( )dt⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦
1/2

,

where aω(t) is obtained from the weighted acceleration a(t) of
the time function through the frequency weighting function ω(f),
and T is the vibration analysis time.

The total vibration of the weighted root-mean-square
acceleration determined by the axial vibration of the chest and
head is calculated as follows:

av � k2xa
2
ωx + k2ya

2
ωy + k2za

2
ωz( )1/2,

FIGURE 6
Changes in the angle data of the human chest and head. (A) Roll angle of the human chest. (B) Pitch angle of the human chest. (C) Roll angle of
thehuman head. (D) Pitch angle of the human head.
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where aωx, aωy, and aωz are the weighted root-mean-square
value relative to the orthogonal coordinate axes x, y, and z; and kx,
ky, and kz are the direction factors.

The total vibration value av is used for comfort evaluation. For a
seated human body, the horizontal direction factor is 1.4, and the
vertical direction factor is 1.0. Table 1 shows the relationship

FIGURE 7
Comparison of acceleration data of the human chest and head. (A) Acceleration in the pitch direction of the human chest. (B) Acceleration in the roll
direction of the human chest. (C) Acceleration in the vertical direction of the human chest. (D) Acceleration in the pitch direction of the human head. (E)
Acceleration in the roll direction of the human head. (F) Acceleration in the vertical direction of the human head.
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between the total vibration value av and human comfort and ride
comfort:

3.2 Evaluation of the human subjective
mental annoyance rate

According to different environmental factors, people will adjust
their psychological expectations, and people’s expectations for
vibration will be reduced correspondingly in harsh vibration
environments. Analyzing from the perspective of psychophysics,
people’s subjective responses to vibration are uncertain, which is
mainly due to the ambiguity caused by the unclear concept of the
judgment standard of human subjective response and the sensitivity
of people to vibration stimulation. Randomness is caused due to
degree differences.

Fechner’s law in psychophysics reveals a functional relationship
in which the concept membership value of the subjective response is
proportional to the logarithm value of the acceleration:

v u( ) � a ln u( ) + b.

It can be seen from the aforementioned formula that when we
know the perceptible limit and tolerance limit of the human body’s
response in a certain vibration environment, we can use the
aforementioned formula to obtain the value of the membership
degree of the crowd’s annoyance response.

According to the theory of psychophysical signal detection, there
are two main steps in the human response to vibration: perceiving
vibration and judging vibration. Among them, people’s perception
of vibration is uncertain, and at the same time, people’s subjective
judgment of vibration is ambiguous. For the case of continuous
distribution, the difference in sensitivity can be described by the
lognormal distribution function:

f aw|u( ) � 1���
2π

√
uσ

exp
− ln u( ) − μln aw( )[ ]2

2σ2

⎧⎪⎨⎪⎩
⎫⎪⎬⎪⎭,

where σ2 � ln(1 + δ2), μln(aw) � ln(aw) − σ2/2, aw, and σ are
the expected value and variation function of u, respectively, and δ
is the variation function of random normal distribution.
According to the research of many scholars, the value of δ is
generally 0.2-0.5, and the value of 0.3 is used in this paper to
study the human annoyance rate.

Taking into account the difference between the human body in a
wheelchair and other vibration environments, the calculation
formula of the annoyance rate value of the vibration acceleration
aw when the whole wheelchair is taken is given as follows:

A aw( ) � ∫∞

umin

1���
2π

√
uσ

exp
− ln u/aw( ) + 0.5σ2[ ]2

2σ2
{ }v u( )du,

where v(u) is a membership function and umin is the lower limit
of acceleration corresponding to the perceptible limit of vibration.

The annoyance rate under a random vibration intensity aw can
be calculated by the aforementioned formula. According to the
definition of fuzzy membership function, the acceleration r1
corresponding to the perceptible limit and the acceleration r2
corresponding to the tolerance limit are known; the coefficients a
and b of the membership function can be calculated, and then the
annoyance rate value can be obtained by integrating according to the
annoyance rate calculation formula, and an annoyance rate curve
can be drawn.

a ln r1( ) + b � 0
a ln r2( ) + b � 1
{ .

According to the evaluation table of ISO-2631-1, the human
body’s perceptible limit (the lower limit of subjective response)
during system driving is 0.315m/s2, the tolerance limit (the upper
limit of subjective response) is 2.5m/s2, r1 � 0.315m/s2, and
r2 � 2.5m/s2, and thus we get a � 0.48, b � 0.56. According to
the aforementioned annoyance rate formula, the human
annoyance rate curve in the driving environment can be
obtained, as shown in Figure 2B.

4 Wheelchair–biomechanical model of
the human body system

4.1 Establishment of the human
biomechanical model

According to GB-10000-88 “Human Dimensions of Chinese
Adults” and related theories of bionics, the height of Chinese adults
is selected as 1,800 mm, the weight as 65 kg, and the percentage as 50
(that is, in certain sample data, it is higher or lower than the height
and weight data) Accounting for 50%, these data are applied to
LifeMOD to build a human mechanics model and define the
parameters of each joint. The mechanical parameters of human
joints adopt the joint mechanical parameters obtained through the
actual testing of the Hybrid III crash dummy, mainly including non-
linear stiffness, damping and friction values, and limiting joint
stiffness with hysteresis. After the human body model is
established, the posture adjustment function is used to adjust the
angle of the human skeleton so that the sitting posture of the human
body completely conforms to the posture of riding a wheelchair in
reality.

When using anthropometric parameters or demographic
parameters to create a virtual human body, ADAMS uses the
GeBOD program to calculate the necessary parameters. The
GeBOD program outputs data describing the human body model
of the 15-segment rigid body. The position of the axilloid, the joint
that connects the links. The anthropometric data calculated by
GeBOD is based on 32 default morphometric parameters. If no
updated values for these parameters are provided, GeBOD will
output the default values for the parameters. Table 2 shows the
output of default data by the human body model in this paper:

The GeBOD program is used to calculate the body posture
parameters and establish the human body model. The regression

TABLE 4 Human comfort evaluation form on the ditch pavement.

Human chest Human head

Total vibration (RMS) 0.1891 0.2932

Annoyance rate (%) 0.18% 3.48%
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equations of the shape parameters of the human body model, body
segment mass, body segment centroid, and overall centroid position
are shown in the following formula:

Y � B0 + B1X1 + B2X2 + B3X3,

where Y is the mass or centroid; B0 is the constant term of the
regression equation; B1 is the weight regression coefficient;X1 is the
weight; B2 is the regression coefficient for height;X2 is the height; B3

is the regression coefficient for age; and X3 is the age.

FIGURE 8
Comparison of the acceleration data and angle change of the wheelchair frame on the step road. (A) Acceleration in the pitch direction. (B)
Acceleration in the roll direction. (C) Acceleration in the vertical direction. (D) Roll angle change of the wheelchair frame position. (E) Pitch angle change
of the wheelchair frame position.
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Based on the aforementioned formula, the body segment mass of
the human body model and the moment of inertia of the center of
mass of the single segment can be obtained. The mass and moment
of inertia of each body segment of the human body model
established in this paper are shown in Table 3:

4.2 Wheelchair–human body system model

In this paper, the road surface file adopts the “rdf” file format and
imports it into the simulation environment through the “tire” module,
and its essence is still the structure of the surface file that is still an ASCII
text file in the “TeimOrbit” format. The XY axis is the plane of the road
surface, and the Z-axis is the height of the road surface. Whenmaking a
rigid pavement, first use 3D software to draw the required plane, divide
the pavement into a triangular mesh, and then export it to a node
format file, which contains information on each node and grid unit in
the pavement model. The information to the road surface file template
is copied, and the road surface adhesion coefficient is set to get the rigid

road surface we need. In this paper, we have established two kinds of
rigid pavements: ditch road and step road. The schematic diagrams of
the two roads are shown in Figure 3.

Based on the wheelchair, human body, and rigid road model
established previously, the model integration function in the
LifeMod plug-in is used to establish a comprehensive model of the
“wheelchair–human body-road,” as shown in Figure 3.We set the speed
of the wheelchair to drive on the simulated road. Therefore, the existing
wheelchair platform used in this paper is the front-wheel drive, and the
rotation speed of the front wheel is set to 1.57 rad/s (0.28 m/s).

5 Simulation and experimental
verification

5.1 Test condition setting

In order to verify the stability and comfort of the
wheelchair–human body system on the aforementioned road

FIGURE 9
Changes in the angle data of the human chest and head. (A) Roll angle of the human chest. (B) Pitch angle of the human chest. (C) Roll angle of the
human head. (D) Pitch angle of the human head.
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surface, this paper modifies the existing intelligent wheelchair
prototype platform and builds a test road for the
wheelchair–human body system driving test. In order to be able
to control the wheelchair platform to drive on the test road while the

test personnel are in a completely relaxed state, a control system for
the wheelchair platform is built in this paper. Among them, the
lower control system uses the STM32 single-chip microcomputer to
control the wheelchair front wheel motor to make the wheelchair

FIGURE 10
Acceleration data of the human chest and head under the step pavement. (A) Acceleration in the pitch direction of the human chest. (B) Acceleration
in the roll direction of the human chest. (C) Acceleration in the vertical direction of the human chest. (D) Acceleration in the pitch direction of the human
head. (E) Acceleration in the roll direction of the human head. (F) Acceleration in the vertical direction of the human head.
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platform move, and the upper computer system uses the Huayan
industrial computer-integrated ROS development system for
control input and data processing.

During the driving process of the wheelchair, this paper uses the
inertial measurement unit to collect real-time data on the position of
the wheelchair frame and the acceleration and angle of the human
head and chest during the test and compares it with the simulation
analysis to verify the accuracy of the simulation method in this
paper. In order to ensure the consistency between the test conditions
and the simulation conditions, cement is used to make the test ditch
and step road surface. The length of the front section of the ditch
ridge is 2,500 mm, the width of the ditch ridge is 100 mm, the depth
is 50 mm, and the length of the rear section is 1,400 mm. The length
of the front end is 1,400 mm, the height of the front end of the step
obstacle is 40 mm, the length of the step is 700 mm, the height of the
back section of the step is 30 mm, and the length of the back section
is 2,000 mm. In the road driving test, the testers first drove the
wheelchair through the ditch and ridge obstacles, then through the
step obstacles, and stopped the test after passing the step obstacles
smoothly. During the test, the wheelchair speed was maintained at a
constant speed of 0.28 m/s, which was consistent with the
wheelchair speed in the simulation analysis.

5.2 Comparison of results of the ditch
pavement

According to the basic working conditions set by the simulation,
the wheelchair prototype is used as the test equipment, and the test
personnel wear the sensor to drive the wheelchair through the ditch
road and analyze the stability and comfort of the wheelchair–human
system during the process. First, the wheelchair is parked at the end
of the front section of the ditch and ridge road, and the wheelchair
speed is set for the test. After passing through the ditch road and
stopping smoothly, the acceleration and angle data are recorded by
the sensors worn on the tester’s head and chest. Figure 4 shows the
comparison between the simulation and the test under the
ditch road.

The comparison of the acceleration data of the wheelchair frame
under the ditch road is shown in Figures 5A–C, where A is the
acceleration in the roll direction, B is the acceleration in the pitch
direction, and C is the acceleration in the vertical direction. In
Figures 5A–C, it can be seen from the acceleration data that the
results show that the data error of the wheelchair pitch acceleration
is 2.25%, the data error of the roll acceleration is 1.73%, and the data
error of the vertical acceleration is 6.17%. The test and simulation
data show better findings.

Figures 5D, E show the data comparison of the angle change of
the wheelchair under the ditch road. The results show that the data
error of the roll angle of the wheelchair is 5.46%, and the data error
of the pitch angle is 4.73%, both of which are within the acceptable

range, which verifies the accuracy of the simulation method used in
this paper.

The comparison of the roll angle and pitch angle data of the
human chest and head under the ditch road is shown in Figure 6,
where Figures 6A, B show the comparison of the angle data of the
measurement point of the human chest under the road surface of the
ditch, and Figures 6C, D show the measurement point of the human
head in the ditch. Angle data comparison under the rough road is as
follows: in terms of data errors, the errors of the roll angle and pitch
angle of the human chest are 1.65% and 1.93%, respectively, and the
errors of the roll angle and pitch angle of the human head are 1.85%
and 1.62%, respectively.

For the acceleration data, Figure 7 shows the three-axis
acceleration data of the human chest and head under the ditch
road. In the acceleration response of the human chest, the data
errors in the three directions are 5.59%, 8.71%, and 4.65%. Through
the comparison of the acceleration data of the head, it can be seen
that the pitch acceleration of the head in the test is significantly
higher than that of the chest of the human body, indicating that the
head swings back and forthmore violently during the test. After that,
the acceleration basically returned to a stable level. Calculation of the
error shows that the pitch acceleration data error of the human head
is 6.25%, the roll acceleration data error is 6.82%, and the vertical
acceleration data error is 3.33%. The simulation data of the head and
chest fit well, and the change trend of the data is consistent with the
simulation analysis in this paper.

According to the comfort evaluation index in this paper, we
calculate the root-mean-square value of the acceleration of the
human chest and head under the ditch road surface and weigh it
to evaluate the comfort of the human body. Table 4 is the evaluation
form of the human chest and head. According to the calculation
results, it can be seen that the total vibration of the human chest
under the ditch road surface is 0.1891, and the annoyance rate is
0.18%. The total vibration of the human head under the road surface
is 0.2932, and the annoyance rate is 3.48%. That is, the chest and
head of the human body are kept in a good comfortable state during
the process.

5.3 Comparison of the result of the step
pavement

According to the setting of the simulation working conditions, the
driving speed of the wheelchair is set to 1.57 rad/s (0.28 m/s). After the
test personnel have adjusted their sitting posture, the test starts. Through
the wheelchair frame position recorded by the sensor, the acceleration
and angle data of the human chest and head are compared with the test
data of the wheelchair–human body system on the road surface and
compared with the simulation results. Figure 8 shows the comparison
between simulation and test results under the stepped pavement.

The comparison of the acceleration data of the wheelchair frame
on the step road is shown in Figures 8A–C. From the comparison of
the acceleration data, it can be seen that the acceleration change
trend of the wheelchair frame obtained in the step test is very close to
the peak point. The data results show the acceleration in the pitch
direction of the wheelchair. The data error is 3.24%, the acceleration
data error in the roll direction is 9.62%, and the acceleration data
error in the vertical direction is 3.51%.

TABLE 5 Human comfort evaluation form on the ditch pavement.

Human chest Human head

Total vibration (RMS) 0.2531 0.2975

Annoyance rate (%) 1.54% 3.74%
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Figures 8D, E show the data comparison of the angle change of the
wheelchair under the step road. The results show that the data error of
the roll angle of the wheelchair is 8.32%, and the data error of the pitch
angle is 2.25%, both of which are within the acceptable range, which
verifies the accuracy of the simulation method used in this paper.

The comparison of the roll angle and pitch angle data of the
human chest and head under the step road is shown in Figure 9, in
which Figures 9A, B show the comparison of the angle data of the
human chest measurement point under the step road, and Figures
9C, D show the comparison of the angle data of the head
measurement points under the step road. In terms of data errors,
the roll angle and pitch angle errors of the human chest are 5.58%
and 3.62%, respectively, and the roll angle and pitch angle errors of
the human head are 2.87% and 4.35%, respectively.

In the acceleration data, Figure 10 shows the three-axis acceleration
data of the human chest and head under the step road. In the
acceleration response of the human chest, the data errors in the
three directions are 4.13%, 4.59%, and 5.27%. Through the
comparison of the acceleration data of the head, it can be seen that
the pitch acceleration of the head in the test is significantly higher than
that of the chest of the human body, indicating that the head swings back
and forth more violently during the test. After that, the acceleration
basically returned to a stable level. Calculation of the error shows that the
pitch acceleration data error of the human head is 3.28%, the roll
acceleration data error is 4.16%, and the vertical acceleration data error is
2.65%, the simulation data of the head and chest fit well, and the change
trend of the data is consistent with the simulation analysis in this paper.

According to the calculation of the comfort evaluation index, the
root-mean-square values of the acceleration of the human chest and
head under the step road are 0.2531 and 0.2975, respectively, and the
corresponding annoyance rates are 1.54% and 3.74%, respectively, as
shown in Table 5. All are less than the critical value corresponding to
the comfort evaluation system in this paper. It can be judged that the
chest and head of the human body have maintained a good
comfortable state during the process of passing the obstacle, and
the human body has good comfort when passing the obstacle road.

6 Conclusion

(1) Based on the traditional vehicle stability theory, this paper
conducts a mechanical analysis of the wheelchair–human
body system in rollover and pitch states. Then, the
expressions of the limit roll angle and pitch angle of the
system were obtained during dynamic driving.

(2) The ISO-2631-1 standard and the subjective psychological
annoyance rate were used to establish the objective and
subjective comfort evaluation systems of the human body. A
theoretical basis for system stability and comfort evaluation was
provided in subsequent simulations and experiments.

(3) Based on the ADAMS/LifeMOD biomechanics plug-in and the
existing wheelchair prototype, a biomechanical model of the
wheelchair–human body system and the wheelchair–human
body-rigid road model of the ditch road surface and the step
road surface were established, and the model integration
function in the lifeMOD plug-in was used to establish the
“wheelchair–human body road” model of the ditch road
surface and the step road surface, respectively.

(4) Through the transformation of the existing wheelchair
prototype platform and the construction of the test road, the
wheelchair–human body system was tested and verified under
the same working conditions. By obtaining and comparing the
experimental and simulation data, the results showed that the
position of the wheelchair frame, the angular velocity and
acceleration of the human chest and head, and the error of
the test data and the simulation analysis are all within 10%,
which fully demonstrates the accuracy of the multi-body
dynamics method used in this paper. The result shows that
the peak acceleration of the head in three directions is higher
than that of the chest data. This is because the head has less
support throughout the ride, causing the head to swing more
dramatically than the chest during the ride.

(5) The stability and comfort of the system under the ditch and step
roads were evaluated. The stability and comfort of the system
under the ditch and step roads are evaluated by the data
obtained from the test. The results show that the
wheelchair–human system remains in a good stable and
comfortable state during driving on the two road surfaces.
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A comparative analysis of using
cage acrossing the vertebral ring
apophysis in normal and
osteoporotic models under
endplate injury: a finite element
analysis

JianWang†, ZimingGeng†, XiangMa†, Zepei Zhang* and JunMiao*

Tianjin Hospital of Tianjin University, Tianjin, China

Background: Lateral lumbar fusion is an advanced, minimally invasive treatment
for degenerative lumbar diseases. It involves different cage designs, primarily
varying in size. This study aims to investigate the biomechanics of the long cage
spanning the ring apophysis in both normal and osteoporotic models, considering
endplate damage, using finite element analysis.

Methods: Model 1 was an intact endplate with a long cage spanning the ring
apophysis. Model 2 was an endplate decortication with a long cage spanning the
ring apophysis. Model 3 was an intact endplate with a short cage. Model 4 was an
endplate decortication with a short cage. On the basis of the four original models,
further osteoporosis models were created, yielding a total of eight finite element
models. The provided passage delineates a study that elucidates the utilization of
finite element analysis as a methodology to simulate and analyze the
biomechanical repercussions ensuing from the adoption of two distinct types
of intervertebral fusion devices (cages) within the physiological framework of a
human body.

Results: The investigation found no appreciable changes between Models 1 and
2 in the range of motion at the fixed and neighboring segments, the L3-4 IDP,
screw-rod stress, endplate stress, or stress on the trabecular bone of the L5.
Increases in these stresses were seen in models 3 and 4 in the ranges of 0.4%–
676.1%, 252.9%–526.9%, 27.3%–516.6%, and 11.4%–109.3%, respectively. The
osteoporotic models for scenarios 3 and 4 exhibit a similar trend to their
respective normal bone density models, but these osteoporotic models
consistently have higher numerical values. In particular, except for L3-4 IDP,
the maximum values of these parameters in osteoporotic Models 3 and 4 were
much higher than those in normal bone quality Models 1 and 2, rising by 385.3%,
116%, 435.1%, 758.3%, and 786.1%, respectively.

Conclusion: Regardless of endplate injury or osteoporosis, it is advised to utilize a
long cage that is 5 mm longer on each side than the bilateral pedicles because it
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has good biomechanical features and may lower the likelihood of problems after
surgery. Additionally, using Long cages in individuals with osteoporosis may help
avoid adjacent segment disease.

KEYWORDS

biomechanical evaluation, surgical simulation, osteoporosis, lateral lumbar interbody
fusion (LLIF), finite element analysis

Introduction

The area of minimally invasive spine surgery has advanced
significantly since Obenchain first laparoscopic lumbar
discectomy in 1991 (Obenchain, 1991). The various advantages
of minimally invasive treatments, including lessened
postoperative discomfort, shortened hospital stays, and quicker
return to normal activities, have attracted both surgeons and
patients (Ozgur et al., 2006). Due to its low risk of complications,
lateral lumbar interbody fusion (LLIF) through a lateral technique
has gained popularity and been routinely used to accomplish
interbody fusion (Elowitz, 2015; Walker et al., 2019).

However, these LLIF operations also carry the risk of different
perioperative problems, such as internal fixation failure, nearby
spinal degeneration, and vertebral endplate damage, much like
other forms of lumbar fusion surgery (Zeng et al., 2018; Walker
et al., 2019). Cage subsidence can potentially jeopardize stability and
reduce fusion rates despite posterior screen-rod attachment.
Numerous variables, such as bone quality or osteoporosis,
endplate invasion during discectomy, high levels of bone
morphogenetic protein, the presence or absence of additional
fixation, cage design, and annular tension (preload) brought on
by cage height, all affect the degree of sinking (Polly et al., 2000;
Grant et al., 2001; Oxland et al., 2003). Additionally, research has
shown that the area where the cage meets the spinal surface is
another factor affecting cage subsidence (Yuan et al., 2020).

Endplate injuries commonly occur during the process of
endplate preparation and cage implantation (Kim et al., 2021)
and the incidence of these injuries typically ranges from 10% to
22% (Marchi et al., 2013; Malham et al., 2015). Such injuries may
result in segmental lordosis and a reduction in the height of the
intervertebral foramen, as well as the cage subsiding to the level of
the neighboring vertebral endplate. Additionally, they could affect
the postoperative indirect decompression effect, leading to an
unfavorable outcome. Additionally, the frequency of osteoporosis
among the senior population has significantly increased in recent
years. As a result, osteoporosis is becoming more common among
individuals who need lumbar interbody fusion surgeries (Song et al.,
2022). Previous studies have consistently demonstrated that
osteoporosis has a major impact on the lumbar spine’s
biomechanics (Kang et al., 2022). This alteration in biomechanics
increases the risk of vertebral fractures, failure of internal fixation,
and subsidence of implants such as stents (Wang et al., 2021).

Contrary to the center of the endplate, which is supported by
cancellous bone, the vertebral ring apophysis, which is composed of
the surrounding cortical bone border, has been demonstrated to be
the strongest area on the superior surface of the vertebral body
(Grant et al., 2001; Grant et al., 2002). We have created two models
for this finite element analysis: one uses a long cage that crosses the

lumbar vertebral ring apophysis, and the other uses a short cage that
only extends over the endplate. These models were applied to
osteoporotic bone models as well as normal bone models with
both intact and injured endplates. We sought to assess the
biomechanical characteristics of these eight sets of models by
measuring and examining the movements of bending forward
and backward, bending left and right, rotating left and right.
According to our theory, the long cage model would perform
better biomechanically independent of the endplate’s integrity or
the existence of osteoporosis.

Materials and methods

The L1-S lumbar spine model was developed using data from a
healthy adult male volunteer, as shown in Figure 1. The 28-year-old
volunteer did not have a history of spinal diseases or injuries,
according to clinical imaging testing. He was 173 cm tall and
weighed 72 kg. The task of recruiting volunteers fell to the
Department of Spine Surgery at Tianjin Hospital, and informed
permission was acquired legally. The study protocol was sent to the
Tianjin Hospital Ethics Committee for approval. The principles of
the Declaration of Helsinki were strictly adhered to at all stages of
the study procedure. We employed thin-slice CT imaging with a
thickness of 0.625 mm to scan patients, capturing comprehensive
images of their lumbar vertebrae and sacrum. The model
reconstruction process followed the same procedures as an earlier
experimental study (Wu et al., 2022). Utilizing mimics20 (Materials,
Leuven, Belgium), the lumbar spine’s 3D geometric surface model
was created and saved in STL format (Kim et al., 2014). The 3-Matic
12.0 software application fromMaterialise Inc. was used to process a
3D geometric model. This program included a number of features,
such as wrapping, smoothing, and Boolean operations. To remove
unnecessary triangular surfaces, the model underwent refinement,
which produced three-dimensional pictures that were more
elaborate and detailed. To ensure the precision of the simulation,
the intervertebral discs and annulus fibrosus located within the
anterior column of the spine, as well as the facet joints within the
posterior column, were reconstructed (Alizadeh et al., 2013). The
lumbar spine’s three-dimensional surface models were processed
using Geomagic Studio 12.0, a program created by the North
Carolina-based company Geomagic. In the processing, smoothing
techniques were used to enhance the surface characteristics and
guarantee the models’ correctness. The models that had been
processed were then loaded into Altair’s
Hypermesh2017 program, which is situated in Troy, Michigan, in
the United States. Mesh structures for the models were created using
meshing techniques in Hypermesh 2017. The corresponding seven
ligaments of the spine were also reconstructed. The combined
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models and each of their associated characteristics were produced
using Simulia’s Abaqus 2020 software, situated in Johnston, Rhode
Island, USA, in order to finish the study. The Abaqus environment’s
ability to do finite element analysis allowed for a thorough
assessment of the lumbar spine models’ biomechanical
characteristics and behavior (Li et al., 2014; Su et al., 2018).

A 3D finite element model in its normal form was painstakingly
recreated for this scientific project. An intricate hexahedral mesh
structure was used to accurately represent the intervertebral disc,
which is an essential part of the model. The nucleus pulposus, the
fibers of the annulus fibrosus, the endplate, and the annulus fibrosus
matrix were all perfectly depicted by this mesh structure. Both the top
and lower endplates were given a constant thickness of 0.5 mm to
correctly represent the properties of the endplates. It is also important
to remember that the nucleus pulposus made up a sizeable section of
the disc, namely between 30% and 40% of the overall disc area. To
guarantee the finite element model’s integrity and correctness in
portraying the typical lumbar spine structure, these factors were taken
into account when it was being built (Polikeit et al., 2003; Choi et al.,
2017; Zhao et al., 2018; Lu and Lu, 2019). Cortical bone and articular
cartilage have thicknesses of 1 and 0.2 mm, respectively, and the truss
element is an ideal option for reproducing these parts because it was
made specifically to withstand tensile stress (Kim et al., 2014; Choi
et al., 2017). The annulus fibrosus, a crucial part of the intervertebral
disc, was meticulously constructed with five layers, organized from
the innermost to the outermost. At a tilt angle of around 30°, each
layer was accurately inserted into the annulus fibrosus matrix. The
elastic strength increased proportionally from 360 MPa in the inner

layer to 550 MPa in the outermost one (Schmidt et al., 2007; Lu and
Lu, 2019). The whole L1-S model, developed usingmaterial attributes
in accordance with previously documented literature, has
1011182 units and 248371 nodes (Table 1) (Huang et al., 2016;
Choi et al., 2017; Lu and Lu, 2019; Su et al., 2020). The vertebral body
adopts a tetrahedral structure, and the endplate, nucleus pulposus and
matrix adopt a hexahedral structure.

Model simulation

Our research concentrated on performing lateral lumbar
interbody fusion (LLIF) primarily in the L4/5 segment because to
the prevalence of lumbar degenerative disease in this region (Buser
et al., 2021). Following the well-known Weinstein’s protocol, we
painstakingly inserted four pedicle screws in the L4 and
L5 vertebrae to support the injured region (Weinstein et al., 1988),
and then the intervertebral disc at the L4-5 level was removed. During
this test, We utilized Pro/Engineer software to fabricate two distinct
types of cages. Nearly identical in size as the endplate, the short cage
was made of titanium alloy and covered the space directly above it
(Briski et al., 2017). The dimensions of the long cage in this study,
56 mm*18 mm*12 mm, and the short cage, 30 mm*18 mm*12 mm,
were based on the actual model situation (Alimi et al., 2018;
Kotheeranurak et al., 2021). Figure 2 depicts the model of the
screen-rod system, which included two connecting rods with a
diameter of 5.5 mm, four pedicle screws with a width of 6.5 mm,
and a length of 45 mm.

FIGURE 1
Established L1-S finite element model and its details (endplate, nucleus pulposus, annulus ground substance, annulus fibers).
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TABLE 1 Material properties used by finite element model.

Component Young’s modulus (MPa) Poisson ratio Cross-sectional Area (mm2)

Vertebra

Cortical bone 12,000 0.3

Cancellous bone 100 0.2

Posterior element 3,500 0.25

Sacrum 5,000 0.2

Facet 11 0.2

Disc

Endplate 24 0.4

Nucleus pulpous 1 0.49

Annulus ground substance 2 0.45

Annulus fibers 360–550 0.15

Ligaments

ALL 7.8 63.7

PLL 10 20

LF 15 40

CL 7.5 30

ISL 10 40

SSL 8 30

ITL 10 1.8

Implants

Cage (titanium alloy) 110,000 0.3

Bone graft 100 0.2

Screws and rods (titanium alloy) 110,000 0.3

FIGURE 2
Models after lateral fusion of the two cages.
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In order tomimic the circumstances of endplate damage, we treated
the upper endplates of the L5 vertebrae in eight models, as shown in
Figure 3.We employed binding commands to limit movement between
the cage and the vertebral body to simulate stable fusion after surgery, as
did the screen-rod system (Liang et al., 2020; Sengul et al., 2021). It is
crucial to note that this experiment did not account for screw slippage
within the vertebral body. The screw threads were cut out of the analysis
to speed things up without affecting the study’s conclusions (Liu et al.,
2020; Han et al., 2021). To replicate osteoporotic features, we altered the
values of several model components while keeping other variables
constant. This was done for the osteoporotic model (Park et al.,
2013; Cho et al., 2015) (as shown in Table 2).

FE model validation

We used the validation method of Renner et al. (Renner et al.,
2007): First, the range of motion of the whole sacral base was entirely

reduced to zero in all directions. To replicate the motion of the lumbar
spine in normal life, six pure bending moments—eight Nm in flexion,
six Nm in extension, six Nm in left and right lateral bending, and four
Nm in left and right rotation—were applied to the center of the top
surface of L1. We confirmed the disc pressure (IDP) at the L4/5 level in
addition to the range of ROM at each lumbar level: We evaluated the
IDP of the L4/5 segment by gradually applying compressive loads
(300N, 1000N), building on previous study by Brinckmann et al.
(Brinckmann and Grootenboer, 1991).

Boundary and loading conditions

The ABAQUS application was used for the analysis and
computational assessment of the completed model. In order to
put the whole thing together, the INP format of each model
component was first imported. The appropriate boundary
conditions were then established, and loads were applied
concurrently. To simulate the physiological weight borne by the
lumbar spine, a 280Nmmoment was applied vertically downward to
the geometric center of the L1 upper surface (Choi et al., 2017;
Takenaka et al., 2020). Then a bending moment of 7.5 N m was
applied simultaneously at the points set above to simulate the
motion in six directions, as shown in Figure 4 (Wu et al., 2022).

Assessment indexes

The model’s data, including the ROM of the fixed segment and
adjacent segments in six directions, the intervertebral disc pressure
(IDP) of adjacent segments, the stress on the screw rod system, the
stress on the natural and injured endplates, and the stress on the
cancellous bone on the upper surface of L5, were all calculated using
the Abqus software.

FIGURE 3
Model with two cages after simulated endplate failure. Model 1: intact endplate with long cage spanning the ring apophysis; Model 2: endplate
decortication with long cage spanning the ring apophysis; Model 3: Intact endplate with short cage; Model 4: endplate decortication with short cage.

TABLE 2 Comparison of material properties between normal and osteoporotic
models.

Component Young’s modulus (MPa) Poisson ratio

Normal Model

Cortical bone 12,000 0.3

Cancellous bone 100 0.2

Posterior element 3,500 0.25

Endplate 24 0.4

Osteoporotic Model

Cortical bone 8,040 0.3

Cancellous bone 34 0.2

Posterior element 2,345 0.25

Endplate 16.08 0.4
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FIGURE 4
Schematic representation of the boundary conditions of the model.

FIGURE 5
Comparison of the ROM of each motion segment and the IDP of L4/5 between the present and previous studies.
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Results

FE model validation

Firstly, the ROM of each segment was compared with previous
finite element simulations and cadaver experiments (Brinckmann
and Grootenboer, 1991; Renner et al., 2007; Huang et al., 2016), as
shown in Figure 4. With the exception of the L1-2 segment, which
was excluded from our experimental design, our results showed that
the range of motion (ROM) for each segment was similar with
results from other investigations. The remaining segments’ ROM
values were within one standard deviation of the studies mentioned.

At the same time, the verification of L4-5 segment IDP also
conforms to one standard deviation only, as shown in Figure 5.
As a result, we believe the finite element model utilized in this work
will hold up to further examination.

The ROM of the fixed segment

The ROM of the fixed segment shown in eight surgical models
and the intact model within the fused section is shown in Figure 6.
The findings unmistakably show that the internal fixation device had
a considerable stabilizing effect, resulting in a significant decrease in

FIGURE 6
Comparison of the ROM at the fusion segment.

FIGURE 7
Comparison of ROM in the fixed phase between the normal model and the osteoporotic model.
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ROM in all six directions as compared to the whole model. The
ROM values for flexion and extension for the Normal models
(Models 1–4) were 0.298°, 0.304°, 0.432°, and 0.452°, respectively.
0.229, 0.23, 0.412, and 0.432° were the lateral bending ROM values,
respectively. Similar results were found for the axial rotation ROM
values, which were 0.447°, 0.48°, 0.45°, and 0.51°, respectively. The
ROM values for flexion and extension in the osteoporotic models
(Models 1–4) were 0.674°, 0.677°, 1.09°, and 1.148°, respectively. The

axial rotation ROM values were 0.593°, 0.59°, 0.746°, and 0.797°,
respectively, whereas the lateral bending ROM values were 0.538°,
0.538°, 0.876°, and 0.898°. Figure 7 compares the osteoporosis model
to the normal model, emphasizing the contrasts. Notably, Model 4
(153.98% increase), Model 1 (134.93% increase), and Model 3
(65.78% increase) showed the greatest differences in all six
directions between the osteoporosis and normal models,
respectively.

FIGURE 8
The intervertebral disc pressure (IDP) and range of motion (ROM) at L3-L4. (A) the ROM of L3-L4; (B) the IDP of L3-L4.
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Range of motion and intra-disc pressure of
adjacent segments (L3-4)

The accompanying Figure 8A displays the ROMof the L3-4 sgement
for each model. Except for lateral bending, the ROM of the neighboring
segments in the postoperative model of the normal model was often less
than that in the intact model. The ROM of the postoperative model
barely rose by 0.1° in comparison to the intact model, even when lateral
bending was included. Contrarily, in the osteoporoticmodel, the range of
motion (ROM) of the neighboring segments was larger than in both the
intact and normal models, with flexion and extension motions showing
the most obvious differences (an increase of 0.9° and 1.3°, respectively,
compared to the intact and normal models).

In Figure 8B, the IDP of each model in the L3-4 segment is also
shown. Although the difference was frequently not substantial, the IDP
of the nearby segments was typically higher than or comparable to that
of the entire model. With the exception of a modest rise of 0.01MPa
during posterior movement, the IDP of the L3/4 segment for the
osteoporotic model was comparable to that of the normal model. The
IDP of the L3/4 segments of the four osteoporotic models was
comparable to that of the normal model, except for a slight increase
of 0.01MPa during posterior exercise. All results showed roughly the
same trend in all eight models, with maximum IDP at L3-4 during
posterior movement and minimum pressure during axial movement.

Stress analysis of the internal fixation system

Severe postoperative complications, such as screen-rod breakage
and loosening, depend largely on the pressure of the screen-rod

system. As shown in Figure 9, the change patterns of the two models
are similar, and the stress on the nail-rod system of Model1 and 2 is
less than that of Model 3 and 4. When the endplate is damaged, the
overall screw rod stress will rise further.

The average maximum stress in the corresponding osteoporosis
model is higher (63.34 MPa) than the average stress in the normal
model (39.36 MPa), which is remarkable. The highest stress in the
screw-rod system is shown in the normal model during rearward
movement in the long cage operation model (51.6 MPa), and during
right bendingmovement in the short cage operationmodel (60.7 MPa).
In the whole experimental action, the maximum force of the screw rod
system can be stimulated in the right rotation, up to 117.6 Mpa.

The use of the bigger cage results in decreased total stress in all
directions as compared to the use of the smaller cage. Additionally,
because the fusion device is larger than the endplate, the tension in
the model’s screw-rod system is unaffected by the endplate’s
impairment. The screw-rod system is more stressed when the
intervertebral cage’s length diminishes, a tendency that is
especially obvious in the osteoporotic model.

Endplate stress of the fixed segment
(L5 upper endplate)

Figure 10A displays the endplate stresses for the eight models
under investigation. The L5 upper endplate underwent substantially
less stress in Models 1 and 2 with the enlarged cage than it did in the
standard form. The backward movement of Model 2 produced the
most stress, measuring 1.3 MPa, while the right-leaning movement
produced the lowest stress, 0.58 MPa. In addition, during left

FIGURE 9
The stress of the screw-rod system.
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rotation and left bending, the endplate stress of Model 2 was lower
than that of Model 1. In contrast, overall endplate stress for the
models with the short cage was much greater than for Models 1 and
2. The osteoporotic model’s endplate stress trend closely matched
that of the healthy model. However, the osteoporotic model’s overall
average maximum stress (2.39 MPa) was lower than the model with
normal bone mass’s (2.6 MPa). Often speaking, the L5 upper
endplate stress is successfully decreased by the long cage design,
whereas the L5 upper endplate stress is often increased by the short
cage design. It is significant to note that regardless of the existence of
osteoporosis, endplate failure circumstances will usually result in
increased stress on the surviving endplate.

Cancellous bone stress on the upper surface
of L5

Figure 10B depicts an evaluation of the stress on cancellous bone
above L5 of using several models. The maximum stress for Models
1 and 2, which have typical bone quality, was 0.34 MPa. The Model
1 left rotation produced the lowest stress, which was measured at just
0.14 MPa. Between Models 1 and 2, the highest stress difference was
0.12 MPa. On the other hand, there was a noticeable tendency
toward rising stress on cancellous bone in the models with the
short cage, reaching up to 1.48 MPa. This pattern was particularly
obvious when endplate damage was present. Notably, compared to
Models 1 and 2, Model 3 showed an increase in stress of 0.32 and
0.27 MPa, respectively. Similar to Models 1 and 2, Model 4 saw a rise
in stress of 1.24 and 1.17 MPa, respectively.

The stress pattern in the osteoporosis model matched that in the
model with typical bone quality. When there occurred endplate
failure, the greatest stress was recorded during flexion movement
and reached 1.82 MPa. In comparison to the normal bone quality
model, which has a maximum average stress of 0.45 MPa, the
osteoporotic model of trabecular bone has a maximum average
stress of 0.62 MPa. In comparison to models with short cages, those
with lengthy cage designs often showed less stress. Overall, Models
1 and 2 showedmuch less stress on the top surface of L5 thanModels
3 and 4, independent of osteoporosis. Even in the instance of
endplate damage, the Model 2 was subjected to less force than
the Models 3 and 4 that used the short cage design.

Discussion

In recent years, treating degenerative lumbar disorders with
minimally invasive surgery has grown in popularity. The common
surgical procedure used nowadays is called Lateral Lumbar
Interbody Fusion (LLIF). Two surgical approaches can be used:
1) extreme lateral interbody fusion through the psoas major muscle
into the intervertebral disc (Ozgur et al., 2006); 2) Lateral interbody
fusion via the oblique corridor between the aorta and the psoas
major muscle (Silvestre et al., 2012). The surgical procedure of
interbody fusion still poses difficulties for surgeons due to the
incidence of postoperative problems, despite major advances in
medical technology. Non-fusion, pseudarthrosis development,
and prosthesis sinking are some of these adverse effects. We
performed a biomechanical analysis using finite element analysis

to compare the utilization of a long cage with a short cage in the
event of endplate failure. We also looked at patient models for
osteoporosis. Our research suggests that using a lengthy cage over
the lumbar cricoid process can have a number of benefits. These
include higher fusion rates and a lower chance of issues such cage
subsidence, a screw-rod internal fixation method that fails, and
neighboring segment degeneration. Even when patients have
osteoporosis and the surgical technique results in iatrogenic
endplate destruction, these advantages still apply.

The ROM of the fused segment in the postoperative model
displayed varying behavior depending on cage architecture, endplate
destruction, and bone material qualities (Normal/Osteoporotic)
under a combined load of 280N vertical load and 7.5 nm torque.
First off, Model 4Osteoporotic has the greatest ROM (1.15°) out of
the eight models. ROM less than 5° was regarded as effective
interbody fusion in accordance with the FDA’s definition of the
term. As a result, we assumed that all models had a stable fusion
following surgery. However, as seen in Figure 6, there were some
noticeable differences amongst the eight models. The long cage
demonstrated better restraint capacity in both the normal and
osteoporotic animals, and this capacity remained mostly constant
even in the presence of endplate loss. On the other hand, when the
endplate was healthy, the ROM of the short cage model grew by
9.4%–44.97%, and by 14%–51.68% when the endplate was damaged.
This suggests that endplate damage may cause an early rise in the
fused segment’s range of motion (ROM) after surgery, which may
result in long-term postoperative problems. In our study, individuals
with osteoporosis, particularly those who had endplate damage,
showed a larger improvement in range of motion. In comparison to
individuals without osteoporosis, the ROM of the fused segment
exhibited a considerable increase in all directions, with the largest
increase reaching 288.13%. Our findings are consistent with those of
Bereczki et al. (2021), where they also examined osteoporotic and
normal models using OLIF (Oblique Lateral Interbody Fusion) and
various immobilization techniques. In contrast to people without
osteoporosis, their study showed that patients with the condition
had a greater range of motion in all directions. Our research shows
that endplate damage in osteoporotic individuals greatly increases
the instability of fusion segment fixation. However, this instability
can be successfully reduced by using a cage that spans the lumbar
annular process.

The loss of normal mobility brought on by the stiff
immobilization of the motion segment might trigger
compensatory increases in the motion and intradiscal pressure of
neighbouring segments. In turn, this quickens degeneration and
raises the possibility of neighboring segment illness (Song et al.,
2011; Hekimoglu et al., 2021). When compared to the normal
models in our investigation, the postoperative models with
normal bone quality showed comparable or even less mobility in
the neighboring segments. Even less mobility than in the normal
models was present in the sagittal and axial planes. In comparison to
models with normal bone quality and intact preoperative models,
the mobility of neighboring segments was greater in the osteoporotic
models but the difference overall was not statistically significant. In
addition, none of the eight postoperative models’ intra-discal
pressures, as seen in Figure 8, significantly differed from one
another. Taking into account earlier research on the risk factors
for adjacent segment illness, it has been discovered that the key
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predictors of adjacent segment disease are things like decompression
of the non-fused segment, the level of the fused segment, and the
degree of degeneration in the neighboring segments. The choice of
surgical technique, the use of pedicle screws and fusion devices, and
the incidence of neighboring segment disease are not considerably
increased (Natarajan and Andersson, 2017; Maragkos et al., 2020).
Therefore, in our study, the use of both types of cages, regardless of
endplate integrity or the presence of osteoporosis, had minimal
impact on adjacent segment degeneration.

An interbody fusion cage and screw-rod system provide a
reliable stress transmission channel within the internal fixation
system, according to prior research (Han et al., 2021). Applying
an interbody fusion cage to the anterior column efficiently
distributes pressure there and lessens stress on the screw-rod
system. This idea was further reinforced by Wu et al.’s
investigation, which revealed a decreasing trend in screw-rod
system stress levels as the cage’s axial area rose in the
postoperative model. The bigger contact area between the Long
Cage and the endplate in our investigation greatly increased the
anterior column’s ability to support loads. The Long Cage also uses
the robustness of the lumbar annular process on both sides to span
across it, thus releasing pressure inside the internal fixation system.
In comparison to other models, the stress experienced by the screen-
rod system was significantly decreased, even in the presence of
endplate damage and osteoporosis. Although the highest stress
measured in the screw-rod system of the postoperative model
was only 117.6 MPa, much less than the titanium metal’s yield
strength (825–895 MPa) (Liang et al., 2020), it is important to take
into account the compromised bone quality in osteoporotic
individuals. The screen-vertebral contact also acts as a conduit
for the tension inside the screw-rod system. Greater pressure on
the vertebral body is implied by greater tension on the screw-rod
system. In order to reduce the likelihood of internal fixation failure
and screw rod fractures, it is advised to reduce total load on the
internal fixation system given the complex and dynamic nature of
everyday activities.

Numerous studies have universally acknowledged the importance
of the endplate. The structural qualities of the lumbar vertebral body can
be significantly reduced by the removal of the endplate (Hou et al., 2013;
Oh et al., 2017). In spinal fusion, a number of variables, including LLIF,
have been found to cause cage sinking. Risk elements for cage sinking
may include advanced age, female gender, larger cage, multi-level
instances, and osteoporosis (Alkalay et al., 2018). Most
biomechanical stability evaluation studies preserve the endplate’s
integrity throughout preparation and testing while excluding
specimens with severe osteoporosis. However, intraoperative
endplate violation during intervertebral disc ectomy may occur,
impacting segmental stiffness, subsidence, and maybe fusion rates in
surgical patients with inferior bone quality (Briski et al., 2017). The force
on the cage’s upper surface becomes a crucial consideration in
preventing cage collapse when endplate damage occurs. In order to
do so, we shall talk about the stress on the endplate and cancellous bone,
and Figures 11, 12 depicts the stress map. In order to test the
biomechanical performance of cages spanning the vertebral ring
apophysis in the context of simulated endplate injury, we simulated
and analyzed models of individuals with normal bone quality and
osteoporosis. In our findings, the maximum trabecular bone stress rose
by 0.12 MPa and the maximum endplate stress increased by 0.17MPa
inModel 2 of the normal bone qualitymodel in comparison toModel 1.
Although there was no statistically significant difference in the
maximum trabecular bone stress between the two models, the
average maximum trabecular bone stress in Models 1 and 2 of the
osteoporotic model (0.28MPa) was slightly higher than that in the
normal bone quality model (0.23MPa) in the osteoporotic model.
Model 2 also showed a maximum increase in endplate stress compared
to Model 1 of 0.46 MPa. Additionally, as compared to Model 3, Model
4 exhibited a maximum increase in endplate stress of 1.9 MPa and a
maximum increase in trabecular bone stress of 0.92 MPa in the normal
bone quality model. When compared to Model 3, Model 4 showed a
maximum increase in endplate stress of 2.5 MPa and a maximum
increase in trabecular bone stress of 0.6 MPa in the osteoporotic model.
In conclusion, the use of a Long cage model can lessen stress on the top

FIGURE 10
(A) L5 upper surface endplate stress; (B) The stress of cancellous bone on the upper surface of L5.
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FIGURE 11
Endplate stress map of normal bone quality model.

FIGURE 12
Stress map of cancellous bone on the upper surface of L5 in the osteoporotic model.
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surface of the L5 endplate and nearby trabecular bone, independent of
the existence of endplate deterioration or osteoporosis. Our findings are
in agreement with those of Briski et al. (Briski et al., 2017) in their
cadaveric study, Thus they came to the conclusion that, independent of
the integrity of the endplate or the presence of osteoporosis, bigger cages
across the endplate ring apophysis can increase compressive strength
and lower cage sinking at the operational level.

Our study has a number of drawbacks. First off, there was no
statistical analysis done on the data in this study because it was taken
from a single spinal model of a 28-year-old male adult, which raises the
likelihood of individual variances. This is a typical finite element
analysis limitation. Additionally, we simplified the cage model by
assuming full fusion between the cage and the surrounding vertebral
bodies, as well as the material characteristics of the model by assuming
isotropy for each component. In the future, we want to concentrate on
the unique material characteristics and the surface shape of the cage.
Furthermore, we did not mimic the difficulties associated with muscle
alterations, which would more accurately reflect the physiological
features of the typical lumbar spine. Second, although the
osteoporosis population was taken into account, our study was only
able to use one osteoporotic model. It is challenging to properly
incorporate these aspects in a single model since the severity of
osteoporosis can change greatly across different individuals and
structural variations like osteophytes or disc degeneration tend to
speed up when osteoporosis is present. This is a restriction that we
are aware of. Thirdly, the stress conditions on the facet joints were not
taken into account in our investigation. Future investigations with
independent models are planned to address this. Fourthly, in this study,
the use of a 30 mm “short cage” is indeed uncommon in clinical
practice. However, this cage size was chosen to precisely cover the area
above the endplate to ensure the accuracy of the results. In subsequent
research, we plan to increase the endplate area to better align with real-
world scenarios. Furthermore, the perfect fusion of the cage with the
vertebra, as achieved in this study through Boolean operations, is also
relatively uncommon in clinical settings. In future research, we intend to
introduce conditions that include imperfect cage-vertebra contact to
better reflect the clinical reality. And due to our center’s exclusive
utilization of the aforementioned internal fixationmethod, the potential
influence of various internal fixation approaches on the outcomes has
not been explored. Particularly in the case of osteoporotic patients, a
more optimal nail placement technique could potentially reduce stress
on the fusion device, thereby promoting fusion more effectively. We
intend to carry outmore thorough and rigorous biomechanical research
in the future to confirm our findings.

Conclusion

The endplate needs to be safeguarded during the procedure since it
is a crucial element that will support the cage after the operation. The
use of a trans-intervertebral fusion cage that is 5 mm longer than the
length of the bilateral pedicle as determined by preoperative X-ray

might lessen stress on the internal fixation system and endplate,
regardless of whether the endplate is intact or osteoporosis is
present. The disc pressure or range of motion in adjacent segments
are not increased by this strategy. When there is endplate degeneration
or osteoporosis, using a smaller cage may put additional strain on the
entire fixation system and raise the chance of complications.
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Introduction: The purpose of this study was to analyze the fracture patterns of
different posterior-medial wall types of intertrochanteric fractures by 3-D
fracture-mapping technique and to further assess their clinical utility.

Methods: In a retrospective analysis of interochanteric fractures treated in a large
trauma center, fractures were classified into predesigned groups based on 3D-CT
imaging techniques, and a 3-D template of the intertrochanteric region was
graphically superimposed on the fracture line. Fracture characteristics were
then summarized based on fracture-mapping. Finally, radiographic parameters,
function, and range of motion were recorded in different fracture classification
states.

Results: A total of 348 intertrochanteric fractures were included. There were
111 patients (31.9%) in the posterolateral + posteromedial +medial group, with the
most severe fracture displacement (typically characterized by fragmentation of
the posteromedial wall into three isolated fragments). There were 102 cases
(29.3%) in the posterolateral + posteromedial + simple medial group, and the
most common fracture feature was a complete fragment posteromedially. A total
of 81 cases (23.3%) were classified into the posterolateral + medial group, with the
medial fracture line extending the anterior fracture line but leaving the lesser
trochanter intact. In the isolated medial group of 33 cases (9.5%), the fracture type
was similar to type IV, but the integrity of the greater trochanter was ensured. In
the posteromedial + medial group of 12 cases (3.4%), the fracture was
characterized by an interruption when the fracture line of the anterolateral wall
extended to the posteromedial wall, often resulting in a complete isolated
fragment posteromedially and medially. There were nine patients (2.6%) in the
isolated posterolateral group. In addition, we found significantly different
radiographic scores and range of motion scores between groups.
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Discussion: This morphometric study helps us to further characterize posterior-
medial fracture patterns of intertrochanteric fractures, whichmay be closely related
to different clinical outcomes. Further studies are needed to verify the reliability of
this classification scheme in clinical application.

KEYWORDS

fracture-mapping technique, posterior-medial fragment, intertrochanteric fracture, new
classification, 3D-CT

Background

Intertrochanteric fracture of the femur is a common type of
fracture in older individuals (Socci et al., 2017). If the poor quality of
fracture reduction, premature weight-bearing exercise after fracture
surgery may lead to serious complications such as fracture re-
displacement and cut out, but long-term bed-rest immobilization
may also increase the incidence of postoperative complications (Frei
et al., 2012; Hua et al., 2014; Tan et al., 2016); hence, femoral
intertrochanteric fracture is still considered as an “unsolved
fracture” type at present (Haidukewych, 2009; Haidukewych, 2010).

The posterior wall and medial wall are important biological
structures of the femoral trochanter (Sharma et al., 2014). Previous
studies have shown that the integrity of posterior-medial structure is
closely related to its stability after fracture surgery and hip joint
functional mobility (Ciufo et al., 2017; Sharma et al., 2017). Marmor
et al. suggest that in the process of intramedullary nail treatment
(Marmor et al., 2013), fractures become more and more unstable as
the severity of medial cortical fragmentation increases, but previous
studies often regard the whole posterior wall and medial wall as a
whole, and lack further understanding of its structure and biological
characteristics. However, with the wide application of CT three-
dimensional reconstruction technique in treating intertrochanteric
fractures and further understanding of the structures of posterior-
medial wall (Futamura et al., 2016; Shoda et al., 2017), we believe
that the biological characteristics of the posterolateral (the area near
the greater trochanter, with the stop point near the medial edge of
the quadratus femoris muscle), posteromedial (the area covering the
entire small trochanter) and medial intertrochanteric (the pressure-
bearing area of the femoral trochanter) parts may be different
(Figure 1), and the possible postoperative complications and
precautions caused by fractures in different regions may also be
different (Ren et al., 2019; Ren et al., 2020). The medial side of the
proximal femur is an important supportive structure. Insufficient
medial support after surgery may lead to deformities such as the
inward rotation of the femoral head and the disappearance of the
neck-shaft angle. The posterior side of the proximal femur includes
the lesser tubercle and part of the greater tubercle; they serve as
attachment points for some tendons. Improper treatment after
surgery could result in partial loss of hip joint mobility. With the
wide application of CT three-dimensional (3-D) reconstruction
techniques in treating intertrochanteric fractures coupled with
further understanding of the structures of posterior-medial wall,
this issue can now be explored in detail. The purpose of this study
was to classify the fracture types in different posterior-medial
regions through CT reconstruction, and to understand the
fracture patterns between different types through fracture-
mapping techniques. We also aimed to further explore the

influence of different fracture regions and classification systems
on postoperative function and complications of fractures.

Methods

Subjects

This retrospective study received ethics approval from our
institution and analyzed patients diagnosed with femoral
intertrochanteric fracture in the orthopedic database from
January 2018 to December 2020 in a Chinese trauma center.
Inclusion criteria include the following: 1) The patient was aged
over 60 years; 2) CT examination confirmed patients with posterior-
medial wall fractures; 3) Fresh fracture, injury to operation
time <2 weeks; 4) Closed fracture. Exclusion criteria include: 1)
AO-3 intertrochanteric fracture with fracture line passing through
lateral cortex; 2) Combined with multiple injuries; 3) Pathological
fracture; 4) Congenital dysplasia of hip; 5) Severe osteoporosis; 6)
Difficulty walking due to serious internal diseases before injury (e.g.,
tumor, Parkinson’s disease); 7) Follow-up time is less than 1 year.

Bone block area

According to anatomical characteristics, the posterior-medial
structure of trochanters can be divided into posterolateral,
posteromedial, and medial bone block areas (Figure 1), in which the
medial edge of the posterolateral is located at the medial edge of the
quadratus femoris muscle, and the posterior medial covers the entire
trochanter area. We assume that the 99 posterolateral and
posteromedial parts alone do play a secondary supporting role in
force. The posterolateral part is the stop point of multiple abductor
muscle groups and the posteromedial part is the stop point of adductor
muscle groups, and this part of the injury is related to postoperative
functional recovery of hip joint. The medial part plays an important
supporting role and is related to complications such as postoperative re-
displacement. Therefore, according to our regional grouping, we
divided the posterior and medial fracture regions into seven groups:
isolated posterolateral group, isolated posteromedial group, isolated
medial group, posterolateral + posterior medial group, posterior medial
+ medial group, posterolateral + medial group, and posterolateral +
posterior medial + medial group (Figure 2). Additionally, due to the
very high probability of intertrochanteric fracture accompanied by
medial wall injury, we also divided the medial wall fracture group
into simple medial group and isolated fragment medial groups, because
we believe that isolated medial fragment may be an important reason
for the lack of support after medial wall surgery.
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All fracture regions were grouped through two-dimensional (2-
D) CT images and 3-D reconstructed images in PACS (Picture
Archiving Communication System) and independently reviewed by
three orthopedic doctors experienced in treating femoral
intertrochanteric fractures. Conflicting viewpoints were resolved
by group discussion.

Fracture mapping

Three-dimensional fracture-mapping technique was used to
prove spatial morphology of femoral intertrochanteric fractures
(Xie et al., 2017). CT data were used for reconstruction and
virtually reduced fractures. Rotation, normalization, and flipping
of the image were performed as needed to best match the 3-D
template of the femoral trochanter (3-matic software; Materialise).
Reference was made to landmarks, including bone contours of
medial and lateral trochanters, greater trochanter, lesser
trochanter, intertrochanteric ridge, pubic line gluteus trochanter,
femoral neck, femoral head, and femoral shaft for alignment and
standardization. Smooth curves were directly drawn on the surface
of the 3-D model to represent fracture lines, and all fracture lines
were overlapped onto the 3-dimensional model to produce a spatial
fracture map. Then, each graph was combined for each fracture type
to generate overall fracture-mapping (Figure 3).

Radiography parameters and function

The follow-up time of the patients in this study was 1 week and
12 months after surgery. The measurement of radiography

FIGURE 2
Using 2-d and 3-d CT images to determine medial isolated
fragment. The red arrow shows medial isolated fragment.

FIGURE 1
The posterior and medial structures between trochanters is divided into posterolateral, posteromedial, and medial structures. The posterolateral
refers to the area near the greater trochanter, posteromedial refers to the area covering the entire smaller trochanter, and medial refers to the area of
medial wall. (A) posterior aspect; (B) medial aspect.
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parameters includes the change of femoral neck–shaft angle (FNSA),
and the patient’s hip Harris score (HHS) is used to evaluate the
postoperative function of the patient. FNSA was determined by
applying Hologic 1000 DXA bone densitometry analysis, which is
the international standardized measure men, and the sliding
distance of cephalic nail is measured using the method
mentioned in our previous paper (Ren et al., 2020).In addition,
the tip-apex distance (TED) in the patient 1 week after surgery was
also measured, as it indicates the stability of repair in the
intertrochanteric fractures.

Range of motion

The measurement of hip joint motion range include flexion/
extension, adduction/abduction and internal/external rotation. All
the measurements follow the test procedure described by Norkin
et al. (1995). The follow-up time of the patients in this study was
1 week and 12 months after surgery.

All statistical analyses were performed using SPSS
22.0 statistical software (SSPS, Chicago, IL). Measurement data
are presented as means and standard deviations. A comparison
between categorical data was performed with chi-square and

Fisher’s exact tests. In all tests, a p value less than .05 was
considered statistically significant.

Results

A total of 144 males and 204 females (n = 348) with
intertrochanteric fractures were included in this study, with a
mean age of 73.5 years (Table 1). No patients were allocated to
the isolated posteromedial group or posterior + posteromedial

FIGURE 3
Three-dimensional fracture-mapping technique is used to prove the spatial morphology of femoral intertrochanteric fracture. CT data were used
for reconstruction and virtually reduced fractures (A,B). Then, if necessary, other processes were performed to rotate, normalize, and flip the image to
best match the 3-dimensional template of the femoral trochanter (C). Smooth curves are directly drawn on the surface of the 3-D model to represent
fracture lines (D).

TABLE 1 Demographic data and baseline characteristics.

Case(n)

Age (years) 73.5 ± 7.31

Gender (male/female) 144/204

Weight (kg) 62.31 ± 11.27

Length of stay (day) 6.93 ± 2.21

follow-up (month) 17.13 ± 4.33

FIGURE 4
The distribution of different posterior-medial wall injury type.
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FIGURE 5
Representative views of the 3-dimensional maps of the six Intertrochanteric posterior-medial fracture types. Fracture lines are depicted in black.

FIGURE 6
The most common fracture characteristics of different posterior-medial injurie types. Using CT images to determine fracture morphology and
fragment. (A) Posterolateral + Posteromedial + Isolated fragment medial group. (B) Posterolateral + Posteromedial + Simple medial group. (C) Posterior
Lateral + Medial group. (D) Isolated Medial group. (E) Posteromedial + Medial group. (F) Isolated Posterolateral group.
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group. Instead, we found that almost all patients had medial wall
injuries (339/348, 97.41%). Of all of the patients, 213 (61.21%) were
allocated to the posterolateral + posteromedial + medial group, and
we further divided them into the posterolateral + posteromedial +
isolated fragment medial group and the posterolateral +
posteromedial + simple medial group. Furthermore, 111 (31.9%)
and 102 (29.3%) patients were in the posterolateral + posteromedial
+ isolated fragment medial group and posterolateral +
posteromedial + simple medial group, respectively, and 81
(23.3%), 33 (9.5%), 12 (3.4%), and 9 (2.6%) in the posterolateral
+ medial group, the isolated medial group, the posteromedial +
medial group, and isolated posterolateral group, respectively
(Figure 4).

Posterolateral + posteromedial + isolated
fragment medial group (type I)

In total, 111 fractures were included in this group for analysis.
This group of patients had the most serious fracture displacement,
including 66 patients with the posteromedial wall fractured into
three fragments [posterolateral fragments (greater trochanteric
region), posterior-medial fragments (lesser trochanteric region),
and medial fragments (medial wall)] (Figures 5A, 6A). The
pattern of fractures in the other 33 patients was posteromedial
separation into two fragments, which may be posterior
(posteromedial + posterolateral) and medial fragments, or
posteromedial + medial fragments and posterolateral fragments.
There were also 12 patients whose fractures were severely displaced
with extremely small fragments, and could not be systematically
classified.

Posterolateral + posteromedial + simple
medial group (type II)

Among the 102 fractures in this group, the most common
feature was the presence of a posteromedial intact fragment
(77 patients in total) including posterolateral + posteromedial +
medial involvement (Figures 5B, 6B). Moreover, 2 posterior-medial
fragments (a posterolateral fragment and a medial + posteromedial
intact fragment) was observed in 24 patients, with few patients
found to have a posterior-medial fracture line located between the
posterolateral and posteromedial sides.

Posterior lateral + medial group (type III)

Overall, 81 fractures were analyzed. The fracture characteristics
of this group were as follows: the greater trochanter fragment at the
posterolateral side and the fracture fragment at the medial wall
(Figures 5C, 6C). The fracture line at the medial wall was found to be
an extension of the fracture line at the anterolateral wall. Moreover,
the position of the fracture line at the medial wall was significantly
higher than that of type I and type II (p < 0.01), and the smaller
trochanter was bypassed, so that the smaller trochanter could
remain intact. This group of fractures can sometimes form
isolated medial fragments, but in this group of patients, the

shape of the posteromedial small area remained intact without
fracture line extension.

Isolated medial group (type IV)

Thirty-three fractures were analyzed, and the common fracture
features in this group of patients were that the fracture line of their
medial wall was an extension of the fracture line of the anterolateral
wall (Figures 5D, 6D), which could be seen extending to the base of
the femoral neck on the posterior side, and retaining the intact
femoral calcar. Of the 30 patients, only 3 patients endured a medial
wall isolated fragment separated from the anterolateral wall.

Posteromedial + medial group (type V)

We analyzed 12 fractures in this group. The fracture
characteristics of this group of patients were that the fracture line
interrupted when the anterolateral wall extended to the posteromedial
wall, which formed a complete isolated fragment posteromedially and
medially (Figures 5E, 6E). Otherwise, the posteromedial and medial
separation of two isolated fragments was observed in 12 patients.

Isolated posterolateral group (type VI)

The group exhibited 9 fractures, of which patients had a
relatively typical greater trochanter fracture (Figures 5F, 6F). All
patients had visible injuries to the anterior wall, and the fracture was
a separate fragment at the greater trochanter. Because of the
retrospective nature of the study, which collected patients
undergoing surgery, conservative treatment was chosen by the
majority of patients with greater trochanteric fractures such that
the number of patients counted in this group may have been
insufficient.

Radiography parameters, function, and
range of motion

In analyzing radiography parameters, we measured the patient’s
sliding distance of cephalic nail as well as femoral neck–shaft angle
(FNSA) changes. The imaging results of patients in different groups
are shown in Table 2 and Figure 7. We found that the sliding
distance and the change of FNSA of patients in the Type I group and
the Type II group were significantly different from those of other
groups, while the sliding distance and the change of FNSA in the
Type VI group were significantly smaller. In addition, we found a
significant difference in the change in FNSA between the Type I
group and the Type II group.

The function and range of motion of different groups are
presented in Table 2 and Figure 7. The HHS score of the Type I
group was 85.54 ± 6.34, significantly lower than that of the other five
groups, there was a significant difference between the six groups, but
only statistically different between type IV and VI (p < 0.01).

The range of motion (external rotation and abduction of the hip
joint) in patients with type I and II fractures was significantly less
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TABLE 2 Result of the change in radiography parameters, function, and range of motion for patients.

Description Classification

I II III IV V VI p value

TAD (mm) 20.45 ± 5.42 18.37 ± 5.77 17.81 ± 4.51 19.57 ± 2.97 17.34 ± 3.72 18.11 ± 3.06 0.251

Change of FNSA (°) 10.44 ± 6.24 8.13 ± 4.16 5.31 ± 2.97 5.54 ± 3.04 6.77 ± 3.90 1.82 ± 1.51 0.007*

Sliding distance of cephalic nail (mm) 9.22 ± 5.24 8.01 ± 4.71 6.30 ± 3.47 4.33 ± 2.92 7.07 ± 2.79 1.32 ± 1.23 0.001*

HHS score 85.54 ± 6.34 88.72 ± 7.10 87.34 ± 4.79 90.01 ± 5.04 87.74 ± 4.81 95.52 ± 1.24 0.009*

Hip abduction ROM (°) 39.31 ± 15.21 39.11 ± 12.07 40.21 ± 7.60 46.72 ± 4.46 46.91 ± 3.22 42.21 ± 13.57 0.003*

Hip adduction ROM (°) 19.52 ± 13.05 22.81 ± 12.41 27.34 ± 8.78 24.24 ± 7.90 21.86 ± 10.45 23.33 ± 7.87 0.233

Hip flexion ROM (°) 93.41 ± 28.20 102.10 ± 25.82 130.22 ± 23.78 130.35 ± 24.05 108.17 ± 20.92 130.37 ± 14.44 0.002*

Hip posterior extension ROM (°) 20.11 ± 12.54 21.81 ± 14.34 27.34 ± 9.87 25.24 ± 8.00 24.86 ± 6.07 26.33 ± 10.24 0.162

Hip internal rotation ROM (°) 28.34 ± 11.80 27.65 ± 13.48 34.67 ± 12.33 35.97 ± 8.74 30.86 ± 8.41 37.85 ± 7.64 0.327

Hip external rotation ROM (°) 22.72 ± 12.44 24.50 ± 11.73 28.34 ± 13.21 35.07 ± 7.89 35.78 ± 8.91 34.33 ± 8.32 0.007*

TAD, tip–apex distance; FNSA, femoral neck–shaft angle.

*p < 0.05 was considered significant.

FIGURE 7
(A) The change of femoral neck–shaft angle (FNSA) by patient type. (B) The Sliding distance of cephalic nail by patient type. (C) The HHS score by
patient type. (D) The hip abduction ROM by patient type. (E) The hip flexion ROM by patient type. (F) The hip external rotation ROM by patient type (*p <
0.01, **p < 0.005).
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than that in the other three groups, there was a significant difference
between the six groups. Moreover, the differences between type I and
type II patients and the VI and V groups were statistically significant.
The range of motion (external rotation and abduction) of the Type
VI group was less than that in the other two groups, but it was not
statistically significance. There is a significant difference in
postoperative flexion activity between all the groups, with
patients in the Type I, Type VI, and Type V groups was
significantly less than that of the other three groups, and the
difference was statistically significant.

Discussion

In this study, we retrospectively modeled 348 intertrochanteric
fractures imaged by CT scan, and applied 3-D fracture-mapping
techniques to macroscopically analyze the fragment morphology of
medial, posteromedial, and posterolateral fractures (Xie et al., 2017).
We divided posterior-medial fractures into six different
classifications for comparison. Our classification system differs
from previous classification systems in that this study more
accurately presents the fracture line and fragment morphology of
posterior-medial fractures through an advanced fracture-mapping
technique, which allows us a more accurate understanding of
posterior-medial injuries. In posterior-medial injuries, whether
medial, posteromedial, or posterolateral, there are different injury
patterns, and the resulting postoperative effects are distinct. By
analyzing the posterior-medial fracture pattern, we can further
improve our understanding of this fracture type.

In recent years, the popularity of 3-Dmethods for analysis by CT
has also grown. In 2017, Shoda et al. (2017) proposed the
classification of intertrochanteric fractures by 3D-CT. In 2019, Li
et al. (2019) further classified femoral fractures into five
classifications using the Hausdorff distance-based K-means
approach (Li et al., 2019). However, we believe that a
comprehensive fracture classification should not only accurately
diagnose fractures, guide treatment, and predict the prognosis of
fractures, but also be reproducible and simple for use by clinicians
across the scope of practice.

In our study and classification, we did not describe the lateral
wall, because we believe that intertrochanteric fractures involving
the lateral wall are a special type of femoral fracture, and their
fracture patterns and prognosis are considerably different from
other intertrochanteric fracture models. In addition, we believe
that the posteromedial structure plays an important
biomechanical role in ensuring the stability of the proximal
femur (Sharma et al., 2014; Ciufo et al., 2017; Sharma et al.,
2017). The loss of support in the posteromedial side is an
important cause of femoral head collapse, femoral neck
shortening, and internal fixation failure, and studies of the
posterior-medial fracture line and fracture fragments have
already been reported. In 2017, Sharma et al. (2017) described
the size, shape, and fracture mode of the smaller trochanteric
fragments. Xiong et al. (2019) further summarized the extended
fragment of the lesser trochanter and posterior cortex. Their study
provided further insight into the characteristics of posterior-medial
fracture structures, but further analyses of the clinical morphology of
different fragment morphologies are lacking. Our study

classification targets only the posterior-medial fragment of
intertrochanteric fractures, and we believe that the inferential
pattern of fracture-mapping technique gives us a new spatial
perspective on the fracture pattern and morphology of the
posterior-medial fragments after intertrochanteric fractures, and
will ultimately allow us to link fracture morphology to clinical
features.

In our study, posterior-medial intertrochanteric fractures were
typed into six classifications. Both type I and type II fracture lines
involve the entire posterior-medial intertrochanteric region, leaving
the posterior-medial cortex unsupported and the fracture extremely
unstable. Moreover, the sliding distance of cephalic nail and FNSA
change in the radiographic findings of type I and type II were
significantly different from those of the other groups (Table 2;
Figure 7). However, even if the extent of type I and type II
fracture involvement is consistent, the clinical results are
different due to the uniqueness of intertrochanteric fractures. The
concept of the “isolated fragment” that we introduced divides
intertrochanteric fractures involving the entire posterior-medial
fragment into two classifications. We can find in the fracture-
mapping technique that the fracture of type I is more complex
and is a posterior-medial comminuted fracture. Type II fractures, on
the other hand, are relatively simple, and most of the posteromedial
aspect remains a complete fragment. There is also a significant
difference between type I and type II in the radiography parameters
of FNSA change (Figure 7). We believe that type I fractures have a
worse outcome than type II fractures and more surgical
complications, but further studies are needed to confirm this
hypothesis. Although the type IV fracture shown in Figure 7
involves the medial wall fracture, there is no significant
difference in the imaging indicators. We trust that the posterior
wall will play a partial supporting role in the case of medial wall
fracture. At this time, the fracture is still stable when the calcar
femorale is intact. As expected, we found that the radiographic
appearance of type VI fractures was significantly different from that
of the other classifications, further confirming the important role of
the posterior-medial fragment in maintaining the stability of
intertrochanteric fractures. However, the stability of
intertrochanteric fractures involving medial wall injury was not
universally affected; medial wall injury accounted for (97.4%) of
the patients with posterior-medial fractures, but the radiographic
results in patients with type III, IV, and V fractures suggested that
the fracture type was relatively stable. HHS function scores indicated
a significant difference between type I fracture and other fracture
classifications, which also confirmed that neck shortening
significantly reduced Harris hip scores (Weil et al., 2012;
Slobogean et al., 2017; Felton et al., 2019; Shin et al., 2020).
Moreover, the postoperative HHS function score of type II
fracture with the same posterior-medial involvement was
satisfactory.

We (and many researchers) believe that the entire
pathophysiological process of fracture is related to muscle and
ligament attachment at the fracture site (Bair and Zafar Gondal,
2020; Slagstad et al., 2020). This belief guided our classification of
posterior-medial fragment into posterolateral, posteromedial, and
medial groups due to muscle attachment in the intertrochanteric
region and its different roles between the trochanters (Marmor et al.,
2013; Ehrnthaller et al., 2017; Ren et al., 2019), where both
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posteromedial and posterolateral are muscle attachments and the
medial region is an important supporting structure. Through
fracture-mapping, we found that the direction of the fracture line
was consistent with this mechanistic view, confirming the reliability
and accuracy of our classification. In addition, we also considered
the piriformis, obturator internus, obturator externus, superior
gemellus, inferior gemellus, and the quadratus to be the external
rotator muscle groups with the end points at the piriformis fossa and
intertrochanteric ridge of the femur. The gluteus medius and gluteus
minimus were the abductor muscle groups with end point at the
greater trochanter, while the iliac muscle and psoas were the flexor
muscle groups with end points at the lesser trochanter. Therefore, we
retrospectively analyzed the postoperative hip range of motion of
patients and found that different fracture classifications had unique
postoperative range of motion effects, and even the posterolateral
fracture alone had a significant effect on hip abduction function.
This finding can further guide individualized postoperative
functional rehabilitation of patients using hip joint exercise.

This study has several limitations. First, our study is a
retrospective study in which we reviewed patients managed
operatively for intertrochanteric fractures, while most patients
with type VI fractures were managed conservatively and not
included in our analysis. As a result, we had a lower proportion
of type VI fractures in our study. Second, some patients with type I
fractures could not be systematically classified because the fracture
was severely displaced and separated into very small fragments. In
such patients, fracture morphology of type I is less complex than that
of type I fractures, which is not captured by fracture-mapping
technique. Finally, the isolated posteromedial + posteromedial
group was not represented in our study population. This may be
related to our insufficient number of patients, or other yet undefined
mechanisms that need to be further elucidated.

Conclusion

In conclusion, the results of this morphologic study helps to
further identify and recognize the characteristics of posterior-medial
intertrochanteric fracture patterns, which may be strongly
associated with different clinical outcomes. More prospective
randomized controlled trials are needed to verify the effectiveness
of this new classification system.
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Proximal femoral bionic nail—a
novel internal fixation system for
the treatment of femoral neck
fractures: a finite element analysis
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Introduction: Currently, cannulated screws (CSs) and dynamic hip screws (DHSs)
are widely used for the treatment of femoral neck fractures, but the postoperative
complications associated with these internal fixations remain high. In response to
this challenge, our team proposes a new approach involving triangular-supported
fixation and the development of the proximal femoral bionic nail (PFBN). The
primary objective of this study is to investigate the biomechanical differences
among CSs, DHSs, and the PFBN in their capacity to stabilize femoral neck
fractures.

Methods: A normal proximal femur model was constructed according to the CT
data of a normal healthy adult. A femoral neck fracturemodel was constructed and
fixedwith CSs, DHSs, and the PFBN to simulate the fracture fixationmodel. Abaqus
6.14 software was used to compare the biomechanical characters of the three
fracture fixation models.

Results: The maximum stresses and displacements of the normal proximal femur
were 45.35 MPa and 2.83 mm, respectively. Under axial loading, the PFBN was
more effective than DHSs and CSs in improving the stress concentration of the
internal fixation and reducing the peak values of von Mises stress, maximum
principal stress, and minimum principal stress. The PFBN fixation model exhibits
superior overall and fracture section stability in comparison to both the DHS
fixation model and the CS fixation model under axial loading. Notably, the
maximum stress and peak displacement of the PFBN and bone were lower
than those of the DHS and CS fixation models under bending and torsional
loading.

Conclusion: The PFBN shows considerable improvement in reducing stress
concentration, propagating stress, and enhancing the overall stability in the
femoral neck fracture fixation model compared to DHSs and CSs. These
enhancements more closely correspond to the tissue structure and
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biomechanical characteristics of the proximal femur, demonstrating that the PFBN
has great potential for therapeutic purposes in treating femoral neck fractures.

KEYWORDS

PFBN, CS, DHS, finite element analysis, tension force

Introduction

With the aging of the population, cases of femoral neck
fractures which occur between the femoral head and basal
femoral neck are expected to reach 3 million by 2050,
accounting for approximately 3.1% of the total fractures
(Gullberg et al., 1997; Chen et al., 2017b). Literature reviews
have shown that the mortality rate for femoral neck fractures can
be as high as 20% within 1 year (Brauer et al., 2009; Klop et al.,
2014). The primary surgical methods for treating femoral neck
fractures include closed reduction with cannulated screws (CSs)
and open reduction with dynamic hip screws (DHSs) (Sheehan
et al., 2015). However, these treatment options are often
associated with high rate of postoperative complications, and
femoral head necrosis (up to 45%), shortening of femoral neck
(up to 30%), and non-union (up to 19%) were the most common
postoperative complications (Lu-Yao et al., 1994; Zlowodzki
et al., 2008; Slobogean et al., 2015; Chen et al., 2017a).

The unique biomechanics comes from the special anatomy of
the proximal femur, where joint forces are transformed into
compression and tension forces through a significant bending
moment and conveyed through the trabecular system in
compression and tension (Aminian et al., 2007; Stiehl et al.,
2007). The design concepts of CSs and DHSs are inherently
incongruent with the anatomical structure and mechanics of the
proximal femur, resulting in instability and stress concentration,
leading to a high incidence of postoperative complications
(Aminian et al., 2007; Johnson et al., 2017; Tianye et al., 2019;
Fan et al., 2021; Xu et al., 2022). Furthermore, an attempt has also
been made to increase the anti-compression force by adding
additional screws and medial femoral support plates based on
CSs and DHSs (Mir and Collinge, 2015; Zhuang et al., 2019; Li
et al., 2023). However, these improvements increase tissue
damage and overlook the design for anti-tension force,
resulting in stress distribution, plate fractures, and limiting
clinical application (Teng et al., 2022; Huang et al., 2023; Nan
et al., 2023). Therefore, our team was the first to propose the
concept of triangular-supported fixation (TSF) and design the
proximal femoral bionic nail (PFBN) based on the triangular
structure and mechanics characters of the proximal femur (Ding
et al., 2022b; Xu et al., 2022). The key to TSF lies in the addition of
support screws, creating a crossover structure that mimics the
compression and tension trabeculae of the proximal femur, thus
improving stress distribution and stability, which has been shown
to be effective in intertrochanteric fractures (Ding et al., 2022a;
Wang et al., 2022a; Wang et al., 2022b; Zhao et al., 2023).

The primary objective of this study was to analyze the
biomechanical behaviors of the PFBN, DHS, and CS using finite
element analysis to fix femoral neck fractures. It is hypothesized that
the PFBN improves stress concentration and stress transmission in
fracture fixation compared to the DHS and CS, thereby enhancing

biomechanics and the clinical prognosis for treating femoral neck
fractures.

Materials and methods

This study was approved by the Ethics Committee of Hebei
Medical University Third Hospital. Informed consent was signed by
the volunteers.

Constructing the proximal femur model

A healthy adult male weighing 60 kg and measuring 173 cm
in height was selected to create a proximal femur model. A
Siemens 64-row CT was used to scan the full-length femur
(layer thickness: 0.625 mm), and the images were saved as
DICOM format. The data were imported into Mimics21 to
construct a three-dimensional model using thin multiplanar
and volumetric reconstruction. Geomagic 2013 (Geomagic
Company, United States) was utilized to generate the non-
uniform rational basis spline surface.

Establishing the fracture fixation model

UG-NX 9.0 (Siemens Software, United States) was used to
construct the Pauwels type III femoral neck fracture model and
three internal fixation models, and the fracture fixation model was
simulated according to the internal fixation placement (Figure 1).
The C3D4 mesh model was constructed using HyperMesh 2013
(Altair Company, United States) software and imported into abaqus
6.14 (Dassault company, United States).

Material properties and boundary loads

All bone and implant models were defined with isotropic and
linear elastic properties. Based on prior literature (Ding et al.,
2021a; Ding et al., 2021b; Ding et al., 2022a), the elastic moduli
for cortical bone and cancellous bone were set to 17,000 and
1,500 MPa, respectively, with a Poisson’s ratio of 0.3 for both.
The internal fixations were made of Ti6Al4V, with elastic moduli
and Poisson’s ratios set to 110,000 MPa and 0.316, respectively
(Sowmianarayanan et al., 2008). For the PFBN model, we
assumed full bonding between the fixation screw, support
screw, and the main nail. In the DHS model, the screw was
tied to the main plate to mimic the holding force. We used tied
interfaces to represent the screw thread/bone and screw/cortical
bone interactions. The nail threads and partial nail body were set
in binding relationships with the cancellous bone and cortical
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bone, respectively. All other bone–screw and bone–bone
interfaces were defined as contact relationships. The
coefficient of friction was set to 0.46 (Eberle et al., 2010; Zhan
et al., 2020; Li et al., 2021). A load of 1,800 N (three times body

weight load) is applied to the femoral head which was abducted
10°, tilted backward by 9° to simulate the one-leg standing, which
is the maximum load on the hip joint during human walking (Li
et al., 2019). A 15 Nm torsion load was applied to the surface of

FIGURE 1
Femoral neck fracture model (A) was constructed and fixed with the CS (B), DHS (C), and PFBN (D).

FIGURE 2
Three boundary conditions of the femoral neck fracture fixation models. (A) Axial load, (B) bending load, and (C) torsion load.

Frontiers in Bioengineering and Biotechnology frontiersin.org03

Ding et al. 10.3389/fbioe.2023.1297507

310

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2023.1297507


the femoral head along the axis of the femoral neck, representing
the maximum load experienced during normal human gait
(Huang et al., 2023). To ensure stability, the distal femur was

fixed in all degrees of freedom. Additionally, a lateral load of
175 N was applied to the femur from the front, simulating a four-
point load for bending (Huang et al., 2023) (Figure 2).

FIGURE 3
Validation of the model by comparing biomechanical study (A) and finite element analysis (B).

FIGURE 4
The intraclass correlation coefficient of strain values detected by the two methods was 0.9726 (p < 0.01).
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Model validation

Mesh convergence test

To ensure the accuracy of our analysis, the maximum stress of
the proximal femur was used to analyze mesh convergence. We
compared the maximum vonMises stress of normal proximal femur
models with five element size meshes (3, 2.5, 2, 1.5, and 1 mm) and
found that the maximum stress of the proximal femur model under
the 1.5 mm grid was close to that of the 2 and 1 mm grids, with a
difference of less than 5%. Themesh size was set to 1.5 mm, resulting
in 87,818 elements for the cortical bone and 81,725 elements for the
cancellous bone. The mesh convergence was found to be less than
5%, confirming the effectiveness of the model.

Validation of model effectiveness

In this study, we employed biomechanical analysis to validate
the results obtained from finite element analysis. A femoral
specimen was screened by X-ray film to exclude other diseases
that may affect the bone abnormality. The spatial locations and
fixation methods of the proximal femur in the biomechanical
study were kept consistent with those in the finite element model,
and the nine strain gauges were attached to the surface of the
proximal femur corresponding to that in the finite element
analysis. To do so, we applied a load of 1,800 N to the
proximal femur for both finite element analysis and
biomechanical study and recorded strain values at nine
marker points. The comparison between the results of the

biomechanical study and finite element analysis revealed
insignificant differences, affirming the effectiveness of our
models (Figures 3, 4). In this study, the stiffness of normal
proximal femur was 0.64 KN/mm, which is within the
measurement interval reported in the literature [(0.76 ± 0.26)
KN/mm] (Papini et al., 2007). The maximum stresses for internal
fixation and bone uniaxial of CS fracture fixation model loading
were found to be 159.71 and 30.93 MPa, respectively, which is
similar to the results (128.77 and 54.62 MPa for internal fixation
and bone) of the work of Huang et al. (2023). In addition, the
finite element model of the normal proximal femur was validated
effectively.

Results

Intact proximal femur model

In the analysis of the intact proximal femur model, the
maximum stress and maximum displacement were measured
at 45.35 MPa and 2.83 mm under axial load, respectively
(Figure 5).

Stress distribution

Under axial load, we observed the peak von Mises stress,
maximum principal stress, and minimum principal stress of
the PFBN model. These values were 159.71, 204.23,
and −150.18 MPa, respectively. Comparatively, they accounted

FIGURE 5
von Mises stress distribution (A) and displacement distribution (B) of the normal proximal femur.
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for 11.61%, 17.25%, and 74.65% of the corresponding values for
the DHS, and 31.93%, 52.12%, and 50.45% of those for the CS
(Figures 6, 7; Tables 1, 2).

Additionally, the peak von Mises stress for both bone and
internal fixation in the PFBN model was 30.93 and 114.59 MPa
under bending load, respectively. These values represented 72.74%
and 83.33% of the corresponding values for the DHS and 93.84%
and 94.39% of those for the CS (Figure 8; Table 3).

Furthermore, the peak von Mises stress for both bone and
internal fixation in the PFBN model was 4.51 and 1.98 MPa
under torsion load, respectively. These values accounted for
82.75% and 83.33% of the values in the DHS fixation model and
93.24% and 96.72% of those in the CS fixation model (Figure 9;
Table 4).

Displacement distribution

Under axial load, we measured the maximum displacement and
maximum relative displacement of the fracture sections in the PFBN
fixation model at 1.95 and 0.79 mm, respectively. These values were
17.60% and 2.63% of those in the DHS fixation model and 73.58%
and 21.44% of those in the CS fixation models (Figure 6; Table 1).

Under bending load, we found that the maximum displacement
in the CS and DHS fixation models was 12.48 times and 7.72 times
higher, respectively, compared to that in the PFBN fixation model
(Figure 8; Table 3).

Finally, the maximum displacement is 1.34 and 1.08 times larger
in the CS and DHS models, respectively, than in the PFBN fixed
model under torsional load (Figure 9; Table 4).

FIGURE 6
PFBN improved the stress distribution of the proximal femur (A) and implant (B) and enhanced stability (C) under axial load.
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Discussion

This study mainly finds that compared to the DHS and CS, the
PFBN improves the stress distribution of bone and implants and
increases the axial stability and bending strength of the fracture
fixation model. In addition, the PFBN exhibits superior

biomechanical characteristics in resisting tension and
compression forces for the fixation of femoral neck fractures,
aligning more closely with the stress conduction of the normal
proximal femur. As a result, the PFBN displays significant potential
for improving the treatment of femoral neck fractures.

According to our results, the PFBN fixation model has
1.36–5.68 times higher axial stability, 7.7–12.48 times higher
bending stability, and 1.08–1.34 times higher torsion stability than
the DHS and CS fixation models. In addition, the stress extremes of
bone and implant in the PFBN fixation model range from 11.61% to
96.72% of those in the DHS andCS fixationmodels under three loading
conditions. The innovative crossed structure of the PFBN serves to
diminish the stress concentration of screws, cortical bone, and
cancellous bone, helping to reduce the risk of shortening of the
femoral neck, necrosis of the femoral head, and backout (Stoffel
et al., 2017; Xu et al., 2022). In addition, the maximum relative

FIGURE 7
Maximum principal stress and minimum principal stress distribution of three implant models for the treatment of femoral neck fracture. (A) CS, (B)
DHS, and (C) PFBN.

TABLE 1 Peak stress and maximum displacement of three implant fixation models for treating femoral neck fracture under axial load.

Implant model Maximum stress (MPa) Maximum displacement (mm)

Bone Implant Fixation model Relative fracture surface

CS 90.34 500.68 2.66 0.79

DHS 128.13 1376.41 11.08 6.50

PFBN 39.35 159.72 1.95 0.17

TABLE 2 Peak values of maximum and minimum principal stress of three
implant models for fixing femoral neck fracture (MPa).

Implant model Max principal stress Min principal stress

CS 391.81 −297.69

DHS 1184.21 −201.17

PFBN 204.18 −150.23
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displacement of the fracture section in the PFBN is lower than that of
the CS and DHS under axial loading. It is expected to reduce the risk of
necrosis of the femoral head and fracture non-union caused by the

displaced fracture surface. Therefore, the PFBN has superior resistance
to axial loads, bending loads, and torsional loads than the CS and DHS
for the treatment of femoral neck fracture.

FIGURE 8
PFBN improved the stress distribution of proximal femur (A) and implant (B) and enhanced stability (C) under bending load.

TABLE 3 Peak stress and maximum displacement of three implant models for treating femoral neck fracture under bending load.

Implant model Maximum stress (MPa) Maximum displacement (mm)

Bone Implant Fixation model

CS 32.97 121.42 2.19

DHS 42.52 270.83 1.35

PFBN 30.93 114.56 1.75
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FIGURE 9
PFBN improved the stress distribution of the proximal femur (A) and implant (B) and enhanced stability (C) under torsion load.

TABLE 4 Peak stress and maximum displacement of three implant models for stabilizing femoral neck fracture under torsion load.

Implant model Maximum stress (MPa) Maximum displacement (mm)

Bone Implant Fixation model

CS 4.84 279.34 1.17

DHS 5.45 205.08 0.94

PFBN 4.51 198.36 0.87
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There are several structural features of the PFBN that explain the
biomechanical differences between the PFBN and CS/DHS. First,
unlike the single fixation screw of the DHS and the three parallel
screw structure of the CS, the crossed structure of the PFBN forms a
stable integrity with the bone, thus increasing the holding force on
the proximal fracture fragment and enhancing the stability of the
fracture fixation model. This was also verified by the stress
distribution of implants and bones. The DHS and CS lead to
great movement of the proximal fracture section for stabilizing
femoral neck fracture, suggesting that the single and multi-parallel
screw structure had insufficient holding power resulting in
drawbacks such as femoral head varus collapse and non-union.
For treating femoral neck fractures, non-parallel screw fixation
techniques such as the biplane double-support screw fixation,
proximal femoral plate, and femoral neck system can offer
greater angular stability (Stoffel et al., 2017; Viberg et al., 2017;
Augat et al., 2019). Consequently, the maximum relative
displacement of fracture sections in the PFBN fixation model is
less than that in the CS and DHS fixation models. Moreover, the
cross structure of the PFBN allows for a more efficient transfer of
compression and tension forces than the CS and DHS, reducing
stress concentration in individual screws. As our results show, the
maximum principal stress of the PFBN is 17.25% of the DHS and
52.12% of the CS, while the minimum principal stress is 74.65% of
the DHS and 50.45% of the CS. The cross structure is designed to
facilitate the transfer of compression and tension forces between
screws, thereby reducing stress concentration on individual screws
and mitigating postoperative complications related to proximal
femoral plates (Augat et al., 2019; Xu et al., 2022). Finally, the
PFBN is a centrally fixed internal fixation, which reduces the lever
arm and stress concentration of the implant. Numerous studies have
demonstrated that intramedullary fixation is highly effective in
providing excellent biomechanical characteristics and clinical
outcomes for femoral neck fractures (Augat et al., 2019; Huang
et al., 2023). Based on our analysis, the PFBN is a more suitable
treatment option for femoral neck fractures than the CS and DHS.

In clinical practice, the DHS and CS are the most commonly
employed internal fixation methods for femoral neck fractures
(Florschutz et al., 2015). Both of these methods are grounded in
the anterograde compression theory, aiming to convert joint forces
into compressive forces on the fracture surfaces in the direction of
the fixation screw (Augat et al., 2005; Augat et al., 2019; Nan et al.,
2023). Attempts to enhance internal fixation have involved
increasing the number of screws and adding a medial femoral
plate (Zhan et al., 2020; Zelle et al., 2022). However, these
modifications did not adequately address tension resistance,
resulting in only marginal reductions in complications. The non-
parallel screw structure of the proximal femoral locking plate can
potentially offer enhanced overall stability (Aminian et al., 2007;
Nowotarski et al., 2012). Nonetheless, this non-parallel
configuration can lead to stress concentration in individual
screws, resulting in screw backout and loosening (Schneider
et al., 2015; Stoffel et al., 2017). In response to these challenges,
our research team pioneered the concept of TSF, for which we
obtained six patents. The support and tension screws form a mixed
triangle with the cortical bone at the femoral head and the adjacent
cancellous bone. Furthermore, the support screw passes through this
hole to form a stable triangular structure (metal triangle) with the

tension screw and the proximal main nail, effectively reducing the
lever arm and stress concentration on the bone (Ding et al., 2022a;
Ding et al., 2022b). As eccentric internal fixation, the fixation screws
of the CS and DHS are often responsible for tension and
compression conduction, which leads to stress concentration and
macrostrain of the screw/cortical bone. The cross structure of the
PFBN obviously changes the direction of stress transmission, which
makes the fixation screws and support screws transmit compression
and tension force, respectively. The PFBN is in line with the normal
biomechanical characteristics of the proximal femur, which reduces
the stress concentration.

Therefore, the PFBN enhances the transmission of tension and
compression forces in the femoral neck by mimicking the trabecular
structure, closely resembling the natural stress transmission pattern
in the proximal femur (Ding et al., 2022a; Wang et al., 2022a; Ding
et al., 2022b; Wang et al., 2022b). In addition, the PFBN as well as
TSPF also reduce stress concentrations, improve stress conduction,
and enhance fracture stability in the fixation of intertrochanteric
fractures, demonstrating excellent results in clinical applications
(Ding et al., 2022a;Wang et al., 2022a; Ding et al., 2022b;Wang et al.,
2022b; Zhao et al., 2023). This provides a solid foundation for the
clinical treatment and promotion of femoral neck fractures.

Currently, there are twomethods including biomechanical study
and finite element analysis for orthopedics research methods. FEA is
a numerical model that can accurately predict biomechanical
characteristics such as orthopedic stability and risk of internal
fixation failure. In addition, finite element analysis is non-
invasive and simple to use, making it widely used in orthopedic
biomechanics research. This study analyzes the characteristics of
stress distribution and displacement distribution in bones and
implants using finite element analysis, which well demonstrates
the role of the PFBN in the stress transmission of stabilizing femoral
neck fracture. Moreover, the fracture fixation stability was assessed
using the three most common static loading conditions, including
axial, torsional, and bending loads during hip activity. In this study,
the maximum loads for three types of motion during normal hip
joint activity were set to 1,800 N (three times the body load), 15 nm,
and 150 N. These parameters can effectively assess the
biomechanical state with the greatest risk of internal fixation
failure, making them sufficient for stability assessment. In
addition, the static load was used to evaluate fracture fixation
stability, which is also a common method in finite element
analysis (Li et al., 2019; Zhan et al., 2020; Huang et al., 2023).

Our study is not without limitations. First, the assignment of
isotropic and linear elastic properties to the cortical and cancellous
bone in this study does not entirely align with the actual material
properties of bones. Second, the finite element analysis showed the
biomechanical characteristics of three fixation models but ignored
changes in bone mass, soft tissue, and blood vessels after fracture
fixation, which affect the prognosis of intertrochanteric fractures.
We have added it to the limitations of the study. Third, the selection
of CT images of healthy adults for constructing 3D models is
currently a common approach for finite element analysis (Li
et al., 2019; Zhan et al., 2020; Huang et al., 2023). However, the
representativeness of finite element analysis based on CT data was
limited because the methods ignored some factors including BMI,
obesity, and muscle atrophy that may have influenced the
effectiveness and reliability of the results (Chen et al., 2022).
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Finally, although the PFBN displays excellent biomechanical
properties, additional clinical trials are necessary to confirm the
clinical value of the PFBN. There is a lack of clinical evidence
assessing the ease of surgery, operation time, bleeding, and recovery
time of the PFBN and DHS/CS for the treatment of femoral neck
fractures.

In summary, when compared to the DHS and CS, the PFBN
demonstrates improvements in stress concentration, stress
propagation, and overall stability in the femoral neck fracture
fixation model. These improvements better match the tissue
structure and biomechanical properties of the proximal femur.
As a result, the PFBN exhibits significant potential for the
clinical treatment of femoral neck fractures.
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Stability simulation analysis of
targeted puncture in L4/
5 intervertebral space for
PELD surgery
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Jinghao Zhao, Pengrong Ouyang, Jie Qin, Haopeng Li* and
Dong Wang*
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Shaanxi, China

Introduction: The application prospects of percutaneous endoscopic lumbar
discectomy (PELD) as aminimally invasive spinal surgery method in the treatment
of lumbar disc herniation are extensive. This study aims to find the optimal entry
angle for the trephine at the L4/5 intervertebral space, which causes less lumbar
damage and has greater postoperative stability. To achieve this, we conduct a
three-dimensional simulated analysis of the degree of damage caused by
targeted puncture-based trephine osteotomy on the lumbar spine.

Methods: We gathered clinical CT data from patients to construct a lumbar
model. This model was used to simulate and analyze the variations in trephine
osteotomy volume resulting from targeted punctures at the L4/5 interspace.
Furthermore, according to these variations in osteotomy volume, we created
Finite Element Analysis (FEA) models specifically for the trephine osteotomy
procedure. We then applied mechanical loads to conduct range of motion
and von Mises stress analyses on the lumbar motion unit.

Results: In percutaneous endoscopic interlaminar discectomy, the smallest
osteotomy volume occurred with a 20° entry angle, close to the base of the
spinous process. The volume increased at 30° and reached its largest at 40°. In
percutaneous transforaminal endoscopic discectomy, the largest osteotomy
volume was observed with a 50° entry angle, passing through the facet joints,
with smaller volumes at 60° and the smallest at 70°. In FEA, M6 exhibited the most
notable biomechanical decline, particularly during posterior extension and right
rotation. M2 and M3 showed significant differences primarily in rotation, whereas
the differences betweenM3 andM4weremost evident in posterior extension and
right rotation. M5 displayed their highest stress levels primarily in posterior
extension, with significant variations observed in right rotation alongside M4.

Conclusion: The appropriate selection of entry sites can reduce lumbar damage
and increase stability. We suggest employing targeted punctures at a 30° angle for
PEID and at a 60° angle for PTED at the L4/5 intervertebral space. Additionally,
reducing the degree of facet joint damage is crucial to enhance postoperative
stability in lumbar vertebral motion units.

KEYWORDS

lumbar disc herniation, percutaneous endoscopic lumbar discectomy, finite element
analysis, lumbar spine stability, laminotomy and facetectomy
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1 Introduction

Percutaneous endoscopic lumbar discectomy (PELD) has
garnered widespread recognition as an effective intervention for
lumbar disc herniation (LDH), with its safety and efficacy
substantiated by pertinent literature (Yeung, 1999; Takahashi et al.,
2008; Liu et al., 2019; Wu et al., 2020; Ahn, 2021). Notably, potential
harm to the nerve root or dural sac can be promptly discerned
through intraoperative imaging and immediate patient feedback,
enabling the surgeon to avert potential catastrophic complications
(Zhu et al., 2017; Jia et al., 2018; Xu et al., 2019).

The different clinical approaches in nerve root decompression
categorize PELD into percutaneous endoscopic interlaminar
discectomy (PEID) and percutaneous transforaminal endoscopic
discectomy (PTED). Additionally, there are combined surgical
techniques involving both methods. The puncture and
positioning procedures frequently rely on anatomical landmarks
to measure partial-opening distances. A guiding needle is inserted,
and intraoperative C-arm fluoroscopy is used for verification.
Following precise positioning, endoscopic osteotomy with a
trephine is performed to achieve decompression, thereby
exposing the surgical site, which includes laminotomy and
facetectomy (Wu et al., 2020; Jiang et al., 2021; Zhang et al.,
2021). However, during the operation, issues related to trephine
displacement and inaccurate positioningmay arise. After osteotomy,
the affected area may not be adequately exposed, necessitating
continuous in-surgery adjustments and repeated osteotomies.
This not only prolongs the surgical duration but also increases
damage to bone structure and ligaments, thereby exacerbating the
instability of the vertebral motion unit post-surgery and raising the
likelihood of postoperative recurrence in patients.

Drawing from the anatomical characteristics of the vertebral
body, the extent of osteotomy is correlated with the angle, diameter,

and frequency of trephine entry. It is crucial to strike a balance
between thorough lesion removal and minimizing disruption to the
vertebral motion unit. Opting for less osteotomy is preferable, as it
may mitigate the risk of biomechanical deterioration, and
consequently, the likelihood of experiencing failed back surgery
syndrome (Li et al., 2019b). In the clinical application of PELD, the
careful selection of the optimal puncture angle is of paramount
importance for achieving surgical minimally invasiveness,
standardization, and precision (Ahn, 2019).

In light of these principles and empirical observations, we sought
to analysis the variations in osteotomy volume and lumbar stability
under targeted puncture-based entry angel. To determine the most
suitable osteotomy entry angle with the least damage, we created a
three-dimensional surgical model of the L4/5 interspace to simulate
a trephine osteotomy attempt. We selected the optimal angle based
on osteotomy volume and compared stress distribution and lumbar
stability using a finite element analysis (FEA) model. This approach
will provide valuable assistance for clinical surgical procedures.

2 Materials and methods

2.1 Simulation analysis of trephine
osteotomy volume

2.1.1 Lumbar model construction
This study involved 25 clinical patients. Among these

participants, there were 13 males and 12 females, aged between
17 and 71 years, with an average age of 45.64 ± 12.88 years.

Inclusion criteria for participation were a clinical diagnosis of
L4/5 disc herniation and receipt of PELD surgery between January
2020 and October 2021. Exclusion criteria encompassed the
presence of spinal tumors, spinal fractures, infectious diseases

FIGURE 1
Targeted puncture approach and trephine model construction. (A)Midpoint of the posterior edge of L5 superior surface; (B)Midpoint of the inferior
surface of L4 and superior surface of L5; (C) Trephine direction in sagittal plane; (D) Trephine plan in sagittal plane; (E) (F) Trephine osteotomymodel with
one attempt; (G) (H) Trephine osteotomy model with two attempts.
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like spinal tuberculosis, indications of multi-segmental protrusion
on imaging, spinal deformities, and a history of prior spinal surgery.

The selected cases underwent preoperative thin-layer CT
scanning of the L3-L5 lumbar vertebrae and intervertebral discs
using a GE Lightspeed VCT 64-slice spiral CT machine from the
United States, with a layer thickness of 0.625 mm. Subsequently, the
DICOM (Digital Imaging and Communication of Medicine) images
of the lumbar vertebrae were acquired and saved onto a CD for
storage purposes. Following this, the CT images of all 25 cases were
imported into Mimics 21.0 (Materialise, Inc., Leuven, Belgium).
Within this platform, the three-dimensional reconstruction of the
L3-L5 vertebral bodies was performed. Consequently, the resulting
three-dimensional model structure was further imported into 3-
matic Research 13.0 (Materialise, Inc., Leuven, Belgium) to proceed
with the construction of the model.

2.1.2 Trephine model construction
The simulation of PELD was conducted using information

derived from both published literature and clinical expertise
(Gadjradj et al., 2016; Kim et al., 2018; Ono et al., 2022). The
lumbar models imported into 3-matic Research were constructed
using the “Sketch” and “Fit plane” functions. Specifically, planes
representing the inferior and superior endplates of the L4 and
L5 vertebrae were established. Additionally, the midpoint of the
posterior edge of the vertebral body for each endplate was
determined (Figure 1A). The midpoint between the posterior
edge of the inferior endplate of L4 and the posterior edge of the
superior endplate of L5 was designated as the center point of the L4/
5 intervertebral space (Figure 1B). A plane parallel to the superior
endplate of L5 was established using this center point as reference
(Figures 1C,D, Supplementary Figure S1).

In 3-matic Research, the right-sided approach was selected, with
the center point of the L4/5 intervertebral space as the designated fixed
point., six lines were drawn on the intervertebral reference plane,
offset from the central axis by 20°/30°/40°/50°/60°/70° respectively.
Based on the anatomy of the facet joint, the PEID group included 20°/
30°/40°, while the PTED group included 50°/60°/70°. Cylinders with
diameters of 7/8/9 mm were created to represent the clinically used
trephines of the same diameters. The path taken by a single cylinder
represented one osteotomy attempt of trephine (Figure 1E). On the
basis of the first attempt of osteotomy, each cylinder was horizontally
offset outward by 5° to simulate the second osteotomy attempt of
trephine performed in clinical surgery (Figure 1F).

2.1.3 Trephine osteotomy attempt
In the 3-matic Research software, the “Local Boolean” function

was employed to separately calculate and record the values of the
“Volume” of osteotomy during 1/2 attempts in various directions for
different diameters of trephine.

2.2 Biomechanical finite element analysis

2.2.1 Surgical model construction
We recruited one healthy male volunteer, 26 years old, with a

height of 174 cm and a weight of 75 kg. Firstly, CT images were
imported into Mimics to extract bone tissue, and then further
optimized in 3-matic. The reconstructed model from 3-matic

Research was imported into Geomagic Wrap 2017 (3D Systems,
Inc. Geomagic, United States) for smoothing. Following this,
cancellous bone, cortical bone, intervertebral discs, cartilage
endplates, and facet joints were reconstructed using Solidworks
2020 (Dassault Systèmes, United States). We constructed a
complete model of L3-L5 (Figures 2A,B).

Based on the aforementioned changes in osteotomy volume and
clinical experience, we proceeded with the construction of the
trephine osteotomy surgical model in Solidworks 2020. To
investigate the effects of trephine angle, diameter, and number of
osteotomy attempts on lumbar spine mobility and stability, we
selected one attempt of osteotomy at 30° and 60° directions with
an 8 mm diameter, two attempts of osteotomy at 50° direction with
an 8 mm diameter, and one attempt of osteotomy at 50° direction
with a 9 mm diameter. We constructed complete models and
surgical models with five different trephine osteotomy attempts
for subsequent analysis (Figures 2C–G).

2.2.2 Finite element model construction
The surgical models were imported into HyperMesh 14.0 (Altair

Technologies, Inc. Carlsbad, CA, United States). The lumbar finite
element model was developed through the addition of ligaments,
mesh separation, and the assignment of respectivematerial properties,
setting loading conditions, and performing finite element analysis in
Abaqus 2018 (Dassault Systèmes, United States). The material
properties for various lumbar structures were obtained from
literature sources (Li et al., 2019a; Li et al., 2019b; Li et al., 2020;
Qin et al., 2022) (Table 1; Figure 2H-N). M1 is a complete model with
intact ligaments and cartilage. The other models are achieved through
the corresponding removal of ligaments and facet joint cartilage.
Using a trephine osteotomy involves removing a specific area of facet
joint cartilage. At the facet joint connections, four ligaments are set. In
M2, a quarter of these ligaments are removed, while in M4 and M5,
half are removed. M5 has a larger area of cartilage removed than M4.
M6 involves removing three-quarters of the ligaments, along with
extensive cartilage removal. M3 is achieved by removing the right
ligamentum flavum.

The cortical bone exhibited an approximate thickness of 1 mm.
The combined cross-sectional area of the annulus fibrosus, nucleus
pulposus, and endplates occupied approximately 95% of the
corresponding vertebral cross-sectional area. Specifically, the
cross-sectional area of the nucleus pulposus represented 40% of
the intervertebral disc. In order to ascertain the relative position of
the nucleus pulposus, a ratio of 1.62 was established by comparing
the distance from the front edge of the annulus fibrosus to the
nucleus pulposus with the distance from the rear edge of the annulus
fibrosus to the nucleus pulposus. Furthermore, the thickness of the
facet joint cartilage measured less than 1 mm (Zhao et al., 2018; Li
et al., 2020; Liu et al., 2023). The element types for cortical bone,
cancellous bone, endplates, facet joint cartilage, and annulus fibrosus
were C3D4, while the element type for the nucleus pulposus was
C3D4H, and for ligaments, it was T3D2 (Supplementary Figure S3).
Table 2 presents the node and element counts for the three models.

2.2.3 Boundary conditions, loading methods
The inferior surface of the L5 vertebra was constrained, and a

follower load of 400N was applied to the superior surface of the
L3 vertebra to simulate physiological compression loading.
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Additionally, a torque of 10Nm was applied to L3 to simulate six
types of lumbar activities including flexion, extension, lateral flexion,
and rotation (Fan et al., 2019; Wang et al., 2020; Qin et al., 2022).
The lumbar spine mobility and maximum von Mises stress on the
L4/L5 intervertebral space were calculated through finite
element analysis.

The statistical results of the experimental data were analyzed
using SPSS version 26.0. The experimental data were expressed as
mean ± standard deviation. Adobe Illustrator 2021 (Adobe Inc.
United States) and PowerPoint were used for data visualization.
t-test analysis was employed for comparing results between two
sample sets, and ANNOVA analysis was used for multiple
sample analysis.

3 Results

3.1 Variation in osteotomy volume

We conducted a statistical analysis of trephine osteotomy
volume (Figure 3). Within the PEID group, the largest osteotomy

volume was observed at a 40° angle, compared to the smallest
volume at a 20° angle. Furthermore, no statistically significant
difference in osteotomy volume was found between 20° and 30°

angles (p > 0.05). However, a significant difference was observed
between the 20° and 40° angles (p < 0.05), regardless of the number of
trephine attempts. Across all groups, the osteotomy volume did not
significantly differ between 30° and 40° angles (p > 0.05).

Within the PTED group, the largest osteotomy volume was
observed at a 50° angle, with the smallest occurring at a 70° angle.
Except for cases with a 9 mm diameter involving two osteotomy
attempts, a statistically significant difference in osteotomy volume
was noted between the 50° and 60° angles (p < 0.05) (Figure 3F). In
contrast, no significant differences were found in other groups (p >
0.05). Additionally, there was a significant difference in osteotomy
volume between the 70° angle and both the 50° and 60° angles (p< 0.05).

Moreover, when comparing the PEID and PTED groups, we
observed that for two trephine attempts with an 8/9 mm diameter,
the osteotomy volume at a 40° angle was smaller than that at a 50°

angle (Figures 3E,F). In all other cases, the osteotomy volume at 40°

exceeded that at 50°, and there was no statistically significant
difference in osteotomy volume between these two angles (p > 0.05).

FIGURE 2
Different trephine osteotomy attempt models of the L4/5 interspace and finite element models. (A)Model in SOLIDWORKS; (B)Model 1, complete
model; (C)Model 2, 8 mm diameter trephine, 60° osteotomy with one attempt; (D)Model 3, 8 mm diameter trephine, 30° osteotomy with one attempt;
(E) Model 4, 8 mm diameter trephine, 50° osteotomy with one attempt; (F) Model 5, 8 mm diameter trephine, 50° osteotomy with two attempts; (G)
Model 6, 9 mm diameter trephine, 50° osteotomy with one attempt (H) Model in ABAQUS; (I–N): Finite element model.
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3.2 Model validity verification

We compared the Range of Motions at the L3-L4 and L4-L5
levels with the findings from a previous cadaveric study and finite
element analysis (Fan et al., 2019; Wang et al., 2020). Our results
closely corroborated theirs. Consequently, the normal, intact lumbar
FE model in this study can be employed for subsequent
analyses (Figure 4).

3.3 Measurement of L4-L5 range of motion

Compared to the Model 1, there is an increasing trend in the L4-
L5 range of motion across each model. Model 6 demonstrates the
most substantial change in activity, with significant percentage
increases in both anteflexion and posterior extension. Model 2 and
Model 3 exhibit noticeable differences in left and right bending, while
changes in other directions are less significant. Models 4 and 5 show a
marked increase in activity specifically in the left rotation direction,
with smaller differences in other directions (Figure 5).

3.4 Stress analysis of L4/5 annulus fibrosus
and endplate

In the analysis of maximum von Mises stress within the L4/
5 annulus fibrosus, M6 consistently showed the highest stress levels
across all six directions. Notably, there was a significant increase in
stress during anteflexion, posterior extension, and right rotation. In
contrast, M2 and M3 demonstrated the most significant stress
differences in posterior extension and left rotation, with smaller
discrepancies in other directions. M4 andM5 exhibited their highest
stress levels primarily in posterior extension, with more subtle
variations in other directions. Figure 6 illustrates the stress
distribution map of the L4/5 annulus fibrosus, highlighting areas
of maximum von Mises stress concentration.

In terms of maximum von Mises stress on the L5 superior
endplate, M6 exhibited the highest values across all six directions,
with particularly notable stresses during extension, left rotation, and
right rotation. The stress differences in extension between M2 and
M3 were minimal, whereas they were more pronounced in other
directions. For M4 and M5, significant variations were observed in
right rotation, with less marked differences in other directions.
Figure 7 displays the stress distribution map of the L5 superior
endplate, showing areas of maximum von Mises stress concentration.

Regarding the maximum von Mises stress on the L4 inferior
endplate, the overall increase in stress was less significant compared
to that on the L5 superior endplate. Consistent with previous findings,
M6 displayed the highest stress values in all six directions, with
extension showing the greatest increase. For M2 and M3, the
increase in stress was particularly noticeable in right rotation, while
it was less pronounced in other directions. ForM4 andM5, the increase
in stress was relativelyminor across all directions. Figure 8 illustrates the
stress distribution map of the L4 inferior endplate, indicating areas of
maximum von Mises stress concentration.

TABLE 1 The finite element material properties.

Young’s modulus (MPa) Poisson’s ratio Cross sectional area (mm2)

Cortical bone 12,000 0.3

Cancellous bone 100 0.2

endplate 23.8 0.4

cartilage 10 0.4

Annulus fibrosus matrix 4.2 0.45

Nucleus pulposus 0.4 0.499

Annulus fibrosus fiber 455 0.3 1.35

Anterior longitudinal ligament 7.8 0.3 63.7

Posterior longitudinal ligament 10 0.3 20

Yellow ligament 15 0.3 40

Interspinous ligament 10 0.3 40

supraspinous ligament 8 0.3 30

ligamenta intertransversaria 10 0.3 1.8

ligamenta capsulare 7.5 0.3 30

TABLE 2 Number of nodes and elements in the models.

Model Nodes Elements

M1 290,951 853,687

M2 291,084 854,557

M3 291,185 854,016

M4 290,714 852,621

M5 290,077 851,375

M6 290,132 851,631
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The overall assessment of stability in this study was centered on
the L4/5 intervertebral space. We computed various parameters,
including ROM and maximum von Mises stress on the annulus and
endplates, to evaluate the effectiveness of different surgical models.
The inferior endplates of L4 exhibited minimal variation in von
Mises stress in contrast to the superior endplate of L5. Additionally,
significant changes were observed in the ROM of the lumbar
vertebrae. The most pronounced biomechanical deterioration was
seen in M6, especially in extension and right rotation. M2 and

M3 showed noticeable differences, mainly in rotation. The
disparities in M3 and M4 were primarily evident in extension
and right rotation. Similar patterns were noted in the stress
analysis of adjacent segments (Supplementary Tables S1–S3).
M6 displayed marked instability, predominantly in flexion,
extension, and right rotation. M2 and M3 varied in stress
distribution at the L4 superior endplate, with M2 experiencing a
lesser increase in maximum von Mises stress compared to M3.
M4 and M5 showed similar degrees of stress increase.

FIGURE 3
Osteotomy volume. (A) 7 mm diameter, one attempt; (B) 8 mm diameter, one attempt; (C) 9 mm diameter, one attempt; (D) 7 mm diameter, two
attempts; (E) 8 mm diameter, two attempts; (F) 9 mm diameter, two attempts. *p < 0.05, **p < 0.01.

FIGURE 4
Comparison of ROM in finite element models. (A) L3-L4 ROM in Model 1; (B) L4-L5 ROM in Model 1.
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4 Discussion

The use of trephine osteotomy is crucial in PELD procedures.
Previous studies have highlighted the importance of meticulous
osteotomy for significant postoperative symptom relief
(Kotheeranurak et al., 2023). However, considering its minimally

invasive nature, minimizing damage to the spinal motion unit and
reducing the risk of postoperative recurrence is essential.
Furthermore, developing precise angle designs for PELD surgeries
in clinical practice continues to be a challenge. To address this, we
have quantified the extent of damage based on the vertebral body’s
anatomical characteristics and the principles of minimally invasive

FIGURE 5
Variation of L4-L5 ROM. (A) Flexion (B) extension (C) left bending (D) right bending (E) left rotation (F) right rotation.

FIGURE 6
Maximum von Mises stress distribution map of L4/5 annulus fibrosus.
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treatment. This quantification enables a visual representation of
stability changes, providing vital guidance for clinical surgeons in
both their surgical techniques and the management of postoperative
patient recovery.

In this experimental design, the puncture approach is directed
towards the L4/5 intervertebral space, making it suitable for the
majority of clinical herniation types. According to the classification
of lumbar disc herniation zones (Mysliwiec et al., 2010), the PEID
targeted approach is suitable for types 1-A, 1-B, 2-A, and 2-B, but
may not be as effective for special types such as extreme lateral and
bilateral protrusions (Lee and Lee, 2008; Pan et al., 2016). The PTED

targeted approach is applicable for types 1-C, 2-B, 2-AB, 2-C, and 3-
AB, but may not be ideal for cases involving enlarged transverse
processes of L5, high iliac crests, narrow intervertebral foramen, or
various complex types of massive or highly displaced disc
herniations (Pan et al., 2016; Depauw et al., 2018).

This study found that in the L4/5 interspace, the osteotomy
volume was the largest in the 50° direction compared to other
directions. This result is attributed to the necessity of passing
through the facet joints in this direction. Relevant research
indicates that damaging the facet joints significantly increases
spinal instability. As the diameter of the trephine increases, the

FIGURE 7
Maximum von Mises stress distribution map of superior endplate of L5.

FIGURE 8
Maximum von Mises stress distribution map of inferior endplate of L4.
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extent of osteotomy also expands, leading to a corresponding
decrease in stability. This not only significantly affects local
degeneration but also impacts the mobility of adjacent vertebrae
(Waguespack et al., 2002; Adams and Roughley, 2006; Muto, 2011;
Li et al., 2019b; Li et al., 2021).

In the PEID group, the osteotomy volume was smaller in the 20°

direction compared to the 40° direction. However, the 20° direction
posed a challenge of excessive inward deviation, implying that the
trephine would come close to the base of the spinous process,
increasing the surgical difficulty (Supplementary Figure S2).
Additionally, while the 20° direction may serve as an option for
interlaminar access, there is a risk of damaging the dura mater and
causing cerebrospinal fluid leakage, with limitations on the surgical
field. In contrast, the 40° direction had a larger osteotomy volume and
was closer to the facet joints. However, using a large-diameter trephine
or performing multiple osteotomy attempts may increase the risk of
damaging the facet joints. Therefore, we recommend using the 30°

direction for access, as its osteotomy volume does not significantly
differ from the 20° direction. This approach aligns with the surgical
habits of clinical practitioners and provides a certain buffer space.

In the PTED group, the main difference lies in the extent of
damage to the facet joints. For instance, in the 70° direction, due to
its proximity to the lateral aspect of the intervertebral foramen, the
osteotomy volume is relatively small. However, this may not be
sufficient to meet the decompression needs, similar to the YESS
technique (Yeung, 1999), making its indications relatively limited.
As for the 60° direction, the angle primarily targets the superior facet
joint of the L5 vertebra for osteotomy. Although an increasing
diameter may cause some degree of damage to the inferior facet
joint of L4, the overall volume of the osteotomy is still less than that
in the 50° direction. Therefore, we recommend choosing the
60° direction.

The FEA method, used for simulating biomechanical changes in
lumbar vertebrae, is known for its repeatability, low cost, and
simplicity. Consequently, it has gained widespread use in
biomechanical studies (Liu et al., 2023; Nikkhoo et al., 2023).
Changes in vertebral mobility and the maximum von Mises
stresses have a close relationship with stability (Khalaf and
Nikkhoo, 2021; Nikkhoo et al., 2021). In this experiment,
M2 induced damage to the facet joint capsule, and M3 induced
damage to the ligamentum flavum, respectively. This resulted in a
noticeable increase in extension mobility compared to M1. While
M3 showed greater changes in mobility compared to M2, the
difference was minimal. Consequently, it cannot be conclusively
determined whether the 60° direction is superior to the 30° direction
in a single attempt, indicating the need for further studies with a
larger sample size. For M4 and M5, a significant increase in mobility
was observed in the extension and left rotation directions, although
the differences between them in these directions were minor. In
horizontal movements, the number of osteotomy attempts appeared
to have minimal impact on mobility. However, performing two
attempts as opposed to a single attempt at 50° resulted in a more
extensive range of osteotomy, effectively removing residual parts of
the L5 superior facet joint. This clinical approach is beneficial in
preventing the compression of exiting nerve roots caused by any
remaining bone in the area. M2 retained a portion of the L5 superior
facet joint and a part of the attached ligamentous capsule, thereby
rendering it more stable than M4. This retention also aids in

preventing postoperative re-compression. In this study,
M6 demonstrated the lowest stability. Compared to M4, M6 with
larger trephine diameter resulted in the removal of a greater amount
of facet cartilage and ligaments, significantly decreasing facet joint
stability (Wangsawatwong et al., 2023).

By calculating the maximum von Mises stresses in the annulus
fibrosus of the L4/5 intervertebral disc, and in the inferior endplate
of L4 as well as the superior endplate of L5, we can analyze the risk of
surgical recurrence. Areas of stress concentration suggest that
repeated strain could accelerate damage in these regions,
potentially serving as primary factors in surgical recurrence.
Similar to the changes in mobility, the maximum von Mises
stresses in various models show a significant increase in
extension and rotational directions. In model M6, the annulus
fibrosus undergoes abnormally high stress levels. This indicates
severe damage to the facet joint capsule, accompanied by
considerable ligament and articular cartilage removal, resulting in
increased compressive deformation of the vertebrae and cartilage.

Observing the distribution map of maximum vonMises stresses,
we note that stress concentrates at the anterior and posterior edges
of the superior endplate of L5 in flexion. The tension at the posterior
edge is more pronounced than the pressure at the anterior edge, a
trend that mirrors the stress distribution in the annulus fibrosus of
the L4/5 intervertebral space. In contrast, during extension, the
anterior edge experiences significantly less tension. Endplates play a
pivotal role in distributing pressure. Stress concentration heightens
the risk of micro-fractures in the lower part of the endplate and
impairs nutrient diffusion between the endplates, which is essential
for the metabolism of adult intervertebral discs. Accelerated disc
degeneration consequently increases the risk of natural degeneration
(Ruberté et al., 2009; Chepurin et al., 2022; Wang et al., 2022; Zhou
et al., 2022).

However, the study has several limitations worth noting. Firstly,
the use of CT data from healthy adult males for our FEAmodels may
not be universally applicable, especially for patients with several
pathological changes, such as osteoporosis and multiple-segment
degeneration (Chuang et al., 2012; Chien et al., 2014). These
conditions involve different densities and mechanical properties
in both cortical and cancellous bones (Al-Barghouthi et al., 2020;
Garay et al., 2022). Without distinguishing between these bone
structures, stress analysis and volume calculations might be prone to
inaccuracies, a factor that is also dependent on the analytical
algorithms of analysis software. Secondly, modeling the
intervertebral disc as merely an elastic material with a fiber-
reinforced annulus fibrosus is a simplification. Degenerated discs
exhibit altered mechanical properties and geometrical
characteristics, including reduced water content, changed collagen
structure, and decreased height, which affect load distribution and
spinal stability (Volz et al., 2022). As studied by Elmasry et al., the
intervertebral disc displays poroelastic behavior due to its fluid-
saturated nature (Elmasry et al., 2017; Elmasry et al., 2018).
Poroelastic models offer a more accurate representation of the
disc’s response to mechanical loads, especially regarding fluid
flow, pressure distribution, and long-term biomechanical
behavior. Relying on a simplistic model could lead to
inaccuracies in depicting the biomechanical response of the
intervertebral disc, particularly under cyclic loading or prolonged
stress. Thirdly, soft tissues such as muscles play an important role in
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maintaining the biomechanical balance of the skeleton, especially in
sustaining spinal stability and affecting lumbar load (El Bojairami
and Driscoll, 2022). We concur that incorporating detailed
musculoskeletal structures, especially back muscles like the
multifidus, would substantially enhance the accuracy and
predictive capabilities of our spine models. The role of these
structures in contributing to the stability and biomechanics of
the lumbar spine is indeed crucial. Fourthly, the study by
Amirouche et al. indeed offers valuable insights pertinent to our
work (Amirouche et al., 2015). We concur that testing on human
specimens provides results that closely resemble real-life scenarios.
Utilizing FEA visualization in conjunction with cadaveric specimen
validation can yield highly convincing results. However, due to our
experiments’ extensive design, using cadaveric specimens would
lead to significantly higher workload and costs. Fifthly, we can make
a preliminary judgment on the trephine angle from the frontal and
sagittal positions, but the precise angle derived from simulation
analysis requires a comprehensive comparison of the relationship
between trephine angle and human body surface positioning in
clinical application. While our experimental validation is not
exhaustive, our innovative approach to design still provides
substantial assistance to clinical surgical practices. Despite the
limitations in employing cadaveric specimens for validation, we
believe that our work contributes meaningful insights to the field.

In our study, we calculated the osteotomy volume and observed
general trends of lumbar stability through FEA. This simplified
approach was based on balancing the need for detailed, patient-
specific modeling with the practical constraints of computational
resources and the current state of the art in finite element analysis.
Our method facilitates trend-based analysis, illustrating the impact
of trephine attempt angle on stability and aiding in predicting
postoperative degeneration in patients.

5 Conclusion

Through simulation analysis of the PELD surgical procedures, it
is advisable to opt for a 30° direction in PEID and a 60° direction for
trephine osteotomy in PTED at the L4/5 intervertebral space to
minimize lumbar spine damage. Moreover, to achieve better lumbar
stability and reduce the risk of postoperative recurrence, it is
recommended to limit the number of trephine osteotomy
attempts and minimize damage to the lumbar facet joints.
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Background: The incidence of blast lung injury (BLI) has been escalating annually
due to military conflicts and industrial accidents. Currently, research into these
injuries predominantly uses animal models. Despite the availability of various
models, there remains a scarcity of studies focused on monitoring respiratory
mechanics post-BLI. Consequently, our objective was to develop a model for
monitoring esophageal pressure (Pes) following BLI using a biological shock tube
(BST), aimed at providing immediate and precise monitoring of respiratory
mechanics parameters post-injury.

Methods: Six pigs were subjected to BLI using a BST, during which Pes was
monitored. We assessed vital signs; conducted blood gas analysis,
hemodynamics evaluations, and lung ultrasound; and measured respiratory
mechanics before and after the inflicted injury. Furthermore, the gross
anatomy of the lungs 3 h post-injury was examined, and hematoxylin and
eosin staining was conducted on the injured lung tissues for further analysis.

Results: The pressure in the experimental section of the BST reached 402.52 ±
17.95 KPa, with a peak pressure duration of 53.22 ± 1.69 ms. All six pigs exhibited
an anatomical lung injury score ≥3, and pathology revealed classic signs of severe
BLI. Post-injury vital signs showed an increase in HR and SI, along with a decrease
in MAP (p < 0.05). Blood gas analyses indicated elevated levels of Lac, CO2-GAP,
A-aDO2, HB, and HCT and reduced levels of DO2, OI, SaO2, and OER (p < 0.05).
Hemodynamics and lung ultrasonography findings showed increased ELWI, PVPI,
SVRI, and lung ultrasonography scores and decreased CI, SVI, GEDI, and ITBI (p <
0.05). Analysis of respiratory mechanics revealed increased Ppeak, Pplat, Driving
P, MAP, PEF, Ri, lung elastance, MP, Ptp, Ppeak − Pplat, and ΔPes, while Cdyn,
Cstat, and time constant were reduced (p < 0.05).

Conclusion: We have successfully developed a novel respiratory mechanics
monitoring model for severe BLI. This model is reliable, repeatable, stable,
effective, and user-friendly. Pes monitoring offers a non-invasive and
straightforward alternative to blood gas analysis, facilitating early clinical
decision-making. Our animal study lays the groundwork for the early
diagnosis and management of severe BLI in clinical settings.

KEYWORDS

esophageal pressuremonitoring, respiratory mechanics, blast lung injury, animal model,
biological shock tube
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1 Introduction

It has been observed that between 17% and 47% of fatalities
post-explosion suffer from blast lung injury (BLI), with the
prevalence exceeding 90% in terrorist attacks occurring in
enclosed spaces such as trains (Katz et al., 1989; Mellor and
Cooper, 1989; Arnold et al., 2003; Scott et al., 2017).
Furthermore, over 44% of hospitalized patients and 71% of
critically ill individuals were found to have lung injuries.
Treating severe BLI often necessitates advanced life support,
such as mechanical ventilation. However, a specific standard for
the mechanical ventilation of patients with primary BLI is lacking,
with the current best practices being derived from protocols for the
management of acute respiratory distress syndrome (ARDS). The
selection of ventilation strategies is varied, and the complexities of
BLI intensify the challenge of identifying the most effective
ventilation approach. Recent studies suggest that monitoring
respiratory mechanics using esophageal pressure (Pes) can offer
significant insights for treating respiratory difficulties associated
with BLI. Yet, no standardized methodology for ventilatory
treatment modalities and parameter settings for severe BLI have
been proposed, presenting a considerable challenge to the medical
community (Scott et al., 2020).

Currently, both nationally and internationally, there is a paucity
of research on the changes in respiratory mechanics following severe
BLI. Most animal-based studies have focused on the mechanisms of
injury, post-injury pathophysiological alterations, and their
underlying molecular mechanisms (Scott et al., 2017; Nguyen
et al., 2019; Smith and Garner, 2019; Hazell et al., 2022; Shakargy
et al., 2022; Al-Hajj et al., 2023). There has been insufficient
exploration into the maintenance programs for post-injury
respiratory function, especially those concerning variations in
respiratory mechanics parameters monitored by Pes in animals
afflicted with severe BLI; such studies are notably absent in the
existing literature.

Among the various animal models for BLI, the shock tube
represents the most commonly used injury device in laboratories.
Consequently, we developed a porcine model of severe BLI under
Pes monitoring, employing a large biological shock tube (BST) to
induce injury. This study aimed to investigate the alterations in
respiratory mechanics parameters following severe BLI in pigs,
thereby providing a foundational animal model for subsequent
research on respiratory function management strategies post-BLI.

2 Materials and methods

2.1 Animal preparation

Six Panamanian pigs (aged 6–7 months, all male, weighing on
average 27.23 ± 1.84 kg) were sourced from the Animal
Experimentation Center of the Army Specialty Medical Center
[Animal Production License No. SCXK (Yu) 2017-0002 and
Animal Use License No. SYXK (Yu) 2017-0002]. The study was
approved by the Ethics Committee for Animal Experimentation of
the Army Military Medical University (Ethics Approval No.
AMUWE20223478). All animal procedures were conducted
following the Guide for the Care and Use of Laboratory Animals.

2.2 Instruments and equipment

In this study, we used a BST-I type shock tube based on the
compressed air principle (Figure 1). Equipment and materials
included a 24G closed venous indwelling needle (Intima, China),
a monitor (Mindray, China), a 5-F double-lumen central venous
catheter (Medical Components of America, USA), a 4-F PiCCO
catheter (Pulsion Medical Systems SE, Germany), a handheld
ultrasound device (Huaxi, China), a portable blood gas analyzer
(Abbott, USA), and a 3-mL arterial blood collection syringe
(BD, England).

2.3 Establishment of animal models

Before inducing BLI, anesthesia was initiated with a 4 mg/kg
intravenous injection of propofol into the ear vein, which was
followed by continuous infusion of propofol (3.2–6 mg/kg/h),
esketamine (0.4–0.65 mg/kg/h), and fentanyl (0.4–0.65 μg/kg/h) for
analgesia and sedation. The depth of sedation wasmonitored using the
bispectral index of the electroencephalogram, aiming for a score of
60–80. Pain levels were assessed using the Critical Care Pain
Observation Tool, with a score of 0 indicating no pain. Following
the stabilization of anesthesia, the animals were secured in a supine
position on the operating table. A neck incision was made for blunt
separation to expose the pharynx, followed by an incision above the
thyroid cartilage for tracheal intubation. A tracheal intubation cannula
(Elmac, China) was inserted through the vocal folds and connected to
a ventilator (Padus 8, China) set to volume-controlled ventilation: tidal
volume of 300 mL, oxygen concentration of 21%, PEEP of 5 cm H2O,
inspiratory time of 1 s, and a respiratory rate of 20 breaths per minute.
Respiratory mechanics parameters were monitored following the
intravenous administration of vecuronium bromide (0.05 mg/kg). A
cannula for Pes monitoring (Mindray, China) was inserted through
the pharyngeal region. To access the femoral artery and vein, an
incision was made in the right lower limb, and the muscle was bluntly
separated. A 4-F PiCCO catheter (Pulsion Medical Systems SE,
Germany) was inserted into the femoral artery, and a 5-F double-
lumen central venous catheter (Medical Components of America,
USA) was inserted into the femoral vein using the Seldinger technique
(Yu et al., 2022). The tip of the femoral vein catheter was positioned
within 2 cm of the right atrium opening, as confirmed by ultrasound
(Wisonic, China). Arterial blood pressure and central venous pressure
were measured via the femoral artery and venous catheters,
respectively. The correct placement of the manometric tube in the
stomach was verified by either aspirating the gastric fluid or through
auscultation. The transition from intra-abdominal to intrathoracic
pressure waveform during gradual catheter withdrawal indicated the
balloon’s entry into the esophagus, while a heartbeat artifact on
pressure tracing suggested proximity. A ΔPaw/ΔPes ratio between
0.8 and 1.2 confirmed proper localization. If incorrect, the catheter was
repositioned and the measurements taken again. A single Panamanian
pig was randomly selected to establish the optimal ventilation (Vbest)
settings (Figure 2) (Jiang et al., 2022). Subsequently, relevant
parameters, such as vital signs, blood gas analysis, lung ultrasound,
and respiratory mechanics, were collected.

BLI induction: The animal was positioned in the experimental
section of the BST (developed by the Third Affiliated Hospital of
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Army Medical University, China), supported by a bracket to stand
on its left side facing the source of the shock wave. Based on prior
studies, a driving pressure of 4.8 MPa was applied to induce BLI.
Subsequent to the injury, targeted analgesia and sedation were
administered. The overpressure from the experimental shock
wave was recorded using a data acquisition system (DH8301N).

Post-BLI assessment: After blast exposure, the same set of parameters
as pre-injury parameters was collected to evaluate the effects of the blast
injury on the animal. These included vital signs, blood gas analysis,
hemodynamics, lung ultrasound, and respiratory mechanics.

General procedure: All procedures were conducted while the
animals were under continuous anesthesia to ensure humane
treatment and minimize distress.

2.4 Collection of relevant parameters for
animal models

Following the completion of all animal procedures and a
stabilization period of 20 min, analgesia, sedation, and muscle

FIGURE 1
Presentation of the injury device. (A) BST-Ⅰ type biological shock tube. (B) Animals placed in the experimental section before the injury. (C) Animal
support auxiliary device.

FIGURE 2
Schematic diagram of the Panamanian pig showing the settings and esophageal balloon pressure–balloon volume curves. 1. Femoral artery
catheter. 2. Central venous catheter via the femoral vein. 3. Tracheal intubation tube. 4. Pes catheter. 5. Vmin. 6. Vbest. 7. Vmax.
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relaxation with rocuronium (5 mL/10 mg) were administered to
inhibit spontaneous respiration. Vital signs, such as heart rate (HR),
mean arterial pressure (MAP), and SpO2 (pulse oxygen saturation),
were continuously monitored and automatically recorded using an
electrocardiogram monitor.

Blood gas analysis: Arterial blood samples were drawn from the
femoral artery catheter, and central venous blood samples were obtained
from the femoral vein central venous catheter. These samples were
immediately analyzed using a blood gas analyzer (Abbott, USA).

Measurement of hemodynamic parameters: Hemodynamic
parameters were assessed using a bolus injection of 10 mL of
0.9% physiological saline (isotonic sodium chloride injection,
chilled to 0°C–4°C) administered into the central venous catheter
within 7 seconds. Three consecutive measurements were taken, with
the average value used for hemodynamic analysis.

2.4.1 Parameter calculation formula
Oxygenation index (OI) = PaO2/FiO2 ratio.
Pulmonary arterial oxygen tension (PAO2) = FiO2 × (760 −

47) − PaCO2/0.8.
Difference of alveoli − arterial oxygen pressure

(A-aDO2) = PAO2 − PaO2.
CO2-GAP = PcvCO2 − PaCO2.
Oxygen extraction ratio (OER) = DO2/VO2,
DO2 (mL/kg/min): DO2 = CO × Hb × 1.36 × SaO2 +

PaO2 × 0.0031,
VO2 (mL/kg/min): VO2 = Hb × 1.34 × SaO2 − SvO2 × 10 × CO.
Re = Driving P/PEF.
*The placement of the femoral vein catheter tip was accurately

localized at the opening of the right atrium using ultrasound guidance.
Consequently, mixed venous oxygen saturation (SvO2) was substituted
with central venous oxygen saturation (ScvO2) for this study (Endo
et al., 2021).

Lung ultrasonography was conducted according to the BLUE-plus
protocol using the ten-zonemethod. This involved the collection of data
from five specified points: upper blue points, lower blue points,
diaphragm points, PLAPS points, and posterior blue points on both
the left and right sides of the lungs. The lung ultrasonography scoring
(cLUSS) criteria were established as follows: score 0 for A-line or ≤2 B-
lines; score 1 for ≥3 B-lines; score 2 for diffuse B-lines; and score 3 for
tissue-like signs (Mongodi et al., 2017).

Following the administration of analgesia, sedation, and muscle
relaxation, respiratory mechanics parameters were measured using a
ventilator. The operational procedures and methods were in
accordance with those outlined by Yoshida and Brochard (2018)
and Jiang et al. (2022). Measurements were taken three times for
each parameter, and the average values were used for the analysis.

These parameters were systematically collected both before and
after the induction of injury.

2.5 Gross and histologic assessment of the
extent of lung injury

Three hours post-injury, the animals were euthanized via injection
of an overdose of anesthetics, and a necropsy was performed.
Pathological features such as pulmonary hemorrhage, lacerations,
percentage of hemorrhagic area, and hemorrhagic pleural effusion

were documented. The severity of the injuries was assessed using
the pathologic severity scale of lung blast injury (PSSLBI), which
assigns scores from 1 to 4, corresponding, respectively, to mild,
moderate, severe, and extremely severe BLI (Jihong, 2018).

2.6 Measurement of the dry and wet weight
of lung tissue

The lung tissue, excluding the trachea and main bronchi, was
weighed and then dried in an oven at 60°C until a constant weight was
achieved. The lung coefficient was calculated: lung coefficient = (lung
wet weight/body weight) × 100%. The lung wet/dry weight ratio (W/D)
was determined: W/D = lung wet weight/lung dry weight. Additionally,
the lung water content was calculated: lung water content = [(lung wet
weight − lung dry weight)/lung wet weight] × 100%.

2.7 Statistical analysis

The experimental data were analyzed using SPSS version 27.0,
Microsoft Excel, and GraphPad Prism 8 software. Normally distributed
measurement data were expressed as mean ± standard deviation (SD).
Comparisons between groups were performed using one-way repeated
measures analysis of variance. Non-normally distributed data were
presented as median (25th–75th percentile), and intergroup
comparisons were conducted using the Wilcoxon test. Frequencies
and percentages were also calculated for categorical data. A p-value <
0.05 was considered statistically significant.

3 Results

3.1 General conditions of animals

Following the injury, immediate assessment was conducted on the
animals’ overall condition. There were no visible external injuries on the
animals’ body surfaces or apparent fractures; however, all six animals
exhibited varying degrees of bloody secretions from the airways. The
experimental section of the BST registered a pressure of 402.52 ±
17.95 KPa, with a peak pressure duration of 53.22 ± 1.69 ms. The
survival rates dropped to 50% after 1 h and to 16.7% 3 h post-injury.
Anatomical evaluations conducted 3 h post-injury revealed that all six
animals scored ≥3 points on the PSSLBI (Figure 3), indicating severe
injuries. Optical microscopic examination revealed typical BLI features,
such as alveolar rupture, intra-alveolar hemorrhage, and inflammatory
exudation in the alveolar interstitium (Figure 4). The lung coefficient,
W/D ratio, and lung water content, measured in the six animals, were
18.93 ± 3.06, 3.17 ± 1.44, and 61.84% ± 18.15%, respectively (Figure 5),
confirming the presence of severe or greater BLI.

3.2 Relevant parameters of experimental
animal models

Post-injury, the animals exhibited significant alterations in vital
signs. Following severe BLI, there was an observed increase in HR
and SI, whereas MAP and SpO2 declined (Figure 6).
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Following severe BLI, the blood gas analysis revealed significant
physiological changes. There was a notable increase in lactate (Lac),
arterial and venous carbon dioxide pressure difference (CO2-GAP),
alveolar–arterial oxygen pressure difference (A-aDO2), hemoglobin
(Hb), and hematocrit (HCT). Conversely, there was a decrease in
pH, oxygen delivery (DO2), oxygenation index (OI), arterial oxygen
saturation (SaO2), and oxygen extraction ratio (OER), as depicted in
Figures 7A–C,E. However, there were no statistically significant

differences in transcutaneous–arterial PCO2 (Tc-artPCO2), the total
carbon dioxide content in the plasma (TCPCO2), partial pressure of
carbon dioxide (PCO2), bicarbonate (HCO3

−), end-tidal respiratory
carbon dioxide, oxygen consumption (VO2), and calcium (Ca2+)
levels before and after the injury (p > 0.05).

Hemodynamic parameters demonstrated significant alterations.
The cardiac index (CI), stroke volume index (SVI), global end-
diastolic index (GEDI), and intrathoracic blood volume index (ITBI)

FIGURE 3
Lung microgram of pig no. 5. (A) Dorsal side. (B) Ventral side. (C) Cross-section of the right lower lobe of the lung.

FIGURE 4
H&E staining of the lung tissue of pig no. 5. Red arrows point to inflammatory cells. Yellow arrows point to red blood cells. Green arrows point to
pulmonary interstitial edema. Blue arrows point to alveolar rupture.

Frontiers in Bioengineering and Biotechnology frontiersin.org05

Shao et al. 10.3389/fbioe.2024.1280679

336

https://www.frontiersin.org/journals/bioengineering-and-biotechnology
https://www.frontiersin.org
https://doi.org/10.3389/fbioe.2024.1280679


were significantly decreased (p < 0.05), indicating compromised
cardiac function and reduced blood volume within the chest cavity.
Conversely, there was a significant increase in the systemic vascular
resistance index (SVRI), extravascular lung water index (ELWI), and
pulmonary vascular permeability index (PVPI) (p < 0.05), as shown
in Figures 7D–F, reflecting increased vascular resistance and
pulmonary edema. However, there was no statistically significant
difference in the global ejection fraction (GEF) between pre-injury
and post-injury measurements (p > 0.05), suggesting that the overall
contractility of the heart remained unchanged.

Post-injury, there was a noticeable increase in the lung
ultrasound score compared to the pre-injury values, as illustrated
in Figure 7C.

Post-severe BLI, there were significant changes in the respiratory
mechanics observed in the pigs. Parameters such as peak inspiratory
pressure (Ppeak), end-inspiratory plateau airway pressure (Pplat),
driving pressure (Driving P), esophageal end-inspiratory pressure
(Eip), mean airway pressure (MAP), transpulmonary pressure (Ptp),
peak expiratory flow (PEF), inspiratory resistance (Ri), mechanical
power (MP), lung elasticity, the difference between peak pressure

and plateau pressure (Ppeak − Pplateau), and esophageal oscillatory
pressure (ΔPes) all exhibited increases. By contrast, dynamic lung
compliance (Cdyn), static compliance (Cstat), and time constant
showed decreases, as depicted in Figure 8. There were no statistically
significant differences in total positive end-expiratory pressure (total
PEEP), intrinsic PEEP (PEEPi), peak inspiratory flow (PIF), and
expiratory resistance (Re) post-injury (p > 0.05).

4 Discussion

BLI represents one of the most prevalent types of injuries in
warfare and chemical manufacturing explosions; however, these
injuries are often insidious and challenging to detect (Al-Hajj
et al., 2021; Tabakan et al., 2021). Accurate modeling and early
identification of the evolution of blast injuries are imperative for
both scientific research and clinical management of BLI. Blast
injuries typically occur abruptly, rendering prevention difficult.
Consequently, early detection and intervention in BLI are
essential in mitigating the risk of mortality and long-term disability.

Current research on BLI predominantly uses live ammunition or
laboratory shock tubes to develop animal models. However, these
studies are mainly confined to biomechanics, pathology, and
anatomy, with a notable gap in the systematic examination of
changes in respiratory mechanics parameters associated with BLI.
Efforts are ongoing to identify early detection techniques and
strategies for maintaining respiratory function post-injury. Unlike
traditional acute lung injury models developed through methods
such as intravenous injection of endotoxin, intratracheal instillation
of oleic acid, exposure to high oxygen levels, or ventilator-induced
injury (Champion et al., 2009; Matute-Bello et al., 2011; Hazell et al.,
2022; Rozenfeld et al., 2022), blast injury replicates acute blunt
traumatic lung injury caused by external forces impacting the lungs.
This mode of injury differs significantly in its mechanism and
impact from previous models, which failed to accurately replicate
the nuances of acute traumatic blunt lung injuries, particularly lung
contusions. BLI represents a distinct category of acute lung injury

FIGURE 5
Correlation coefficient of lung water content after blast injury.

FIGURE 6
Changes in vital signs after severe BLI. (A) Pre- < post-injury HR (RM ANOVA, F = 15.384, p = 0.017), pre- > post-injury SpO2 (RM ANOVA, F = 20.34,
p = 0.011), pre- < post-injury SI (RM ANOVA, F = 35.735, p = 0.004). (B) Pre- > post-injury MAP (Wilcoxon, Z = −2.023, p = 0.043). *p < 0.05, **p < 0.01,
***p < 0.001. Before: blast lung before. After: blast lung after.
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that does not compromise the structural integrity of the chest wall.
Hence, the compliance of the chest wall remains largely unchanged.
The primary damage is inflicted within the intrathoracic lungs.
Additionally, clinical injury grading standards for BLI differ from
those established for ARDS (Pizov et al., 1999; Matthay et al., 2024).
The explosion’s shock wave exerts overpressure, dynamic pressure,
and other effects on the chest, causing injuries through complex
multidimensional forces such as implosion, spallation, and inertia
across tissues of varying densities. This results in heterogeneous
ruptures of alveolar capillaries, intrapulmonary bleeding, and edema
(Wolf et al., 2009; Smith and Garner, 2019).

In this study, Panamanian pig was selected as the experimental
subject due to its anatomical and physiological resemblances to
humans. The injury was induced using a BST within the laboratory
setting, where the shock tube’s driving pressure was meticulously
controlled to reliably establish a severe BLI model. To mitigate
potential impacts on cerebral blood flow, femoral vein central
venous cannulation was employed instead of vascular puncture of
the neck. Additionally, the Pes monitoring kit enters the esophagus
via the hypopharynx, while tracheal intubation enters the airway

through the glottis. The results from this investigation aim to
provide a foundation for monitoring of the respiratory mechanics
in severe BLI within clinical environments.

Post-injury vital signs indicated an increased HR, a decreased
MAP, and an increased SI, aligning with the changes observed in
central hemodynamic parameters (CI and SVI), volumetric parameters
(GEDI and ITBI), and vascular peripheral resistance (SVRI). These
findings are consistent with the lung ultrasonography scores and
anatomical observations, corroborating previous clinical
retrospective studies and laboratory research on blast injuries
(Zhang et al., 2015; Yuanbo et al., 2016; Tong et al., 2018; Smith
and Garner, 2019; April et al., 2021; Carius et al., 2022; Al-Hajj et al.,
2023). Previous studies have demonstrated that prompt and effective
arterial blood gas analysis following BLI is crucial for diagnosing
conditions and developing treatment plans (Manera et al., 2020;
Xue et al., 2020; Chong et al., 2021; Shi et al., 2022). However,
early-stage conditions may lack the necessary means for timely,
continuous, and effective arterial blood gas monitoring. Moreover,
initiation of artificial airways and ventilator-assisted breathing is
essential to ensure adequate oxygenation early in severe BLI cases

FIGURE 7
Changes in arterial blood gas analysis for severe BLI. (A) Pre- > post-injury PH (RM ANOVA, F = 8.572, p = 0.033); pre- < post-injury Lac (RM ANOVA,
F = 13.114, p = 0.015); pre- < post-injury CO2-GAP (RM ANOVA, F = 12.317, p = 0.025). (B) Pre- > post-injury OI (RM ANOVA, F = 7.764, p = 0.039), pre- >
post-injury SaO2 (RM ANOVA, F = 7.883, p = 0.038), pre- > post-injury DO2 (RM ANOVA, F = 36.246, p = 0.002). There was no statistically significant
difference between VO2 pre-injury and post-injury (p > 0.05). (C) Pre- < post-injury A-aDO2 (Wilcoxon, Z = −1.992, p = 0.046), pre- > post-injury
ORE (Wilcoxon, Z = −2.201, p = 0.028 < 0.05), pre- < post-injury cLUSS (Wilcoxon, Z = −2.214, p = 0.027), pre- < post-injury R-cLUSS (Wilcoxon,
Z = −2.214, p = 0.027), pre- < post-injury L-cLUSS (Wilcoxon, Z = −2.032, p = 0.042). (D) Pre- > post-injury CI (RM ANOVA, F = 50.715, p = 0.002), pre- >
post-injury SVI (RM ANOVA, F = 37.612, p = 0.004). (E) Pre- < post-injury HB (RM ANOVA, F = 52.155, p = 0.010), pre- < post-injury HCT (RM ANOVA, F =
52.245, p = 0.010), pre- < post-injury ELWI (RM ANOVA, F = 14.004, p = 0.013), pre- < post-injury PVPI (RM ANOVA, F = 10.45, p = 0.032). (F) Pre- < post-
injury SVRI (RM ANOVA, F = 20.132, p = 0.011), pre- > post-injury GEDI (RM ANOVA, F = 102.765, p < 0.001), pre- > post-injury ITBI (RM ANOVA, F =
104.365, p < 0.001). *p < 0.05, **p < 0.01, ***p < 0.001. ns: no significance. Before: blast lung before. After: blast lung after.
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(Anonymous, 2022). Compared to blood gas analysis, Pes monitoring
is simpler to perform and less sensitive to environmental factors such
as temperature and atmospheric pressure. Therefore, in severe BLI, Pes
monitoring is more feasible, reliable, and stable for early-stage clinical
decision-making, potentially supplanting the role of blood gas analysis
(Loring et al., 2010; Mauri et al., 2016; Umbrello and Chiumello, 2018;
Yoshida and Brochard, 2018; Dostal and Dostalova, 2023). Following
severe BLI, both dynamic and static lung compliances decreased,
necessitating increased driving pressure for ventilator-assisted
breathing to achieve pre-injury tidal volumes. The increase in lung
ultrasound score, decrease in blood gas analysis oxygenation index,
increase in pulmonary vascular permeability as measured by PiCCO,
and increase in lung water content indirectly confirmed the reasons for
reduced lung compliance. The fundamental causes were diffuse
alveolar bleeding, interstitial inflammatory exudation, and edema.
Although bloody secretions increased in the airway post-injury, the
variations in airway resistance and peak airway flow rate did not
consistently align with the changes in peak and plateau airway
pressures, suggesting that bloody secretions are not the primary
factor affecting airway resistance changes. This hypothesis is

supported by the blood gas analysis showing differences in intra-
alveolar partial pressures of oxygen, indicating unique respiratory
mechanics changes. While airway pressure measurements provide
information about lung ventilatory capacity, they do not fully
capture the extent of blast lung damage. By contrast, Pes reflects
pleural pressures surrounding the lungs, and monitoring Pes can help
better assess lung pressure and stress states. Combining airway
pressure and Pes measurements offers a more comprehensive
evaluation of the extent of lung damage. Pes testing also indicated
that thoracic compliance remained unchanged, and there was no
increase in abdominal pressure post-injury. These characteristic
changes in respiratory mechanics can accurately guide clinical
treatment for severe BLI, minimize unnecessary ventilator-related
injuries, and offer insights similar to those observed in ARDS cases
(Talmor et al., 2008; Yoshida and Brochard, 2018; Pelosi et al., 2021).
Monitoring respiratory mechanics under Pes provides a reliable basis
for early-stage clinical decision-making, enabling accurate and
personalized respiratory treatments to reduce ventilator-induced
lung injuries and guide the entire course of mechanical ventilation
in severe BLI cases.

FIGURE 8
Changes in respiratory mechanics parameters. (A) Pre- < post-injury Ppeak (RM ANOVA, F = 69.56, p < 0.001), pre- < post-injury Pplat (Wilcoxon,
Z = −1890, p=0.021), pre- < post-injury Driving P (RMANOVA, F = 14.238, p=0.020). (B) Pre- < post-injury MAP (Wilcoxon, Z = −2.032, p=0.042), pre- <
post-injury PEEPtot (Wilcoxon, Z = −2.060, p = 0.039), pre- < post-injury Eip (Wilcoxon, Z = −2.201, p = 0.028). (C) Pre- > post-injury Cdyn (RM ANOVA,
F = 23.389, p = 0.008), pre- > post-injury Cstat (RM ANOVA, F = 20.607, p = 0.006), pre- < post-injury lung elastance (RM ANOVA, F = 20.892, p =
0.010). (D) Pre- < post-injury Ptp (RM ANOVA, F = 10.051, p= 0.034), Ppeak − Pplat (RM ANOVA, F = 77.076, p= 0.003), pre- < post-ΔPes (RM ANOVA, F =
32.772, p = 0.011). (E) Pre- < post-injury MP (RM ANOVA, F = 22.089, p = 0.009), pre- > post-injury time constant t (RM ANOVA, F = 17.228, p = 0.014). (F)
Pre- < post-injury PEF (RM ANOVA, F = 10.682, p = 0.031), pre- < post-injury Ri (RM ANOVA, F = 39.113, p = 0.003), no statistically significant difference in
PIF (peak inspiratory flow) and Re (expiratory resistance) (p > 0.05). *p < 0.05, **p < 0.01, ***p < 0.001. ns: no significance. Before: blast lung before. After:
blast lung after.
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Furthermore, this study employed a large biological shock tube
to induce injuries, resulting in stable injury parameters. Unlike
previous BLI models that relied on lung ultrasound, blood gas
analysis, and imaging for evaluation, monitoring respiratory
mechanical changes after BLI through Pes enables more direct
and precise quantification of mechanical properties such as
airway resistance and lung compliance. The research data can
guide clinical practice and provide an experimental foundation
(Li et al., 2020; Xue et al., 2020; Yang et al., 2020; Ding et al.,
2022). Future research should aim to establish a graded animal
model of primary BLI to improve the understanding of the temporal
and quantitative relationships between respiratory mechanics and
lung injury. This approach could lead to the development of a triage
tool to boost the rate of early intervention.

Our study has several limitations, which we plan to address in
future research. First, the small sample size could increase the risk of
Class 1 errors. Second, to prevent rupture from shock wave impact
in the Pes monitoring model, we deflated the balloon during injury
to avoid bursting of the Pes and tracheal intubation balloons,
necessitating catheter replacement. Lastly, our research was
limited to animals with severe or fatal BLI. In the future, we aim
to enlarge the sample size, extend the observation period, and
include BLI animals with varying levels of injury. Concurrently,
we plan to integrate other physiological parameters with respiratory
mechanics measurements to establish correlations that aid in early
injury detection and guide clinical management.
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Glossary

HR heart rate

MAP mean arterial pressure

SpO2 percutaneous oxygen saturation

SI shock index

A-aDO2 alveolar oxygen pressure difference

BLI blast lung injury

BST biological shock tube

Cdyn dynamic lung compliance

CI cardiac index

CO2-GAP arterial and venous carbon dioxide pressure difference

Cstat static compliance

DO2 oxygen delivery

Driving P driving pressure

ELWI extravascular lung water index

GEDI global end diastolic index

HB hemoglobin

HCT Hematocrit

ITBI intrathoracic blood volume index

Lac Lactic

Map mean airway pressure

MP mechanical power

OER oxygen extraction ratio

OI oxygenation index

PEF peak expiratory flow

Pes esophageal pressure

Ppeak peak inspiratory pressure

Ppeak − Pplat peak pressure–plateau pressure difference

Pplat plat end-inspiratory plateau airway pressure

Ptp transpulmonary pressure

PVPI pulmonary vascular permeability index

Ri inspiratory resistance

SaO2 arterial oxygen saturation

SVI stroke volume index

SVRI somatic vascular resistance index
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