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Editorial on the Research Topic

Development of circadian clock functions, volume II

In multicellular organisms like ourselves, there exists not only a single circadian

clock but rather a network of clocks throughout the body that operate in coordination.

The central pacemaker of this system is the suprachiasmatic nucleus (SCN). The SCN

is itself synchronized to the environment by local external light-dark cycles and it then

communicates this information to the rest of the body. However, this is not a steady state

relationship: As our bodies undergo changes throughout their developmental trajectory,

there are corresponding adjustments in circadian organization. These adjustments

necessitate consideration not only of external synchronizing cues, but also internal

circadian cues that entrain and organize clocks throughout the body.

Because the proper maintenance of circadian rhythms is important in early life,

addressing the developing circadian clock is critical in the neonatal intensive care unit

(NICU). This is particularly pertinent for preterm infants prior to gestational week 30,

who have not yet opened their eyes, making photic entrainment unreliable (Arimitsu

et al.). Consequently, there is a need to consider alternative methods of entrainment,

such as internal entraining signals: It is not known however, which signaling molecules

mediate the internal synchronization of circadian clocks. Glucocorticoids are one potential

candidate that can be especially relevant during fetal development, as their receptor

response can be gated by time (Lehmann et al.). Another potential candidate are

Opn4 (melanopsin) aptamers, or melapts. Given that the SCN receives light input

directly from melanopsin-expressing intrinsically photosensitive retinal ganglion cells

(ipRGCs), melapts can potentially intervene in light-stimulated phase shifts of circadian

clocks (Nakazawa et al.). These candidate signaling molecules could have therapeutic

implications for circadian entrainment in artificial environments such as the NICU.
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The development of circadian clock systems appears to undergo

stages of unification (from absence to presence of synchronization)

and specification (organized phases through maturation) (Myung

et al., 2021). Carmona-Alcocer et al. work tracing the trajectories

of nascent SCN neuronal development through the patterns

of neuropeptide expression reveals the delayed specification of

arginine vasopressin (AVP) and vasoactive intestinal peptide (VIP)

neurons. Surprisingly, this time course of specification exhibits

some sexual dimorphism. In addition, the synchronization among

clock neurons follows a developmental trend that deteriorates with

old age. This loss of synchronization may be due to changes in

the neurotransmitter GABA, one of the primary interneuronal

signaling molecules in the SCN, during aging. Olde Engberink

et al. find that GABA, canonically an “inhibitory” neurotransmitter,

becomes less inhibitory and progressively more excitatory with

age, which effectively affects the coupling strength among neurons

within the SCN clock network. In aged mice, this results in

changes to the spectral power of circadian rhythmicity and a longer

period in the SCN oscillation. The mechanism behind this has a

simple theoretical explanation: synchronization is driven by the

frequencies of component oscillators, not their periods. If their

period distribution of individual oscillators within the SCN is

symmetric, the frequency distribution becomes skewed, making the

synchronized frequency differ from the mean frequency (Myung

et al.).

The molecular clock itself—the transcriptional-translational

feedback loop intrinsic to single cells—also changes during

development. Indeed, the core clock component Cryptochrome

(Cry) has previously been found to have developmental criticality

(Ono et al., 2013). The Cry1 isoform specifically influences

circadian period in behavior across development, summarized

as: “when Cry1 expression was higher for longer [in early

development], the free-running period [of locomotor activity] was

longer” (Schirmer et al.).

Finally, the development of the circadian clock has effects

on physiology in both model organisms and importantly, in

humans. A human’s intrinsic circadian period is reflected in

their chronotype (morningness-eveningness). In a two-sample

Mendelian randomization analysis, Yang et al. find a causal

relationship between a morning chronotype in humans and the

structural features of the cerebral cortex. Intriguingly, in mice,

electroencephalography (EEG) recordings of cortex reflect these

structural changes and show age-dependent circadian changes with

circadian power weakened with age (Masuda et al.). Developing

circadian clocks also have significant relevance to neurovascular

function (Mitchell and Gillette).

In conclusion, circadian clocks are present in all developing

systems and they appear with different strengths and specifications,

enabling coordination of multiple subsystems in the brain and

the body. The precise mechanisms that determine how such

coordination is achieved through various interactions will continue

to provoke ongoing investigation.
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Glucocorticoids (GCs) are essential drivers of mammalian tissue growth and 
maturation during one of the most critical developmental windows, the perinatal 
period. The developing circadian clock is shaped by maternal GCs. GC deficits, 
excess, or exposure at the wrong time of day leads to persisting effects later in life. 
During adulthood, GCs are one of the main hormonal outputs of the circadian 
system, peaking at the beginning of the active phase (i.e., the morning in humans 
and the evening in nocturnal rodents) and contributing to the coordination of 
complex functions such as energy metabolism and behavior, across the day. Our 
article discusses the current knowledge on the development of the circadian 
system with a focus on the role of GC rhythm. We  explore the bidirectional 
interaction between GCs and clocks at the molecular and systemic levels, discuss 
the evidence of GC influence on the master clock in the suprachiasmatic nuclei 
(SCN) of the hypothalamus during development and in the adult system.

KEYWORDS

circadian system, hypothalamic-pituitary-adrenal axis, development, perinatal 
programming, glucocorticoids, glucocorticoid receptor, molecular clock

1. Circadian clock development and organization at 
systemic, circuit, and molecular level in the adult

Circadian rhythms are controlled by a clock system that conveys ~24 h rhythmicity to almost 
every physiological function in a living organism. When (and how) does the clock system really 
start ticking, and more specifically, which cells and mechanisms are involved, are long-standing 
questions in the field of chronophysiology. In adult mammals, circadian timekeeping is 
organized hierarchically with a central clock synchronizing subordinated clocks in all tissues to 
ensure that complex functions such as activity (Moore and Eichler, 1972), sleep (Collins et al., 
2020), food intake (Nagai et al., 1978; Koch et al., 2020), and stress responses (Oster et al., 2006; 
Son et al., 2008) are efficiently adapted to a rhythmic environment.

The master pacemaker of the circadian system is located in the hypothalamic suprachiasmatic 
nucleus (SCN) (Lehman et al., 1987; Romero et al., 1993; Silver et al., 1996). Environmental 
factors that set the time (or entrain) internal clocks are called zeitgebers (from the German term 
for “time givers”). The main zeitgeber for the SCN is ambient light which reaches the retina and, 
in turn, the SCN through the retino-hypothalamic tract (RHT) (Ibuka et al., 1977; Hannibal 
et al., 2000).

The SCN has been traditionally described as a nucleus of around 20,000 neurons localized 
on each side of the third ventricle. It is topologically divided into “ventral core” and “dorsal shell” 
(Hastings et al., 2018). Neurons in the core receive direct photic input from the retina and 
transmit this signal to the surrounding shell. The neurons in the SCN shell, that in absence of 
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light show autonomous activity with an endogenous period of ~24 h, 
are then entrained and translate their synchrony by efferent 
connections to subordinated clocks in multiple brain regions 
including, importantly, clocks within the medial hypothalamus, where 
key cell groups organize hormone release and set the tone of the 
autonomic nervous system (Dibner et al., 2010; Kalsbeek et al., 2011). 
Interestingly, this neuron-centered view changed recently when 
astrocyte clocks were found to be partially necessary and completely 
sufficient to restore neuronal circadian function in the SCN 
(Brancaccio et al., 2019). Rather than being “mere support cells” for 
the SCN neuronal circuit, they play an essential role as time-keepers 
of the adult master clock (Barca-Mayo et al., 2017; Brancaccio et al., 
2017, 2019; Tso et al., 2017).

Glucocorticoids (GC) are examples of rhythmic hormonal 
outputs tightly regulated by the SCN and well-known mediators 
of circadian entrainment in the peripheral tissues (Pevet and 
Challet, 2011; Pezük et al., 2012). The circadian regulation of GC 
release is a result of close interaction between the SCN and clocks 
along the hypothalamus-pituitary–adrenal (HPA) axis (Oster 
et al., 2006; Son et al., 2008). Efferences from the SCN influence 
the release of corticotropin-releasing hormone (CRH) by the 
paraventricular nucleus of the hypothalamus (PVN), both 
inhibitory and stimulatory inputs from the SCN, depending on 
fluctuating arginine vasopressin (AVP) levels, are responsible of 
generating the complete daily profile of GCs (Kalsbeek et al., 1992, 
1996; Buijs et al., 1993). The PVN controls the rhythmic secretion 
of adrenocorticotropic hormone (ACTH) from the pituitary and, 
consequently, GC production by the adrenal gland. Via autonomic 
pathways the SCN-PVN synchronize adrenal clocks regulating the 
time-of-day-dependent sensitivity of the adrenal to ACTH 
stimulation (Oster et al., 2006; Son et al., 2008). As a result, GCs 
are peaking at the beginning of the active phase to coordinate 
complex functions when high energy demands are expected 
(Balsalobre et al., 2000). For instance, GCs promote glucose and 
lipid mobilization through gluconeogenesis in the liver and the 
release of free fatty acids from adipocytes. GC rhythms are key 
regulators of mood and cognition, demonstrated by the 
improvement of learning skills during GC peak (Liston et  al., 
2013) and the impairment of memory retrieval when circadian 
GC rise is blocked pharmacologically (Rimmele et al., 2010).

Compared to the knowledge we  have on the adult circadian 
system, little is known about its assembly and function during 
development. The view of the fetal hypothalamic clock as a 
“dependent” oscillator entrained by maternal rhythmic signals has 
been questioned by our own findings and by others (Landgraf et al., 
2015; Astiz et al., 2020; Lužná et al., 2020; Greiner et al., 2022). In 
mice, the SCN circuit develops, matures, and connects to afferent and 
efferent pathways around birth (Munekawa et al., 2000; Sekaran et al., 
2005; Kabrita and Davis, 2008). However, some early rhythmic genes 
of the molecular clock machinery, such as RevErbα, are already 
expressed in the hypothalamus earlier (Čečmanová et al., 2019; Astiz 
et al., 2020; Carmona-Alcocer et al., 2020). Since both, astrocytes and 
neurons, display strong circadian rhythmicity, it seems possible that 
the two could promote the gain of autonomous function of the 
developing SCN and participate in organizing the coupling between 
the SCN and the HPA axis, essential for the adaptation to the 
environment after birth (Astiz and Oster, 2018). Extensive evidence 
suggests that during this critical developmental window, the fetal/

neonatal SCN and HPA axis are susceptible to GCs. An excess, a 
deficit or even the exposure at the wrong time of day can have 
persisting effects later on (Moisiadis and Matthews, 2014a; Busada 
and Cidlowski, 2017; Astiz et al., 2020).

2. Molecular interaction between 
Glucocorticoid receptors and the 
clock machinery

The strong coupling between the clock and the stress system is 
nourished by a solid bidirectional interaction at the molecular level. 
GCs activate, in target cells, intracellular GC receptors (GR) and 
mineralocorticoid receptors (MR). The primary ligands of GR are 
cortisol and other GCs (i.e., corticosterone, the main GC in rodents), 
while the primary ligand of MR is aldosterone in the periphery and 
corticosterone in the central nervous system (CNS) (Fuller et  al., 
2012). While GR is widely distributed within the body and especially 
abundant in the brain and the pituitary, MR is prominently present in 
peripheral tissues and in the brain, the expression is high in the 
magnocellular neurons and pre-sympathetic neurons of the 
hypothalamic paraventricular nuclei (PVN) as well as in the 
hippocampus and cerebral cortex (Oyamada et al., 2008; Fuller et al., 
2019). Since MR has a 10-fold higher affinity for GCs than GR, it 
becomes active even at nadir GC levels (Kolber et al., 2008; Daskalakis 
et  al., 2022). In contrast, GR is only activated at higher GC 
concentrations, such as those reached during the circadian peak or 
after stress-induced HPA axis activation (Kolber et al., 2008). The 
presence of both GR and MR in the neurons of the SCN of adult mice 
and humans remains a controversial (Rosenfeld et al., 1988; Olejníková 
et al., 2018). The genes encoding for GR and MR are not expressed in 
adult SCN neurons in rodents and humans.1

GR acts as a ligand-activated transcription factor. In the 
inactive/unbound state, GR locates in the cytosol bound to the 
N-terminal and middle region of a chaperone complex containing 
Heat shock protein 90 (HSP90) (Antunica-Noguerol et al., 2016; 
Fries et al., 2017; Mazaira and Galigniana, 2019). HSP90 does not 
form part of the active receptor complex, but is important for 
correct GR protein folding and stability (Biebl and Buchner, 
2019). The HSP90 complex is also formed by co-chaperones 
important for GR stabilization and feedback, such as FK506-
binding protein 5 (FKBP5) (Binder, 2009; Biebl and Buchner, 
2019). Fkbp5 is transcriptionally induced by GC-GR and, in turn, 
regulates GR sensitivity through an intracellular negative feedback 
loop, essentially keeping inactive GR in the cytosol (Pratt and 
Toft, 1997; Nicolaides et al., 2000; Binder, 2009; Klengel et al., 
2013; Criado-Marrero et  al., 2018). Upon ligand binding, GR 
monomers dimerize (either with other GR monomer or with MR) 
and translocate to the nucleus where the dimer binds the DNA at 
GC response elements (GREs), regulatory regions of target genes 
(George et  al., 2017; Oakley et  al., 2021). Through binding of 
GREs, the transcription of GR target genes is modulated positively 
or negatively (Reddy et al., 2009; Surjit et al., 2011). Besides this 
canonical signaling cascade, GR and MR activation have shown 

1 https://portal.brain-map.org/
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rapid non-genomic changes, mediated by membrane-anchored 
GR/MR that might mediate the coordination of rapid adaptive 
responses to stress (Groeneweg et al., 2012).

The clock gene machinery is present in almost every cell of the 
body and reciprocal interaction with GR is found at 
transcriptional, translational, and post-translational levels 
(summarized in Figure 1; Nader et al., 2010). The molecular clock 
machinery works as an interlocked transcriptional-translational-
feedback loop (Takahashi, 2017). The positive members of the 
loop: BMAL1 (brain and muscle aryl hydrocarbon receptor 
nuclear translocator-like 1) and CLOCK (circadian locomotor 
output cycles kaput) heterodimerize and activate the transcription 
of their repressors Per1/2 (Period 1/2), Cry1/2 (Cryptochrome 1/2) 
through binding of E-Box promoter elements. Upon translation, 
PER and CRY form complexes in the cytosol, translocate into the 
nucleus and repress CLOCK/BMAL1 activity, shutting down their 
own transcription. After clearance of PER/CRY complexes, the 
inhibition of CLOCK/BMAL1 is released and a new circadian 
(~24 h) cycle begins. The cycle is further stabilized by accessory 
loops in which CLOCK/BMAL1 drive the circadian expression of 
Dec 1/2 and nuclear receptors of the ROR and the REV-ERB 
family (Takahashi, 2017).

As mentioned above, GR through its ability to respond to GCs’ 
circadian oscillations, is an ideal coupling partner of the molecular 
clock (Lambrou et al., 2021). Activated GR is able to influence the 
transcription of various clock genes via binding to GREs in their 
promoter regions, among them Per2, Rev-ERBß, Dec2, NPAS2, and 
E4BP4/NFIL3 (So et al., 2009; Nader et al., 2010). The clock gene Per1 
contains both, E-Box and GRE elements in its promoter; it is therefore 
responsive to both, BMAL1/CLOCK and GR binding (Conway-
Campbell et al., 2010). Moreover, the nuclear receptor Rev-ERBα is 

repressed by GR activity through negative GREs present in its 
promoter (Surjit et al., 2011).

The clock machinery and GR also interact at the protein level. It 
has been shown that Rev-ERBα, GRs and HSP90 interact in the 
cytosol (Okabe et al., 2016). Moreover, Rev-ERBα and GR distribute 
differentially between the nuclei and the cytosol depending on the 
phase of the clock, suggesting a possible influence of each other with 
regard to intracellular trafficking (Surjit et  al., 2011; Okabe et  al., 
2016). The above-mentioned interaction has been shown in cultured 
fibroblast, whether this mechanism is also present in brain cells needs 
to be  determined. CLOCK harbors a histone-acetyl-transferase 
activity which is able to alter the affinity of GR to GREs through 
acetylation of lysine clusters in its hinge region (Nader et al., 2010). 
Also, CRY proteins are able to decrease GR’s transactivation potential 
by interacting directly with GR (Lamia et al., 2011). These multiple 
and reciprocal molecular interactions stress the relevance of both 
pathways for the cellular and systemic regulation of circadian rhythms.

3. Glucocorticoids during circadian 
system development

During pregnancy, maternal physiology including the circadian 
system has to adapt to fulfill fetal requirements. During the first two 
thirds of pregnancy, the embryo/fetus is protected by the placenta from 
excessive levels of GCs by expressing (among others) the enzyme 
11β-Hydroxysteroid dehydrogenase (11β-HSD2) which inactivates 
GCs converting them into an inactive metabolite, cortisone (O’Donnell 
et al., 2012). Even though only 10% of maternal GCs reach the fetus, a 
circadian rhythmicity of GCs can still be detected in fetal blood (Astiz 
et al., 2020). During the last third of pregnancy, there is a gradual 

FIGURE 1

Scheme of the reciprocal molecular interaction between GR and the clock machinery at transcriptional, translational, and post-translational levels as 
described in detail in the text. BMAL1: brain and muscle aryl hydrocarbon receptor nuclear translocator-like 1. CLOCK: circadian locomotor output 
cycles kaput. Pers: Periods. Dec2: differentially expressed in Chondrocytes 2. Npas2: Neuronal PAS Domain-Containing Protein 2. RevErb-beta: 
Nuclear Receptor Subfamily 1 Group D Member 2. AC: acetyl group. GR: Glucocorticoid receptor. RevERb-Alpha: Nuclear Receptor Subfamily 1 Group 
D Member 1. CRY1/2 (Cryptochrome 1/2). HSP90: Heat shock protein 90. FKBP5: FK506-binding protein 5. CORT: Corticosterone.
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increase of GC levels in fetal blood (Atkinson and Waddell, 1995) that 
helps the fetus to continue developing and growing (Fowden et al., 
2022). This is partly due to a down-regulation of 11β-HSD2 
(Wieczorek et al., 2019). Therefore, even if GC concentration changes 
over pregnancy, the circadian rhythmicity is always present, and since 
GR is expressed at high levels in the fetal hypothalamus (including the 
SCN during that period), it could be  a key signal driving the 
development and maturation of the circadian system and its coupling 
to the HPA axis (Astiz et al., 2020; Greiner et al., 2022).

Indeed, extensive evidence shows that maternal stress or 
circadian rhythm disruption (e.g., through altered photoperiod, 
sleep deprivation, shift work) leads to a higher risk of developing 
metabolic, behavioral, and sleep disorders later in life (Moisiadis 
and Matthews, 2014b; Vilches et al., 2014; Marín, 2016; Mendez 
et  al., 2016; Logan and McClung, 2019; Lužná et  al., 2020). 
Interestingly, due to the close SCN-HPA axis relationship most of 
the experimental paradigms assessing the long-term effects of 
maternal stress used in nocturnal rodents entail some degree of 
circadian disruption because animals are subjected to different 
manipulations during their normal rest/light phase. Reciprocally, 
circadian disruption paradigms entail a certain degree of 
activation of the stress system. This issue was disentangled 
recently by our lab, when we demonstrated that the offspring from 
mothers exposed to GCs during the rest phase show worse 
circadian and stress-related behavioral phenotypes than those 
from mothers exposed to the same GC concentration, but during 
the active phase. This means that the effect of prenatal GCs 
activating epigenetic mechanisms and programming offspring 
behavior depends on the maternal exposure time (Astiz et  al., 
2020). We have found that when GC exposure happens, GR in the 
fetal hypothalamus is activated only if the signal reaches the tissue 
during the inactive phase. This time-dependent sensitivity to GCs 
in the fetal hypothalamus was gated by an autonomous function 
of the fetal molecular clock (Astiz et  al., 2020). Then, the 
maturation of the clock and stress axis of the newborn seems to 
depend not only on maternal GCs but also on GR sensitivity, 
which is time-dependent.

4. Glucocorticoids and the adult 
circadian system

From a physiological point of view, an efficient synchronization of 
the circadian system would require that central or peripheral signals 
feedback to the SCN to adjust its function according to the internal 
environment. In the adult, SCN hypothalamic efferences reach the 
sub-PVN, PVN, supraoptic nuclei (SON), dorsomedial nucleus 
(DMH), and the arcuate nucleus (ARC) among many others (Saeb-
Parsy et al., 2000; Kalsbeek et al., 2004; Postnova et al., 2013; Buijs 
et al., 2017) and some of those connections are reciprocal (e.g., with 
the ARC). However, the SCN clock is quite resistant to re-setting 
signals. This property, so far attributed to the robust network feature 
of the SCN circuit, might be  important to prevent the impact of 
Zeitgeber noise such as sporadic light exposure, acute stress, or miss-
timed food intake on the central pacemaker (Schibler et al., 2015).

GCs, as one of the main outputs of the circadian system, might 
feedback to the SCN, however, it is still under discussion whether the 

influence is direct or indirect (Balsalobre et al., 2000). In the early 90s, 
it was demonstrated that SCN neurons are among the few cell types in 
adult rodents that do not express GR (Rosenfeld et  al., 1988). 
Interestingly, experiments manipulating GC circadian phase have 
shown that, GCs have a key role in circadian resynchronization of 
locomotor activity after jetlag, indicating a clear influence on the SCN 
(Kiessling et al., 2010). Furthermore, either the removal of the adrenal 
glands or the restitution of the hormone within physiological limits in 
adrenalectomized rats, demonstrated that glucocorticoids are involved 
in plastic rearrangements of the SCN circuit (Maurel et al., 2000). These 
ultrastructural arrangements have been observed over the 24 h cycle 
characterized by day/night changes of the glial, axon terminal, and/or 
somato-dendritic coverage of neurons expressing arginine vasopressin 
(AVP) or vasoactive intestinal peptide (VIP) (Becquet et al., 2008).

As mentioned before, we know now that astrocytes play a key role 
as time-keepers of the adult SCN. Astrocytes express the molecular 
clock machinery with self-sustained circadian rhythms that persist 
even in constant environmental conditions (Prolo et  al., 2005; 
Marpegan et al., 2009; Barca-Mayo et al., 2017). The molecular clock 
in SCN astrocytes is entrainable by neuronal signals (Marpegan et al., 
2009), temperature changes (Prolo et al., 2005), and they reciprocally 
modulate neuronal rhythms (Barca-Mayo et al., 2017). Additionally, 
several astroglial functions are under circadian control such as, 
intracellular Ca2+ waves (Brancaccio et al., 2017) and the release of 
gliotransmitters, ATP (Burkeen et  al., 2011) and glutamate 
(Svobodova et  al., 2018) and even their morphological changes 
during the day (Becquet et al., 2008). Interestingly, we have found GR 
expression in the SCN of adult mice colocalizing with glial fibrillary 
acidic protein (GFAP) a marker of mature astrocytes (Figure  2) 
confirming previous observations (Moriya et al., 2000; Leone et al., 
2006). Although this needs further investigation it opens the 
possibility that not only neurons but also astrocytes might play an 
essential role in the complex cooperation between the SCN, the HPA 
axis and the systemic coordination of circadian rhythms.

5. Perspective

In summary, accumulating evidence suggests that GCs play an 
important role in the development and maturation of the circadian 
system. This, in turn, feeds back on stress axis regulation in the adult. 
Glial clocks may play an important role in this context, but 
experimental evidence for this is still sparse. To causally address such 
interaction, it would be important to study clock system development 
in animals with alterations in glial clock function and how glial 
disruption affects clock and stress regulation in the offspring. With 
regard to humans, the relevance of perinatal rhythms for shaping 
circadian system regulation and stress responses offers tremendous 
potential for therapeutic interventions. Can stabilization of GC 
rhythms during the end of pregnancy lead to increased resilience of 
the offspring against stress and stress-associated disorders, and what 
type of interventions beyond GC treatment are efficient in this 
context? To which extent is GC perinatal programming reversible 
later in life, and—against the background of the broad impact of 
stress hormones on physiological functions—what other systems are 
affected? Finally, how does GC programming affect glial function 
later in life, and what does this mean for neuro-immunologic 
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disorders? First steps in this direction have been taken with the 
studies on perinatal GC treatments (Astiz et  al., 2020). It will 
be  interesting to further decipher the underlying mechanisms of 
GC-fetal rhythm interaction and search for additional factors that 
impinge on this crosstalk.
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FIGURE 2

Representative double fluorescence immunostainings in the adult SCN. GFAP (green) used as an astrocyte marker, GR (red) and DAPI (blue) as a 
nuclear marker. Brain was collected from a 90-day old mouse at ZT (Zeitgeber time) 7, immediately frozen on dry ice, and sectioned (12 μm) in a 
cryostat. After fixation (20 min at room temperature (RT)), sections were blocked with goat serum 4% in phosphate buffer (PBS) containing 0.4% of 
Triton X-100 for 1 h at RT. Sections were incubated with anti-GR (Abcam Ab183127, 1:200 in blocking) for 2 nights at 4°C. Sections were incubated 
afterwards with anti-GFAP (ThermoFisher 14–9,892-82, 1:200 in blocking) for 1 night at 4°C. The day after, sections were incubated with secondary 
antibodies – goat anti-rabbit Alexa 594 (ThermoFisher A11012, 1:500) and goat anti-mouse Alexa 488 (ThermoFisher A11029, 1:500) in a dark chamber 
for 2 h at RT. DAPI staining was performed to stain nuclei by incubating slides with 300 nM DAPI (ThermoFisher D1306) in PBS for 2 min in the dark. 
Images of immunofluorescent staining were made using Nikon Ts2R-FL (10X (insets) and 40X magnification).
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Aging disrupts circadian clocks, as evidenced by a reduction in the amplitude 
of circadian rhythms. Because the circadian clock strongly influences sleep–
wake behavior in mammals, age-related alterations in sleep–wake patterns 
may be attributable, at least partly, to functional changes in the circadian clock. 
However, the effect of aging on the circadian characteristics of sleep architecture 
has not been well assessed, as circadian behaviors are usually evaluated through 
long-term behavioral recording with wheel-running or infrared sensors. In this 
study, we  examined age-related changes in circadian sleep–wake behavior 
using circadian components extracted from electroencephalography (EEG) and 
electromyography (EMG) data. EEG and EMG were recorded from 12 to 17-week-
old and 78 to 83-week-old mice for 3 days under light/dark and constant dark 
conditions. We analyzed time-dependent changes in the duration of sleep. Rapid 
eye movement (REM) and non-REM (NREM) sleep significantly increased during 
the night phase in old mice, whereas no significant change was observed during 
the light phase. The circadian components were then extracted from the EEG 
data for each sleep–wake stage, revealing that the circadian rhythm in the power 
of delta waves during NREM sleep was attenuated and delayed in old mice. 
Furthermore, we used machine learning to evaluate the phase of the circadian 
rhythm, with EEG data serving as the input and the phase of the sleep–wake 
rhythm (environmental time) as the output. The results indicated that the output 
time for the old mice data tended to be delayed, specifically at night. These results 
indicate that the aging process significantly impacts the circadian rhythm in the 
EEG power spectrum despite the circadian rhythm in the amounts of sleep and 
wake attenuated but still remaining in old mice. Moreover, EEG/EMG analysis is 
useful not only for evaluating sleep–wake stages but also for circadian rhythms 
in the brain.

KEYWORDS

sleep, aging, circadian rhythms, EEG, machine learning

1. Introduction

Many biological processes exhibit circadian rhythms that help organisms adapt to 
environmental cycles. These rhythms are regulated by the circadian clock, which is altered with 
aging (Hood and Amir, 2017). In mice, a long free-running period of the behavioral rhythm and 
a decrease in the ability to entrain environmental cycles have been observed (Nakamura et al., 
2011; Sellix et al., 2012). Aging also affects sleep–wake behavior in animals, including humans 
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(Mander et al., 2017). In mice, the amount of sleep during the dark 
period generally increases, whereas wakefulness decreases with age 
(Wimmer et al., 2013; Panagiotou et al., 2017; McKillop et al., 2018). 
In addition to the sleep/wake ratio, the electroencephalography (EEG) 
power changes with age, suggesting that aging induces both 
quantitative and qualitative changes in sleep.

Sleep–wake patterns are strongly governed by the circadian 
clock, as evidenced by the considerable effect of mutations in the 
core clock genes on sleep–wake rhythms (Wisor et  al., 2002; 
Laposky et  al., 2005; Mang et  al., 2016). Conversely, sleep 
deprivation and other sleep interventions also perturb circadian 
rhythms, as demonstrated by studies investigating the impact of 
such interventions on behavioral and physiological characteristics 
(Wisor et al., 2008; Hoekstra et al., 2021; Lu et al., 2021). These 
findings suggest a bidirectional relationship between sleep and the 
circadian clock, both of which have a profound mutual influence 
on each other. Nonetheless, sleep and circadian behavioral 
rhythms are commonly studied independently. Circadian behavior 
is often exemplified by the use of long-term activity recordings 
using wheels or infrared sensors under constant dark conditions 
(DD) to measure behavioral rhythms in rodents. Although such 
methods can capture free-running wheel-running/spontaneous 
activity rhythms or phase responses to stimulation, they present 
significant challenges in accurately tracking sleep–wake stages, 
such as wakefulness, rapid eye movement (REM) sleep, and 
non-REM (NREM) sleep, as well as in assessing qualitative 
changes in sleep.

In contrast, sleep evaluation typically involves EEG and 
electromyography (EMG). EEG represents brain activity patterns 
that are obtained from electrodes positioned near the surface of the 
mouse brain (dura mater) and is an important indicator for 
discerning sleep stages. However, analyzing EEG/EMG data is 
more time-consuming and complex than simply counting wheel-
running activity sessions, which makes it challenging to use EEG/
EMG to assess sleep for a long duration. Consequently, analysis 
evaluating circadian rhythms of sleep amount and quality using 
EEG/EMG has been relatively uncommon. Previous studies have 
evaluated diurnal variations in delta power during NREM sleep as 
an indicator of sleepiness, revealing periodic changes throughout 
the day (Wisor et al., 2008; Wimmer et al., 2013). Nevertheless, 
there have been limited comprehensive analyses of circadian 
fluctuations in the EEG power spectrum, and the impact of aging 
on these circadian components remains largely unknown.

In this study, we  conducted a precise evaluation of circadian 
rhythms in sleep–wake patterns of aged mice, with a particular focus 
on the EEG power spectrum. We  first confirmed that changes in 
sleep–wake patterns are associated with aging, as previously shown. 
We extracted circadian components from the EEG power spectrum of 
each sleep–wake stage and observed that time-dependent changes in 
the power spectrum during NREM sleep were significantly attenuated 
in aged mice. Furthermore, we developed a machine learning-based 
method to reconstruct circadian phases from short-term (1 h) EEG 
data, which enabled us to assess age-mediated circadian phase 
alterations at a higher time resolution. Specifically, we found that the 
circadian phase was significantly delayed at all sleep–wake stages in 
aged mice. Our method represents a promising high-throughput 
approach for evaluating the circadian phase and sleep scoring in 
future studies.

2. Materials and methods

2.1. Animals

All animal experiments were approved by the Animal Experiment 
and Use Committee of the University of Tsukuba and adhered to NIH 
guidelines. C57BL/6 J wild-type male mice, purchased from The 
Jackson Laboratory, were used for EEG measurements. The young 
(n = 13) and aged (n = 20) mice were 12–17 weeks and 78–83 weeks 
old, respectively. Food and water were provided ad libitum.

2.2. Surgery

Male mice were anesthetized by isoflurane inhalation (Pfizer, 
United States) and fixed to a stereotaxic frame. The electrodes 
were implanted on the mouse cortex. Two stainless-steel screws 
for EEG recording were placed, each at +1.4 mm AP and + 1.2 mm 
ML from the bregma and − 2.6 mm AP and + 1.2 mm ML from the 
lambda and connected to a 4-pin headmount. Two insulated 
silver wires for EMG recording, connected to the same 
headmount, were inserted into the neck muscles bilaterally. An 
anchor screw was then positioned on the skull. The entire 
assembly was fixed to the skull with dental cement. The mouse 
skin was sutured using a sanitized thread.

2.3. EEG/EMG recording

EEG/EMG was recorded from freely moving mice as described 
previously (Hasegawa et al., 2022). Mice were entrained to a 12:12 
light–dark (LD) cycle with lights turning on at 8:00 am and off at 
8:00 pm. They were single-housed in a recording chamber for at least 
3 days to habituate to the environment. EEG and EMG were recorded 
for 3 days under the LD condition 1–3 weeks after the electrode 
implantation surgery. The EEG/EMG signals were amplified and 
filtered (EEG: 0.5–250 Hz, EMG: 16–250 Hz). 50 Hz EEG and EMG 
signals were also filtered since the power supply frequency in Japan 
(50 Hz) possibly causes artificial noise signals. The EEG and EMG 
signals were acquired using SleepSignRecorder (KISSEI COMTEC, 
Nagano, Japan) at a sampling rate of 128 Hz, which is the same 
frequency as used in the previous study for the neural network model 
described later (Tezuka et al., 2021). Eight young mice and 10 aged 
mice were kept in the LD condition for 4 days after the measurement 
and then transferred to DD. The EEG and EMG of these mice were 
measured again from the second day in DD for 3 days. Environmental 
time is presented as zeitgeber time (ZT) under both LD and 
DD conditions.

2.4. Automated sleep–wake stage scoring 
using a neural network model

Sleep–wake stages were determined based on the UTSN-L 
model, which is a neural network model for automatic sleep–
wake stage scoring developed in a previous study (Tezuka et al., 
2021) using EEG/EMG data for 3 days in LD or DD. This model 
is a convolutional neural network using a one-channel EEG (raw 
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signal and spectrum) and zeitgeber time, and shows 90% overall 
accuracy. This model classifies every 10 s-EEG data into one of 
the following sleep–wake stages: wakefulness (WAKE), REM 
sleep, or NREM sleep. Because this model also uses past EEG data 
for prediction, it does not output results for the first 100 s. 
Therefore, the sleep–wake stages for the first 100 s were manually 
classified. The parameters for the model trained in a previous 
study1 were also used for neural network scoring in this study. 
Because this model uses only EEG data, wakefulness was 
determined again by the threshold of EMG power after scoring. 
First, the log10 value of the standard deviation of the EMG power 
every 10 s was calculated as the amplitude. The threshold value 
was determined by applying Otsu’s binarization (Otsu, 1979) to 
the amplitudes for all time periods. The epochs in which the 
EMG amplitude exceeded the threshold were determined as 
WAKE, regardless of the result of the neural network scoring. 
After sleep–wake stage scoring, the hourly averages of sleep/wake 
amounts were calculated, and the amplitude, phase, and period 
of the rhythm of each sleep–wake stage were determined by 
cosine fitting. Cosine fitting was performed with the least squares 
method using Python (lmfit).2

2.5. Calculation of circadian components 
in EEG power spectra

Fourier transform was performed for the EEG data every 10 s to 
obtain the EEG power spectra at each epoch, which corresponds to 
sleep–wake stage scoring. EEG power spectra were obtained for every 
0.1 Hz from 0 to 16 Hz. The standard deviation of the EMG data every 
10 s was calculated and defined as the EMG amplitude. The hourly 
average EEG power spectra and EMG amplitude for each sleep–wake 
stage were then calculated. Next, to determine the amplitude and 
phase of the EEG power rhythms, we obtained the amplitude A and 
the peak time tp of the EEG power at each frequency. The EEG power 
was normalized as follows:

 EEG EEG EEG EEGnorm i f hourly i f ave f ave f, , , , , ,/= −( )  (1)

 
EEG

T
EEGave f

i

T
hourly i f, , ,=

=
∑1

1  
(2)

where EEG EEGhourly i f norm i f, , , ,and  are the hourly averaged EEG 
power and normalized EEG power at the i time point at the frequency 
f, respectively, EEGave f,  is the average EEG power, and T is the 
measurement length (T = 72 h). This calculation was performed for all 
frequencies. The first Fourier component was then obtained using the 
following equation:

1 https://github.com/tarotez/sleepstages

2 https://lmfit.github.io/lmfit-py
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where τ = 24 h and the average interval t∆  = 1 h. Using COS and SIN , 
the amplitudes A and peak time t p  were determined as follows:

 A COS SIN= +2 2
, (4)

 
t SIN COSp = ( ) ∗arctan /2 2 24, π

 (5)

We applied these calculations to EEG power rhythms at each 
frequency and sleep–wake stage.

2.6. Estimation of circadian time using EEG 
power spectra

We constructed phase estimation models using machine learning 
for the correspondence between the EEG power spectra of each sleep–
wake stage and environmental time. The models were constructed 
using the normalized EEG power spectra of each sleep–wake stage as 
the input and the environmental time as the output. The spectral 
distribution was normalized by dividing each spectrum by the sum of 
the spectral densities. The environmental time is represented as a 
point on a circular unit, that is, cos / sin /ZT ZT24 2 24 2∗( ) ∗( ){ }π π,

, where ZT represents zeitgeber time, and the model was constructed 
for the x and y components. The subjective circadian time was 
estimated from the angle between x and y, that is, estimated time = 
arctan /2 2 24y x,( ) ∗π . We  used linear regression, the k-nearest 
neighbor method, a support vector machine, and a random forest 
algorithm as the regression models. Similarly, we  estimated the 
subjective circadian time using the hourly averages of the spectrum 
without distinguishing sleep–wake stages and the spectral distribution 
of all sleep–wake stages as input. The Python library “scikitlearn” 
(version 1.2.0)3 was used to construct each model. Default parameters 
were used for all the hyperparameters of each regression model. In the 
random forest algorithm, the importance of each input for estimation 
was also calculated using this library.

We evaluated the accuracy of the models by leave-one-out cross-
validation using the LD condition of young mice as a control. First, 
we selected one of the mice, trained the model using the EEG data of 
the other mice, and predicted the subjective time of the selected 
mouse based on the trained model. This process was repeated for all 
mice to verify the accuracy of the model. Here, the accuracy of the 
estimation model was defined as the mean value of 
cos /Estimated time −( ) ∗{ }ZT 24 2π . When the estimation error is 

3 https://github.com/scikit-learn/scikit-learn
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small, this value approaches 1, and when the estimated time is in 
reverse phase, i.e., Estimated time − =ZT 12 , it approaches −1. 
Therefore, the closer this value is to 1, the more accurate the 
prediction. For mice other than young and in the LD condition, 
prediction models were constructed based on data from all young 
mice in the LD condition, and the subjective time was predicted based 
on that model.

3. Results

3.1. Sleep–wake patterns in young and 
aged mice

In this study, we employed a neural network model (Tezuka et al., 
2021) to analyze the sleep–wake stages of young (12–17 weeks old) and 
old mice (78–83 weeks old) under LD and DD conditions (Figure 1). 
To evaluate the accuracy of the automated scoring, a portion of the 
EEG data was manually scored (Supplementary Figure S1). The results 
indicated that during the dark period (ZT12-24), the duration of 
NREM and REM sleep increased, and wakefulness time decreased in 
old mice, whereas small changes were observed during the light period 
under LD conditions (Figure 2; Supplementary Figure S2). Young mice 
showed a sharp increase in wakefulness after the light-to-dark 
transition (ZT12), whereas the change was more gradual in aged mice. 
These results are consistent with those of previous studies (Wimmer 
et al., 2013; Panagiotou et al., 2017; McKillop et al., 2018). Likewise, in 
old mice under DD, there was an increase in the amount of sleep and 
a decrease in wakefulness during the subjective night. The amplitude 

of the sleep–wake rhythm, as calculated by their amounts, was 
decreased, and the phase was slightly delayed in old mice when the 
phase was calculated using the amounts of NREM and REM sleep 
(Supplementary Figures S3, S4). Additionally, old mice showed a large 
distribution in the peak time of each stage, suggesting a variation in the 
degree of circadian phase disturbance among aged individuals.

3.2. Circadian rhythm components in EEG

We utilized Fourier transformation to calculate EEG power 
spectra from data collected every 10 s and subsequently determined 
the average power spectra for each sleep–wake stage. The spectra 
varied between the light and dark phases for each sleep–wake stage 
(Figure 3), indicating that sleep quality was time-dependent. However, 
aged mice exhibited less pronounced variations in the EEG power 
spectra during NREM sleep between the light and dark periods than 
young mice. Similar fluctuations in the spectra were also observed 
between the subjective day (ZT0-12) and night (ZT12-24) under DD 
conditions (Supplementary Figure S5), implying the involvement of 
the circadian clock.

We calculated the hourly averaged EEG power and presented 
selected examples of EEG power rhythms at a specific frequency, 
where the changes in EEG power were large between day and night 
(Figure 4). Diurnal fluctuations in EEG power were evident across all 
sleep–wake stages in both the LD and DD conditions. The delta wave, 
generally regarded as a < 4 Hz wave in NREM sleep that reflects 
drowsiness, exhibited reduced variability in aged mice during both LD 
and DD (Figure 4). Moreover, the rhythm amplitudes of EEG power 

FIGURE 1

Representative EEG and EMG signals during each sleep–wake stage in young (A) and old (B) mice. Sleep–wake stage was determined by the neural 
network model. Each panel shows typical signals during each stage, which were scored by the neural network model.
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at 9 Hz during wakefulness in old mice were smaller than those of 
young mice in LD but not in DD, suggesting that light input may 
influence EEG power spectra and that this effect can be attenuated 
by aging.

To clarify the changes in circadian rhythm components in EEG 
with age, we calculated the amplitude and peak time of EEG power 
and EMG amplitude rhythms at each sleep–wake stage and frequency 
(Figure 5; Supplementary Figure S6). In the LD condition, EEG power 
at different frequencies peaked at different environmental times, in 

which the peak time continuously fluctuated according to the 
frequency (Figure 5A; Supplementary Figure S7A). The peak times of 
the specific frequencies also varied among sleep–wake stages. Peak 
times of EEG power rhythms tended to be distributed in the middle 
of the light or dark period (ZT = 6 or 18). However, some frequencies, 
such as 2 Hz in NREM, showed a peak around ZT0, suggesting that 
the rhythm of EEG power was not a result of the response to the light–
dark transition but was regulated by an intrinsic signal from the 
circadian clock. The amplitude of the EEG power rhythms varied 

FIGURE 2

Sleep–wake patterns in young and old mice. Each point is the amount of each sleep–wake stage per hour (n = 13 in young mice and 20 in old mice in 
LD, 8 in young mice and 10 in old mice in DD conditions). Error bars indicate standard error. Blue and red dots represent values for young and old 
mice, respectively. Yellow and gray areas indicate light and dark conditions, respectively. The results of the comparison of young and old mice by t-test 
at each time point are shown in Supplementary Figure S2.

FIGURE 3

Variation in EEG power spectra during day and night. The points are the average of power spectra during day (ZT0-12) and night (ZT12-24) obtained by 
Fourier transform from EEG data every 10 s (n = 13 in young mice and 20 in old mice in LD). The interval of frequency is 0.1 Hz. Error bars indicate 
standard error. Yellow and gray areas indicate light and dark conditions, respectively.
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among frequencies at each sleep–wake stage (Figure  5B; 
Supplementary Figure S6B). Compared with that in young mice, the 
peak time in old mice was delayed at most frequencies in NREM sleep 
and significantly shifted around 5 Hz in wakefulness. Interestingly, the 
peak time calculated by the amount of wakefulness showed no 
significant difference between the two groups 
(Supplementary Figure S3), indicating that the circadian sleep phase 
cannot be precisely evaluated only by the duration of sleep–wake 
stages. In contrast, the amplitude of EEG power rhythms at 4 Hz in 
NREM was significantly decreased in old mice (Figure  5B), as 
previously shown (Figure 4). In DD, the EEG power rhythms also 
exhibited amplitudes and peak times similar to those in the LD 
condition (Figures 5C,D). These results indicate that the rhythms in 
EEG power were autonomous and independent of light signals, in 
other words, regulated by the circadian clock. We also observed that 
the effects of aging were distinct at different sleep–wake stages.

3.3. Estimation of circadian time in aged 
mice

The evaluation of circadian rhythms typically involves 
determining the amplitude and phase (peak time) of the rhythm per 
cycle using methods such as cosine fitting. However, changes in 
circadian rhythms can be time-dependent, and a method that obtains 
a single phase and amplitude from the rhythm of multiple cycles may 
not capture the time-dependent changes in circadian rhythm. Notably, 
in old mice, sleep amounts significantly increased during only the 
night period (Figure 1), showing time-specific alternation. In contrast, 
recent studies have suggested a method to estimate the subjective time 
in individuals from RNA-seq data obtained at a single time point 
(Hesse et al., 2020). The molecular timetable method, a fundamental 
time estimation method that employs mRNA expression data, 

estimates subjective time by identifying which rhythmic genes are at 
peak or trough expression (Ueda et al., 2004). For example, if the 
Period genes that exhibit peak expression around CT12 are at their 
highest, the samples’ subjective time is estimated as CT12. As depicted 
in Figure  4, the EEG power spectra showed different peak times 
depending on the frequency. In other words, each spectral distribution 
is presumed to possess a unique shape at each circadian time, enabling 
the estimation of mice’s subjective time through spectral distributions.

In this study, we developed a circadian time estimation model 
based on the EEG power spectrum. To build the model, we used 
several fundamental machine learning algorithms, such as linear 
regression, k-nearest neighbor method, ridge regression, support 
vector machine, and random forest algorithm, to identify the most 
effective method for predicting the phase. The inputs were set to 
hourly normalized power spectra in NREM sleep, REM sleep, or 
wakefulness, hourly normalized power spectra without distinguishing 
sleep–wake stages, and all sets of spectra in each sleep–wake stage. 
We used normalized power spectra to reduce experimental errors in 
the EEG power, and the circadian rhythm component seen in Section 
3.2 was also observed in the normalized power spectra 
(Supplementary Figures S8–S10). The outputs were set to the 
environmental time.

First, to assess the accuracy of each model, we conducted leave-
one-out cross-validation using data from young mice in the LD 
condition (Figure  6A). Among the various machine learning 
algorithms, the random forest algorithm showed superior 
performance for all input types. The best performance was achieved 
when the sets of EEG power spectra and information on the sleep–
wake stages were used. Feature importance analysis revealed that 
frequencies with larger circadian amplitudes, such as 4 Hz in NREM 
sleep (Figure  5), showed higher importance (Figure  6B). The 
estimation of circadian time can be  broadly categorized into 
discriminating between day and night (SIN) and morning and evening 

FIGURE 4

Circadian oscillation in EEG power. These data represent hourly averages of EEG power at 4 Hz for NREM, 7 Hz for REM, and 9 Hz for WAKE (n = 13 in 
young mice and 20 in old mice in LD, 8 in young mice and 10 in old mice in DD conditions). Error bars indicate standard error. Blue and red dots 
represent values for young and old mice, respectively. Yellow and gray areas indicate light and dark conditions, respectively.
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(COS), and the EEG spectrum in NREM was the most important 
factor for both discriminations (Figure 6C). This indicates that the 
shape of the EEG spectrum in NREM changes more prominently 
depending on the phase of the circadian rhythm than in the other 
sleep–wake stages.

Next, we used an estimation model constructed using the random 
forest algorithm, utilizing data from young mice under LD conditions, 
to forecast subject times (Figure 7A). Initially, we compared the actual 
time and estimated time by employing data from young mice in LD 
and DD conditions. The estimated times were close to the actual 
times, whereas there was a substantial shift in the light–dark transition 
(ZT11-12), which was smaller in DD than in LD. Under the DD 
condition, where light does not cause an effect, the EEG spectrum may 
gradually alter in a time-dependent manner around ZT12. We further 
carried out the estimation by employing the model established from 
young mice in the DD condition, yielding similar results 

(Supplementary Figure S11). These results indicate that the estimation 
model created from data from young mice can be used to assess the 
spontaneous circadian rhythm of mice.

Finally, we compared the subject time between young and old 
mice (Figure 7; Supplementary Figure S12). Under LD conditions, 
although a small effect was observed during the light period, the old 
mice showed a large delay in circadian time during the night period. 
The results obtained under the DD condition also showed a phase 
delay during the subjective night period but a small advancement 
during the light period. These results indicate that the circadian phase 
underwent a delay with aging; however, this change was dependent on 
the environmental time. To check the accuracy of these results, we also 
trained the model on the dataset of old mice in LD and predict the 
circadian phase in young and old mice (Supplementary Figure S13). 
The results showed a similar delay of the estimated time in old mice 
in the subjective dark period in DD, and an overall time delay in 

FIGURE 5

Circadian rhythm components in EEG power. (A,B) Peak time (A) and amplitude (B) of the EEG power rhythm at each frequency obtained from the 
hourly EEG power spectra in LD conditions. (C,D) Peak time (C) and amplitude (D) of the EEG power rhythm in DD conditions. Error bars indicate 
standard error. Blue and red dots represent values for young and old mice, respectively. Yellow and gray areas indicate light and dark conditions, 
respectively. The interval of each frequency is 0.1 Hz. The results of the comparison of young and old mice by Mardia–Watson–Wheeler test for peak 
time and t-test for amplitude at each time point are shown in Supplementary Figure S6.
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FIGURE 6

Accuracy of estimation of circadian phase using EEG power spectra in different algorithms. (A) Accuracy of the models constructed by each algorithm. 
The accuracies are shown for each sleep–wake stage, for hourly spectral averages that do not distinguish between sleep–wake stages, and for spectra 
of all stages. The red dotted line indicates the highest value. Each value is the average of five trials. SVM, support vector machine. (B) Importance of 
each frequency at each sleep–wake stage for time estimation. Blue dots (COS) represent the importance of morning/evening discrimination, and 
yellow points (SIN) represent the importance of day/night discrimination. (C) Importance of each sleep–wake stage for time estimation.

FIGURE 7

Estimation of subjective circadian phase based on EEG power spectra. (A) Estimated subjective time of mice in each condition using the model built 
based on the EEG of young mice in LD conditions. Blank circles represent the individual data, and red points represent the mean value of each time. 
(B) Difference in estimated time between young and old mice. The values shown in the figures are averages of time differences. Yellow and gray areas 
indicate light and dark conditions, respectively. The results of the comparison of young and old mice by Mardia–Watson–Wheeler test at each time 
point are shown in Supplementary Figure S8.
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LD. This confirmed that the circadian rhythm of old mice tend to 
be delayed. However, the phase delay in the dark period was modest 
compared to the results of the model trained using the dataset of 
young mice. We also estimated the subject time based on the spectrum 
of each sleep–wake stage. We observed that the phase in old mice was 
delayed at night during NREM sleep, although the circadian times 
were strongly disturbed during REM and wakefulness at night 
(Figure 8; Supplementary Figure S14). In particular, the circadian 
fluctuation in the amount of REM sleep was not largely affected 
(Figure 2); nevertheless, the phase estimated by the spectral power was 
disturbed during REM sleep (Figure 8).

4. Discussion

In this study, we analyzed the sleep–wake patterns of young and 
aged mice and extracted the circadian rhythm component of each 
EEG power spectrum to simultaneously assess sleep and circadian 
rhythms modulated by aging. First, we confirmed the reduction in the 
amplitude of rhythms in sleep–wake patterns with aging owing to a 
decrease in wakefulness during the dark period (Figure 2; Wimmer 
et  al., 2013; Panagiotou et  al., 2017; McKillop et  al., 2018). 
Subsequently, we extracted the circadian rhythm components in the 
EEG power spectra at each stage. The presence of spontaneous 
rhythms in EEG power spectra, even under constant dark conditions 
(Figures 3–5), suggests regulation by the internal clock. The peak time 

and amplitude of the EEG power rhythms varied according to the 
frequencies and sleep–wake stages. Notably, in aged mice, the 
amplitude of the circadian rhythm in the EEG tended to be attenuated, 
particularly during NREM sleep and wakefulness. Furthermore, 
we  employed machine learning to evaluate the modulation of 
circadian rhythms in aged mice with a high temporal resolution 
(Figure 7). We showed that the phase of circadian rhythm was delayed 
in aged mice only during the dark period, and the delay was more 
obvious during REM sleep and wakefulness than in NREM sleep. 
These results confirm that the attenuation and phase delay of circadian 
rhythms with aging occurred at the EEG level and that the effects of 
aging on circadian rhythm and sleep–wake behavior depend on sleep–
wake stages (wakefulness, NREM or REM) and time of day (circadian 
phase), respectively.

We extracted circadian rhythm components from the EEG power 
spectrum. The results showed different circadian rhythms among sleep–
wake stages. Previous studies also showed that the delta power (0.5–4 Hz) 
rhythm of NREM has a peak around ZT0 (Wisor et al., 2008; Wimmer 
et al., 2013), and the 5–7 Hz rhythm of REM and WAKE has a peak 
around ZT6 (Yasenkov and Deboer, 2010). These results are consistent 
with our results (Figure 5). In aged mice, the amplitude of the EEG power 
rhythm was attenuated, especially at 4 Hz (delta wave), during 
NREM. Delta power is an indicator of sleepiness or sleep quality because 
the lack of sleep, such as sleep deprivation, strengthens it (Åkerstedt and 
Gillberg, 1990; Wisor et al., 2008). Thus, it is predicted to be rhythmic, 
lagging behind the sleep–wake pattern, as shown in our results (Figure 5). 

FIGURE 8

Subjective circadian phase in each sleep–wake stage in LD (A) and DD (B) conditions. Blank circles represent the individual data, and red points 
represent the mean value of each time. The time difference between young and old mice and the results of the comparison of young and old mice by 
Mardia–Watson–Wheeler test at each time point are shown in Supplementary Figures S13, S14.
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However, although delta wave usually refers to between 0.5–4 Hz wave, 
the peak time of the EEG power rhythm and the effect of aging vary even 
between them (Figure 5). 0.5 Hz wave showed the peak during the light 
phase and was not affected by aging. On the other hand, the rhythm of 
4 Hz wave power peaks in the middle of the night and was significantly 
attenuated by aging. Therefore, it is likely that these delta powers are 
largely influenced by sleep pressure, but also affected by other factors such 
as the circadian clock. The amount of sleep in the old mice increased at 
night, and the amplitude of the rhythm of the sleep–wake pattern 
decreased (Figure  2). These results indicate an association between 
circadian rhythm attenuation and aging and sleep disorders in the elderly. 
Moreover, disturbances in circadian rhythm in old mice also appeared at 
night, which is the active period for these animals (Figure 8). Although it 
remains unknown whether these changes are caused by changes in either 
circadian rhythm or sleep, the fact that age-associated changes in circadian 
rhythm and sleep–wake behavior are time-dependent suggests the need 
for time-dependent treatment of sleep and circadian rhythm disorders.

Although many studies have analyzed EEG for sleep analysis, few 
studies have focused on the phase of the circadian rhythm. In general, 
manual EEG analysis is time-consuming and can create bias by the 
analyst, making it difficult to evaluate circadian rhythms using the 
same criteria. Thus, we used the neural network model developed in 
a previous study (Tezuka et al., 2021) for sleep–wake stage scoring. 
One intent of this analysis was to demonstrate that circadian rhythms 
can be analyzed using large-scale EEG data. By combining automated 
sleep–wake stage scoring with circadian time prediction, it is possible 
to analyze circadian rhythms for large-scale data from various EEG 
databases without any bias. Notably, because the estimation method 
does not require long-term (over 1 d) recording of EEG to output the 
circadian phase, short-term EEG data, which were not intended to 
examine circadian rhythms, can be subjected to re-analysis using our 
method. We utilized this model in the current study because one of its 
features is the use of environmental time as one of its inputs, which 
reduces the time-dependent sleep scoring errors. In addition, because 
the model is capable of real-time analysis of sleep–wake stages, real-
time circadian rhythm phase analysis would also be possible using our 
methods. Newer models have been proposed for machine learning 
EEG analysis; therefore, the accuracy of circadian rhythm phase 
estimation may also be improved using the latest models (Craik et al., 
2019; Phan and Mikkelsen, 2022;Koyanagi et al., 2023). We propose 
that automated and spontaneous evaluation of sleep and circadian 
rhythms can be  useful for high-throughput mutant screening, in 
which sleep and circadian rhythms are usually evaluated by 
separate screenings.

We estimated the subjective circadian time of mice using machine 
learning, and the estimated times were proportional to the 
environmental time under both LD and DD conditions. This indicates 
that EEG rhythms at each sleep–wake stage were not merely responses 
to light–dark transitions but clock-driven spontaneous rhythms and that 
it is possible to evaluate the phase of circadian rhythms without a long 
measurement period, as in behavioral analysis. However, even in young 
control mice, the estimation results were disturbed during the second 
half of the dark period. This may result from the increase in sleep 
amount at this time. The method of averaging hourly spectra may not 
provide sufficient data to evaluate the differences in sleepiness between 
light and dark periods. Therefore, it is necessary to develop methods that 
utilize higher-temporal-resolution data for time prediction. For 
example, previous studies have shown the existence of circadian 

periodicity in fractal structures in EEG (Croce et al., 2018). A more 
detailed extraction of circadian rhythm components in EEG will enable 
the evaluation of circadian rhythm phases with higher accuracy and 
temporal resolution. Apart from EEG and EMG, mice exhibit various 
other biological rhythms such as body temperature and endocrine 
rhythms. Simultaneous measurement of these rhythms with EEG can 
improve our understanding of circadian rhythm changes associated 
with aging, and potentially enhance our ability to predict circadian 
rhythms. The circadian time estimated for the old mice were highly 
disturbed during the night period (Figures 7, 8). However, the disruption 
was more modest when based on the old mice dataset 
(Supplementary Figure S13). It is assumed that when the old mice 
dataset was used for training, EEG powers that had no or weak rhythms 
in the old mice were not used for the estimation, leading to a more stable 
estimated circadian time in the old mice. In other words, the loss of the 
circadian rhythm component in the old mice might have caused the 
delay in the estimated time during nighttime in the old mice. Therefore, 
further development of analysis methods may be necessary to estimate 
the circadian phase reliably, regardless of the dataset used for training.

As demonstrated by previous studies and the present study, aging has 
a significant impact on circadian rhythm and sleep. Moreover, circadian 
rhythm disturbances and sleep disorders also accelerate aging (Kondratov 
et  al., 2006; Sadeghmousavi et  al., 2020; Carroll et  al., 2021; Acosta-
Rodríguez et al., 2022). Therefore, because aging, circadian rhythm, and 
sleep are mutually influential, it is difficult to evaluate them individually. 
Furthermore, circadian behavior has been conventionally analyzed using 
the quantitative fluctuation of behavior (such as counts of wheel-running 
and amounts of sleep) but not from the qualitative aspect. In the present 
study, we reconstructed the circadian phases during each sleep–wake 
stage separately based on spectrum analysis (Figure 8). The results showed 
that the circadian phases in the aged mice were delayed during NREM 
sleep, although significantly disrupted during REM sleep and wakefulness, 
indicating that aging affects circadian rhythms during each stage; 
however, these mechanisms may be  independent. The present study 
indicates that analysis of circadian rhythms using EEG is useful to more 
deeply understand the effect of factors such as aging, which affect both 
sleep–wake and circadian rhythms.
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Introduction: Aging impairs the function of the central circadian clock in 
mammals, the suprachiasmatic nucleus (SCN), leading to a reduction in the 
output signal. The weaker timing signal from the SCN results in a decline in 
rhythm strength in many physiological functions, including sleep–wake patterns. 
Accumulating evidence suggests that the reduced amplitude of the SCN signal 
is caused by a decreased synchrony among the SCN neurons. The present study 
was aimed to investigate the hypothesis that the excitation/inhibition (E/I) balance 
plays a role in synchronization within the network.

Methods: Using calcium (Ca2+) imaging, the polarity of Ca2+ transients in response 
to GABA stimulation in SCN slices of old mice (20–24 months) and young controls 
was studied.

Results: We  found that the amount of GABAergic excitation was increased, 
and that concordantly the E/I balance was higher in SCN slices of old mice 
when compared to young controls. Moreover, we  showed an effect of aging 
on the baseline intracellular Ca2+ concentration, with higher Ca2+ levels in SCN 
neurons of old mice, indicating an alteration in Ca2+ homeostasis in the aged 
SCN. We conclude that the change in GABAergic function, and possibly the Ca2+ 
homeostasis, in SCN neurons may contribute to the altered synchrony within the 
aged SCN network.

KEYWORDS

excitatory/inhibitory balance, suprachiasmatic nucleus, calcium imaging, old mice, 
circadian, chloride transporters

1. Introduction

In mammals, the suprachiasmatic nucleus (SCN) functions as a master circadian clock that 
drives 24 h rhythms in both physiology and behavior. Based on molecular feedback loops, 
individual SCN neurons generate ~24 h rhythms in gene expression and cellular processes that 
in turn regulate electrical activity rhythms (Buhr and Takahashi, 2013; Hastings et al., 2018). 
This circadian rhythmicity is maintained when the SCN neurons are isolated, demonstrating 
that single cells function as cell autonomous oscillators (Welsh et al., 1995, 2010; Reppert and 
Weaver, 2002). Through synchronization and coupling, these individual SCN neurons produce 
a coherent output signal in ensemble electrical activity with a peak in the subjective day and a 
trough in the subjective night, which is conveyed to other brain areas and the periphery 
(Ramkisoensing and Meijer, 2015). Misalignment of single cell oscillators leads to a disruption 
or loss of SCN rhythm at the tissue level and consequently to malfunction of peripheral clocks. 
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This can have detrimental effects on human health and is associated 
with, for instance, cancer, cardiovascular, metabolic, and immune 
disorders (Roenneberg and Merrow, 2016; Patke et al., 2019). Aging 
promotes such circadian dysfunction by impacting the clock 
machinery on different levels (Buijink and Michel, 2021). Vice versa, 
the dysfunctional circadian clock has detrimental effects on the course 
of aging and is a risk factor for age-related diseases (Kondratova and 
Kondratov, 2012; Fonseca Costa and Ripperger, 2015). Understanding 
age-related mechanisms of clock dysfunction can therefore help 
identifying targets to intervene in this vicious cycle.

In both humans and animal models, age-related changes often 
lead to a reduction in behavioral activity levels and fragmented sleep–
wake rhythms (Dijk and Duffy, 1999; Hofman and Swaab, 2006; 
Farajnia et al., 2012), a longer latency to re-entrain to shifted light–
dark schedules (Biello, 2009; Froy, 2011), and the inability to adapt to 
a different photoperiod (Buijink et al., 2020). These behavioral deficits 
are likely the effect of age-related attenuation of the timing signal 
generated by the SCN network (Oster et  al., 2003; Farajnia 
et al., 2014a).

Both in vivo and ex vivo studies showed a significant reduction in 
the amplitude of the ensemble electrical activity rhythm of the aged 
SCN (Satinoff et al., 1993; Watanabe et al., 1995; Nakamura et al., 
2011; Farajnia et al., 2012), which can partly be explained by decreased 
synchronization within the SCN network. Ex vivo electrophysiological 
recordings of subpopulations in SCN slices of aged mice showed 
redistribution of phases with a second cluster in the middle of the 
night. In contrast, peaks in SCN electrical activity in young control 
slices only clustered around the middle of the day (Farajnia 
et al., 2012).

An important neurotransmitter that plays a role in synchronization 
within the SCN network is γ-aminobutyric acid (GABA), which is 
expressed in almost all SCN neurons (Moore and Speh, 1993; 
Abrahamson and Moore, 2001). Although the precise role for GABA 
in the process of synchronization is still under debate (Ono et al., 
2020), the number of GABAergic synaptic terminals in the SCN are 
diminished by 26% due to aging (Palomba et al., 2008) and GABAergic 
postsynaptic currents are reduced in frequency and amplitude 
(Nygard et al., 2005; Farajnia et al., 2012). Interestingly, GABA has the 
ability to act both as an inhibitory and excitatory neurotransmitter in 
SCN neurons and therefore contributes to plasticity in the excitatory/
inhibitory (E/I) balance within the SCN (Albus et al., 2005; Choi et al., 
2008). A narrow control over the E/I balance in neuronal networks is 
known to be critical for proper brain function and E/I imbalance—
often caused by a reduction in GABAergic activity—has been 
correlated with aging-related deficits and the pathogenesis of several 
neurodegenerative diseases (Rissman and Mobley, 2011; Legon et al., 
2016; Tran et al., 2019; Bruining et al., 2020). The possible effects of 
aging on the polarity of GABAergic signaling and the corresponding 
E/I balance in the SCN have not yet been studied.

Here, we  investigated the aging effect on the GABAergic E/I 
balance by measuring intracellular calcium levels. Specifically, 
we determined the polarity of Ca2+ transients in response to GABA 
stimulation in SCN slices of old mice (20–24 months) and young 
controls during the day, and tested our hypothesis that aging leads to 
an increment in excitatory responses to GABA. We confirmed that the 
E/I balance shifted towards more excitation in SCN slices of old mice 
compared to young controls. Furthermore, we found an effect of aging 
on the baseline intracellular Ca2+ concentration ([Ca2+]i) and 

intracellular Ca2+. The cells measured from the SCN slices of old mice 
showed a higher [Ca2+]i during the day compared to the cells from the 
young controls. Analysis of Ca2+ transients’ kinetics in response to 
depolarizations showed slower increase reaching higher peak 
amplitudes in old SCN neurons, suggesting higher buffer capacity, but 
also larger Ca2+ influx compared to young. This may contribute to high 
basal [Ca2+]i and dysfunctional Ca2+ signaling in the old SCN neurons 
amplifying the effect of increased E/I ratios.

2. Materials and methods

2.1. Animals

Young (2–4 months, N = 11) and old (20–24 months, N = 9) male 
C57BL/6 mice (Janvier Labs, Saint-Berthevin, France) were housed in 
a climate controlled environment (21°C, 40%–50% humidity) with 
full-spectrum diffused lighting with an intensity between 50 and 
100 lux (Osram truelight TL) and ad libitum access to food and water 
throughout the experiment. The mice were kept in groups of 2–4 mice 
on an equinoctial photoperiod of 12:12 h light–dark (LD 12:12) cycle. 
Mice older than 20 months received, in addition to the regular food, 
hydration and nutritional gels as supportive care. The animals were 
kept under these conditions for at least 4 weeks prior to the ex vivo 
experiments. Ex vivo experiments were performed within a 4-h 
interval centered around the middle of the day, zeitgeber time (ZT) 6.

2.2. Slice preparation

After decapitation, brains were quickly removed and placed into 
modified ice-cold artificial cerebrospinal fluid (ACSF), containing (in 
mM): NaCl 116.4, KCl 5.4, NaH2PO4 1.0, MgSO4 0.8, CaCl2 1, MgCl2 
4, NaHCO3 23.8, glucose 15.1, and 5 mg/L gentamycine (Sigma 
Aldrich, Munich, Germany) and saturated with 95% O2–5% CO2. 
Coronal hypothalamic slices containing the SCN (250 μm) were cut 
using a vibratome (VT 1000S, Leica Microsystems, Wetzlar, Germany) 
and sequentially maintained in a holding chamber containing regular, 
oxygenated ACSF (CaCl2 increased to 2 mM and without MgCl2). The 
slices were incubated in a water bath (37°C) for 30 min and were then 
maintained at room temperature until the start of the recordings.

2.3. Ca2+ imaging

Neurons in brain slices were bulk-loaded with the ratiometric, 
membrane permeable Ca2+ indicator dye fura-2-acetoxymethyl ester 
(Fura-2-AM, Teflabs, Austin, United  States). First, the slices were 
transferred from the holding chamber to a 35 mm petri dish and 
reviewed under the microscope. The side of the slide that contained 
(the larger part of) the SCN was placed up and the ACSF was removed 
from the petri dish. One drop of highly concentrated Fura-2-AM 
(998 μM) was placed on the SCN of each slice for 1 min after which 
1 mL of a mix of ACSF containing 7 μM Fura-2-AM was added to the 
slices. The slices stayed in this mixture for 1 h on room temperature 
while maintained saturated with 95% O2–5% CO2. The slices were 
then rinsed four times with fresh ACSF before being transferred back 
into the holding chamber where they stayed another hour on room 
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temperature. After this loading protocol, the slices were moved (one 
by one) to a recording chamber (RC-26G, Warner Instruments, 
Hamden, CT, United States) mounted on the fixed stage of an upright 
fluorescence microscope (Axioskop  2-FS Plus, Carl Zeiss 
Microimaging, Oberkochen, Germany) and constantly perfused with 
oxygenated ACSF (2.5 mL/min) at room temperature. The indicator 
dye was excited alternatively at wavelengths of 340 and 380 nm by 
means of a monochromator (Polychrome V, TILL Photonics; now FEI 
Munich GmbH, Munich, Germany). Emitted light (505 nm) was 
collected by a 40x objective and detected by a cooled CCD camera 
(Sensicam, TILL Photonics; now FEI Munich GmbH, Munich, 
Germany), and images were acquired at 2 s intervals. It can be expected 
that Fura-2 will label neurons as well as astrocytes, however the 
morphology of Fura-2-filled SCN astrocytes is distinct from SCN 
neurons (Svobodova et al., 2018), and the threshold for Ca2+ responses 
to elevated K+ application is higher in astrocytes (Duffy and MacVicar, 
1994). We are therefore confident that our recordings were performed 
on SCN neurons. The slices settled in the recording chamber for at 
least 5 min before the start of the recordings. After 1 min of baseline 
recording, GABA (Sigma Aldrich, Munich, Germany;200 μM, 15 s) 
was applied locally using an eight-channel pressurized focal 
application system (ALA-VM8, ALA scientific instruments, NY, 
United States), and Ca2+ transients were recorded. After two GABA 
pulses, 1 min apart, and another minute of recording in which the Ca2+ 
transients returned to baseline, ACSF containing elevated levels of K+ 
(“high K+” 20 mM, 15 s) was applied to identify healthy neurons, but 
also to determine the Ca2+ buffer capacity of the cell. Cells with at least 
10% increase in [Ca2+]i in response to K+ were considered to be healthy. 
The experiments as well as the analysis were accomplished using 
imaging software (TILLvision, TILL Photonics; now FEI Munich 
GmbH, Munich, Germany).

2.4. Data analysis and statistics

Single-wavelength images were background subtracted and ratio 
images (340/380) were generated. Regions of interest were generated 
to define cells and mean ratio values were determined, from which the 
intracellular Ca2+ concentration was calculated. Neuronal Ca2+ 
responses were further analyzed using IGOR Pro (WaveMetrics, 
Portland, OR, United States). Cells with an amplitude less than 10% 
of baseline values in response to elevated levels of K+, or cells with 
instable (rising or falling) baselines or baselines >600 nM were 
excluded from analyses. These criteria will eliminate cells that are 
severely dysfunction or in apoptosis, but we still expect to be able to 
record aging-related changes in the SCN slices. Previous work has 
shown that aging induces rather specific loss of neuronal function 
(i.e., circadian modulation of ion channel activity) but not overall 
diminishing of neurons or even GABAergic signaling (Farajnia et al., 
2012). The transient responses in Ca2+ concentration within the first 
seconds after the stimulation were evaluated, with responses smaller 
than ±10% of baseline values defined as non-responding cells. GABA-
evoked responses showing Ca2+ transients with a decrease in 
amplitude of more than 10% from baseline were considered inhibitory 
and responses with an increase of more than 10% from baseline were 
defined as excitatory. Cells that showed both excitatory and inhibitory 
responses after a single GABA stimulation were defined as biphasic. 
Per animal, one to three SCN slices were analyzed and the Ca2+ 

responses to GABA application were measured in typically 60–160 
cells. For each animal, the distribution of the different types of 
responses and the E/I ratio were determined. To calculate the mean 
E/I ratio, the number of cells that responded excitatory was divided 
by the number of cells that responded inhibitory per animal (i.e., slices 
from 1 animal were pooled) and averaged per group. In total 
we measured 924 cells in 27 slices from 9 old mice and 1,204 cells in 
26 slices from 11 young mice.

Ca2+ transients in response to high-K+ application were analyzed 
using a custom-made Python script (3.8.10). Basal intracellular Ca2+ 
concentration ([Ca2+]i) before the GABA application was represented 
by the mean of 10 measurements before treatment. The amplitude of 
[Ca2+]i transients was defined as the difference between peak and 
baseline value. Values extending more than three times the standard 
variation in the data set were excluded. The time constant of the rising 
phase (tau) was calculated by fitting an exponential curve into the 
interval between the start of the high-K+ rise (defined as the first value 
2.5 standard deviations above the baseline) and the maximum value 
of [Ca2+]i for the high-K+ transient. Fitted curves with an r-squared 
value lower than 0.95 were excluded.

Statistical analyses were performed using GraphPad Prism (San 
Diego, CA, United  States) and IBM SPSS statistics version 25 
(Armonk, NY, United States). The effect of age on the GABAergic 
response types, [Ca2+]i baselines and high K+ responses were tested 
using generalized estimating equations (GEE) models, with brain slice 
as a grouping variable. The resulting p-values underwent Bonferroni 
correction to account for multiple testing. When single variable 
comparisons were drawn between the two age groups, two-sided, 
unpaired t-tests with Welch’s correction were performed. Differences 
with p ≤ 0.05 were considered significant.

3. Results

3.1. GABAergic excitation increased in old 
SCN

We investigated the effect of aging on the GABAergic activity in 
SCN neurons by recording GABA-induced single cell Ca2+ transients 
in SCN slices from old (20–24 months) and young (2–4 months) mice 
(Figure 1A). In each SCN slice, we recorded a combination of transient 
increases, decreases, or no changes in [Ca2+]i in response to GABA 
application (non-responders). In another subset of SCN neurons 
we  recorded a biphasic response to GABA. The amplitude of the 
GABAergic responses did not differ between the old and the young 
SCN neurons (Supplementary Figure S1, inhibition; old: 
−66.53 ± 5.39 nM, n = 433, young: −59.87 ± 1.82 nM, n = 691, p = 1.0, 
excitation; old: 58.90 ± 4.32 nM, n = 313, young: 62.73 ± 5.03 nM, 
n = 322, p = 1.00). The percentages of the different GABAergic response 
types differed between old and young animals. Old SCN slices 
exhibited significantly more excitatory responses to GABA as 
compared to SCN slices of young controls (Figure  1B; 
Supplementary Figure S2, old: 32.99 ± 3.17%, n = 9, young: 
23.41 ± 2.29%, n = 11, p = 0.044). This increase in GABAergic excitation 
leads to an increase in the E/I balance in old SCN slices, as compared 
to young SCN slices (Figure  1C, old: 0.80 ± 0.12, n = 9, young: 
0.48 ± 0.07, n = 11, p = 0.034). These results show that aging affects the 
polarity of responses to GABA.
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3.2. Age-related increase in GABAergic 
excitation mainly in posterior part of the 
SCN

Several studies have shown that the amount of GABAergic 
excitation varies between the different SCN areas in rats (Albus et al., 
2005; Choi et al., 2008; Irwin and Allen, 2009). Therefore, we tested 
whether there were regional differences in the distribution of the 
GABAergic response types along the anteroposterior and the 
dorsoventral axis. We defined regions by earlier described landmarks 
like the shape of the optic chiasm and the distance to the 3rd ventricle 
(Morin et al., 2006; see Supplementary Figure S3).

When comparing young and old, the posterior part of the SCN 
was the only region showing significant differences with more 
GABAergic excitation and less inhibition (Figures 2C,D, excitation; 
old: 45.05 ± 6.24%, N = 9, young: 19.98 ± 4.14%, N = 5, p = 0.001, 
inhibition; old: 36.81 ± 5.53%, N = 9, young: 60.62 ± 4.89%, N = 5, 

p = 0.04).The calculated E/I balance was also significantly different 
between young and old in the posterior SCN slices (Figure 2E, old: 
1.08 ± 0.20, N = 8, young: 0.36 ± 0.10, N = 5, p = 0.003). No differences 
in GABAergic responses or E/I balance were observed in the central 
part of the SCN slices of young and old mice (Figures 2B,E, E/I ratio; 
old: 0.79 ± 0.19, N = 10, young: 0.73 ± 0.12, N = 10, p = 0.767). There 
were also no significant differences in GABAergic responses between 
the dorsal and ventral SCN, both for the old and young mice (Figure 3).

3.3. Altered Ca2+ homeostasis in old SCN 
neurons

To examine whether the baseline [Ca2+]i changes with aging, 
we  compared [Ca2+]i (determined by the average [Ca2+]i in a 20 s 
interval before GABA application) in SCN neurons from old and 
young mice during the day. We found higher baseline [Ca2+]i levels in 

FIGURE 1

More GABAergic excitation in SCN slices from old mice. (A) Upper panels: examples of fura-2-AM loaded SCN neurons in slices from young (left) and 
old (right) mice. Color scale indicates fluorescence at 380  nm excitation in arbitrary units (Scale bar, 20  μm). Lower panels: example traces of Ca2+ 
transients in response to two GABA administrations recorded from one SCN slice from a young (left) and old (right) mouse. Excitatory responses are 
shown in blue, inhibitory responses in orange and non-responding cells in black (Scale bars, 50  nM, 20  s). (B) The percentages of inhibitory, excitatory, 
non-responding, and biphasic cells. Each dot represents the mean percentage of responses per response type per SCN. Every single dot in one 
response type category adds up to 100% together with the corresponding dots in the other categories. (C) E/I ratio’s in young and old mice, 
determined by dividing the number of excitatory responses by the number of inhibitory responses measured from each SCN. Open dots represent 
values from young mice (n  = 11) and filled, green dots represent values from old (n  =  9) mice. Bars indicate mean  ±  SEM. *p  <  0.05, **p  <  0.01; distribution 
of GABAergic response types: GEE with Bonferroni correction (B), E/I ratio: unpaired t-test with Welch’s correction (C).
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cells of the old SCN, when compared to the young SCN neurons 
(Figure 4A, old: 150.17 ± 3.78 nM, n = 924, young: 132.09 ± 2.28 nM, 
n = 1,204, p < 0.0001). We also wondered if GABAergic response types 
were correlated to different baseline levels of [Ca2+]i. Interestingly, the 
age-related increase in basal [Ca2+]i was restricted to cells responding 
to GABA with either inhibition or excitation, but not found in 
non-responding cells or cells with a biphasic response to 
GABA. Baseline [Ca2+]i was higher in old SCN neurons that exhibited 
GABAergic inhibitory as well as excitatory responses, when compared 
to young SCN neurons (Figure 4B, inhibition; old: 160.80 ± 6.80 nM, 
n = 419, young: 134.10 ± 2.78 nM, n = 632, p = 0.000092, excitation; old: 
135.10 ± 4.75 nM, n = 296, young; 116.10 ± 3.88 nM, n = 270, p = 0.004).

These results suggest that Ca2+ homeostasis in the SCN neurons is 
affected by age and the GABAergic response type is correlated to the 
baseline [Ca2+]i in young and old SCN. To further investigate this, 

we  analyzed the kinetics and amplitude of the high-K+ response, 
which can be  influenced by alteration in the intracellular Ca2+ 
buffering system. We  found that the rise time of the Ca2+ influx 
increased in aging SCN neurons (Figure 5C; Young; median = 9.48 s, 
IQR = 8.92 s. Old; median = 10.24, IQR = 11,06, p = 0.045), while there 
were no differences in amplitude of the peak response (Figure 5B, 
p = 0.205). However, we found regional differences in amplitude of 
Ca2+ transients between young and old SCN with larger impact in the 
central and dorsal regions on the amplitude of the response 
(Figures 5D,E, central: p = 0.006; dorsal: p = 0.018). We could not find 
a significant change in rise time in the subregions (anterior: p = 1.0; 
central: p = 0.609; posterior: p = 0.795). This implies an increased 
buffering capacity of the SCN causing the slower rise, but also an 
increased net Ca2+ influx in the central subregion leading to a larger 
response during excitation of the neurons.

FIGURE 2

Spatial differences in GABAergic responses along the anteroposterior axis. (A–C) The percentages of inhibitory, excitatory, non-responding, and 
biphasic cells in the anterior (A), central (B), and posterior (C) part of the young and old SCN. Each dot represents the mean percentage of responses 
per response type per SCN. Every single dot in one response type category adds up to 100% together with the corresponding dots in the other 
categories. (D) Distribution of GABAergic response types for the anterior, central, and posterior part of the young (left) and the old (right) SCN. Orange 
represents the percentage of inhibitory responses, dark blue represents excitatory responses, white represents non-responding cells, and light blue 
represents biphasic responses. The value on top of the bar shows the total number of cells measured. (E) E/I ratios per SCN region in young and old 
mice, determined by dividing the number of excitatory responses by the number of inhibitory responses measured from different parts of the SCN 
along the anteroposterior axis. Open dots represent values from young mice and filled, green dots represent values from old mice. Bars indicate 
mean  ±  SEM. **p  <  0.01; distribution of GABAergic response types: GEE with Bonferroni correction (A,B,C,E).
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4. Discussion

In this study we examined the effect of aging on the GABAergic 
E/I balance and on intracellular Ca2+ levels in the mammalian 

pacemaker. Our results demonstrate that aging affects the response 
polarity, and thus the function, of GABA, which is the most abundant 
neurotransmitter in the SCN. We  measured significantly more 
GABAergic excitatory responses in SCN slices from old mice when 

FIGURE 3

GABAergic responses along the dorsoventral axis. (A) Distribution of GABAergic response types for the ventral and dorsal part of the young (left) and 
the old (right) SCN. Orange represents the percentage of inhibitory responses, dark blue represents excitatory responses, white represents non-
responding cells, and light blue represents biphasic responses. The value on top of the bar represents the total number of cells measured. (B,C) The 
percentages of inhibitory, excitatory, non-responding, and biphasic cells in the dorsal and ventral part of the young (B) and old (C) SCN. Each dot 
represents the mean percentage of responses per response type per SCN sub-region. Every single dot in one response type category adds up to 100% 
together with the corresponding dots in the other categories. Filled triangles represent values from the ventral part and open triangles represent values 
from the dorsal part of the SCN. Bars indicate mean  ±  SEM. GEE for each category with Bonferroni correction (B,C) n. s.

FIGURE 4

Baseline [Ca2+]i is higher in old SCN neurons. (A) Violin plots show baseline [Ca2+]i levels (nM) from all SCN neurons measured in slices from young 
(n  =  1,204) and old (n  =  924) mice. (B) Violin plots show baseline [Ca2+]i levels (nM) from all SCN neurons measured categorized per GABAergic response 
type. White violins represent data from young mice and grey violins represent data from old mice. Violin plots show median and quartiles, **p  <  0.01, 
****p  <  0.0001, unpaired t-test with Welch’s correction (A), GEE with Bonferroni correction (B).
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compared to slices from young controls. Particularly, in the posterior 
part of the old SCN we  found significantly more excitation and 
significantly less inhibition compared to the young SCN. Accordingly, 
we recorded increased E/I ratios in SCN slices from old mice. We also 
demonstrate that the baseline [Ca2+]i is higher in SCN cells from old 
mice, compared to young mice. This is interesting considering that 
Ca2+ is an important intracellular signaling molecule and critical for 
molecular rhythm generation (Lundkvist et al., 2005). Given previous 
studies on the aging SCN, we are confident that our data reflect the 
impact on aging on neuronal physiology and we  try to exclude 
pathological phenomena by our exclusion criteria. However, the aging 
process is a continuum and the border to pathology is not always 
clear-cut. The number of cells unresponsive to GABA application was 
not significantly different between young and old animals, suggesting 
that aging did not severely compromise GABAergic signaling per se 
and our results are reflecting specific aging-dependent changes like 

reported earlier for circadian modulation of ion channel activity 
(Farajnia et al., 2012). Still, additional experiments for future studies 
could include perforated patch recordings for determining E/I 
(Farajnia et al., 2014b) and Fura-2 titration via a patch electrode to 
measure the calcium homeostasis in more detail (Neher, 1995).

GABA is known to elicit both inhibitory and excitatory responses 
in the central clock (Choi et al., 2008; Irwin and Allen, 2009; Farajnia 
et  al., 2014b) and the polarity of GABAergic activity can switch 
depending on the subregion of the SCN (Albus et al., 2005; Choi et al., 
2008; Irwin and Allen, 2009; DeWoskin et al., 2015; Myung et al., 
2015). We found spatial differences in the distribution of the different 
GABAergic response types, with a significant increase in excitatory 
responses along the anteroposterior axis in the old, but not the young 
SCN (Figures 2A–D). In slices from both young and old mice, we did 
not find a difference in the polarity of the GABAergic responses 
between the ventral and dorsal SCN (Figure 3). The lack of regional 

FIGURE 5

Age-dependent changes in Ca2+ homeostasis. (A) Example of depolarization-induced Ca2+ transient to explain the parameters analyzed and plotted in 
(B–G). (B) Violin plot showing the amplitude of the Ca2+ response to depolarization caused by elevated extracellular K+ for all cells recorded. (C) Rise 
time of the depolarization-induced Ca2+ transient is significantly increased in old SCN neurons compared to young controls. (D,E) Analysis of 
subregions show significant higher amplitude of High K+ response in old neurons of posterior and dorsal SCN compared to young controls. (F,G) Time 
constant of rise in [Ca2+]i is significantly increased in ventral neurons of SCN neurons from old mice compared to young controls. *p < 0.05, **p < 0.01, 
independent samples t-test (B,C), GEE with Bonferroni correction (D–G).
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differences in GABAergic responses between anterior, central, and 
posterior SCN slices of young controls, or between dorsal and ventral 
SCN slices is comparable to a previous study examining the effect of 
photoperiod on the GABAergic responses in the mouse SCN (Farajnia 
et al., 2014b). The spatial organization that we observed in C57BL/6 
mice differed from the spatial pattern previously observed in rat, in 
which there are regional differences found along the dorsoventral axis 
(Albus et al., 2005; Choi et al., 2008; Irwin and Allen, 2009). We have 
no explanation for this difference, but it adheres to anatomical 
differences that are also observed between mice and rats with more 
defined dorsal and ventral subregions in the rat and more interspersed 
neuropeptide distribution in the mouse SCN (Morin et al., 2006).

The reported increase in GABAergic excitation in the old SCN 
suggests an increase in [Cl−]i, since the polarity of the GABAergic 
signal depends in part on the [Cl−]i and the relationship between the 
chloride equilibrium potential (ECl

−) and the membrane potential (Vm) 
(Kaila, 1994; Ben-Ari, 2002). Protein expression of the cation-chloride 
co-transporter responsible for the influx of chloride, the NKCC1, 
displays circadian rhythmicity in hamsters under constant conditions 
and is regulated by environmental lighting conditions, as NKCC1 
protein levels in the SCN of hamsters housed in constant light are 
higher than of hamsters entrained to 14:10 LD cycles or under 
constant darkness (McNeill et al., 2020). There is no clear consensus 
on the distribution of co-transporter expression in the SCN. NKCC1 
protein expression is shown to be higher in the dorsal part of the rat 
SCN at night, with no differences in subregion during the day (Choi 
et al., 2008), however, in hamsters exposed to constant darkness or 
14:10 LD cycles, NKCC1 expression is higher in the ventral SCN 
compared to the dorsal part (McNeill et al., 2020). Another study 
shows higher [Cl−]i during the day than during the night in both the 
ventral and dorsal mouse SCN neurons. Additionally, the KCCs—the 
extruders of chloride—play a major role in [Cl−]i regulation, while 
NKCC1 has a relatively minor role (Klett and Allen, 2017). Our results 
suggest that the—relative or absolute—expression of NKCC1 and/or 
KCC2 may also be  affected by aging, since we  demonstrated an 
alteration in the polarity of the GABAergic response in the old SCN.

4.1. E/I balance and synchronization within 
the SCN network

The increase in excitatory responses in the old SCN may be part 
of mechanisms that contribute to the degree of synchronization within 
the SCN network. Both in vivo and ex vivo studies showed a significant 
reduction in the amplitude of the ensemble electrical activity rhythms 
of the aged SCN that is likely the consequence of decreased 
synchronization within the SCN network (Satinoff et  al., 1993; 
Watanabe et al., 1995; Nakamura et al., 2011; Farajnia et al., 2012). Ex 
vivo electrophysiological recordings showed changes in neuronal 
phase distribution in SCN slices of aged mice (Farajnia et al., 2012) 
and these alterations at the network level underlie the diminished 
SCN output signal. Although the mechanisms that regulate neuronal 
phase distribution in the SCN are still unknown, there are studies 
suggesting that an increase in E/I balance might be responsible for 
modulating the phase distribution (Farajnia et al., 2014b; Rohr et al., 
2019). GABA is expressed in almost all SCN neurons and is, because 
of its dual action as inhibitor and activator, an important contributor 
to the E/I balance in the SCN (Albus et al., 2005; Choi et al., 2008). 

Even though evidence suggest that GABA is involved in phase 
adjustment and synchronization of the SCN network, no consensus 
exists on the precise role of GABA in network synchronization (Ono 
et al., 2020). Our results contribute to this debate by showing increased 
levels of GABAergic excitation in an SCN network that is in a more 
desynchronized state (Farajnia et  al., 2012), suggesting GABA 
regulation is involved in phase distribution. Other studies also suggest 
that GABA does not promote synchrony, or works as a destabilizer or 
phase desynchronizer within the SCN, but these studies do not 
distinguish between GABAergic inhibition or excitation (Aton et al., 
2006; Freeman et al., 2013). Whether there is an actual causal link 
between either the E/I balance and synchronization still needs 
further investigation.

Alterations in the SCN network are involved in aging, as well as 
in the adaptation to photoperiods. As with aging, exposure to a long 
day photoperiod causes more phase dispersal in the SCN (VanderLeest 
et al., 2007; Brown and Piggins, 2009; Buijink et al., 2016) and a switch 
in the polarity of GABAergic activity from inhibition to excitation in 
many SCN neurons (Farajnia et al., 2014b). Farajnia et al. proposes 
that the relation between GABAergic inhibition and excitation may 
contribute to the photoperiod-induced phase adjustments within the 
network. Our results show an increase in the number of excitatory 
GABAergic responses and an increase in the E/I balance in the old 
SCN (Figure 1), similar to the changes in the SCN of mice entrained 
to a long photoperiod, and thus our data support this hypothesis.

4.2. Plasticity in E/I balance in the SCN

The polarity of the GABAergic response in the SCN, and thus the 
E/I balance, can vary depending on time of day or the photoperiod to 
which the animals are exposed (Albus et al., 2005; Choi et al., 2008; 
Farajnia et al., 2014b). In addition, a recent study showed that lighting 
conditions affect the circadian regulation and levels of NKCC1 protein 
expression, and thus the action of GABA (McNeill et al., 2020). The 
plasticity in GABAergic function is thought to support adaptation to 
environmental conditions. It is not clear whether the excitatory action 
of GABA in aging is also functional by contributing to a compensatory 
mechanism to reorganize the neuronal network of the SCN, or else, is 
a consequence of a loss of function in the aging SCN. Moreover, it 
remains to be investigated whether there is still plasticity in the E/I 
balance in the SCN of old mice, or if the increase that we show here is 
static and irreversibly changed in the SCN network. In an recent study 
we were able to show that the aging SCN is still able to adapt its 
molecular clock to different photoperiods as well as the young, 
suggesting that the SCN network is still flexible in aging (Buijink 
et al., 2020).

4.3. Aging and intracellular Ca2+ 
homeostasis in the SCN

One important intracellular component involved in phase 
adjustment is Ca2+, which we  determined in our baseline 
measurements before GABA application. Because of the use of a 
ratiometric dye, we were able to compare baseline [Ca2+]i of SCN 
neurons from slices of old and young mice. Our results show that the 
baseline [Ca2+]i is higher in SCN cells from old mice, compared to 
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young controls (Figure 4) which is in accordance with previous studies 
in other brain areas (Galla et al., 2020; Uryash et al., 2020; Mozolewski 
et  al., 2021). In both young and old SCN slices, the neurons that 
showed GABAergic inhibition exhibited the highest baseline calcium 
levels. GABA induced Ca2+ transients can depend on baseline [Ca2+]i 
(Irwin and Allen, 2009). A possible cause for the relationship between 
baseline [Ca2+]i and GABAergic response type could be the different 
levels of electrical activity of the neuron. At a higher firing rate, the 
[Ca2+]i baseline would be  increased due to influx of Ca2+ through 
voltage-activated Ca2+ channels and an inhibitory input would have a 
larger effect compared to a silent neuron. Also, it is plausible that a 
neuron with a low or high [Ca2+]i may not be able to further lower or 
raise [Ca2+]i after a GABAergic stimulus, respectively.

In addition, we measured changes in kinetics of depolarization 
induced Ca2+ transients. Old neurons in the SCN showed a slower rise 
in [Ca2+]i, but also can reach a higher response peak (Figure 5). Similar 
results were found using patch clamp recordings in old hippocampal 
neurons in rats (Oh et al., 2013), suggesting an increase in buffer 
capacity in aged neurons, but also a larger influx of Ca2+ exhausting 
the homeostatic capacity in longer excitations and driving [Ca2+]i to 
high levels.

Our evidence implies that both baseline calcium levels and 
calcium homeostasis are altered in the old SCN, which could further 
impair cellular phase adjustments. Even though Ca2+ is one of the 
most essential and well-studied signaling molecules, surprisingly little 
is known about the influence of aging on the Ca2+ signaling or Ca2+ 
homeostasis in the SCN. Studies in other brain areas have focused on 
the contribution of plasma membrane Ca2+ pumps, intracellular stores 
like the endoplasmic reticulum, and the mitochondria in aged neurons 
or neurodegenerative disorders (Supnet and Bezprozvanny, 2010; 
Zaidi et al., 2018; Calvo-Rodriguez et al., 2020; Trombetta-Lima et al., 
2021). It should be noted though, that the SCN neurons can already 
tolerate higher levels of [Ca2+]i when compared to other brain areas 
(Diekman et al., 2013). Given the essential role of calcium in both 
intracellular signaling pathways and rhythm generation and its 
association with multiple neurodegenerative disorders (Foster, 2007; 
Berridge, 2013), restoring calcium signaling in old SCN neurons could 
be an interesting target for therapy.

Additionally, maintenance of an adequate balance of excitation 
and inhibition could benefit healthy aging. Several studies have 
shown a shift in E/I balance, with heightened neuronal activity in 
the hippocampus or prefrontal cortex due to decreased inhibitory 
networks (Legon et  al., 2016; Tran et  al., 2019). This loss of 
inhibition, and thus an increased E/I ratio, was correlated to aging 
and the pathogenesis of neurodegenerative disorders (Rissman and 
Mobley, 2011; Bruining et  al., 2020). Moreover, the E/I ratio 
increased in aged rats with impaired memory function, however 
aged rats with unimpaired memory function had similar 
hippocampal E/I ratios as young controls, showing that a proper 
balance between inhibition and excitation is crucial for maintaining 
memory performance during aging (Tran et al., 2019) and stresses 
the importance of an adequate balance in the aged brain. Our study 
demonstrates that the E/I balance of the neuronal network of the 
central clock is also challenged by aging with potential 
consequences for clock function. The stabilization of SCN E/I ratio 
to a healthy range in aging will not only benefit SCN network 
properties, but may also counteract the detrimental effects of the 
clock on neurodegenerative diseases (Leng et al., 2019; Fifel and 
De Boer, 2021).
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Developmental patterning of 
peptide transcription in the central 
circadian clock in both sexes
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Kayla E. Rohr 1† and Jennifer A. Evans 1*
1 Department of Biomedical Science, Marquette University, Milwaukee, WI, United States, 2 Harvard John 
A. Paulson School of Engineering and Applied Sciences, Harvard University, Allston, MA, United States

Introduction: Neuropeptide signaling modulates the function of central clock 
neurons in the suprachiasmatic nucleus (SCN) during development and adulthood. 
Arginine vasopressin (AVP) and vasoactive intestinal peptide (VIP) are expressed early 
in SCN development, but the precise timing of transcriptional onset has been difficult 
to establish due to age-related changes in the rhythmic expression of each peptide.

Methods: To provide insight into spatial patterning of peptide transcription during 
SCN development, we used a transgenic approach to define the onset of Avp 
and Vip transcription. Avp-Cre or Vip-Cre males were crossed to Ai9+/+ females, 
producing offspring in which the fluorescent protein tdTomato (tdT) is expressed 
at the onset of Avp or Vip transcription. Spatial patterning of Avp-tdT and Vip-tdT 
expression was examined at critical developmental time points spanning mid-
embryonic age to adulthood in both sexes.

Results: We find that Avp-tdT and Vip-tdT expression is initiated at different 
developmental time points in spatial subclusters of SCN neurons, with 
developmental patterning that differs by sex.

Conclusions: These data suggest that SCN neurons can be distinguished into further 
subtypes based on the developmental patterning of neuropeptide expression, which 
may contribute to regional and/or sex differences in cellular function in adulthood.

KEYWORDS

circadian, suprachiasmatic nucleus, development, neuropeptide transcription, sex 
differences, spatial mapping

Introduction

Daily rhythms in mammals are programmed by the circadian timekeeping system (Mohawk 
et al., 2012), which ensures that behavior and physiology are well matched to environmental 
conditions over the solar day. In nearly every biological system, cell physiology is modulated by 
autoregulatory genetic feedback loops controlling circadian rhythms in gene expression (Buhr 
and Takahashi, 2013). At the system level, clock tissues in the body are coordinated by a central 
clock in the suprachiasmatic nucleus (SCN), which is necessary for daily rhythms in behavior 
and physiology (Hastings et al., 2018). As the central pacemaker, the SCN processes photic 
inputs from the retina, sustains tissue-level rhythms through local communication, and provides 
outputs to coordinate cellular rhythms in downstream targets. Neural network mechanisms that 
support SCN timekeeping are essential for achieving internal and external coordination of the 
circadian system in an ever-changing environment.

The SCN is a heterogenous network of cellular clocks that displays self-sustained circadian 
rhythms in metabolism, electrical activity, gene/protein expression, and peptide release 
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(Hastings et al., 2018). SCN neurons express the neurotransmitter 
GABA and can be distinguished into different subpopulations based 
on peptide expression (Antle et al., 2003). Two types of SCN neurons 
have been studied in mammals in depth (Abrahamson and Moore, 
2001; Moore et al., 2002; Ono et al., 2021). Located in the SCN shell 
and core respectively, AVP and VIP neurons provide network signals 
that regulate daily rhythms in behavior and physiology (Vosko et al., 
2007; Kalsbeek et al., 2010; Ono et al., 2021). In addition to regional 
patterns of peptide expression, SCN neurons display cellular rhythms 
with spatial gradients that repeat across the network each circadian 
cycle (Hamada et  al., 2004; Evans et  al., 2011; Enoki et  al., 2012; 
Brancaccio et  al., 2013). Spatial gradients in clock function are 
stereotyped across individual animals, are evident in a variety of 
cellular processes, and can be modulated by experience (Inagaki et al., 
2007; Evans et al., 2013). How neural identity maps onto differences 
in cellular function in the SCN network is a key question in the field.

The importance of the SCN clock during adulthood is well 
established, but the process by which SCN circuits form is not fully 
understood (Landgraf et  al., 2014; Bedont and Blackshaw, 2015; 
Carmona-Alcocer et al., 2020). Across mammalian species, SCN 
neurogenesis occurs over the third to fourth quarter of gestation 
(Shimada and Nakamura, 1973; Altman and Bayer, 1978; Davis et al., 
1990; Antle et al., 2005; Kabrita and Davis, 2008). The onset of daily 
rhythms in SCN activity has been detected as early as the end of 
neurogenesis and as late as the first few days after birth (Reppert, 
1992; Shimomura et al., 2001; Sladek et al., 2004; Ohta et al., 2006; 
Wreschnig et al., 2014; Carmona-Alcocer et al., 2018). Despite these 
early milestones, postnatal development is critical for SCN circuit 
formation (Landgraf et  al., 2014; Bedont and Blackshaw, 2015; 
Carmona-Alcocer et al., 2020). Both Avp and Vip transcripts are 
detected in the mouse SCN during late embryonic development 
(Okamura et al., 1983; Vandunk et al., 2011), but transcript and 
peptide levels increase over the first 3 weeks after birth (Hyodo et al., 
1992; Ban et al., 1997; Herzog et al., 2000). Previous work suggests 
that the roles of AVP and VIP in the regulation of SCN function vary 
over development (Wreschnig et  al., 2014; Ono et  al., 2016; 
Carmona-Alcocer et al., 2018; Mazuski et al., 2020), but how these 
peptide circuits mature remains unclear.

One outstanding question concerns spatial patterning of SCN 
circuits during development. Spatiotemporal gradients in SCN 
neurogenesis have been reported, with SCN core neurons appearing 
before those in the SCN shell in mice, rats, and hamsters (Altman and 
Bayer, 1978; Davis et al., 1990; Antle et al., 2005; Kabrita and Davis, 
2008). In the mouse, SCN shell neurons are generated in the middle-
posterior regions before those in the anterior pole (Okamura et al., 
1983; Kabrita and Davis, 2008). These studies suggest that SCN 
neurons in different regions of the network develop at different times, 
but it remains unclear if spatial patterning occurs for other milestones 
in cellular development (e.g., differentiation). Interestingly, previous 
work suggests that the onset of Vip transcription occurs in two distinct 
subclusters of SCN neurons that differ in spatial location and cellular 
function in adulthood (Ban et  al., 1997). One obstacle in 
understanding SCN peptide development is that rhythms in SCN 
transcripts can change as the network matures (Isobe and Muramatsu, 
1995; Ban et al., 1997; Shimomura et al., 2001; Houdek and Sumova, 
2014). The resulting need to conduct a circadian time course at each 
developmental age has limited insight into spatial patterning during 
SCN development.

Here we use a genetic approach to test if SCN neurons display 
spatial patterning of peptide transcription during development. 
This approach uses Cre to permanently label cells with a 
fluorescent reporter at the time of Avp and Vip transcription 
(Harris et al., 2014; Taniguchi, 2014), thus circumventing the need 
to conduct a circadian time course to detect expression of the 
peptide itself. Using this genetic approach, we tracked Avp and Vip 
transcription across the entire SCN at key stages of pre-and post-
natal development. We find that genetically labeled cells in each 
peptide class appear in spatially distinct subclusters over 
development. In addition, we find that biological sex influences 
developmental patterning of Avp and Vip labeling in a manner 
that differs for each SCN peptide class. Collectively, these data 
suggest that SCN neurons can be  distinguished into further 
subclasses based on developmental patterning of 
neuropeptide transcription.

Materials and methods

Mice lines and general husbandry

Mice were bred and raised under a 24-h light–dark cycle with 
12 h of light and 12 h of darkness [LD12:12: lights off: 1800 CST 
defined as Zeitgeber Time 12 (ZT12)]. Throughout life, ambient 
temperature was maintained at 22°C ± 2°C, and mice had ad 
libitum access to water and food (Teklad Rodent Diet 8,604). 
These studies used mice derived from crossing Ai9+/+ females 
(Madisen et al., 2010) with Avp-IRES2-Cre+/− males (Harris et al., 
2014), JAX# 023530, C57Bl/6 background) or Vip-IRES-Cre+/+ 
males (Taniguchi, 2014), JAX# 010908, C57Bl/Jx129S 
background). In the heterozygous progeny of this cross (i.e., Avp-
Cre+/−; Ai9+/− and Vip-Cre+/−; Ai9+/−), Cre recombinase is expressed 
under the Avp/Vip promoter, causing cell-specific expression of 
the red fluorescent protein, tdTomato (tdT) at the onset of peptide 
transcription. For convenience, we refer to these as Avp-tdT and 
Vip-tdT mice. All procedures were conducted according to the 
NIH Guide for the Care and Use of Animals and were approved 
by the Institutional Animal Care and Use Committees at 
Marquette University.

Experimental breeding

To genetically label Avp and Vip neurons over specific 
developmental ages, male Avp-Cre or Vip-Cre mice were paired 
overnight with nulliparious female Ai9+/+ mice. On the morning 
following cohabitation, successful mating was verified by the 
presence of vaginal plugs and designated Embryonic Day 1 (E01). 
Pregnant dams were tracked throughout pregnancy, and the day of 
birth was designated Postnatal Day 0 (P00). Sex and genotype of 
offspring were determined by PCR amplification of Sly/Xlr 
(McFarlane et  al., 2013) and Cre+/− (Jackson Laboratory, oligo 
primers # 18475, 18,474, 10,362), respectively. Both male and 
female mice were used in all experiments, with biological sex 
confirmed by genotyping (McFarlane et al., 2013).
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Brain collection, tissue processing, and 
microscopy

To evaluate specificity of labeling, brains were collected from 
Ai9+/+, Avp-tdT and Vip-tdT mice of both sexes and sectioned in the 
coronal plane (40 μm) prior to mounting onto microscope slides for 
cell counting. To evaluate the correspondence between tdT labeling 
and peptide expression in adulthood, Avp-tdT and Vip-tdT mice of 
both sexes (n = 4-5/sex/genotype, P84, 22 weeks of age) received 1 μl 
colchicine injection into the third ventricle (0.5 μL/min) to slow 
microtubule transport and measure cumulative peptide expression 
over the circadian cycle. Brains were collected 48 h later (ZT06) and 
fixed in 4% paraformaldehyde overnight, cryoprotected in 20% 
sucrose for 4 days, and then sectioned in the coronal plane (25 μm). 
Free-floating slices were washed 6 times in PBS, blocked for 1 h in 
normal donkey serum, incubated for 48 h at 4°C with primary 
antibodies (Rabbit anti-AVP, Millipore AB1565, 1:1 K; Rabbit anti-
VIP, Sigma HPA017324, 1:500), washed 6 times in PBS, incubated for 
2 h at room temperature with secondary antibodies (Alexa Fluor 488, 
Donkey anti-rabbit, JIR 711–545-152, 1:500), and then washed 6 times 
in PBS before mounting in Prolong Anti-Fade medium with DAPI 
(Thermo Fisher, Cat# P36935) and cover slipped. For each experiment, 
slices were imaged by collecting 10X Z-stack images on a Nikon A1R+ 
confocal microscope (Nikon Instruments, Melville, NY, United States). 
The anterior, middle, and posterior SCN slice was identified for each 
sample and used for data analyses. Using ImageJ, a hyperstack 
projection of the Z-stack for each slice from each sample was created, 
and the total number of tdT+ and/or AVP/VIP+ cells was counted 
using the 3D Object Counter module.

To evaluate developmental patterns of Avp-tdT and Vip-tdT 
expression, brains were collected at E16, E18, E19, P01, P03, P05, P10 or 
P84 (i.e., Adult, n = 3–7 mice/sex/genotype, at least 2 litters collected at 
each age). For embryonic ages, pregnant females were anesthetized with 
isoflurane and euthanized by cervical dislocation before pups were 
extracted from the uterus and decapitated. Postnatal mice were 
euthanized by decapitation, whereas adult mice were anesthetized and 
euthanized as described for dams. Brains were collected in the middle of 
the photophase (ZT06), except E19 brains were collected 1 h before 
lights-off. Brains were fixed in 4% paraformaldehyde overnight at 4°C, 
cryoprotected in 20% sucrose for 48 h and 30% sucrose for 72 h at 4°C, 
then sectioned in the coronal plane (40 μm). All slices through the entire 
SCN were retained as one series and thaw-mounted onto microscope 
slides or saved as free-floating slices (P84). Nuclear staining was achieved 
by embedding slices in DAPI-containing mounting media (Abcam, Cat# 
ab104135) before cover-slipping. As described above, confocal images of 
tdT expression were collected. Using ImageJ, SCN images were aligned 
across samples in the XY plane using the Python OpenCV package and 
verified manually using SCN DAPI-determined boundaries. tdT+ cells 
were counted using a hyperstack as above, and the XYZ location of each 
cell was recorded (Supplementary Figure S1). Each SCN slice was 
mapped to the corresponding slice in the adult data based on preserved 
morphology across ages (Supplementary Figures S2A,B). Sex did not 
influence SCN area over development (Supplementary Figure S2C). 
tdT+ cells were counted using a hyperstack as above, and the XYZ 
location of each cell was recorded (Supplementary Figure S1). Cell 
counts were analyzed based on anteroposterior SCN region (anterior, 
middle, posterior SCN). In addition, cell clusters were identified using 
k-means clustering (Python scikit-learn), with the optimal number of 

clusters determined by the location of the elbow in the sum of squared 
distances (Nugent and Meila, 2010). At each developmental timepoint, 
cells were assigned to one of the spatial clusters identified in P84 adult 
samples. To visualize cellular density in different SCN regions, cellular 
coordinates were used to determine the number of neighboring cells 
within a 50 μm radius for each sample (Supplementary Figures S3A–C).

Data analyses

Statistical analyses were performed with JMP software (SAS 
Institute). Data are represented in figures and tables as mean ± SEM. When 
datasets contained within-subject factors (Slice Position, Cell Cluster), a 
mixed linear model was used to parse out random effects driven by 
individual differences among mice. When models only contained 
between-subject factors (Sex, Cell Type, Age), a full-factorial ANOVA 
was used to assess main effects and interactions. Post-hoc tests were 
performed with Tukey’s HSD or Least Square Mean contrasts to control 
for family-wise error. Statistical significance was set at p < 0.05.

Results

Genetic approach for labeling SCN 
neurons by neuropeptide class

To evaluate spatial patterning of SCN development, we employed 
a genetic strategy (Figure 1A). Driven by the Avp- or Vip-promoter, 
Cre recombinase induced tdTomato (tdT) expression in Avp-tdT and 
Vip-tdT mice. As expected, tdT expression in the SCN was 
Cre-dependent, with very little recombination in Ai9+/+ mice 
(Figure 1B, Supplementary Figure S4). Next, co-expression of tdT and 
AVP/VIP peptide expression was evaluated in adult mice using in vivo 
intracranial colchicine injections and immunohistochemistry 
(Figures 1C–F, Supplementary Figures S5A–D). AVP-IHC+ neurons 
outnumbered VIP-IHC+ neurons (Figure  1D, Cre: F(1,15) = 175, 
p < 0.0001), as expected based on previous work in the mouse 
(Abrahamson and Moore, 2001). However, the number of Avp-tdT+ 
and Vip-tdT+ SCN cells were more similar [Figure  1D, Cre: 
F(1,15) = 4.1, p = 0.06]. Approximately 30% Vip-tdT+ neurons were 
co-labeled by IHC, compared to 70% of Avp-tdT+ neurons [Figure 1E, 
Cre: F(1,15) = 112.5, p < 0.0001]. On the other hand, over 80% of 
VIP-IHC+ neurons were co-labeled with tdT, compared to only 43% 
of AVP-IHC+ neurons [Figure 1F, Cre: F(1,15) = 105.8, p < 0.0001]. 
Failure of Cre-mediated recombination in the Avp-tdT model 
appeared to be  highest in the dorsal middle SCN (Figure  1C, 
Supplementary Figures S5A,E). Importantly, sex did not influence 
measures of tdT/AVP/VIP labeling or co-expression 
(Supplementary Figures S5C–F). These results indicate that this 
genetic approach does not fully capture peptide expression in the adult 
SCN, but that tdT can be used in both sexes.

Mapping Avp-tdT+ and Vip-tdT+ neurons 
in the adult SCN

As a next step toward constructing a developmental atlas, 
we mapped the spatial location of Avp-tdT and Vip-tdT SCN neurons 
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in adulthood using a more comprehensive approach. All Avp-tdT+ 
and Vip-tdT+ cells were counted throughout the anteroposterior SCN 
in each sex (Figure 2A, Supplementary Figure S1). When counted 
across all SCN slices, Vip-tdT+ cells outnumbered Avp-tdT+ cells 
[Figure 2B, Cre: F(1,9) = 18.1, p < 0.005], with more Vip-tdT+ cells in 
females than males [Figure 2B, Sex: F(1,9) = 7.3, p < 0.05, Contrasts, 
p < 0.05]. When parsed by SCN slice position, females displayed more 
Avp-tdT+ cells than males in the anterior and posterior SCN, and 
females displayed more Vip-tdT+ cells than males in the middle SCN 
(Figure 2C, Contrasts, p < 0.05).

To complement anatomical division of anteroposterior regions, 
we used k means clustering based on the cellular coordinates for each 
sample. For both cell types and sexes, the best fit was achieved by k = 3 
spatial clusters, as determined by the elbow location for total cell 
dispersion (i.e., Inertia, Figure 3A) and cell dispersion normalized to 
the total cell counts/sample (Distance, Supplementary Figure S6A). 
Spatial mapping of k means revealed one posterior cluster and two 

clusters that were positioned more anterior, which differed in lateral-
medial location (Figure 3B). As expected, there was greater dispersion 
of Avp-tdT+ than Vip-tdT+ neurons at k = 3 (Figure  3B, 
Supplementary Figure S6B), with differences in both inertia and 
distance [Inertia-Cre: F(1,9) = 17.5, p < 0.005; Distance-Cre: 
F(1,9) = 17.5, p < 0.005, Contrasts, p < 0.05]. There were no significant 
sex differences in cell dispersion [Inertia-Sex: F(1,9) = 4.8, p = 0.06; 
Distance- Sex: F(1,9) = 0.1, p > 0.7]. Nevertheless, more subtle sex 
differences were detected in the number and location of cells in 
specific clusters (Figures 3B,C). Specifically, females displayed a larger 
number of lateral Avp-tdT+ cells relative to males (Figure  3C, 
Contrasts, p < 0.01), and the lateral cluster for both cell types was 
positioned more anterior in the female SCN (Figure 3B).

To evaluate spatial patterns of cell density, next we mapped the 
number of neighboring cells within a 50 μm radius of each cellular 
coordinate (Figure 4A, Supplementary Videos S1–S4). Cell density 
maps were aggregated for all samples, with and without normalization 
to the total number of cells in each sample (Figures  4B,C, 
Supplementary Figures S7, S8). For both cell types, the overall 
morphology was similar across sex (Figures  4B,C, 
Supplementary Figures S7, S8). Compared to males, between-sample 
variability in cell density and total cell counts was larger in female 
Avp-tdT SCN neurons [Supplementary Figure S3B, Levene’s test 
F(1,5) = 10.52, p < 0.05], and Avp-tdT+ cell density was similar when 
normalized to the total number of cells in each sample (Figures 4B,C, 
Supplementary Figures S7, S8). For Vip-tdT+ neurons, variability in 
cell density and total cell counts did not differ by sex 
[Supplementary Figure S3C, Levene’s test F(1,4) = 0.38, p > 0.7]. 
Collectively, these results suggest that spatial patterning of cellular 
density for Avp-tdT+ and Vip-tdT+ populations does not markedly 
differ between male and female SCN in adulthood.

SCN development of Avp-tdT and Vip-tdT 
expression

To evaluate SCN developmental patterning, we  applied these 
mapping approaches to samples collected from age E18-P10 
(Figures 5A,B). Gestational weight, litter size, and gains in pup weight 
did not differ by genotype (Supplementary Figures S9A–C). Sex did 
not influence growth in SCN area (Supplementary Figure S2C). 
Overall, Avp-tdT mice had smaller SCN than Vip-tdT mice 
[Supplementary Figure S9D, Cre: F(1,84) = 8.53, p < 0.005], but this 
was only statistically significant at P05 (Supplementary Figure S9D, 
Contrasts, p < 0.01). These data indicate that the presence of Avp-tdT 
and Vip-tdT transgenes did not interfere with gross measures 
of development.

Over development, the total number of Avp-tdT+ and Vip-tdT+ 
cells increased, with differences across cell type [Figure  5C, Age: 
F(7,99) = 411.9, p < 0.0001, Cre: F(1,99) = 89.6, p < 0.001, Cre*Age: 
F(7,99) = 11.3, p < 0.0001]. In addition, sex influenced the 
developmental appearance of Avp-tdT+ and Vip-tdT+ cells 
[Supplementary Figure S10A, Age*Sex: F(7,99) = 5.17, p < 0.0001]. 
Effects of cell-type and sex persisted when cell counts were normalized 
to sex-specific adult values [Figure 5D, Age: F(7,99) = 409.4, p < 0.0001, 
Sex: F(1,99) = 50.18, p < 0.0001, Age*Sex: F(7,99) = 8.27, p < 0.0001, 
Cre*Age: F(7,99) = 2.88, p < 0.01], indicating that these effects were not 
driven by differences in the total number of cells. In each sex, a very 

FIGURE 1

Genetic strategy to label spatial location of SCN peptide classes. 
(A) Schematic illustrating genetic approach to label Avp- and Vip-
expressing SCN neurons with tdT. (B) tdT labeling is Cre-dependent 
in the SCN. Also see Supplementary Figure S4. Cre: F(2,22) = 24.1, 
p < 0.0001; Sex: F(1,22) = 0.3, p > 0.5; Cre*Sex: F(2,22) = 0.6, p > 0.5. 
(C) Representative SCN slices illustrating tdT and AVP/VIP expression 
in a male Avp-tdT  or Vip-tdT SCN. Scale bars = 100 μm. (D) Total 
number of labeled neurons collapsed across three SCN slices. AVP/
VIP IHC: Cre: F(1,15) = 175, p < 0.0001; Sex: F(1,15) = 0.2, p > 0.6; Cre*Sex: 
F(1,15) = 0.3, p > 0.5. tdT+: Cre: F(1,15) = 4.12, p = 0.06; Sex: F(1,15) = 2.3, 
p > 0.1; Cre*Sex: F(1,15) = 2.9, p > 0.1. (E) More Avp-tdT+ neurons 
express AVP compared to Vip-tdT+ neurons that express VIP. Cre: 
F(1,15) = 112.5, p < 0.0001; Sex: F(1,15) = 3.2, p = 0.09; Cre*Sex: 
F(1,15) = 0.1, p > 0.8. (F) More Vip-tdT+ express tdT compared to Avp-
tdT+ neurons. Cre: F(1,15) = 105.8, p < 0.0001; Sex: F(1,15) = 1.6, p > 0.2; 
Cre*Sex: F(1,15) = 0.2, p > 0.6. Numbers below x-axis in panels (B,D) 
indicate sample sizes for each group. Contrasts comparing 
genotype, *p < 0.05.
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small number of Avp-tdT+ and Vip-tdT+ cells were detected at E18 
(Supplementary Figure S10A, Avp = 1.2 ± 0.1%, Vip =  1.9% ± 0.2% 
relative to adult). Population size for both cell types increased 
progressively after birth. When collapsed by sex, Avp-tdT+ cells 
appeared between P01–P05, after which it stabilized to adult levels. In 
contrast, the relative number of Vip-tdT+ cells increased from 
P01-P03 and P05-P10. At P05, there was a greater percentage of Avp-
tdT+ cells compared to Vip-tdT+ cells (Figure  5C, Contrasts, 
p < 0.005). For each cell type, males displayed an accelerated 
appearance of tdT+ cells (Figure 5D). Relative to females, males had 
more Avp-tdT+ cells from P01–P05 and more Vip-tdT+ cells from 
P01-P10 (Figure 5D, Contrasts, p < 0.05). The number of labeled cells 
decreased to adult levels in males, and females displayed a more linear 
appearance of total cells for each peptide class (Figure 5D).

To evaluate spatial patterning, the number of cells in each class 
was analyzed in the anterior, middle, and posterior SCN. Age 
influenced cellular patterning in a manner that interacted with SCN 
region and sex (Figure 6, Supplementary Figure S10). Specifically, 
Avp-tdT+ cells appeared in a posterior-to-anterior pattern over P01–
P05, with larger regional differences in males (Figures 6A,B, Contrasts, 
p < 0.05). In the posterior SCN of males, Avp-tdT+ cells exceeded adult 
levels from P03–P05 (Figure  6B). Regional patterning was also 
detected for Vip-tdT+ cells, which was likewise influenced by sex 
(Figures 6C,D, Contrasts, p < 0.05). Vip-tdT+ cells increased steadily 
in the middle SCN, with a larger proportion in males at P03 

(Figure  6D, Contrasts, p < 0.05). At P05, both sexes displayed an 
increased proportion of Vip-tdT+ cells in the posterior SCN that 
exceeded adult levels (Figure 6D). Last, the appearance of Vip-tdT+ 
cells in the anterior SCN was delayed in females, with a lower 
percentage relative to males at P05 and P10 (Figure 6D, Contrasts, 
p < 0.05). These results suggest that there are regional gradients in the 
onset of peptide transcription that differ by cell type, region, and sex.

For each cell type, cell dispersion within k-means clusters 
increased as the SCN grew with age (Figure 7A). Cellular dispersion 
was greater in Avp-tdT+ than Vip-tdT+ cells (Figures  7B,C, 
Supplementary Figure S11B, Contrasts, p < 0.05). Avp-tdT+ cells 
displayed a stepwise pattern of increasing cell dispersion over P03–
P10 (Figure 7A), likely since this cell type spans the anteroposterior 
extent of the SCN. Developmental patterning of cellular appearance 
and density was influenced by sex (Figures 8, 9). The spatial location 
of clusters was largely similar in each sex across development 
(Figure 8A), but sex influenced the appearance of cells in different 
clusters (Figures 8B,C). In male SCN, there was a greater number of 
Avp-tdT+ cells in the posterior cluster at P05 and in the lateral cluster 
over P03–P10 relative to females (Figure 8B, Contrasts, p < 0.05). In 
addition, males had more Vip-tdT+ cells in the lateral cluster from 
P01–P10 and in the posterior cluster at P10 (Figure 8C, Contrasts, 
p < 0.05). In contrast, females displayed more Avp-tdT+ cells in the 
medial cluster at P03 and more Vip-tdT+ cells in the medial cluster at 
P10 (Figures 8B,C, Contrasts, p < 0.05). Overall, male SCN displayed 

FIGURE 2

Spatial mapping of SCN neurons in each peptide class in adulthood. (A) A representative subset of SCN slices collected through the anteroposterior 
axis from a female Avp-tdT or Vip-tdT mouse. Each slice is color-coded by slice position, with cells in all SCN slices superimposed in rightmost panel. 
The full set of SCN slices from this mouse is illustrated in Supplementary Figure S1A. (B) Total number of SCN Avp-tdT+ and Vip-tdT+ neurons in each 
sex. Cre: F(1,9) = 18.1, p < 0.005, Sex: F(1,9) = 7.3, p < 0.05; Sex*Cre: F(1,9) = 1.1, p > 0.3. (C) Sex influences the number of Avp-tdT+ and Vip-tdT+ neurons in 
different anteroposterior SCN regions. Avp-tdT - Sex: F(1,5) = 5.6, p = 0.06; Position: F(2,10) = 25.1, p = 0.0001; Sex*Position: F(2,10) = 4.5, p < 0.05. Vip-tdT 
– Sex: F(1,4) = 3.6, p > 0.1; Position: F(2,8) = 63.3, p < 0.0001; Sex*Position: F(2,8) = 1.5, p > 0.2. aSCN, mSCN, and pSCN: Anterior, middle, and posterior SCN. 
Contrasts comparing male and female data for each cell type, *p < 0.05.
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higher cell density for Avp-tdT+ and Vip-tdT+ cells at P05 relative to 
females (Figure  9). Collectively, these results indicate that the 
developmental patterning of SCN Avp-tdT+ and Vip-tdT+ cells 
differs by sex.

Discussion

Hypothalamus anatomy is conserved across vertebrates, guided 
by molecular mechanisms that determine nuclei that contain a large 
diversity of neuron subtypes (Xie and Dorsky, 2017; Benevento et al., 
2022). Relative to early induction, less is known about how these 
peptide circuits are built and remodeled. In the SCN, AVP and VIP 
neurons regulate the timing of sleep, stress, and reproductive rhythms. 
How peptide circuits in the SCN network are patterned over 
development may have profound impacts on clock function in 
adulthood. Using a genetic approach to track SCN development of 

peptide circuits, our results suggest that SCN patterning varies by cell 
type, regional subcluster, and sex. The genetic and/or hormonal 
factors that guide spatial patterning of SCN peptide circuits warrant 
further research.

Genetic labeling provides insight into cellular appearance over 
development without the need for surgical or chemical interventions 
that could interfere with gestation and rearing, but this approach is 
not without limitations. Both Avp-tdT and Vip-tdT expression were 
Cre-dependent consistent with previous work describing these 
genetic models (Harris et al., 2014; Taniguchi, 2014). We find that 
70% of Avp-tdT+ neurons were AVP-IHC+, but less than 30% of 
Vip-tdT+ neurons were VIP-IHC+. Low VIP co-expression could 
reflect transient Vip transcription over development in a large subset 
of these cells, which would suggest that the VIP cell population may 
expand and contract over development. However, this observation 
could also reflect threshold limits of IHC and/or expression of 
VIP-related peptides that are not recognized by the antibody used 

FIGURE 3

K means clustering of SCN neurons in each peptide class in adulthood. (A) Elbow plots illustrating measures of cell dispersion in each sex. Arrow 
indicates optimal number of clusters. (B) Spatial location of cluster centers in each sex in the front and lateral views. Lattice frames illustrate SCN 
boundaries determined using the position of all tdT identified cells observed across adult samples of both genotypes. (C) Number of labeled cells in 
each cluster divided by sex. Cre: F(1, 9) = 18.1, p < 0.005, Cluster: F(2,18) = 10.4, p = 0.001, Sex: F(1,9) = 7.3, p < 0.05, Cell*Cluster: F(2,18) = 0.2, p > 0.8, Cell*Sex: 
F(1,9) = 1.1, p > 0.3, Cluster*Sex: F(2,18) = 1.3, p > 0.3, Cell*Cluster*Sex: F(2,18) = 0.2, p > 0.8. m, medial; l, lateral; p, posterior. Contrasts comparing male and 
female data for each cell type, *p < 0.05.
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here (Lee et al., 2013; Southey et al., 2014). On the other hand, over 
80% of VIP+ cells were labeled with Vip-tdT, but only 43% of AVP+ 
cells were labeled by Avp-tdT. This has been noted in previous work 
using this genetic model (Jamieson, 2020), and our data indicate that 
the dorsal region of the middle SCN displays the highest rate of AVP 
and Avp-tdT discordance. Failure of Cre-mediated recombination 
may reflect cellular variation in epigenetic landscape or genetic 
history (i.e., loss of Cre during cell division), as suggested in previous 
work (Jamieson, 2020). Interestingly, low co-expression of AVP and 
Avp-tdT labeling also occurs in this genetic model after adult-
specific viral transduction (Jamieson, 2020), which suggests that this 
observation is not a developmental artifact. Further, we  used 
colchicine to visualize total protein expression over the daily cycle, 
yet our estimates of colocalization are similar to this previous work 
(Jamieson, 2020). Collectively, these data indicate that each mouse 
model used here does not fully capture peptide expression in 
adulthood, thus limiting the ability to comprehensively map each 
peptide population during development. However, these validation 
data also provide an interesting complement to our developmental 
results by suggesting that neurons in each peptide class may 
be divided into subclusters. Another known caveat of Cre models is 
that the transgene can interfere with native peptide expression 

(Cheng et al., 2019; Joye et al., 2020; Rohr et al., 2020). Importantly, 
peptide levels in heterozygous Avp-tdT and Vip-tdT mice do not 
differ from wildtype mice during early development, and circadian 
behavior does not differ between these two groups during adulthood 
(Joye et al., 2020; Rohr et al., 2020). However, it is difficult to dismiss 
that a non-significant decrease in peptide expression could  
alter SCN patterning. With these caveats in mind, we decided to 
employ this genetic approach to study SCN peptide development 
because it avoids the need to conduct a circadian time course at 
every age.

Consistent with previous work, we find developmental differences 
in the appearance of SCN neurons in these two peptide classes. Avp-
tdT+ and Vip-tdT+ neurons were detected as early as E18, and cell 
number for each peptide class increased over the first 10 days after 
birth. Our results align well with previous work characterizing peptide 
development, despite the likely delays between transcription onset and 
tdT labeling. Avp and Vip transcripts are first detected in the mouse 
SCN at E17-18 and E18-19, respectively (Vandunk et al., 2011). AVP 
and VIP peptide levels increase over the first 2 days after birth (Hyodo 
et al., 1992; Carmona-Alcocer et al., 2018). SCN AVP cell numbers are 
stable after P06, but AVP peptide levels continue to increase from 
P06-P30 (Herzog et al., 2000), which would not be captured with the 

FIGURE 4

Cell density plots for SCN neurons in each peptide class in adult males and females. (A) Representative samples illustrating cell density in individual 
mice of each sex. All samples are illustrated in Supplementary Figures S3B,C. (B–C) Cell density plots aggregated across samples illustrating total 
number of neighboring cells (B) and the percentage of neighboring cells normalized to total SCN cells in each sample (C). Number in bottom right 
corner for each map indicates the number of aggregated samples. Other orientations are illustrated in Supplementary Figures S7–S8 and Videos S1–S4.

41

https://doi.org/10.3389/fnins.2023.1177458
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Carmona-Alcocer et al. 10.3389/fnins.2023.1177458

Frontiers in Neuroscience 08 frontiersin.org

present approach. Interesting, VIP cell numbers increase between P06 
and P30 (Herzog et al., 2000), which we also observed in the present 
work. It remains unclear what molecular factors drive ontogenetic 
patterning in these two different SCN peptide classes. The expression 
of transcription factors during embryogenesis (e.g., Lhx1, Shh, Six3, 
Six6) is important in early SCN specification (Bedont and Blackshaw, 
2015; Carmona-Alcocer et  al., 2020). Lhx1 and Foxd1 deletion 
decreases both Avp and Vip expression (Vandunk et al., 2011; Newman 
et  al., 2018), suggesting common genetic programs direct cellular 

differentiation in both classes. Differences in the timing of 
developmental patterning across these two cell types may be linked to 
intrinsic and/or extrinsic factors. Over the first week of life, terminal 
differentiation, synaptogenesis, gliogenesis, and retinal innervation 
occurs in the SCN (Bedont and Blackshaw, 2015; Carmona-Alcocer 
et al., 2020), and later maturation of the VIP population may be linked 
to postnatal maturation of retinal inputs (McNeill et al., 2011). Both 
AVP and VIP influence SCN circuit formation and function during 
development (Ono et al., 2016; Bedont et al., 2018; Mazuski et al., 

FIGURE 5

Developmental appearance of SCN Avp-tdT+ and Vip-tdT+ neurons. (A) Timeline illustrating ages of tissue collection. Breeding and pup development 
data are in Supplementary Figure S9. (B) Labeled cells aggregated across SCN slice positions for a representative mouse from each age group 
illustrating progressive appearance of Avp-tdT+ and Vip-tdT+ cells during postnatal development. (C) Top: Total number of SCN Avp-tdT+ and Vip-
tdT+ cells across development. Cre: F(1,99) = 89.6, p < 0.001, Age: F(7,99) = 411.9, p < 0.0001, Sex: F(1,99) = 0.7, p = 0.4, Cre*Age: F(7,99) = 11.3, p < 0.0001, 
Cre*Sex: F(1,99) = 0.01, p > 0.9, Age*Sex: F(7,99) = 5.2, p < 0.0001, Cre*Age*Sex: F(7,99) = 0.9, p > 0.5. Bottom: To compare developmental patterns across 
cell type, cell counts at each age were expressed as a percent relative to the number of labeled cells in adults. Cre: F(1,99) = 0.2, p > 0.6, Age: 
F(7,99) = 409.4, p < 0.0001, Sex: F(1,99) = 50.2, p < 0.0001, Cre*Age: F(7,99) = 2.9, p < 0.01, Cre*Sex: F(1,99) = 1.6, p > 0.2, Age*Sex: F(7,99) = 8.3, p < 0.0001, 
Cre*Age*Sex: F(7,99) = 1.1, p > 0.3. Total cell counts divided by sex, with magnification of E18-P01 data, are in Supplementary Figure S10A. (D) Percent 
labeled cells at each age divided by sex and cell type. Avp-tdT+: Age: F(7,47) = 204.3, p < 0.0001, Sex: F(1,47) = 16.4, p < 0.0005, Age*Sex: F(7,47) = 3.0.1, 
p < 0.01. Vip-tdT+: Age: F(7,52) = 222.5, p < 0.0001, Sex: F(1,52) = 36.0, p < 0.0001, Age*Sex: F(7,52) = 6.7, p < 0.0001. Contrasts comparing genotype or sex in 
each cell type, *p < 0.05.
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2020); thus, the timing and patterning of these peptides may have 
important consequences for pacemaker function.

Notably, we  find that SCN peptide classes can be  further 
subdivided based on spatial patterning during development. For Avp-
tdT+ neurons, we find that there is a posterior–anterior gradient when 
analyzed by anatomical division based on slice position. Consistent 
with these results, k means clustering detected that the posterior Avp-
tdT+ cluster matured faster than other clusters in each sex, with 
development of one of the more anterior Avp-tdT+ clusters delayed in 
a sex-influenced manner. For Vip-tdT+ neurons, we observed a rapid 
increase of cells in the posterior cluster. Consistent with this result, 
VIP neurons have been reported to increase in the middle and 
posterior SCN over P06 to P30  in the mouse SCN (Herzog et al., 

2000). In rats, two developmental waves of Vip expression have been 
reported, with Vip transcription occurring in medial SCN cells earlier 
than lateral SCN cells (Ban et al., 1997; Kawamoto et al., 2003). These 
two spatially defined subclusters displayed different patterns of clock 
gene expression and photic sensitivity in adulthood (Ban et al., 1997; 
Kawamoto et  al., 2003). Further, VIP neurons in adulthood can 
be divided into two subpopulations based on electrical firing (Mazuski 
et al., 2018) and Grp expression (Todd et al., 2020; Wen et al., 2020). 
Interestingly, recent work in the mouse has found two subsets of Avp 
cells that differ in the expression of Cck or Nms (Moffitt et al., 2018). 
Whether functional subclasses of SCN Vip and Avp cells map onto the 
regional subclusters found here would be interesting to examine in 
future work. It is also unclear how the current spatial gradients may 

FIGURE 6

Developmental appearance of Avp-tdT+ and Vip-tdT+ neurons across the anteroposterior SCN. (A) Representative samples illustrating spatial 
patterning of Avp-tdT+ development in the reconstructed horizontal plane. Coronal sections are illustrated in Supplementary Figure S10A. (B) Regional 
gradients in the developmental appearance of Avp-tdT+ neurons are influenced by sex. Age: F(7,47) = 190.4, p < 0.0001, Sex: F(1,47) = 18.5, p < 0.0001, 
Position: F(2,94) = 14.7, p < 0.001, Age*Sex: F(7,47) = 3.3, p < 0.01, Age*Position: F(14,94) = 3.3, p < 0.0005, Sex*Position: F(2,94) = 4.2, p < 0.02, 
Age*Sex*Position: F(14,94) = 0.8, p > 0.6. (C) Representative samples illustrating spatial patterning Vip-tdT+ development in the reconstructed horizontal 
plane. Coronal sections are illustrated in Supplementary Figure S10B. (D) Regional gradients in the developmental appearance of Vip-tdT+ neurons are 
influenced by sex. Age: F(7,53) = 97.5, p < 0.0001, Sex: F(1,53) = 22.7, p < 0.0001, Position: F(2,106) = 3.3, p < 0.05, Age*Sex: F(7,53) = 4.0, p < 0.005, 
Age*Position: F(14,106) = 2.9, p < 0.001, Sex*Position: F(2,106) = 1.8, p > 0.1, Age*Sex*Position: F(14,106) = 0.7, p > 0.7. Post hoc contrasts comparing male 
and female data for each slice position are indicated by color-coded asterisks below the x axis of each female graph in panels (B,D). *p < 0.05.
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relate to those found for SCN neurogenesis (Okamura et al., 1983; 
Kabrita and Davis, 2008). In the mouse, SCN neurogenesis occurs 
over embryonic days 11–16 (E11–16), with a peak at E14 (Shimada 
and Nakamura, 1973; Kabrita and Davis, 2008). SCN core neurons are 
generated at an earlier age (peak at E12) than shell neurons (peak 
E13.5) in the mouse (Kabrita and Davis, 2008). In the hamster, AVP 
neurons are generated over a longer period of gestation than VIP and 
GRP neurons in the SCN core, with posterior-to-anterior gradients 
(Antle et  al., 2005). The degree to which onset of neuropeptide 
expression is timed by neurogenesis and/or extrinsic cues present in 
the microenvironment (Xie and Dorsky, 2017; Benevento et al., 2022) 
remains an open question.

Last, our results suggest that developmental patterning of peptide 
circuits is influenced by sex. The male SCN displayed postnatal 
increases in Avp-tdT+ and Vip-tdT+ cell number and density that 
were not maintained into adulthood. The number of Vip-tdT+ cells 
at P05–P10 exceeded adult levels in male SCN by 20%, and the 
number of Avp-tdT+ neurons at P05 exceeded adult levels in male 
SCN by 14%. Given that tdT labeling is permanent, this observation 
suggests a loss of SCN cells in males. The majority of SCN apoptosis 
occurs over P01-P07 in mice, but an estimated 20% of cells are lost 
between P07 and adulthood (Ahern et al., 2013; Bedont et al., 2014; 
Mosley et al., 2017). In contrast, the female SCN displayed a more 
linear patterning of Avp-tdT+ and Vip-tdT+ cell appearance, with 
increasing numbers of both cell types between P10 and P84. In 
addition, the more anterior Avp-tdT+ cluster that matured last 
differed by sex, with the lateral cluster appearing last in females and 
the medial cluster appearing last in males. Interestingly, the lateral 
cluster had significantly more Avp-tdT+ neurons in adult females 

than males due to the increase in cell number after P10. Likewise, the 
Vip-tdT+ cluster that matured last differed by sex, again being the 
lateral cluster in females and the medial cluster in males. Cell number 
in the lateral Vip-tdT+ cluster also differed by sex due to post-P10 
increases in cell numbers in females. Collectively, these data indicate 
that SCN development is not complete by P10, raising the possibility 
that puberty represents another time of SCN development (Bakker 
and Baum, 2008).

Whether these sex differences are driven by genetic and/or 
hormonal factors remains to be tested, but it is tempting to speculate 
that sex steroids are organizing development of SCN circuits. The 
critical period in the mouse is E18-P01, with testosterone levels 
decreasing rapidly at birth and the sensitive period in females 
extending to P07 (McCarthy et al., 2018). The mouse SCN expresses 
receptors for sex steroids that are regionally clustered in adulthood 
(Joye and Evans, 2021), potentially contributing to the spatial 
gradients in peptide development observed here. Sex differences in 
SCN neurogenesis have been reported in mice (Abizaid et al., 2004). 
Specifically, females display more SCN neurogenesis at E18, and 
testosterone administration to pregnant dams reduces SCN 
neurogenesis at this late stage of gestation (Abizaid et al., 2004). This 
suggests that neurogenesis closes earlier in males (Shimada and 
Nakamura, 1973; Kabrita and Davis, 2008) due to sex steroid signaling. 
Last, the peak in SCN apoptosis occurs at P03 in males and P05 in 
females with equivalent postnatal SCN volume (Ahern et al., 2013). 
To our knowledge, sex steroid receptor expression over early SCN 
development has not been examined in the mouse, but androgen 
receptors are expressed later in life in the slow-maturing diurnal 
rodent Octogon degus (Lee et al., 2004). Overall, our work suggests 

FIGURE 7

K means clustering of SCN neurons appearance across development. (A) Elbow plots illustrating measures of cell dispersion across age, collapsed 
across sex. (B,C) Measures of cell dispersion across age, collapsed across sex. Inertia and distance data are divided by sex in Supplementary Figure S11B. 
Inertia: Cre: F(1,88) = 34.4, p < 0.001, Age: F(6,88) = 124.7, p < 0.0001, Sex: F(1,88) = 0.2, p > 0.6, Cre*Age: F(6,88) = 4.0, p < 0.005, Cre*Sex: F(1,88) = 0.1, p > 0.7, 
Age*Sex: F(6,88) = 1.9, p = 0.08, Cre*Age*Sex: F(6,88) = 0.3, p > 0.9. Distance: Cre: F(1,88) = 408.4, p < 0.001, Age: F(6,88) = 33.1, p < 0.0001, Sex: F(1,88) = 2.1, 
p > 0.1, Cre*Age: F(6,88) = 6.7, p < 0.001, Cre*Sex: F(1,88) = 1.0, p > 0.3, Age*Sex: F(6,88) = 0.3, p > 0.9, Cre*Age*Sex: F(6,88) = 0.6, p > 0.7. Contrasts comparing 
genotype, *p < 0.05.
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that SCN shape and peptide expression is influenced by sex, as 
reported in humans (Swaab et  al., 1985, 1994). Future work is 
warranted to further explore how adult clock function in both sexes 
is influenced by SCN patterning during development and how this 
process is impacted by postnatal conditions, such as light exposure 

(Cambras et al., 1998, 2015; Ohta et al., 2006; Ciarleglio et al., 2011; 
Ono et al., 2013; Madahi et al., 2018).

A central question here concerned the spatial patterning of 
SCN maturation, which we have represented in 3D maps for two 
different peptide classes at critical developmental time points 

FIGURE 8

Sex differences in the development of SCN Avp-tdT+ and Vip-tdT+ cell clusters. (A) Spatial location of cellular clusters at each age for each cell type. 
Blue lattice frames illustrate SCN boundaries at each age. Number in bottom right corner for each map indicates number of samples. (B,C) Regional 
gradients in the developmental appearance of Avp-tdT+ and Vip-tdT clusters are influenced by sex. Age: F(6,88) = 237.2, p < 0.0001, Cre: F(1,88) = 75.4, 
p < 0.0001, Cluster: F(2,176) = 144.5, p < 0.0001, Sex: F(1,88) = 0.1, p > 0.8, Age*Cre: F(6,88) = 7.4, p < 0.0001, Age*Cluster: F(12,176) = 14.7, p < 0.0001, Age*Sex: 
F(6,88) = 3.2, p < 0.01, Cre*Cluster: F(2,176) = 8.3, p < 0.0005, Cre*Sex: F(1,88) = 0.3, p > 0.6, Cluster*Sex: F(2,176) = 5.1, p < 0.01, Age*Cre*Cluster: (12,176) = 4.4, 
p < 0.0001, Age*Cluster*Sex: F(12,176) = 1.9, p < 0.05, Age*Cre*Cluster*Sex: F(12,176) = 1.5, p > 0.1. Post hoc contrasts comparing male and female data for 
each slice position are indicated by color-coded asterisks below the x axis of each female graph in Figures 6B,C. *p < 0.05.
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spanning mid-embryonic age to adulthood in both sexes. Both AVP 
and VIP neurons provide local and long-range cues that regulate 
daily rhythms (Vosko et al., 2007; Kalsbeek et al., 2010; Mieda et al., 
2016; Rohr et al., 2020; Shan et al., 2020). In addition to shell-core 
compartmentalization, cellular differences in clock function are also 
evident across the anteroposterior axis (Hamada et al., 2004; Yan 
et  al., 2007; Evans et  al., 2011; Yoshikawa et  al., 2015, 2017). Do 
regional and sex differences in peptide development relate to 
differences in cellular clock function in adulthood? Does the spatial 
patterning of the SCN circuit extend to other developmental 
milestones (e.g., gliogenesis, axonal projections)? Do sexual 
dimorphisms in spatial patterning relate to sex differences in peptide 
expression and clock function in adulthood? More broadly, how do 
changes in the conditions present during the postnatal SCN 
developmental period influence circuit formation to modulate adult 
clock function? Future work investigating these questions may 
provide insight into the long-lasting effects of perinatal light exposure 
on health (Torrey et al., 2000; Madahi et al., 2018).
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Cry1 expression during postnatal 
development is critical for the 
establishment of normal circadian 
period
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The mammalian circadian system generates an approximate 24-h rhythm 
through a complex autoregulatory feedback loop. Four genes, Period1 (Per1), 
Period2 (Per2), Cryptochrome1 (Cry1), and Cryptochrome2 (Cry2), regulate 
the negative feedback within this loop. Although these proteins have distinct 
roles within the core circadian mechanism, their individual functions are poorly 
understood. Here, we used a tetracycline trans-activator system (tTA) to examine 
the role of transcriptional oscillations in Cry1 and Cry2 in the persistence of 
circadian activity rhythms. We demonstrate that rhythmic Cry1 expression is an 
important regulator of circadian period. We  then define a critical period from 
birth to postnatal day 45 (PN45) where the level of Cry1 expression is critical 
for setting the endogenous free running period in the adult animal. Moreover, 
we show that, although rhythmic Cry1 expression is important, in animals with 
disrupted circadian rhythms overexpression of Cry1 is sufficient to restore normal 
behavioral periodicity. These findings provide new insights into the roles of the 
Cryptochrome proteins in circadian rhythmicity and further our understanding of 
the mammalian circadian clock.

KEYWORDS

cryptochrome, circadian rhythms, period length, development, gene expression

Introduction

Many biological, physiological, and behavioral processes oscillate with a daily (approximately 
24-h) rhythm. These circadian rhythms provide synchrony between an organism and its external 
environment, allowing the organism to adapt its physiology and behavior to changing 
environmental conditions (Pittendrigh, 1960). In the mammalian circadian system, light 
information is detected by specialized ganglion cells in the retina and is then transmitted along 
the retinal hypothalamic tract to the suprachiasmatic nucleus (SCN) of the hypothalamus 
(Johnson et al., 1988; Moore et al., 1995; Provencio et al., 2002). The SCN acts as the central 
circadian pacemaker, regulating circadian rhythms in mammalian behavior and physiology 
(Low-Zeddies and Takahashi, 2001; Takahashi et al., 2008; Welsh et al., 2010).

Individual cells and groups of cells within the mature SCN have cell-autonomous circadian 
periods (Welsh et al., 1995; Herzog et al., 1998) and oscillate with different phases (Quintero 
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et al., 2003; Shan et al., 2020). These rhythms are determined by a cell-
autonomous molecular clock that is the result of interlocking 
transcriptional regulatory feedback loops that come together to 
produce an approximate 24-h  cycle (Takahashi, 2017; Cox and 
Takahashi, 2019). The positive elements in the primary feedback loop 
are two transcription factors, CLOCK and BMAL1 (Vitaterna et al., 
1994; King et al., 1997; Bunger et al., 2000), whereas the negative 
elements consist of the PER1 and PER2 proteins (members of the PAS 
protein family) and CRY1 and CRY2 proteins (members of the 
vitamin B2-based blue light photoreceptor/photolyase protein family; 
Kume et  al., 1999; van der Horst et  al., 1999; Zheng et  al., 1999; 
Cermakian et al., 2001). The PER proteins dimerize with the CRY 
proteins to inhibit the CLOCK and BMAL1 complex, preventing Per 
and Cry gene expression (Cox and Takahashi, 2019).

All four of the negative feedback loop proteins are necessary for 
the core circadian mechanism (Griffin et al., 1999; van der Horst et al., 
1999; Vitaterna et  al., 1999; Zheng et  al., 1999; Bae et  al., 2001). 
However, mice lacking Cry1 have a short circadian period, while mice 
lacking Cry2 have a lengthened period (van der Horst et al., 1999; 
Vitaterna et al., 1999), suggesting that the CRY proteins have different 
modes of action within the molecular clock. One limitation of null 
mouse lines is that they permanently remove genes in an irreversible 
manner throughout the lifespan of the entire organism. Thus, very 
little is known about the importance of these proteins in the 
development of the SCN.

In this study, we  used a tetracycline-controlled transactivator 
(tTA) system to investigate the developmental impact of Cry1 and 
Cry2 expression. We created tg(tetO:Cry1) and tg(tetO:Cry2) mice, 
which in combination with pre-existing tg(Scg2:tTA) mice (Hong 
et al., 2007) allow for inducible, brain-specific overexpression of Cry1 
or Cry2, respectively. We  first assessed the persistence and 
maintenance of circadian behavioral rhythms in mice overexpressing 
Cry1 or Cry2 specifically in the brain. Surprisingly, we found that 
oscillations in Cry1 and Cry2 expression are not essential for the 
persistence of circadian rhythmicity but play an important role in 
maintaining the period of circadian behavioral rhythms. Next, in 
order to better understand the role of the molecular clockwork in SCN 
development, the tTA system was used to overexpress Cry1 throughout 
the brain at various points through development. We uncovered a 
novel role for Cry1 in the development of free running period and 
defined a critical period of Cry1 expression lasting from birth until 
postnatal day 45 (PN45). Finally, to test the hypothesis that 
rhythmicity of Cry1 (not just expression) is necessary for a functional 
circadian clock, Cry1 was constitutively expressed in Cry1/Cry2 null 
and double null mice to assess its impact on circadian locomotor 
activity. We found that Cry1 overexpression in the brain is able to 
partially rescue behavioral rhythmicity of Cry1/Cry2 null mice. 
Together, our findings demonstrate that Cry1 expression is important 
for the maintenance of circadian period but is not essential for the 
persistence of circadian rhythmicity per se.

Materials and methods

Generation of the tetO:Cry1 vector

The tetO:Cry1 vector was constructed using Gateway technology 
(Invitrogen, Carlsbad, CA). All reactions were performed as described 

in Invitrogen’s Gateway cloning manual, except at half of the 
recommended volumes. BP and LR clonase (Invitrogen) were used to 
transfer a full length Cry1 cDNA from ATTC (GenBank accession 
number BCO22174) from pCMV-Sport6 into a pTRE2ppDEST 
destination vector to facilitate cloning of gateway compatible cDNAs. 
To do this, the pTRE2 vector (Clontech) was modified by the addition 
of a gateway destination cassette and four rare restriction endonuclease 
sites. The gateway destination cassette contained attR sites and positive 
(Cmr) and negative (ccdB) selection markers required for gateway 
recombinant cloning. The rare 8 base pair restriction endonucleases 
PmeI (New England BioLabs, Beverly, MA) and PacI (New England 
BioLabs) were added into the 5′ end of the tetO sequence and the 3′ 
end of the poly A by site-directed mutagenesis to allow for removal of 
the tetO-transgene from the vector backbone for injection into 
oocytes. All recombinants were transformed into DH5α cells, and 
positive transformants were selected for on LB + Km 25 μg/mL plates. 
The presence of the correct fragment in the transformants from both 
reactions were verified by digestion with BsrG1 (New England 
BioLabs), followed by gel electrophoresis on a 1% agarose gel in 1X 
TBE. The vector was then purified on a cesium chloride gradient.

Generation of the tetO:Cry2 vector

The tg(tetO:Cry2) vector was created from a full length Cry2 
cDNA from ATTC (GenBank accession number BC054794) in the 
pYX-Asc vector. Due to the incompatibility of the pYX-Asc vector 
with the Gateway system, the Cry2 cDNA was first cloned from 
pYX-Asc into pTRE2pp to convert it to a Gateway compatible vector. 
pYX-Asc was linearized with AscI (New England BioLabs) and the 
ends were blunted with T4 DNA polymerase. The fragment was 
purified on a 1% agarose gel in 1X TBE and the 5.6 kb fragment was 
extracted using a Qiagen gel extraction kit (Cat. NO. 28706) by the 
methods described in the QIAquick Spin Handbook (Cat. NO. 28706). 
Simultaneously, digests were conducted on the pYX-Asc fragment 
with NotI (New England BioLabs) and the pTRE2pp vector with 
PvuII (blunt end, New England BioLabs) and NotI. Both of these 
fragments (a Cry2 3.9 kb and a pTRE2 3.8 kb fragment) were gel 
purified using the Qiagen gel extraction kit. The two purified 
fragments were then ligated with T4 DNA Ligase (New England 
BioLabs). The products of the ligation were transformed into DH5α 
cells and purified on LB + Amp 100 μg/mL plates. The presence of the 
correct fragments in the transformants and the purification of these 
fragments were conducted in the same manner as described above for 
tg(tetO:Cry1).

Creation of tg(tetO:Cry1) and tg(tetO:Cry2) 
mice

Using standard transgenic techniques, vectors were linearized 
with PmeI (New England BioLabs) and microinjected as previously 
described (Antoch et al., 1997). Transgenic mice were identified by 
PCR analysis of gDNA using a tetO-specific forward primer 
(CGCCTGGAGACGCCATCC) and a Cry1 (ATGAATGGAGG 
CTGCCGAGG) or Cry2 (AGGTGTCGTCATGGTTCTCC) specific 
reverse primer which yield a 400 bp and 748 bp band, respectively. 
PCR reactions were carried out using 1 μL of extracted gDNA in 
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11.1 μL water, 0.1 μL of AmpliTaq (Applied Biosystems, Carlsbad, CA), 
1.6 μL of 1.25 mM dNTP, 2.0 μL 10X GeneAmp PCR Buffer I (Applied 
Biosystems), 4.0 μL 5  M Betaine, and 0.1 μL of each primer at a 
concentration of 100 mM to create a 20 μL reaction. The 
Thermocycling profile was as follows: 95° for 5 min, followed by 
33 cycles of 95° for 15 s, 55° for 30 s, and 72° for 15 s, which was 
followed by a single extension step of 72° for 2 min. Each individual 
transgenic mouse resulting from the microinjection was backcrossed 
to WT C57BL/6 J mice to create the individual hemizygous tetO lines. 
All mice were maintained in groups of five under standard controlled 
environmental conditions, with a 12-h light and 12-h dark (12:12 LD) 
cycle (lights on at 5 am standard time) and free access to food and 
water unless otherwise stated.

Conditional overexpression of Cry genes 
driven by tg(Scg2:Tta)

Both tg(tetO:Cry1) and tg(tetO:Cry2) lines were crossed to a 
pre-existing driver line to overexpress Cry1 and Cry2 in the brain 
(Hong et al., 2007). Hemizygous tg(Scg2:tTA) mice were crossed with 
the hemizygous tetO transgenic lines to produce F1 double-
transgenic mice, as well as single transgenic and WT controls, as 
described previously with DTg Per2 mice (Chen et  al., 2009; 
Supplementary Figure 1A).

Validation of Cry overexpression in 
double-transgenic mice

Both tg(tetO:Cry1) and tg(tetO:Cry2) lines were validated by in 
situ hybridization and qPCR to determine expression from the 
transgene. In situ hybridization was conducted as previously described 
(Sangoram et al., 1998). Briefly, 20 μm coronal sections encompassing 
the SCN were thaw mounted on gelatin-coated slides. Sections were 
fixed for 5 min in 4% paraformaldehyde in PBS, treated for 10 min in 
0.1 M triethanolamine/acetic anhydride, and then dehydrated through 
an ethanol series. Slides were hybridized overnight at 47 °C in a 
hybridization solution composed of 50% formamide, 300 mM NaCl, 
10 mM Tris HCL (pH 8.0), 1 mM EDTA, 1X Denhardt’s, 10% dextran 
sulfate, 10 mM DTT and containing 5 × 107 cpm/mL of the relevant 
33P-labled probe. The Cry1 riboprobe was generated from nucleotides 
1,015–1,320 of accession number BC022174 while the Cry2 riboprobe 
was generated from nucleotides 1,256–1,559 of accession number 
BC054794. For both probes the nucleotide sequence was PCR 
amplified and cloned into the pCR 2.1-topo vector (Invitrogen). To 
prepare the probe, the vector was linearized with HindIII; and the 
transcription reaction was initiated from the T7 promoter/priming 
site. The relative expression was quantified using NIH “Image” 
software version 1.34 s on a Macintosh computer as previously 
described (Panda et al., 2002).

Rearing tg(tetO:Cry1 L1) animals on 
doxycycline

Hemizygous tg(tetO:Cry1) animals were crossed to hemizygous 
tg(Scg2:tTA) animals to produce double-transgenic, single-transgenic, 

and WT control animals. All breeding cages were maintained under 
standard controlled environmental conditions, with a 12:12 LD cycle 
(lights on at 5 am standard time) with free access to food and water 
containing 10 μg/mL doxycycline. Doxycycline treatment was started 
when animals were placed into breeding cages and was continued 
through conception, gestation, birth, and postnatal development of 
the pups. Pups were weaned from their mothers at approximately 
21 days of age and were maintained in groups of five under the same 
environmental conditions with free access to food and water 
containing 10 μg/mL doxycycline until behavior testing.

Time course of Cry1 developmental effects

Groups of mice were raised on water and switched to 10 μg/mL 
doxycycline at points from embryonic day 0 to postnatal day 231. 
Other groups were reared on 10 μg/mL doxycycline and converted to 
water from embryonic day 0 to postnatal day 104. Animals were then 
maintained under the appropriate condition (either on 10 μg/mL 
doxycycline or on water depending on the paradigm) until the 36th 
day of the wheel running experiment where they were once again 
switched to the opposite condition. The timing of the change was 
based on the date of birth (postnatal day 0).

Rescue of Cry1/Cry2 double null animals

Cry1−/− / Cry2−/− / tg(Scg2:tTA) / tg(tetO:Cry1) animals were 
produced by systematically crossing the single-transgenic animals to 
a congenic C57BL/6 J background containing the Cry1−/− and 
Cry2−/− alleles. The transactivator line was produced by crossing a 
hemizygous tg(Scg2:tTA) female to a Cry1−/− / Cry2−/− male to 
produce G1 mice. G1s were selected based on PCR amplification of a 
500 bp band from genomic DNA (Forward Primer-CAAGTGTAT 
GGCCAGATCTCAA; Reverse Primer-AGACAAGCTTGATGCAA 
ATGAG; 38 cycles with an annealing temperature of 57° followed by 
a single 72° step (for 5 min) demonstrating the presence of 
tg(Scg2:tTA). Once Cry1± / Cry2± / tg(Scg2:tTA) animals were 
created, they were intercrossed to a siblings of identical genotype to 
produce Cry1−/− / Cry2−/− / tg(Scg2:tTA) mice. The operator line 
was produced by crossing hemizygous tg(tetO:Cry1) L1 females with 
a Cry1−/− / Cry2−/− male to produce the G1 generation. G1s were 
selected based on PCR amplification of genomic DNA for the presence 
of tg(tetO:Cry1) to create Cry1± / Cry2± / tg(tetO:Cry1) animals. 
These animals were intercrossed to siblings of the same genotype to 
produce the G1F2 generation. Cry1/2 Genotyping was conducted as 
previously described (Vitaterna et  al., 1999). The transactivator 
Cry1−/− / Cry2± / tg(Scg2:tTA) G1F2s were then crossed with the 
operator Cry1−/− / Cry2−/− / tg(tetO:Cry1) G1F2s to produce 
Cry1−/− /Cry2−/− / tg(Scg2:tTA) / tg(tetO:Cry1) mice.

Circadian activity analysis

Circadian locomotor activity was analyzed for double-transgenic, 
single-transgenic, and WT-control animals for all tg(tetO:Cry1) and 
tg(tetO:Cry2) lines. Wheel-running activity was recorded and analyzed 
as described previously (Yoo et  al., 2004). Briefly, activity (wheel 
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revolutions) was recorded continuously by a PC system ClockLab 
(Actimetrics, Wilmette, IL) and displayed and analyzed using ClockLab 
software (Actimetrics, Wilmette, IL). Period was calculated using a 
Chi-square periodogram (Sokolove and Bushell, 1978) with a 
six-minute resolution between hours 10 and 36 (ClockLab). The 
relative power of the circadian component from 18 to 30 h was 
determined from a normalized Fast Fourier transformation using a 
Blackman-Harris window (ClockLab). For Cry1 developmental 
studies, animals were maintained for 7 days in a 12:12 LD cycle on 
10 μg/mL doxycycline followed by constant darkness for 28 days on 
10 μg/mL doxycycline and 25 days on water. The free running period 
was analyzed for days 10–25 (Doxycycline) and 45–60 (H2O) 
respectively. For the rescue experiments, circadian locomotor activity 
was also analyzed for double-transgenic tg(tetO:Cry1) Cry1/Cry2 
double nulls, single-transgenic double nulls, and WT double nulls. Free 
running period and the relative power of the circadian components 
were calculated for days 10–25 (H2O), days 45–60 (Doxycycline), and 
days 70–85 (H2O). The period and relative power values were compared 
between groups by ANOVA and Tukey post hoc analysis.

Results

Overexpression of either Cry1 or Cry2 
alters circadian behavioral rhythms

Both tg(tetO:Cry1) double-transgenic (DTg Cry1) and 
tg(tetO:Cry2) double-transgenic (DTg Cry2) mouse lines 
demonstrated constitutive overexpression of Cry1 or Cry2 in  
the SCN when compared to single-transgenic and WT controls 
(Supplementary Figures 1B–E). After this was confirmed, adult DTg 
Cry1 and DTg Cry2 mice were assayed for circadian locomotor 
rhythms in both constant darkness (DD) and constant light (LL) 
(Figure 1). DTg Cry1 animals exhibited a free running period in DD 
that was significantly longer than WT and single-transgenic controls 
(Figures 1A,B). This long rhythm was also lower in amplitude than the 
WT and tetO single-transgenic controls (Average power for DTg 
Cry1 = 0.019 ± 0.154, tetO = 0.129 ± 0.009, Scg2 = 0.079 ± 0.019, and 
WT = 0.150 ± 0.01). There was no additional lengthening of period in 
DTg Cry1 mice in response to LL (Figure 1C). In contrast, DTg Cry2 
mice exhibited a free running period that was significantly shorter 
than WT and single-transgenic controls in both DD and LL 
(Figures 1D,E).

When the transgene was silenced by treatment with 10 μg/mL of 
doxycycline, DTg Cry1 animals exhibited a significant period change 
and in some cases a phase shift was apparent in DD, although periods 
remained significantly longer than WT and single-transgenic animals 
on doxycycline (Figure 1B). Importantly, these changes were reversed 
by placing mice back on regular water (Figure 1B). In contrast, DTg 
Cry2 mice on doxycycline returned to a period comparable to WT and 
single-transgenic controls (Figure 1D). Interestingly, in LL DTg Cry2 
mice on doxycycline had periods that remained shorter than the tetO 
single-transgenic and WT controls (Figure 1E). Taken together, these 
results suggest that oscillations/levels of Cry1 and Cry2 are important 
the maintenance of circadian period; however, they are not necessary 
for the persistence of circadian activity rhythms. Moreover, these data 
add to the evidence that Cry1 and Cry2 likely have different modes of 
action within the negative feedback loop of individual cells (Kume 
et al., 1999; Lee et al., 2001; Van Gelder et al., 2002).

Developmental Cry1 overexpression 
establishes period length in adulthood

We next asked whether the sustained lengthening of period in the 
DTg Cry1 mice in the absence of transgene expression (i.e., on 
doxycycline) was due to an effect from constitutive Cry1 expression 
during development. DTg Cry1 mice, along with single-transgenic 
and WT controls, were reared on 10 μg/mL doxycycline (silencing the 
transgene throughout development); and their locomotor activity 
rhythms were monitored as adults (Figure 2A). DTg Cry1 mice reared 
and kept on doxycycline exhibited a period in DD that was 
significantly shorter than that of water-reared DTg Cry1 mice and 
similar to that of WT and single-transgenic mice (Figures  2B,C). 
Interestingly, when the doxycycline was removed to allow 
overexpression of Cry1 in adulthood, doxycycline reared, DTg Cry1 
mice maintained a period similar to WT (Figures 2B,C). These results 
suggest that it is the constitutive overexpression of Cry1 during 
development that permanently alters the free running period in 
adult mice.

Cry1 expression is required for the 
postnatal establishment of circadian 
free-running period

Next, we sought to define the critical period of the developmental 
effects of silencing Cry1. DTg Cry1 mice were reared on either water 
or doxycycline and then were converted to the opposite condition at 
various times during development. This experimental paradigm 
allowed for either the inactivation (water to doxycycline) or activation 
(doxycycline to water) of the Cry1 transgene during various 
developmental stages. Circadian locomotor rhythms were then 
assayed to determine the free running period of the mice in adulthood. 
DTg mice with the transgene inactivated (water to doxycycline) before 
birth (PN0) displayed a phenotype similar to that of the doxycycline-
reared animals (normal WT phenotype). Conversely, animals for 
which the transgene was inactivated after PN40 displayed a period 
similar to the water reared DTg Cry1 mice (long period phenotype; 
Figure 3A). In the opposite experiment, DTg mice with the transgene 
activated (doxycycline to water) before birth (PN0) up until PN45 
displayed a period similar to the water reared DTg Cry1 mice (long 
period phenotype), whereas DTg mice with the transgene activated 
after PN45 displayed a phenotype similar to that of the doxycycline-
reared animals (normal WT phenotype; Figure  3B). In both the 
activation and inactivation paradigms, when the switch occurred 
between PN0 and PN45, a gradient of phenotypes was seen: when 
Cry1 expression was higher for longer, the free running period was 
longer. Thus, combining the data from these two experiments, we can 
define a critical period from PN0 to PN45 during which the free 
running period in the adult animal appears to be established.

Cry1 overexpression in the brain partially 
rescues circadian rhythms in arhythmic 
mice

Because the transgenes we  utilized overexpress Cry1 or Cry2, 
we assumed that the normal rhythmic expression of these genes is 
disrupted. Thus, to better understand whether rhythmicity of Cry1 
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(and not just expression) is required to establish circadian rhythms, 
Cry1 was constitutively expressed (tg(tetO:Cry1) driven by 
tg(Scg2:tTA)) on a Cry1/Cry2 double null background as well as on 
individual Cry1−/− and Cry2−/− background; and locomotor activity 
rhythms were assessed. Constitutive Cry1 expression was found to 
partially rescue circadian locomotor activity rhythms on both the 
Cry1/Cry2 double null and individual Cry1−/− mice, with period 
lengths comparable to WT mice (Figure 4A; Supplementary Figure 2). 
However, the amplitude of these rhythms never returned to WT levels 
(Figure  4B). Surprisingly, when constitutive Cry1 expression was 
silenced with 10 μg/mL doxycycline mice on a Cry1/Cry2 double null 
background, these mice showed lengthening of period in a manner 

similar to that seen in the DTg Cry1 mice on a WT background 
(Figure 4A). A loss of circadian rhythmicity (as would be expected in 
single-transgenic and Cry1/Cry2 double null mice) was never seen. 
Together with our other results, these findings strongly suggest that 
rhythmicity in Cry1 expression is not necessary, but rather the overall 
level of Cry1 expression is what drives period length.

Discussion

In this study, Cry1 and Cry2 were constitutively overexpressed in 
the brain leading to animals that were rhythmic, but with altered 

FIGURE 1

Overexpression of Cry1 and Cry2 in the brain alters circadian behavioral rhythms in mice. (A) Representative actograms for double-transgenic (DTg) 
Cry1 and Cry2 mice with controls. The pink bar denotes the time of doxycycline administration in constant darkness (DD) and constant light (LL). (B) In 
DD, DTg Cry1 mice have a clear lengthening in period. Once treated with doxycycline, the period continues to lengthen in DTg Cry1 mice. DTg Cry1, 
n = 13; tetO Cry1, n = 18; tTA Cry1, n = 12; WT, n = 15; (*p < 0.05). (C) In LL, the DTg Cry1 mice are similar to WT. DTg Cry1, n = 10; tetO Cry1, n = 10; tTA Cry1, 
n = 12; WT, n = 15; (* p < 0.05). (D) In DD, DTg Cry2 mice display a significantly shorter period. Once treated with doxycycline, the period is returned to WT 
levels in DTg Cry2 mice. DTg Cry2, n = 10; tetO Cry2, n = 4; tTA Cry2, n = 6; WT, n = 15; (*p < 0.05). (E) In LL, DTg Cry2 mice exhibited periods shorter than 
those seen in WT, while Doxycycline restores the period of DTg Cry2 mice to levels equivalent with the tetO single-transgenic controls. DTg Cry2, n = 4; 
tetO Cry2, n = 5; tTA Cry2, n = 12; WT, n = 15; (*p < 0.05). Double-transgenic (DTg); Operator only Control (tetO); Transactivator only control (tTA); Wild 
type (WT).
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periods. The constitutive overexpression of Cry1 led to a lengthening 
of free running period, while constitutive overexpression of Cry2 led 
to a shortening of free running period. These results make sense in 
light of the opposite phenotypes seen in Cry1 and Cry2 knockout mice 
(van der Horst et al., 1999; Vitaterna et al., 1999), but are none-the-less 
surprising, since the overexpression of these genes precludes the 
normal cycling of Cry1 or Cry2 gene expression. Interestingly, when 
Cry2 overexpression was silenced with treatment of 10 μg/mL of 
doxycycline, the mice exhibited a period comparable to WT, while this 
same treatment in Cry1 DTg mice continued to lengthen the free 
running period, suggesting a developmental role for Cry1 in the 
establishment of circadian period. To test this hypothesis, we reared 
DTg Cry1 mice from conception on doxycycline, and found that the 
constitutive overexpression of Cry1 during development led to 
permanent alterations in free running period. Subsequently, 
we defined a critical period from birth to postnatal day 45 where the 
expression of Cry1 permanently altered circadian period in adult mice.

There are several mechanisms that could explain how and why 
this developmental change is occurring. First, it possible that inactivity 
of the tetO transgene during development can lead to their functional 
silencing (Zhu et al., 2007). However, we show that activation as well 

FIGURE 2

Cry1 overexpression during development is necessary for 
lengthening of period. (A) Schematic of experimental protocol. For 
the Dox Reared group, Doxycycline (10 μg/mL) was administered in 
drinking water when mice were placed into breeding cages and was 
continued through conception, gestation, birth, and postnatal 
development of pups. Pups were weaned from their mothers at 
approximately 21 days of age and were maintained on doxycycline 
up until the 28th day of behavioral testing, when they were switched 
to water for an additional 25 days. Water reared mice were also 
administered Doxycycline on days 0–35 of behavioral testing, then 
switched back to water for the remainder of the experiment. 
(B) Representative actograms of double-transgenic (DTg) Cry1 mice 
and controls reared with or without 10 μg/mL doxycycline. The pink 
bar denotes the time of doxycycline administration during behavioral 
testing as adults. (C) Mean (± SEM) free running period in constant 
darkness (DD) on and off of doxycycline. The free running period 
was analyzed for days 10–25 (Dox) and 45–60 (H2O). Doxycycline-
reared (Dox Reared) DTg Cry1 mice had a period similar to that of WT 
and single-transgenic control mice even when treated with 
doxycycline as adults, while water-reared (H2O reared) DTg Cry1 
mice had a lengthened period both with water and doxycycline 
treatment (*p < 0.05). Double-transgenic (DTg); Operator only Control 
(tetO); Transactivator only control (tTA); Wild type (WT).

FIGURE 3

There is a postnatal critical period for Cry1 expression in the 
establishment of circadian period. Double-transgenic (DTg), single-
transgenic, and WT controls were reared on water and converted to 
10 μg/mL doxycycline at various developmental time points (A) or 
reared on doxycycline and were converted to water at various 
developmental time points (B). Each point represents the period of a 
single adult animal in DD that was switched at a particular 
developmental time. The x-axis for both graphs is developmental 
time with PN0 being birth. Pink shading represents a 95% confidence 
interval around the average period for water reared DTg mice on 
doxycycline. Gray shading represents the 95% confidence interval 
around the average period for water reared WT and single-
transgenic controls on doxycycline. Points outside of the two 95% 
confidence intervals are significantly different from water reared DTg 
mice and controls. Dotted lines indicate boundaries of the critical 
period for Cry1 expression when considering data from both 
experiments.
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as inactivation of the transgene during development can lead to 
similar phenotypic effects that both fall within the same critical 
period, suggesting that the effects are not due to functional silencing 
or transgene inactivation.

Another possible mechanism could be  through epigenetic 
modifications. Rhythmic changes in histone acetylation at circadian 
clock gene promoters are associated with chromatin modifications 
(Etchegaray et al., 2003; Doi et al., 2006; Ripperger and Schibler, 2006; 
Koike et al., 2012). Interestingly, CRY1 has been found to interact with 
a histone acetyltransferase to alter CLOCK/BMAL1-mediated 
transcription (Etchegaray et al., 2003), potentially providing a direct 
mechanism for long-term CRY1 effects. Future studies using tissues 
derived from these mouse models could help elucidate the molecular 
impacts of developmental Cry1 expression.

Although preliminary data (not shown) suggest that the gross 
morphology of the SCN is normal in our DTg mice, it is also possible 
that the cellular phenotypes in the SCN are altered. In addition, the 
level or oscillation of Cry1 could developmentally alter the synaptic 
connectivity and coupling in the SCN. Heterogeneous cellular 
phenotypes are integrated in the adult SCN, decreasing cycle-to-cycle 
variability in order to determine the generation and expression of 
circadian rhythms (Low-Zeddies and Takahashi, 2001; Herzog et al., 
2004). Moreover, loss of function in clock genes has the ability to 

impact neural firing and synchrony in the SCN (Schwartz et al., 1987; 
Albus et al., 2002; Ono et al., 2013; Shan et al., 2020). Importantly, 
oscillations in fetal SCN neurons are known to be present as early as 
embryonic day 17, before synaptic connections are developed 
(Reppert and Schwartz, 1984; Speh and Moore, 1993; Shimomura 
et al., 2001; Carmona-Alcocer et al., 2018), suggesting they may play 
an important role in synaptic connectivity. Theoretically, alteration of 
Cry1 expression and oscillations in fetal SCN neurons during the 
critical period could alter the firing patterns and therefore change the 
synaptic connectivity and neural representation of period within the 
adult SCN (Sumova et  al., 2012, Ono et  al., 2013). Our data are 
consistent with this theory because the critical developmental period 
matches the peak of synaptogenesis in the maturing SCN (Honma, 
2020). However, these synaptic changes are likely subtle, as we see no 
evidence gross alterations in SCN morphology (data not shown).

In other organisms, the rhythmic requirements of the negative 
elements of the primary feedback loop have been elucidated by 
constitutively expressing these negative elements on a null 
background (Aronson et al., 1994; Edwards et al., 2016). Cry1/Cry2 
double null mice lack circadian rhythmicity in constant darkness, 
while individual Cry1 or Cry2 null mice are rhythmic but have 
abnormal periodicity (van der Horst et al., 1999; Vitaterna et al., 
1999; Bae et al., 2001). The results of our experiments demonstrate 
that constitutive, brain-specific expression of Cry1 can partially 
rescue circadian locomotor rhythms on a Cry1/Cry2 double null 
background and suggest that oscillations in Cry1 are not necessary 
for the maintenance of circadian locomotor period. Although we did 
not examine CRY1 protein expression, our findings are consistent 
with recent experiments which showed that overexpression of CRY1 
protein rescues SCN rhythms in Cry1/Cry2 null mice (McManus 
et al., 2022). There are also similar findings with the constitutive 
expression of CRY1 in Rat-1 fibroblasts (Fan et al., 2007; Yamanaka 
et al., 2007) and in the liver of mice (Chen et al., 2009). Interestingly, 
the amplitude of the rhythms was not rescued back to WT, therefore 
oscillations in Cry1 expression may be necessary for the maintenance 
of circadian amplitude.

Finally, both CRY1 and CRY2 have been shown to repress 
CLOCK/BMAL1 in distinct ways (Kume et al., 1999; Lee et al., 2001; 
Van Gelder et al., 2002). CRY1 is thought to be a potent inhibitor of 
the positive feedback loop by directly interacting with the CLOCK/
BMAL1 complex (Griffin et al., 1999; Kume et al., 1999; Shearman 
et  al., 2000); although, it may require PER to act as a scaffolding 
protein to facilitate this interaction (Chen et al., 2009) as it has been 
shown to impact nuclear shuttling of PER (Smyllie et al., 2022). In 
contrast, CRY2 is thought to associate strongly with the CLOCK 
protein (Griffin et al., 1999). Our results suggest a fine-tuning role of 
Cry2 in the negative feedback loop (Griffin et al., 1999). In particular, 
our finding of an effect of LL in DTg Cry2 mice suggests an alteration 
of the phase response curve, leading to the intriguing possibility that 
Cry2 plays a role in mediating the response to light.

In summary, our data support a novel, developmental role for 
Cry1 expression in the SCN and also call into question the necessity 
of Cry1 rhythmic expression after a critical period in development. 
These findings further our understanding of the mechanisms behind 
the generation of circadian rhythmicity. However, more research is 
needed to further determine how the various molecular feedback 
loops work together to generate rhythmicity, as well as how these 
feedback loops are interacting with rhythm generating components 
such as neural network oscillations.

FIGURE 4

Cry1 Overexpression Rescues Circadian Rhythms in Cry1−/−, Cry2−/−, 
and Cry1−/−/Cry2−/− Mice: (A) Average free running period (Period) and 
(B) FFT power (Amplitude) were calculated for all animals. Period, but 
not amplitude, was rescued in DTg on a Cry1−/− and Cry1−/− / Cry2−/− 
background. Values are presented as mean ± SEM (*p < 0.05); 
NR = non-rhythmic mice (from which we are unable to calculate a 
period). Double-transgenic (DTg); Operator only Control (tetO); 
Transactivator only control (tTA); Wild type (WT). DTg Cry1−/− / 
Cry2−/−, n = 20; tetO Cry1−/− / Cry2−/−, n = 10; tTA Cry1−/− / Cry2−/−, n = 3; 
WT Cry1−/− / Cry2−/−, n = 7; DTg Cry1−/−, n = 4; WT Cry1−/−, n = 4; DTg 
Cry2−/−, n = 5; WT Cry2−/−, n = 3; DTg WT, n = 4; WT WT, n = 4.
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Being a morning man has causal 
effects on the cerebral cortex: a 
Mendelian randomization study
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Nanning, Guangxi Province, China, 5 Guangxi Engineering Research Center for Tissue and Organ Injury 
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Affiliated Hospital of Southern China University, Hengyang, China

Introduction: Numerous studies have suggested a connection between circadian 
rhythm and neurological disorders with cognitive and consciousness impairments 
in humans, yet little evidence stands for a causal relationship between circadian 
rhythm and the brain cortex.

Methods: The top 10,000 morningness-related single-nucleotide polymorphisms 
of the Genome-wide association study (GWAS) summary statistics were used 
to filter the instrumental variables. GWAS summary statistics from the ENIGMA 
Consortium were used to assess the causal relationship between morningness 
and variates like cortical thickness (TH) or surficial area (SA) on the brain cortex. 
The inverse-variance weighted (IVW) and weighted median (WM) were used 
as the major estimates whereas MR-Egger, MR Pleiotropy RESidual Sum and 
Outlier, leave-one-out analysis, and funnel-plot were used for heterogeneity and 
pleiotropy detecting.

Results: Regionally, morningness decreased SA of the rostral middle frontal gyrus 
with genomic control (IVW: β  =  −24.916  mm, 95% CI: −47.342  mm to −2.490  mm, 
p  =  0.029. WM: β  =  −33.208  mm, 95% CI: −61.933  mm to −4.483  mm, p  =  0.023. 
MR Egger: β  <  0) and without genomic control (IVW: β  =  −24.581  mm, 95% CI: 
−47.552  mm to −1.609  mm, p  =  0.036. WM: β  =  −32.310  mm, 95% CI: −60.717  mm 
to −3.902  mm, p  =  0.026. MR Egger: β  <  0) on a nominal significance, with no 
heterogeneity or no outliers.

Conclusions and implications: Circadian rhythm causally affects the rostral 
middle frontal gyrus; this sheds new light on the potential use of MRI in disease 
diagnosis, revealing the significance of circadian rhythm on the progression of 
disease, and might also suggest a fresh therapeutic approach for disorders related 
to the rostral middle frontal gyrus-related.
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1. Introduction

Being either a morning or night person indicates the state of the 
circadian clock, a hierarchical network in mammals (Hu et al., 2016). 
The suprachiasmatic nucleus (SCN) in the hypothalamus acts as the 
main part of the central circadian clock, reactive with light and capable 
of resetting and containing the synchronous rhythm in peripheral 
tissues (Baxter and Ray, 2020). The innate circadian clock functions as 
a commander to coordinate physiological processes, like immunity, 
metabolism, and inflammation (Shivshankar et al., 2020) Disruption 
of the clock could be  a risk for multiple outcomes, like obesity, 
diabetes, hyperlipidemia, cancer, and so on (Neves et al., 2022).

There is some solid evidence for a connection between circadian 
rhythm disorder and neurologic diseases such as Alzheimer’s and 
Parkinson’s disease (Gu et al., 2015; Weissova et al., 2016; Richmond 
and Davey Smith, 2022). It is also linked to mental illnesses such as 
bipolar disorder, depression, and anxiety, and to disorders such as 
autism (Walker et al., 2021; Martinez-Cayuelas et al., 2022; Takaesu 
et al., 2022; Ketchesin et al., 2023).

In addition, neurological diseases and psychosis frequently manifest 
with cognitive and consciousness impairments, varying in type and 
severity. Since the cerebral cortex is universally regarded as an advanced 
hub for cognition and consciousness, many neurological diseases and 
psychosis have been definitively linked to substantial structural 
alterations within the cerebral cortex. Examples include schizophrenia 
patients who had significant variations in 55 regions of cortical 
thickness, 23 regions of the volume, seven regions of the area, and 55 
regions of local gyrification index than healthy individuals (Han et al., 
2023). Children with autism spectrum disorder also experience a higher 
empathizing-systemizing difference than children without autism, 
which shares a significant negative association with the gyrification in 
the left lateral occipital cortex (Pan et al., 2023). Mild traumatic brain 
injury patients with posttraumatic headache experience a reduced 
headache impact and improved cognitive function in the acute to 
subacute phase, along with the restoration of cortical thickness of the 
left caudal anterior cingulate cortex and left insula and cortical surface 
area of the right superior frontal gyrus, and the restoration confirmed a 
key regulatory role by further mediation analysis (Xu et  al., 2023). 
Parkinson’s Disease was discovered to have an initial presentation of 
thinner occipital, parietal, and temporal cortices, extending toward 
rostrally located cortical regions with increased disease severity, after 
which the bilateral putamen and amygdala shrink consistently, during 
which poorer cognition is connected with widespread cortical thinning 
and lower volumes of core limbic structures (Laansma et al., 2021). In 
Vuksanovic’s study, it was discovered that patients with Alzheimer’s 
Disease bear the most severe cognitive impairment, while individuals 
with behavioral variant Fronto-Temporal Dementia exhibit more 
impairment compared to healthy elders. Meanwhile, patients with 
Alzheimer’s disease and behavioral variant Fronto-Temporal Dementia 
maintain distinct patterns of cerebral cortex structural disturbance 
which deviate significantly from the changes observed in normal aging 
(Vuksanovic et al., 2019). It is also widely accepted that the entorhinal 
cortex act as the first brain area related to pathologic changes in 
Alzheimer’s disease (Li et al., 2021).

The exploration of the links among alterations in cerebral cortex 
structures, cognition, and consciousness has long been a focal point of 
scientific interest, which may advance human understanding of our 
cerebral cortex. One of the aims of this study is to explore the cortical 

changes induced by circadian rhythm disorder in humans, providing a 
structural localization for future investigations into the impact of 
circadian rhythms on cognitive function and serving as a filter in the 
analysis of large-scale imaging data such as MRI to figure out how much 
the circadian rhythm matters in these kinds of diseases. Additionally, a 
potential adjunctive therapeutic approach may be possible, targeting the 
specific cortical changes—improving/stabilizing circadian rhythms—
although further validation is still required. To achieve the goal, it is not 
sufficient to merely identify the correlation between cortical structure 
and circadian rhythm since it is still unclear whether circadian rhythm 
disorders lead to changes in the brain or if the structural changes in the 
brain impact the rhythmic behavior in verse.

Mendelian randomization (MR) has recently received a lot more 
attention for its ability to infer credible causal relationships between 
exposures and outcomes (Richmond and Davey Smith, 2022). By fully 
utilizing the random assortment of genetic variants during the 
maturation of germ cells, MR analysis could gather the genetic 
variations relatively independently of environmental factors as 
instrumental variables (IVs), using it to divide the outcome cohort 
into subgroups, reaching the goal of randomization (Burgess and 
Thompson, 2015). Since the random assortment of genetic variants 
occurs before birth, a long time before the outcome onset, MR analysis 
has the ability to minimize biases of residual confounding and reverse 
causation (Bowden and Holmes, 2019).

Considering the uncertain causal association between being a 
morning person and the cerebral cortex, we performed an MR analysis 
to address this, aiming at exploring the related gyrus for further 
analysis and research.

2. Methods

2.1. Study design

In this study, a two-sample MR analysis was carried out to 
examine the causal effect between being a morning person and the 
structural changes of the cerebral cortex. The basic three MR 
assumptions urged to be  met were (1) IVs should be  in a robust 
correlation with exposure, (2) IVs should not respond to potential 
confounders, and (3) IVs could never affect the outcome except 
through exposure. To fulfill the assumptions, first, Europeans were 
determined to be  the major subjects to minimize the potential 
confounders of ancestry. Then, cohorts in exposure and outcome were 
carefully selected to avoid the overlap of participants. Third, the 
PhenoScanner1 was chosen to be the reference library for ruling out 
related genetic variants.

2.2. Exposure GWAS-being a morning 
person

In this study, the top  10,000 morningness-related single-
nucleotide polymorphisms (SNPs) of the Genome-wide association 
study (GWAS) summary statistics were used for a two-sample MR 

1 www.phenoscanner.medschl.cam.ac.uk
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analysis (Hu et al., 2016). GWAS for morningness was performed on 
the 23andMe participant cohort (Eriksson et al., 2010). Morningness 
was defined by asking the participants twice if they are naturally night 
people or morning people in surveys that were either comprehensive 
with multiple questions on a subject matter or quick questions. Using 
the responses, participants were classified as night people, morning 
people, or missing. If one answer was missing, the other answer was 
used as the phenotype value. If one answer indicated being a morning 
person but the other indicated being a night person, the phenotype 
value would be treated as missing. As a result, 89,283 individuals were 
divided into morning person or night person, with the relatives 
dropped out, and European ancestry accounting for over 97%, 
referring to the European populations in threeHapMap  2 (Falush 
et al., 2007). Then, age, gender, and the top five PCs were used as 
covariates to account for population structure. Ultimately, Genome-
wide Complex Trait Analysis (Yang et al., 2011) revealed that genetic 
variants could account for approximately 21% (95% CI: 13 to 29%) of 
the variability in the likelihood of being a morning person.

2.3. Outcome GWAS-the cerebral cortex

The brain cerebral cortex structural GWAS data was obtained 
from the ENIGMA Consortium (Grasby et al., 2020). In total, 51,665 
individuals joined the project, nearly 94% of which were born with 
European ancestry, coming from 60 cohorts all over the world. 
Cortical measurements of surface area (SA) and thickness (TH) were 
obtained from brain magnetic resonance imaging (MRI) scans. The 
scans were segmented into 34 regions based on the Desikan-Killiany 
atlas (Desikan et  al., 2006), resulting in a total of 70 phenotypes, 
including both regional and global SA and TH. Firstly, Grasby’s group 
filtered out 33,992 participants of European ancestry from cohorts for 
the next analysis to control the biases (cohort information was listed 
in Supplementary Table S1). Secondly, GWAS analyses were 
independently performed on the 70 imaging phenotypes, namely 34 
measurements for TH, 34 measurements for SA, total TH, and total 
SA. In regional GWAS analysis, global measures of SA and TH were 
used as covariates. Finally, once quality control was finished, the data 
were meta-analyzed using METAL (Willer et al., 2010). As a result, 
34% (SE = 3%) of the variation in total surface area and 26% (SE = 2%) 
in average thickness could be explained by common genetic variants 
in the GWAS summary statistics.

2.4. Selection of genetic instruments

Genetic instruments were filtered with the following criteria: (1) 
the GWAS-correlated value of p was set as 5*10−8; (2) SNPs were 
aggregated by linkage disequilibrium (LD) r2 of <0.001, and < 1 MB 
from the index variant; (3) considering F statistic was able to quantify 
the strength of genetic instruments, SNPs with F statistics <10 were 
excluded; (4) harmonizing processes were conducted next to exclude 
ambiguous and palindromic SNPs; (5) after a first MR analysis, 
MR-pleiotropy residual sum and outlier (MR-PRESSO) process was 
used to check the SNPs with potential pleiotropy and to summarize a 
new value of p with outlier-corrected by removing the potential 
pleiotropy related SNPs, was after which, based on the new value of 
p and distortion test value of p, it was determined whether a second 
MR analysis should be  necessary to verify robustness; and (6) 

PhenoScanner was used to see if the SNPs connected with the potential 
risk factors, including body mass index, obesity, smoking, drinking, 
neuropsychiatric disease, hypertension, and hyperlipemia, after which 
a second MR analysis would begin after removing SNPs associated 
with any of these potential confounders (Figure 1).

2.5. Mendelian randomization analyses

This study used random-effect inverse-variance weighted (IVW), 
MR-Egger, and weighted median as the major MR methods to 
address the variant heterogeneity and the pleiotropy effect. There are 
three assumptions that IVW needs to reach: (1) genetic variates need 
to be highly associated with exposure (Relevance hypothesis), (2) 
genetic variates should have nothing to do with confounding factors 
(Independence hypothesis), and (3) genetic variates could affect the 
outcome by exposure but nothing else (Exclusivity hypothesis). To 
sum up, it would be biased even if only one genetic variant is invalid 
(Burgess et al., 2013). Different from IVW, MR-Egger could be more 
robust to pleiotropy, and broadly used by allowing IVs to have a 
pleiotropic effect because there are only two assumptions for 
MR-Egger: (1) pleiotropic effect of IVs for outcome ought to 
be independent of the association between IVs and exposure, which 
is called the instrument strength independent of direct effect 
(InSIDE), relatively relaxing the constriction of exclusivity 
hypothesis (Bowden et  al., 2015); and (2) there should be  no 
measurement error (NOME) in correlation analysis between IVs and 
exposure. On the other hand, since the weighted median method 
uses the median IVs, it is robust to pleiotropy when >50% of the 
weight comes from valid IVs, which would result in a smaller type 
I error rate than IVW (Bowden et al., 2016). In the present study, 
IVW was chosen to be  the main statistical method, because the 
cortical cortex structure-related SNPs were removed, outliers 
identified with MR-PRESSO were checked, and the InSIDE 
assumption of MR-Egger was difficult to confirm. Meanwhile, 
MR-Egger and weighted median were used to test the IVW estimates’ 
robustness as they could provide more robust estimates in a broader 
set of scenarios, despite being less efficient (wider CIs). Taking 
everything into account, it would be defined as robust in the present 
study when the statistics matched the following criteria: (1) the 
estimates from IVW and weighted median were both statistically 
significant, for the MR-Egger was so strict in bias control that it 
increased type II error rate inverse; and (2) BETA, which could 
be regarded as the slope of the regression of the SNP-outcome effects 
on the SNP-exposure effects, should be positive or negative at the 
same time in the three methods. Once the BETAs were inconsistent, 
a tightened instrument value of p threshold would be used, and then 
the MR analysis should be re-performed (Chen et al., 2020).

For significant estimates, the MR-Egger intercept test and leave-
one-out analyses were used for further assessing horizontal 
pleiotropy. To identify heterogeneity, Cochran’s Q test was 
checked also.

2.6. Statistics

All analyses were performed using the packages TwoSampleMR 
(version 0.5.6) and MRPRESSO (version 1.0) in R (version 4.2.2) 
packages. Considering there were 136 MR estimates for region-level 
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analyses and four MR estimates for global-level analyses, a 
Bonferroni-corrected value of p was set as 0.05/140 (3.57*10−4), while 
a value of p less than 0.05 and greater than 3.57*10−4 was considered 
nominally significant.

3. Results

There were 15 SNPs recognized for morningness 
(Supplementary Table S2), but rs3972456 was missing in the outcome-
related GWAS summary statistics. The remaining 14 SNPs passed the 
filter procedures and were selected as IVs preliminarily, with F 
statistics for these genetic instruments all larger than the selected value 
10, indicating a strong prediction.

Then, a comprehensive MR study was conducted to determine 
whether genetically predicted morningness connected with the 70 
phenotypes with or without genomic control (GC). On a global level, 
no evidence existed for morningness causing changes in total SA or 
total TH, and the value of ps for the MR-Egger intercept were > 0.05. 
But when testing the causal relationship of morningness and total SA 
with/without GC, heterogeneity was observed with an IVW-related 
Cochran Q-derived p-value <0.05, and outliers were identified with 
MR-PRESSO global-test p-value <0.05, which could be explained as 
acceptable by the use of the random-effects IVW as the main result 
and unnecessary for a second MR analysis because of the MR-PRESSO 
outlier-corrected p-value and distortion-test p-value >0.05. On a 
regional level, it was the only estimate of nominal significance that 
morningness decreased SA of the rostral middle frontal gyrus 

FIGURE 1

Study flame chart of the Mendelian randomization study to reveal the causal relationship between morningness and the brain cortical structure.
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(RMFG) with GC (IVW: β = −25.647 mm, 95% CI: −47.794 mm to 
−3.499 mm, p = 0.023. Weighted median: β = −34.769 mm, 95% CI: 
−47.794 mm to −6.550 mm, p = 0.016. MR Egger: β < 0) and without 
GC (IVW: β = −25.971 mm, 95% CI: −62.986 mm to −4.349 mm, 
p = 0.019. Weighted median: β = −33.677 mm, 95% CI: −62.509 mm to 
−4.845 mm, p = 0.022. MR Egger: β < 0), with the p-values for 
MR-Egger intercept >0.05, and no heterogeneity or outliers 
(Supplementary Tables S3–S6). For the remaining estimates on the 
regional level, it was not necessary to run a second MR analysis, even 
though heterogeneity was observed in some cases but no outliers were 
found or the MR-PRESSO outlier-corrected p-values were > 0.05.

To figure out whether the nominal significant estimate could 
be violated by risk factors, Phenoscanner was used to check the IVs, 
finding that SNP rs13394871 was associated with body mass index 
(BMI), while others were associated with chronotype (Details of the 

instrumental variables are displayed in Supplementary Tables S7, S8). 
After removing rs13394871, estimates were consistent with the 
previous result. No causal relationship was verified on a global level, 
while on a regional level, only the nominally significant estimate 
remained, that morningness decreased SA of the RMFG with GC 
(IVW: β = −24.916 mm, 95% CI: −47.342 mm to −2.490 mm, p = 0.029. 
Weighted median: β = −33.208 mm, 95% CI: −61.933 mm to 
−4.483 mm, p = 0.023. MR Egger: β < 0) and without GC (IVW: 
β = −24.581 mm, 95% CI: −47.552 mm to −1.609 mm, p = 0.036. 
Weighted median: β = −32.310 mm, 95% CI: −60.717 mm to 
−3.902 mm, p = 0.026. MR Egger: β < 0), with the p-values for 
MR-Egger intercept >0.05, and no heterogeneity or outliers (Table 1, 
Figure 2 and Supplementary Tables S9–S12), indicating that the causal 
relationship between morningness and SA of the RMFG decreasing 
was not violated by potential risk factors.

TABLE 1 Significant Mendelian randomization estimates and the stability test results on the causal relationship of morningness and genetically 
predicted cortical structure.

Estimates Rostral middle frontal 
average surface area _

noGC_wSA

Rostral middle frontal 
average surface area _

wGC_wSA

Inverse variance weighted (IVW) N 13 13

p-value 0.02943364 0.03596496

SE 11.44181 11.71996

BETA −24.91603 −24.58055

95% CI (BETA) −47.34198 ~ −2.490075 −47.55168 ~ −1.609424

OR 1.51*10−11 2.11*10−11

95% CI (OR) 2.75*10−21 ~ 0.08290378 2.23*10−21 ~ 0.20000277

MR Egger N 13 13

p-value 0.1593967 0.1711283

SE 27.49301 28.15703

BETA −41.49536 −41.22712

95% CI (BETA) −95.38165 ~ 12.39093 −96.41489 ~ 13.96066

OR 9.52*10−19 1.25*10−18

95% CI (OR) 3.77*10−42 ~ 240610.1 1.34*10−42 ~ 1156210.5

Weighted median N 13 13

p-value 0.02345826 0.02579779

SE 14.65553 14.49354

BETA −33.20779 −32.30962

95% CI (BETA) −61.93263 ~ −4.482948 −60.71697 ~ −3.902274

OR 3.78*10−15 9.29*10−15

95% CI (OR) 1.27*10−27 ~ 0.01130005 4.28*10−27 ~ 0.02019594

Q-p value IVW 0.9856199 0.9816331

MR Egger 0.9833395 0.9789087

Pleiotropy Egger intercept 1.772061 1.764273

p-value 0.5289046 0.5208585

MR_PRESSO Outlier corrected p 0.4098818 0.4041901

Global Test p 0.0075 0.0033

DistortionTest p 0.6848 0.6911

The significant estimate is defined as p < 3.57*10−4 in IVW and weighted median, and the nominal significant estimate is defined as p < 0.05 in IVW and weighted median. N, number of SNPs; 
Q-p value, Cochran’s Q-derived p value; noGC, without genomic control applied; wSA, the total surface area included as a covariate.
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For significant estimates, leave-one-out analyses were used for 
further assessing horizontal pleiotropy, suggesting the estimates were 
not violated and biased by every single SNP (Figure 3).

4. Discussion

To the best of our knowledge, this is the first time a large-scale MR 
analysis has been carried out on the causal relationship between the 
state of circadian rhythm and changes in brain structure. Our study 
supports the causal relationship and provides novel information on 
the regional alterations ascribed to circadian rhythm.

Chronobiology began with Kleitman discovering its existence and 
is defined by Horne and Ostberg’s questionnaire (Kleitman, 1939; 
Horne and Ostberg, 1976). In Hu’s study, which supplied the exposure 
GWAS data source in the present study, to be a morning person is 
used as a substitute for rhythm following the steps of light, while a 
night one refers to a state in the opposite (Hu et al., 2016). Meanwhile, 
the present study points out that morningness decreases SA of the 
RMFG on a nominally significant level by systematically assessing the 
causality of morningness and cerebral cortex. That is to say, circadian 
rhythm disorder may cause an increase in rostral middle frontal gyrus 
surface area, but we cannot summarize a clear conclusion on whether 
the SA and TH of other gyri could be increased or decreased at the 

FIGURE 2

Dot plots of the significant Mendelian randomization statistics. (A) Statistics of morningness on the rostral middle frontal average surface area with 
genomic control applied and the total surface area included as a covariate; (B) statistics of morningness on the rostral middle frontal average surface 
area with the total surface area included as a covariate but genomic control not applied.
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same time because the p-value of the causal relationship between 
morningness and SA of the RMFG is less than 0.05 but cannot pass 
the Bonferroni correction.

As the radial unit hypothesis posits, the increase of cortical SA is 
driven by the proliferation of neural progenitor cells, whereas TH is 
determined by the neurogenic divisions, which is a widely accepted 
hypothesis in neurology (Rakic, 1988, 1995, 2009), Grasby’s study goes 
further to suggest that SA is affected by genetic variants located in the 
regulatory element of progenitor cells in fetal brain tissue rather than 
adult brain tissue, whereas TH is associated with the regulatory 
elements which are close to genes implicating cell differentiation, 
migration, adhesion, and myelination in adult brain tissue (Grasby 
et al., 2020). In other words, SA is more innate, while TH is determined 
later and environmentally. Consequently, it becomes mainstream to 
use SA and TH as the basic neuroimaging instruments to discover 
underlying neurobiological mechanisms of both congenital and 
acquired diseases. It seems to be that SA and TH are highly heritable, 
of which the variants represent a pathological process from different 
periods in neurodevelopment (Strike et al., 2019).

However, it turns out to be the environmental factors that are 
more important. Whether through interventional studies or 
observational studies, whether it be normal physiological alterations, 
acute trauma, or psychogenic diseases with complex etiology and 
mechanisms, it has been verified that SA and TH both exhibit changes 
in response to environmental variations. For example, Voineskos has 
conducted a randomized placebo-controlled clinical trial clarifying 
the effects of antipsychotic medication on brain structure, finding that 
those who relapse receiving a placebo experienced decreases in 
cortical thickness compared with those who sustain remission 
(Voineskos et al., 2020). And Besiroglu has examined cortical TH and 
SA in 30 patients with obsessive–compulsive disorder (OCD), 21 

unaffected siblings (SIB), and 30 controls, finding that both OCD and 
SIB groups show significantly lower cortical thickness in the right 
anterior insula compared to healthy controls and there are no 
significant differences in cortical thickness and surface area between 
the OCD and SIB groups (Besiroglu et al., 2022). When it comes to 
the normal physiological alterations, scientists point out that during 
pregnancy, an obvious change in cortical TH is discovered in mothers, 
suggesting brain structural adaptations for maternal love behavior 
(Hoekzema et al., 2017; Kim et al., 2018; Carmona et al., 2019; Zhang 
et  al., 2019). Meanwhile, a study of 30 patients with acute mild 
traumatic brain injury (mTBI) and 27 matched healthy controls 
discovered a significant increase of cortical SA and volume in the right 
lateral occipital gyrus of acute-stage mTBI patients, but no significant 
changes in TH, which might explain a compensatory mechanism for 
cognitive dysfunction in acute-stage mTBI patients (Li et al., 2022).

In the Brodmann partition, RMFG refers to a part of the region 
on the outer superior surface of the frontal lobe that includes the 
superior and middle frontal gyri (Amunts and Zilles, 2015). The 
superior frontal gyrus is associated with advanced cognitive functions 
such as decision-making, reasoning, and planning, while the middle 
frontal gyrus is located posteriorly to the superior frontal gyrus and is 
also known as the precentral gyrus, involved in the planning, 
execution, and maintenance of working memory (Badre and 
D’esposito, 2009; Krudop and Pijnenburg, 2015). Therefore, the RMFG 
plays an important role in cognitive control and planning, and is 
shown to be  associated with many neurological and psychiatric 
disorders such as attention deficit hyperactivity disorder, Alzheimer’s 
disease, and schizophrenia. For example, in the research on depression 
in Parkinson’s patients, it was found that thinning of the RMFG 
cortical area is associated with worsening depression. Many scientists 
have shown that the thickness of cortical layers in the RMFG region 

FIGURE 3

Leave-one-out analysis of the significant Mendelian randomization statistics. (A) Statistics of morningness on the rostral middle frontal average surface 
area with genomic control applied and total surface area included as a covariate; (B) statistics of morningness on the rostral middle frontal average 
surface area with the total surface area included as a covariate but genomic control not applied.
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correlate with familial Alzheimer’s disease, depression severity in 
Parkinson’s patients, and first-episode schizophrenia (Quan et  al., 
2013, 2020; Yin et al., 2022).

The RMFG is also regarded as an emotion regulation center 
(Koenigs and Grafman, 2009). Emotion sensitivity is verified in 
Leon’s study, where he has followed the examination of 24 mothers 
who neglect their children (the neglect group, NG) and 21 
mothers with non-neglectful caregiving (21 in the control group, 
CG); he discovers that there is a decrease in TH of the right rostral 
middle frontal gyrus and an increased SA in the right lingual and 
lateral occipital cortices for the NG (Leon et al., 2021). There are 
other existing forms of emotion regulation disorders as well. In a 
bipolar disorder-related study, the severity of the disease 
corresponds with the thinner TH of the RMFG, but an increase of 
the TH on the RMFG is discovered after a period of treatment 
(Hibar et  al., 2018). And Hibar’s research also answers the 
question on whether RMFG could be influenced by the postnatal 
environment. While most of the studies above are cross-section 
experiments, a prospective study reached the same answer that the 
SA of RMFG could be influenced by the postnatal environment by 
demonstrating that, with no difference in the childhood brain 
structure, socioeconomic status in childhood is associated with 
adulthood brain structure changes in cortical TH of the precentral 
gyrus, postcentral gyrus, and caudal middle frontal, and in 
cortical SA of the RMFG, caudal middle frontal gyrus, and 
superior frontal gyrus (Dufford et al., 2021). All the SES-related 
variations have been further related to differences in cognitive, 
affective, and socio-emotional outcomes (Johnson et al., 2016; 
Dufford et al., 2019).

Our research mainly focused on the impact of circadian 
rhythms on brain function. Based on the results of the present 
study, it was found that circadian rhythms are indeed causally 
related to the SA of RMFG. A pilot study, fitting with the present 
study to some degree, indicates that 40 min of aerobic exercise and 
20 min of anaerobic exercise a day, maintaining for 6 months, 
increases cortical thickness in the left pericalcarine area, the left 
superior parietal area, right RMFG, and right lateral occipital gyrus 
(Bashir et al., 2021), as physical exercise is beneficial to mental 
health and sleep (Hartescu et al., 2015; Panagiotou et al., 2021). 
Due to the impact of NO2 pollution on illumination, a cross-
sectional study shows that exposure to air pollution of NO2 is 
associated with brain structure variates, including increases in the 
RMFG volume, supramarginal gyrus volume, the transverse 
temporal volume of the left brain, and the pars opercularis volume 
of the right brain (Lo et al., 2022), and air pollution exposure of 
NO2 is also associated with an increase in arousal (Lo et al., 2021; 
Tung et al., 2021).

Most of the variates in cortical structure observed in 
neurological disorders and diseases have been reported for TH, 
perhaps suggesting that TH would be  more sensitive to 
environmental factors, such as treatment, illness, and so on 
(Grasby et  al., 2020). The present study defines a significant 
estimate relating to SA, but not TH, which could be explained by 
the phenotypic variance of the RMFG being affected by common 
variants more for SA (21%) than TH (6%) (Grasby et al., 2020). In 
addition, changes in SA should not be viewed as a miracle, in other 
words, they may necessitate a longer duration like in Dufford’s 
study (Dufford et al., 2021), reflecting a chronic process, but they 

do make sense. Eero Vuoksimaa’s study suggests the same, wherein 
multivariate genetic analysis of 515 pairs of middle-aged twins 
reveals that the phenotypic and genetic association between 
neocortex volume and general cognitive ability is mainly driven by 
surface area rather than thickness (Vuoksimaa et al., 2015).

Notably, the present study confirms an estimate varied from the 
logical expectation. Being a morning person should be beneficial to 
our health as this suits the diurnal rhythm well, but in the present 
study, morningness was found to decrease the SA of the 
RMFG. Stomby’s cross-sectional prospective study might have served 
an explanation with sleepless, by indicating that higher cortisol in 
elderly people with less sleep correlates with the decrease of SA on the 
RMFG (Stomby et al., 2016). However, for night people, compensatory 
hypertrophy could explain the increased SA of the RMFG, the same 
as the consequence of Li’s study pointing out that patients with brain 
injury are discovered to have a significant increase of cortical SA and 
volume in the right lateral occipital gyrus (Li et al., 2022). All the 
evidence leads us to believe that the effects of circadian rhythm on the 
brain cortex may extend beyond what we currently understand, and 
urges further studies to elucidate the mechanism.

However, the core assumptions for MR analysis persist: (1) IVs 
need to be  highly associated with exposure, (2) IVs should have 
nothing to do with confounding factors, and (3) IVs could affect the 
outcome by exposure but nothing else, MR analysis is faced challenges 
at its roots. Since the total phenotypic variation of the segregating 
population (VP) equals the sum of phenotypic variation coming from 
genetic variation (VG), variation related to environment factor (VE), 
and variation associated with the genetic and environmental factor 
interactions (VGE) (Andrew et al., 2010), there would be a statistical 
loss in the study using genetic variates as IVs for representing the 
phenotype of exposure.

In the present study, it was found that IVs could only account 
for approximately 21% of the morningness phenotype (Hu et al., 
2016), but they still exhibited a nominally significant causal 
relationship with the decrease of SA in the RMFG. In other words, 
due to the high specificity and low sensitivity of the IVs, the 
conclusions derived from the present MR analysis have a low Type 
I error rate and a high Type II error rate. In layman’s terms, even 
though only around 21% of the participants were accurately 
identified (VG’s contribution to VP), the impact of circadian 
rhythm on RMFG still reached the threshold of nominal 
significance, and underdiagnosis (contribution of VE and VGE to 
VP) might have resulted in the study’s findings not passing the 
Bonferroni correction. Taking all the above concerns into account, 
an indirect and comprehensive assessment for VE and VGE could 
be  viewed as the influence of underdiagnosis. This notion 
emphasizes the importance of considering VE and VGE in 
investigating the impact of phenotypes and diseases. It can 
be assumed that the causal relationship exists in the real world if VE 
and VGE were taken into account because it is not surprising that 
the circadian rhythm in our daily life would be easily influenced by 
many factors, such as children busy with morning classes and adults 
trapped by working hours. In other words, it is good news for us 
that making a behavior change would be  useful for preventing 
RMFG-related diseases.

But the present study has several limitations: (1) the participants 
enrolled were all European, hence, whether the relationship between 
morningness and the RMFG is causal or not in other populations 
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remains unknown; and (2) the study only reported the variates of the 
cortical structure in the morning person, but the underlying 
mechanisms warrant further investigation.

Our results provide a clue for researchers to explore the 
relationship between circadian rhythm and other neuropsychiatric 
disorders, especially focusing on the specific gyrus of the circadian 
rhythm. Future studies should focus on the mechanism of how 
circadian rhythm acts on the RMFG or designing RCTs for circadian 
treatment modalities to prevent or treat RMFG-related 
neuropsychiatric disorders.
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Previous studies suggest the importance of stable circadian environments for 
fetuses to achieve sound physiology and intrauterine development. This idea 
is also supported by epidemiological and animal studies, in which pregnant 
females exposed to repeated shifting of light–dark cycles had increased rates 
of reproductive abnormalities and adverse pregnancy outcomes. In response to 
such findings, artificial circadian environments with light–dark (LD) cycles have 
been introduced to NICUs to promote better physical development of preterm 
infants. Such LD cycles, however, may not be fully effective for preterm infants 
who are less than 30  weeks gestational age (WGA) since they are too premature 
to be adequately responsive to light. Instead, circadian rhythmicity of incubated 
preterm infants less than 30 WGA may be able to be developed through stimulation 
of the non-visual senses such as touch and sound.

KEYWORDS

designing artificial environments, NICUs, preterm infants, circadian rhythm, 
multisensory cares

Introduction

British author Aldous Huxley used his genius to predict future Neonatal Intensive Care 
Units (NICUs) in his 1932 fictional novel ‘Brave New World’ (Huxley, 1932). In the NICU 
he describes, human embryos are incubated in transparent bottles under a dim red light similar 
to the red colored sunshine we see when we close our eyelids outside on a summer afternoon. 
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The NICU described in his novel also has an artificially-controlled 
environment high in temperature and humidity, like in some 
tropical areas.

Huxley’s description of temperature and humidity for the fetuses 
as being “tropical” matches well with the present settings for preterm 
infants in modern incubators. In Japan, preterm infants with a weight 
of <1,000 g are usually accommodated in incubators at a temperature 
of approximately 34–35°C and a humidity of 60–70% for their first 
week of life after birth. However, the lighting conditions he states – a 
constant dim red light – differs from the light–dark cycle which 
several circadian studies and the American Academy of Pediatrics 
(AAP) and American Colleges of Obstetrician and Gynecologists 
(ACOG) recommend for preterm infants in NICUs to encourage 
circadian entrainment (White, 2013; AAP Committee on Fetus and 
Newborn and ACOG Committee on Obstetric Practice, 2017). More 
recent studies have suggested that appropriate multisensory exposures 
to preterm infants in the NICU may also improve their postnatal 
development (Pineda et  al., 2021; Schmidt Mellado et  al., 2022). 
However, further research on achieving sound physiology and 
extrauterine development of preterm infants though NICU 
environment is still required. This review focuses on constructing 
possibly better NICU environments, particularly paying attention to 
circadian effects on the body growth of preterm infants.

Does biological clock influence fetal 
growth?

Among past literature, only two types of studies seem to report 
the possibility that biological clocks affect fetal body growth. One is 
an animal study in which rat fetal growth was measured in pregnant 
mother rats exposed to different lighting conditions. According to the 
study, the fetal weights in pregnant mother rats exposed to constant 
light were decreased compared to the fetal weights in pregnant rats 
exposed to light–dark (LD) cycles (Mendez et  al., 2012). In LD 
conditions, the mother rats had circadian peaks of melatonin at night 
while the mothers in constant light lost their melatonin circadian 
rhythms. Moreover, restoration of maternal melatonin rhythmicity via 
night-time melatonin injection in mother rats exposed to constant 
light rescued their fetal growth restriction. The authors suggest that 
maternal circadian rhythm of melatonin leads to fetal circadian 
rhythm of corticosterone in the adrenal gland and that fetal 
corticosterone rhythm then contributes to fetal growth. The 
physiological mechanism linking fetal corticosterone rhythm and 
body growth, however, remains unclear.

The other type of study is clinical studies in which weight gains of 
human preterm infants were found to be better in LD conditions than 
in constant light or dark conditions (Watanabe et al., 2013; Morag and 
Ohlsson, 2016). Preterm infants are born before term and raised in 
incubators with a 24-h monitoring system, and an artificial ventilator 
or an ECMO (extra-corporeal membrane oxygenator), depending on 
their medical situation. The 24-h monitoring systems tell us that no 
circadian rhythms exist in the heart rate, respiratory rate, oxygen 
saturation or EEG of preterm infants (Glotzbach et  al., 1995) in 
non-LD conditions. This is in contrast to human fetuses, who have 
been reported to have circadian rhythms in heart rates and fetal 
movements at around 20–22 weeks gestational age (WGA) (de Vries 
et al., 1987; Lunshof et al., 1998). Previous studies suggest that the 

circadian systems of fetuses are still premature and dependent on 
maternal circadian signals such as hormonal or nutritional signals, or 
on signals through maternal physical activity (Seron-Ferre et al., 2007; 
Watanabe et al., 2013). The researchers suggest a possibility that LD 
conditions support the immature biological clocks of preterm infants 
and premature animals by directly affecting their suprachiasmatic 
nuclei (SCN) through their photoreceptors, the intrinsically-
photosensetive RGCs (ipRGCs) and/or rods, in their eyes, leading to 
stable circadian rhythms within the SCN (Sekaran et  al., 2005; 
Sernagor, 2005; Schmidt et al., 2008; Van Gelder, 2008; Watanabe 
et al., 2013; Hazelhoff et al., 2021; Caval-Holme et al., 2022; Polese 
et  al., 2022). Mouse studies have also revealed that the circadian 
systems of the SCN are disrupted by constant light at the cellular level 
(Ohta et al., 2005, 2006). The physiological mechanism linking LD 
conditions and body growth in preterm infants, however, remains 
unclear and further research in this area is still required.

If these animal and clinical studies present correct results, at least 
the following three hypotheses can be  derived. First, the clinical 
studies suggest that the circadian mechanism for the growth of 
preterm infants does not need to depend on maternal signals. Since 
human preterm infants in incubators, who are completely separated 
from their mother, are able to achieve appropriate growth in an LD 
cycle, it can be  assumed that maternal signals are not absolutely 
necessary for the appropriate growth of preterm infants.

Second, clinical studies also suggest that melatonin does not 
directly contribute to the circadian mechanism for the growth of 
preterm infants. In humans, melatonin does not have circadian 
rhythms at birth  - at around 40 WGA  - and do not exist until 
approximately 3 months of age (Kennaway, 2000; Rivkees, 2003). 
Although nighttime increase in melatonin concentration of breast 
milk in a circadian manner has been reported to occur 9 days after 
delivery and may support development of the circadian rhythms of 
infants (Illnerová et al., 1993), their circadian rhythms in sleep–wake 
only start to be observed after approximately 2 months of age (Rivkees, 
2003). Since preterm infants do not have circadian rhythms of 
melatonin, circadian signals from external or internal factors, such as 
lighting, nutrition or other hormones must affect the biological clocks 
of preterm infants. Detection of these, however, is difficult to achieve, 
as it would require blood samples to be taken from infants every three 
to 4 h for examination, which is ethically unacceptable (Dupont-
Thibodeau and Janvier, 2016).

Third, the animal study with melatonin injections into pregnant 
rats (Mendez et al., 2012) suggests that the SCN or the organ biological 
clocks, which modulate circadian phases through melatonin receptors, 
contribute to the circadian mechanism for the body growth of preterm 
infants, although melatonin itself does not seem to directly affect the 
body growth of preterm infants (Gombert and Codoñer-Franch, 
2021). To date, two membrane-bound melatonin receptors have been 
identified and characterized  - MT1 and MT2. MT1 receptors are 
expressed in the brain, cardiovascular system (including peripheral 
blood vessels, aorta and heart), immune system, testes, ovary, skin, 
liver, kidney, adrenal cortex, placenta, breast, retina, pancreas and 
spleen (Dubocovich and Markowska, 2005; Slominski et al., 2005; 
Fischer et al., 2008; Pandi-Perumal et al., 2008; Slominski et al., 2008). 
In the brain, the MT1 receptor is predominantly found in the SCN, 
hypothalamus, cerebellum, hippocampus, substantia nigra and ventral 
tegmental area (Pandi-Perumal et al., 2008). MT2 has been found in 
the brain (SCN, hypothalamus and pituitary), retina, immune system, 
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blood vessels, testes, kidney, gastrointestinal tract, mammary glands, 
adipose tissue, and the skin (Reppert et al., 1995; Roca et al., 1996; 
Dubocovich and Markowska, 2005; Slominski et al., 2005).

These three hypotheses lead us to a possible conclusion that the 
retina, the SCN, and the adrenal gland, each of which can be affected 
by both light and melatonin, may each possibly be part of the pathway 
for the circadian mechanism for the growth of preterm infants.

Regarding the retina and SCN, the retina has a wide range of 
efferent visual and non-visual pathways to the brain. The visual 
pathways, which contribute to both image formation and light–dark 
detection, are based on the nerve innervations from the rods and 
cones in the retina. The visual pathways have direct projections to the 
dorsal lateral geniculate nucleus (dLGN) and superior colliculus (SC). 
Non-visual pathways, which contribute to only light–dark detection, 
are composed of intrinsically-photosensetive RGCs (ipRGCs). The 
non-visual pathways have direct projections to the suprachiasmatic 
nucleus (SCN), supraoptic nucleus (SON), subparaventricular zone 
(SPZ), ventral lateral preoptic area (VLPO), lateral hypothalamic area 
(LH), anterior hypothalamus (AH), medial amygdaloid nucleus (MA), 
habenula (Hb), bed nucleus of the stria terminalis (BST), dorsal lateral 
geniculate nucleus (dLGN), ventral lateral geniculate nucleus (vLGN), 
intergeniculate leaflet (IGL), periaqueductal gray (PAG), olivary 
pretectal nucleus core (OPN), and superior colliculus (SC). Via the 
SCN, the non-visual pathways also have indirect projections to the 
paraventricular nucleus (PVN), dorsomedial hypothalamus (DMH), 
locus coeruleus (LC), ventral tegmental area (VTA), and septal area 
(Sept) (Dacey et  al., 2005; Hattar et  al., 2006; Brown et  al., 2010; 
Noseda et al., 2010; Milosavljevic, 2019; Aranda and Schmidt, 2021).

No direct efferent pathway from the retina to the visual or frontal 
cortex has been anatomically detected (Gaillard et al., 2013). A human 
EEG study, however, using light stimulus on blind people, in whom 
no visual pathway but only the non-visual pathway is supposed to 
function, suggests that the non-visual pathway may have possible 
projections to the visual cortex (Vandewalle et al., 2018). A mouse 
study also indicates that the non-visual pathway can affect cortical 
synaptogenesis at early developmental stages via the SON and PVN 
by light-dependent oxytocin secretion (Hu et al., 2022). The ipRGCs-
dependent non-visual pathway contributes to various physiological 
functions such as entrainment of circadian rhythms (Panda et al., 
2002; Ruby et al., 2002), sleep–wake regulations (Lupi et al., 2008), 
pupil constriction (Hattar et al., 2003; Watanabe et al., 2013; Adhikari 
et al., 2015; Ikeda et al., 2015), alertness (Milosavljevic, 2019), mood 
(LeGates et al., 2012; Fernandez et al., 2018), learning (Fernandez 
et al., 2018), and visual perception (Aranda and Schmidt, 2021). In 
particular, in terms of circadian rhythms and sleep–wake regulation, 
the SCN directly controls circadian rhythms and the IGL also 
indirectly entrains circadian rhythms (Hatori and Panda, 2010; 
Aranda and Schmidt, 2021). In addition, the lateral and posterior 
hypothalamus, the VLPO, the Hb, and the SPZ are believed to mediate 
the effects of light on the hypothalamic regulation of sleep, behavior, 
and other physiological functions (Hatori and Panda, 2010; Aranda 
and Schmidt, 2021). These facts imply that the retina and/or SCN may 
contribute to the circadian mechanisms for the body growth of 
preterm infants.

The adrenal cortex is another candidate partial pathway since light 
information is conveyed from the SCN to the adrenal gland via the 
SCN-sympathetic nervous system (Ishida et  al., 2005) and MT1 
receptors are also detected in the adrenal cortex in adult animals 

(Torres-Farfan et al., 2003; Richter et al., 2008). Like the development 
of melatonin circadian rhythms, however, no clear cortisol circadian 
rhythms are detected in humans until approximately 1 month of age 
(Ivars et al., 2015, 2017), suggesting that cortisol may not contribute 
to the circadian mechanism for the body growth of preterm infants 
until that time.

Overall, the above suggests that we might be able to improve the 
body growth of preterm infants by providing the SCN and retina with 
artificial circadian signals, such as a light–dark (LD) cycle, or 
nighttime-injected melatonin.

Discussion

Is a light–dark cycle beneficial for the body 
growth of preterm infants? – from an 
implication of intrauterine circadian effects 
on fetal growth

The concept of a stable circadian uterine environment having 
positive effects on fetal development is also supported by clinical 
studies in which pregnant females exposed to repeated shifting of their 
LD cycle had increased rates of reproductive abnormalities and 
adverse pregnancy outcomes such as preterm delivery and particularly 
low birth weight of offspring. Several epidemiological studies on 
humans have identified associations between shift work or repeated 
travel across time zones and reduced fertility (Bisanti et al., 1996) as 
well as negative pregnancy outcomes, including increased incidence 
of low birth weight, preterm birth and miscarriage (Cone et al., 1998; 
Aspholm et  al., 1999; Knutsson, 2003). However, whether these 
adverse outcomes are due to circadian dysregulation or some other 
lifestyle factor associated with shift work has not been 
clearly determined.

Also, the study mentioned earlier in which pregnant mother rats 
were exposed to different lighting conditions reported that exposure 
of pregnant rats to constant light, which disrupts the circadian 
environment for fetuses, induced intrauterine growth restriction and 
also lowered corticosterone production in fetal adrenal glands 
(Mendez et al., 2012). Other studies using rodent models indicated 
that repeated shifting of the light–dark cycle of pregnant rats and mice 
increased rates of miscarriage and induced hyperleptinemia and 
hyperinsulinemia in offspring lasting into adulthood (Varcoe et al., 
2011; Summa et  al., 2012). Shifts in rats’ LD cycle are known to 
transiently disrupt normal phase relationships between the SCN and 
peripheral biological clocks (Yamazaki et  al., 2000), thus 
desynchronized circadian rhythms, either between central and 
peripheral maternal tissues or between maternal and fetal tissues (or 
both), may in part contribute to the adverse effects of chronic 
environmentally-mediated circadian disruption on 
pregnancy outcomes.

When should a light–dark cycle be started 
for preterm infants?

In theory, an LD cycle might best be introduced to preterm infants 
at around 26–30 WGA, when the eyes of preterm infants can start to 
perceive light. Robinson and Fielder (1990) reported that preterm 
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infants can respond to light from 30 weeks postmenstrual age (WPA), 
equivalent to 30 WGA, based on measurements they had made of the 
pupillary light reflex (PLR). Another study by Hao and Rivkees (1999) 
using a baboon model indicated that the SCN in the baboon fetus of 
an age corresponding to human 24 weeks conceptional age (WCA), 
approximately equivalent to 26 WGA in the human fetus, was already 
responsive to light stimuli. The data suggest that preterm infants might 
start to respond to light from around 26–30 WGA.

In practice, however, an LD cycle would best be  introduced to 
preterm infants just after birth without considering when preterm infants 
start to perceive light. The reason for this is the large individual difference 
in when preterm infants start to respond to light. In a study of the 
development of PLR, Robinson and Fielder reported that the earliest that 
some preterm infants start to respond to light is at 30 WGA, while others 
start to respond to light as late as 34 WGA (Robinson and Fielder, 1990), 
indicating that the onset of the PLR could vary up to 5 weeks between 
individual preterm infants. It is quite time-consuming and stress inducing 
to examine preterm infants’ PLR every week to confirm whether the 
infants have started to respond to light. Instead, if the NICU is always set 
to an LD cycle, each preterm infant will automatically entrain their 
biological clock to the LD cycle as their biological clocks start to respond 
to light without any need for regular PLR checks.

Strict light control of LD cycles in NICUs, however, might not 
provide the best benefit for preterm infants of <30 WGA being 
intensively treated for serious medical conditions just after birth. Since 
they are in a critical physiological state and have minimal sensitivity 
to light because of the immaturity of their photoreceptors, a constantly 
lit environment would allow easier performance of intensive medical 
treatments and cares, operation of medical equipment and observation 
of the infants’ physiological condition and behavior without any major 
adverse effect on the rhythm of their biological clock.

What type of light- dark cycle should 
be provided for preterm infants?

To design appropriate lighting conditions for preterm infants in 
NICUs, we  have to take into account at least the following three 
factors: duration, light intensity, and light wavelengths of light/
dark periods.

What durations of light/dark periods are 
appropriate for NICUs?

Previous studies suggest that a 12 L:12D LD cycle would be safe as 
a NICU lighting cycle. However, no clinical study in human neonatal 
physiology has investigated an optimum ratio of light/dark period 
duration for NICUs. Adult studies, however, have demonstrated that 
humans maintain stable circadian rhythms of behavior and hormonal 
secretions by adapting to different day lengths (photoperiods) between 
short day (8 h light period: 16 h dark period (8 L:16D)) and long day 
(14 L,10D). Compared to the long-day photoperiod, the short-day 
photoperiod provides us with longer sleep durations, longer nocturnal 
periods of low rectal temperature, longer nocturnal periods of active 
melatonin secretion, and higher levels of prolactin and cortisol 
secretion (Thomas et al., 2002).

Animal studies have also examined the effects of photoperiod 
during early infancy on development of circadian clocks and other 
physiological parameters. Ciarleglio et al. (2011) found that mice 
reared in long days (16 L:8D) exhibited a shorter free-running period 

of locomotor activity rhythms compared to mice reared in short days 
(8 L:16D). This is consistent with their results from Per1, a clock gene 
expression in the SCN, in which perinatal exposure to long days 
(16 L:8D) induced a narrower Per1 expression waveform and shorter 
rhythm period compared to short-day (8 L:16D) exposure. Using the 
same animal model, Ohta and coworkers demonstrated that perinatal 
exposure to constant light (24 L:0D) leads mice to have disrupted 
Per1 expression waveform in the developing SCN with 
desynchronization of the circadian rhythms of individual clock 
neurons within the SCN, but without reduction in the ability of single 
neurons to generate circadian rhythms (Ohta et  al., 2005, 2006). 
Another group found that mice reared in constant light (24 L:0D) 
showed a higher locomotor activity rhythm amplitude and lower 
levels of vasoactive intestinal peptide (VIP) and arginine vasopressin 
(AVP) in the SCN compared to mice reared in constant darkness 
(0 L:24D) or 12 L:12D LD cycles (Smith and Canal, 2009). These 
results suggest that postnatal light experiences affect the SCN 
neuronal network that regulates seasonal adaptation by affecting the 
clock functions and output of SCN neurons. Recently, the same group 
found that mice raised in constant light showed stronger and shorter-
period circadian rhythms of body temperature compared to mice 
raised in constant darkness and also displayed a greater tendency for 
depression-like behavior compared to 12 L:12D LD cycle-raised mice 
(Coleman et al., 2016). Moreover, compared to 12 L:12D LD cycle-
raised mice, both constant-light and constant-dark-raised mice 
showed a decreased glucocorticoid receptor expression in the 
hippocampus and increased plasma corticosterone concentration at 
the onset of night. This demonstrates a possibility that the postnatal 
light environment induces long-term effects on the hypothalamic–
pituitary–adrenal axis and circadian system leading to a depressive 
phenotype in adulthood.

These clinical and animal studies suggest that a 12 L:12D LD cycle 
would be safe as a NICU lighting cycle for the promotion of sleep and 
psychological development of preterm infants.

What light intensities are appropriate for light/
dark cycles in NICUs?

Lighting recommendations by the American Academy of 
Pediatrics (AAP) and American College of Obstetricians and 
Gynecologists (ACOG) suggest that the light intensity of NICU 
illumination should range between 10 and 600 lux to allow continuous 
assessment of infants, as well as examination of skin color and 
perfusion (White, 2013; AAP Committee on Fetus and Newborn and 
ACOG Committee on Obstetric Practice, 2017). The Australian 
Health Infrastructure Alliance (AHIA) recommends an ambient light 
range of 100–600 lux [The Australian Health Infrastructure Alliance 
(AHIA), 2014]. Villalba et  al. (2018) also stated that when using 
individual procedure lights, which are capable of reaching 2000 lux, 
care should be taken to avoid exposing the neonate’s eyes to high levels 
of light.

However, none of these guidelines specify optimal intensity ranges 
for varying gestational ages (Best et  al., 2018). For light intensity 
during night, studies demonstrated that adult humans are responsive 
to a light intensity of approximately 30 lux and above when assessed 
by melatonin phase delay response to light and also responsive to a 
light intensity of approximately 50 lux and above when assessed by the 
acute melatonin suppressive effects of light (the phase change of 
melatonin circadian rhythm and suppression of plasma melatonin 
level have been used as the gold standard to evaluate the effects of light 

72

https://doi.org/10.3389/fnins.2023.1152959
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Arimitsu et al. 10.3389/fnins.2023.1152959

Frontiers in Neuroscience 05 frontiersin.org

on biological clock) (St. Hilaire et al., 2012). The data indicate that 
human adults biologically recognize brightness at night when light 
intensity is 30–50 lux or above. The adult data suggest that the light 
intensity in NICUs at night should be  lower than 30 lux, which 
preterm infants would not biologically perceive as brightness. The 
light sensitivity of preterm infants at each gestational age, however, has 
not been investigated. The light sensitivity of preterm infants can vary 
depending on their developmental stage. According to our own 
preterm study (Watanabe et al., 2013), 5 lux does not induce pupillary 
light reflex in preterm infants between 30 and 38 WGA, suggesting a 
light intensity of <5 lux, which was recommended for night NICUs by 
the American Academy of Pediatrics (AAP) and American College of 
Obstetricians and Gynecologists (ACOG), would be safe for preterm 
infants of all gestational ages in a NICU lighting environment (White, 
2013; AAP Committee on Fetus and Newborn and ACOG Committee 
on Obstetric Practice, 2017).

For light intensity during daytime, an intensity between 30 and 
440 lux would be safe for a NICU lighting environment. As earlier 
mentioned, adult data on phase change of daily melatonin rhythm 
suggest that preterm infants are likely to perceive daytime brightness 
at a light intensity of ≥30 lux. A safe brightness level during daytime 
would be 440 lux since a US multicenter study demonstrated that no 
clinical damage was detected in the eyes of preterm infants who were 
raised in constant light at an average light intensity of 447 lux 
(Reynolds et al., 1998).

What light wave lengths are appropriate for the 
light/dark periods in NICUs?

Previous clinical studies indicate that the optimum light 
wavelengths for light/dark periods depend on the developmental 
stages of the preterm infants since the three types of visual 
photoreceptors in the retina (ipRGCs, rods, and cones) each start to 
function at a different time somewhere between approximately 26 
WGA and 1 month after birth (where birth occurs at 40 WGA). 
Studies of the pupillary light reflex (PLR) of preterm infants revealed 
that only ipRGCs provide visual perception at the early stages of 
human development – at approximately 30 WGA – and contributes to 
the detection of changes in environmental light radiance (Robinson 
and Fielder, 1990; Hanita et al., 2009; Watanabe et al., 2013). Rods start 
to function at around 34 WGA and provides image detection 
(Figure 1; Watanabe et al., 2013; Ikeda et al., 2015). Cones begin to 
function 1 month after birth (where birth occurs at 40 WGA) (Field 
et al., 1982; Teller, 1997) and perform image and color detection.

Adult studies have clarified the properties of the three types of 
photoreceptors and indicate that ipRGCs detect light of wave lengths up 
to 580 nm (maximum light sensitivity: 480 nm), rods detect wave lengths 
up to 610 nm (maximum light sensitivity: 500 nm), and cones detect wave 
lengths up to 690 nm (maximum light sensitivities of S, M, and L cones: 
420, 530, and 560 nm, respectively) (Figure 2; Zaidi et al., 2007). A PLR 
study of preterm infants of 38 WGA, the age at which most preterm 
infants are discharged from hospital, demonstrated that they did not 
respond to 635 nm light but responded to 470 nm (Ikeda et al., 2015). This 
indicates that cones do not function at that age since 635 nm falls within 
the wave-length range normally detected by cones. However, since the 
preterm infants could respond to 470 nm light, this also indicates they are 
very likely to perceive light through ipRGCs and/or rods, which detect 
wave lengths up to 580 nm and 610 nm, respectively. Since ipRGCs starts 
to function earlier than rods and cones and convey light information well 

enough to control the SCN, the light wave length of <580 nm might 
be best for use in the design of NICU light–dark cycles.

How can we entrain the biological clocks 
of young preterm infants who are not able 
to perceive light? - touch and sound may 
be effective ways of entraining preterms’ 
biological clocks

Since preterm infants are still in the process of developing the 
visual system and biological clock, further research should be carefully 
explored to understand their light sensitivity and entrainment 
(Hazelhoff et al., 2021; Polese et al., 2022). Light is the most powerful 
stimuli for the SCN, the biological clock, to synchronize to the 
environment. However, in the absence of light (i.e., constant darkness), 
the SCN of human adults can be synchronized by tactile and auditory 
cues. The physiological conditions of human adults in constant 
darkness are quite similar to the conditions of preterm infants less 
than 30 WGA, who do not yet fully respond to light. Human fetuses 
start to develop their tactile and auditory perceptions at around 16 and 
28 WGA, respectively. Their tactile perception starts to function 
earlier than light perception and their auditory perception starts at 
approximately the same developmental age as light perception 
(Humphrey, 1964; Birnholz and Benacerraf, 1983; Lary et al., 1985; 
Schaal et al., 2004; Table 1).

Despite few dedicated human neonate trials on the influence of 
tactile contact on the circadian clock, tactile stimulation has been 
medically performed on preterm infants in NICUs through massage 
therapy since the 1980s (Figure 3; Field et al., 2006; Badr et al., 
2015). Randomized controlled trials (RCTs) on the effects of 
massage therapy in preterm infants confirm improved weight gain 
and shortened length of hospital stay (Badr et  al., 2015; Niemi, 
2017). Previous studies have reported that tactile stimulation leads 
to higher salivary concentration of both norepinephrine and 
epinephrine and an increase in the alert state (Kuhn et al., 1991; 
White-traut et al., 1997), suggesting that tactile stimuli may indeed 
contribute to the formation of circadian sleep/wake rhythms with 
more arousal during wake-time period of preterm infants of around 
33–34 WGA. In a study of term infants equivalent to 40–42 WGA, 
massage therapy was reported to enhance their circadian rest-
activity rhythms and elevated their nighttime excretion of urinary 
6-sulphatoxymelatonin, the melatonin metabolite (Ferber et  al., 
2002). Massage therapy has also been reported to decrease infant 
crying and salivary cortisol, suggesting that tactile stimuli may also 
contribute to reducing psychophysiological stress in preterm 
infants. This is consistent with an animal study in which elevated 
cortisol levels caused by maternal deprivation were reduced in 
response to tactile stimulation (Pauk et al., 1986).

One means of improving the efficacy of massage therapy is to 
perform it with the infant in intermittent kangaroo position. It has 
been reported that massage therapy in intermittent kangaroo position 
leads to greater daily weight gain compared to massage therapy in 
incubators (Aldana Acosta et al., 2019). Kangaroo care is well known 
for decreasing mortality among preterm infants and improving rates 
of exclusive breast feeding in both developed and developing countries 
(Boundy et al., 2016). Tactile stimulation provided by kangaroo care, 
as well as continuous interaction with the parent, may also contribute 
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to the organization of sleep–wake cyclicity and better modulation of 
the arousal system (Feldman et al., 2002). There is also a possibility 
that parental circadian body temperature supports the formation of 
the infant’s own circadian rhythms.

Auditory stimuli can also have a circadian synchronization 
effect on preterm infants. Auditory stimuli are known to 
influence the circadian rhythms of a variety of animals. For 
instance, the behavioral rhythms of the house sparrow (Passer 
domesticus) can be entrained by conspecific bird songs (Menaker 
and Eskin, 1966) and even by white noise (Reebs, 1989). Mice 
also show circadian responses to auditory cues, while other 
rodents like rats and hamsters do not (Davidson and Menaker, 
2003). The efficacy of auditory stimuli entrainment thus varies 
among species. In human adults, presentation of an auditory 
stimulus at nighttime can phase shift circadian rhythms of 
melatonin and core body temperature (Goel, 2005), as well as 
synchronize activity rhythms in constant darkness but not in LD 
conditions (Davidson and Menaker, 2003). Preterm infants whose 
eyes are still immature (< 30 WGA) do not yet have matured 
ability to perceive light and therefore experience near-constant 
darkness. In the absence of visual cues, it is possible that such 
infants’ circadian systems can instead influenced by 
auditory stimuli.

Regarding sense of smell, no olfactory stimuli have been reported 
to phase-shift human behavioral or hormonal circadian rhythms. In 
animals, however, olfactory stimuli are known to affect the circadian 
clocks of a number of both invertebrate and vertebrate species. A 
study of social interaction effects on circadian rhythms suggests that 
olfactory signals can function as synchronizers in fruit flies 
(Drosophila melanogaster). Olfactory cues (possibly pheromonal) 
have also been implicated as synchronizers in a mammalian species, 
the degu (Octogon degus), a diurnal rodent. In addition, a mammary 
pheromone, aldehyde 2-methylbut-2-enal (2 MB2), was reported to 
act as a maternal olfactory cue to synchronize the circadian clock of 
artificially raised European newborn rabbits (Montúfar-Chaveznava 
et al., 2013).

Among the above mentioned three social cues of touch, 
sound, and smell, both tactile and auditory stimuli can 

phase-shift circadian clocks of preterm infants in normal lighting 
conditions: a light–dark cycle. Since tactile sensitivity is the first 
of the human senses to appear (at 16 WGA), appropriate tactile 

FIGURE 1

Bed-site illumination before and after introduction of a monochromatic light red filter. (A) In a former NICU, continuous lighting was selected to allow 
instant reaction to emergency situations such as respiratory and cardiovascular dysfunctions, brain hemorriage, and infections. The background 
lighting was generally between 50 and 600 lux. (B) Artificial night was achieved by covering the isolette or crib every night with a light filter, which 
specifically cuts the wavelength of light that the ipRGCs and rods of preterm infants detect. During daytime, the light filter was removed from the 
isolette (Watanabe et al., 2013).

FIGURE 2

Spectral properties of human photoreceptors and spectral 
transmission characteristics of the red filter. (A) Spectral sensitivity of 
rods, cones and ipRGCs measured by pupil responses to light. 
Maximum light sensitivity wavelengths of human rods (R), S cones 
(SW), M cones (MW) and L cones (LW) are approximately 500  nm, 
420  nm, 530  nm and 560  nm, respectively. The ipRGCs (depicted as 
pRGCs in the figure) exhibit their peak sensitivity at around 480  nm. 
The dashed line on the figure indicates 610 nanometers. Figure cited 
from Zaidi et al. (2007). White circles indicate the pupil responses to 
light in a blind woman. (B) Spectral transmission characteristics of 
the red filter in Figure 1B. Note that the red filter cut light of wave 
lengths <610  nm perceived by ipRGCs and rods, which function in 
preterm infants, while allowing wave lengths >610  nm perceived by 
adult MW and LW to pass through (Watanabe et al., 2013).
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stimuli may be able to act as signals to synchronize the circadian 
clocks of preterm infants before they begin to perceive light at 
around 26–30 WGA. Auditory stimuli may also potentially 
support the stability of circadian rhythmicity once infants 
become sensitive to sound at approximately 28 WGA.

Conclusion and near future goals

Preterm infants of approximately 22 WGA, the earliest age at 
which artificial ventilators are able to be applied, can be saved 
with medical treatments in Japan. Past literature suggests that the 
circadian rhythms of preterm infants of >26–30 WGA can 
be safely and effectively supported by LD cycles of 12 L:12D at a 
light intensity of >50 lux during daytime and < 5 lux during 
nighttime with wavelengths of up to 580 nm, which the ipRGCs 
of preterm infants, the first functioning photoreceptors in life, 
can detect.

The circadian rhythms of preterm infants of <30 WGA, however, 
are not likely to be  fully assisted by LD cycles since their visual 
photoreceptors are still premature and do not yet function effectively. 
At such an age, tactile stimuli such as massage therapy in a circadian 
manner might be an effective way to entrain the circadian rhythms 
of preterm infants, leading to better body growth, since human tactile 
perception starts to function at 16 WGA, far before 26 WGA when 
ipRGCs start to function. In addition, auditory stimuli, such as 
parents’ voices may also entrain preterm infants’ circadian rhythms 
since auditory stimuli has been found to affect human circadian 
clocks in constant darkness, which preterm infants of <30 WGA 
experience due to immature visual function.

Moreover, a multisensory approach such as the combination 
of touch, sound and smell might be an important strategy for 
generating circadian rhythmicity in preterm infants more 
effectively in the future (Ferber et al., 2002; Neel et al., 2019). 
Animal neonate studies using rodents such as hamsters, mice and 
rats, clearly demonstrated that maternal multisensory stimuli 
such as touch, sound, smell and feeding phase-shifts neonatal 
circadian rhythms of behavior, hormones, and clock gene 
expressions. In one such study, newborn rats of mothers kept in 

an LD cycle were blinded immediately after birth and reared by 
foster mothers under either LD (LD blind pups) or a reversed 
light–dark (DL) cycle (DL blind pups). At postnatal day 6, 
significant phase differences were observed in the circadian gene 
expression rhythms of the SCN between the LD and DL blind 
pups, indicating that the two different maternal circadian 
behavioral patterns with multisensory stimuli in antiphase 
affected the circadian rhythms of the two different groups of 
blind pups, respectively, (Ohta et al., 2002). Recent studies on 
preterm and term infants have also suggested that not only 
circadian synchronization (entrainment) but also general brain 
functional connectivity can be affected by multisensory systems 
when they are exposed to various stimuli in extrauterine 
environments (Gatti et al., 2012; De Asis-Cruz et al., 2020; Polese 
et al., 2021; Pineda et al., 2021; Schmidt Mellado et al., 2022).

If, using circadian science, clinicians and researchers are able to 
redesign the presently employed protocol of kangaroo care, which is 
composed of parental touch, voice, and smell, the resulting modified 
form of kangaroo care may be a strong synchronizer for the circadian 
clock of preterm infants.
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TABLE 1 Developmental time line of human sensory systems and 
circadian entrainment.

Weeks 
gestational age 
(WGA)

Sensory 
systems

Circadian 
entrainment

16 Tactile perceptiona

26 Possible SCN light 

responsivenessb

28 Auditory perceptionc

29 Olfactory perceptiond

30 Pupil light reflexe

33–42 Possible tactile 

entrainmentf

38–43 Possible light entrainmentg

a. Humphrey, 1964; b. Hao and Rivkees, 1999; c. Birnholz and Benacerraf, 1983, Lary et al., 
1985; d. Schaal et al., 2004; e. Robinson and Fielder, 1990, f. Kuhn et al., 1991, White-traut 
et al., 1997, Ferber et al., 2002; g. Rivkees et al., 2004, Watanabe et al., 2013.
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The neurovascular system forms the interface between the tissue of the central 
nervous system (CNS) and circulating blood. It plays a critical role in regulating 
movement of ions, small molecules, and cellular regulators into and out of brain 
tissue and in sustaining brain health. The neurovascular unit (NVU), the cells 
that form the structural and functional link between cells of the brain and the 
vasculature, maintains the blood–brain interface (BBI), controls cerebral blood 
flow, and surveils for injury. The neurovascular system is dynamic; it undergoes 
tight regulation of biochemical and cellular interactions to balance and support 
brain function. Development of an intrinsic circadian clock enables the NVU to 
anticipate rhythmic changes in brain activity and body physiology that occur over 
the day-night cycle. The development of circadian neurovascular function involves 
multiple cell types. We address the functional aspects of the circadian clock in the 
components of the NVU and their effects in regulating neurovascular physiology, 
including BBI permeability, cerebral blood flow, and inflammation. Disrupting the 
circadian clock impairs a number of physiological processes associated with the 
NVU, many of which are correlated with an increased risk of dysfunction and 
disease. Consequently, understanding the cell biology and physiology of the 
NVU is critical to diminishing consequences of impaired neurovascular function, 
including cerebral bleeding and neurodegeneration.

KEYWORDS

clock, blood–brain interface, neuroendothelial, tight junctions, circadian rhythm 
disruption

1. Introduction

The neurovasculature regulates the flow of blood through the arteries, veins, and capillaries 
within the brain. It is composed of cells of the neurovascular unit (NVU), which include 
neuroendothelial cells, mural cells (smooth muscle and pericytes), astrocytes, and microglia as 
well as extracellular matrix components within the basement membrane. Arteries arising from the 
subarachnoid space vascularize the brain. They form NVUs comprised of smooth muscle cells, 
endothelial cells, pia mater, the perivascular space, and astrocytic end feet. As these arterial vessels 
penetrate deeper into the brain, they lose smooth muscle cells and pia mater. Pericytes, which are 
contractile, assume positions between the endothelial cells and astrocytic endfeet (Figure 1).

The cells of the NVU to undergo dynamic daily and environmental changes, making regulatory 
adjustments to maintain homeostasis. Interactions of the NVU with neuronal networks are 
responsible for the regulating cerebral blood flow (CBF), maintaining the integrity of the 
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blood–brain interface (BBI), and immune surveilling-, which recognizes 
harmful pathogens, responds to injury, recruits resident microglia to 
clear cellular debris, and releases neuroprotective factors (Kaplan 
et al., 2020).

1.1. Blood–brain interface (BBI)

The cerebrovasculature continuously provides resources 
supporting the brain’s high metabolic rate, the necessary rapid, 
on-demand delivery of oxygen and energy supporting neuronal 
activity, as well as efficient clearance of waste products. The brain’s 
high metabolic rate requires the continuous supply of nutrients and 
oxygen by the blood. The blood–brain interface (BBI), a multicellular 
structure separating the CNS from systemic circulation, regulates this 
interaction. Tight junctions between endothelial cells of the NVU 
form a physical barrier, restricting permeability. The surrounding 
pericytes and astrocytic endfeet are encased in the extracellular 
matrix-containing basement membrane, enhancing this structural 
barrier (Abbott et al., 2010; Keaney and Campbell, 2015; Liebner et al., 
2018). Vesicular transport across these endothelial cells is very low 

compared to vascular endothelial cells of other organs, distinguishing 
them as neuroendothelium (Brightman and Reese, 1969). The BBI 
restricts the exchange of material between the brain and the blood, 
except for small molecules and gases such as oxygen and carbon 
dioxide. Larger molecules can cross the BBI only through transporters 
and endocytic vesicles (pinocytosis). Loss of BBI integrity results not 
only in reduced oxygen and nutrient flux into the brain, but also 
diminished clearance of neurotoxic substances. Other components, 
such as astrocytic endfeet and pericytes, also express some transporters 
and receptors that contribute to the BBI transport system.

Neuroendothelial cells are the central regulatory components 
of the BBI. Characterized by few transporters, low level of 
paracellular diffusion and pinocytotic activity, neuroendothelial 
cells are joined laterally by tight junctions. Pericytes wrap around 
the vessels and are embedded in extra cellular matrix, the basement 
membrane (Abbott et al., 2010). The restrictive properties of the 
BBI are determined primarily by tight-junction proteins, which 
form a physical barrier between adjacent neuroendothelial cells 
(Kniesel and Wolburg, 2000). The BBI restricts entry of cytokines 
and antibodies, which can impair neurotransmission, into the brain 
(Abbott et  al., 2006), as well as participates in the clearance of 

FIGURE 1

Schematic representation of the cellular elements of the neurovascular unit (NVU). Elements of the NVU include neuroendothelial cells, mural cells 
(vascular smooth muscle cells, pericytes), microglia, astrocytic endfeet. The cellular composition differs along the vascular tree. At the level of the 
artery/arteriole (top), the NVU is composed of neuroendothelial cells making up the inner layer of the vessel wall covered by a thin extracellular 
basement membrane, ringed by vascular smooth muscle cells, and ensheathed by a glial limitans. The perivascular space containing the cerebrospinal 
fluid is between pia and the glia limitans formed by astrocytic endfeet. At the capillary level (bottom), the NVU is composed of neuroendothelial cells 
that share a common basement membrane with pericytes. Pericytes stretch their processes along and around capillaries. Pericytes and endothelial 
cells are covered by astrocyte endfeet. Created by Biorender.com.
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cellular metabolites from the brain to the blood (Winkler 
et al., 2011).

1.2. Cerebral blood flow

Cerebral blood flow (CBF) in the human brain is accomplished 
through a network of interconnected blood vessels over 400-miles 
long (Zlokovic, 2011; Kisler et al., 2017). Irreversible brain damage can 
occur within minutes if proper CBF is compromised (Moskowitz 
et al., 2010). Mural cells, vascular smooth muscle cells (vSMC), and 
pericytes are involved in regulating cerebral blood flow (Peterson 
et al., 2011; Hall et al., 2014; Hill et al., 2015; Attwell et al., 2016). 
Active contraction and relaxation of vSMCs around the larger 
arterioles controls flow by altering the vascular diameter (Hill et al., 
2015). Pericytes are spatially isolated contractile cells in the 
microvasculature that are responsible for regulating the cerebral blood 
flow within capillaries (Attwell et al., 2016; Cai et al., 2017; Mughal 

et  al., 2023; Figure  2). The capillary dilation created by pericyte 
relaxation is regulated by the blood pressure from upstream arterioles. 
Pericytes alter capillary diameter by actively responding to neuronal 
activity (Wu et al., 2003; Peppiatt et al., 2006). The dilation response 
in capillaries is rapid, completing prior to arteriole dilation (Hall 
et al., 2014).

Regulation of CBF can be grouped into three broad mechanisms: 
(1) Autoregulation, which maintains stable blood flow despite 
fluctuations in systemic blood pressure; (2) Vasomotor reactivity, 
which is in response to modification of the arterial pCO2/pH of the 
brain tissue reporting the need for oxygen; and (3) Neurovascular 
coupling, which is in response to local changes in neuronal and 
metabolic activity (Peterson et  al., 2011; Silverman and Petersen, 
2022). Autoregulation is largely controlled by changes in 
vasoconstriction and vasodilation in the smooth muscle of arterioles 
(Attwell et al., 2016; Hosford and Gourine, 2019; Hoiland et al., 2020; 
Duffin et al., 2021). This may be mediated by the release of vasoactive 
substances, myogenic regulation adapting vascular tone, and 

FIGURE 2

A schematic representation of neurovascular units with cellular elements that regulate cerebral blood flow along the vascular tree. The various types of 
cells that form the neurovascular unit (NVU) (neurons, astrocytes, mural cells – vascular smooth muscle cells (VSMCs) and pericytes, and 
neuroendothelium) regulate cerebral blood flow throughout the vascular tree. The cellular composition of the NVU differs along the vascular tree, but 
the principal cellular components all remain represented, as illustrated here. (A) At the level of penetrating arteries, the NVU is composed of 
neuroendothelial cells, making up the inner layer of the vessel wall, covered by a thin extracellular basement membrane, ringed by one to three layers 
of VSMCs, and ensheathed by pia. The Virchow-Robin space containing the cerebrospinal fluid is between the pia and glia limitans formed by 
astrocytic endfeet. Both VSMCs and astrocytes are innervated by local neurons. (B) Arterioles differ in that (i) there is only one layer of VSMCs, (ii) 
astrocyte coverage and innervation of the vessel wall and endothelial inner layer are continuous with penetrating arteries and brain capillaries, above 
and below the arteriole level, respectively. Precapillary arterioles may also contain transitional pericytes, a cell type between pericyte and VSMCs. (C) At 
the capillary level, the NVU is composed of endothelial cells that share a common basement membrane with pericytes. Pericytes stretch their 
processes along and around capillaries and make direct, interdigitated or “peg-socket”-like contacts with neuroendothelial cells. Pericytes and 
neuroendothelial cells are covered by astrocyte endfeet. Both astrocytes and pericytes are innervated by local neurons similar to astrocytes and VSMCs 
in the upper segments of the vascular tree. Created by Biorender.com.
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neurogenic regulation due to sympathetic innervation of vascular 
smooth muscle cells (Silverman and Petersen, 2022). Vasomotor 
reactivity reflects changes due to arterial CO2 pressure and coupled pH 
shifts of the brain microenvironment. Small arterioles are extremely 
sensitive, vasodilating with elevated arterial CO2 concentrations 
(Yoshihara et al., 1995). It has been suggested that this vasomotor 
response is regulated by the proton concentration in smooth muscle 
cells of cerebral vessels through the pH sensitivity of carbonic 
anhydrase activity (Budohoski et al., 2013). Neurovascular Coupling 
responses to elevated neuronal activity and metabolism lead to an 
increase in local blood flow providing the brain with enhanced blood 
flow for a given demand (functional hyperemia). Chemical signals 
secreted from cells of the NVU, which can cause vasodilation or 
vasoconstriction. The neuroendothelial cells produce several 
vasoactive factors, including nitric oxide (NO), endothelium-
dependent hyperpolarization factor, eicosanoids, and endothelins; 
their release is regulated by cerebral blood flow (Peterson et al., 2011). 
Additionally, astrocytic end-feet that directly border the vessels also 
play key roles in regulating CBF (Peterson et al., 2011). Increased 
neuronal activity is can initiate the release of synaptic glutamate and 
thereby activate two different signaling pathways: (1) a signaling 
pathway that includes the activation of Ca2+-dependent enzymes, such 
as neuronal nitric oxide synthase (nNOS) and cyclooxygenase-2 
(COX-2), can produce the vasodilators NO and prostanoids, 
respectively, and (2) an astrocytic-dependent signaling pathway that 
includes Ca2+-dependent activation of phospholipase A2 and 
ultimately the production of vasodilatory metabolites including 
epoxyeicosatrienoic acids (EETs) (Attwell et al., 2010; Stackhouse and 
Mishra, 2021) (Shi et al., 2008). Additionally, K+ and H+ are produced 
during synaptic transmission; elevation of these ions stimulates 
vasodilation (Paulson and Newman, 1987; Nielsen and Lauritzen, 
2001). However, neural activation can also stimulate vasoconstriction 
as is the case via BK channels from altered astrocytic endfeet calcium 
signal in brain slices mimicking subarachnoid hemorrhage (Koide 
et al., 2012; Pappas et al., 2015).

1.3. Immune surveillance and repair

Despite barriers that prevent immune cells from traversing into 
the brain, the CNS is continuously monitoring for damage and agents 
that would disrupt normal brain function. Resident microglia and 
immune cells within the bordering meninges are primarily responsible 
for this surveillance (Ousman and Kubes, 2012). Although the border 
immune cells are outside the scope of this review, they have been 
thoroughly discussed (Kwon, 2022; Rustenhoven and Kipnis, 2022). 
The role of microglia in immune surveillance is facilitated by their 
close proximity to one another with minimal overlap between 
processes of neighboring microglia (Raivich, 2005; Ousman and 
Kubes, 2012). Under physiological conditions, microglia are quiescent 
(M0), yet they are constantly surveying the local environment and 
communicating with other cell types via their motile processes. This 
allows the full extracellular space to be  sampled by at least one 
microglial process every a few hours (Nimmerjahn et al., 2005).

Within the NVU, the microglia are activated by minor alterations to 
the BBI, responding to various stimuli such as vascular injury, stroke, 
trauma, bacterial infection as well as diseases states such as Alzheimer’s 
disease and multiple sclerosis (Dudvarski Stankovic et al., 2016; Orihuela 

et al., 2016; Zhao et al., 2018). The microglial processes are recruited 
rapidly and form a dense, continuous, stable aggregate at the site of BBI 
leakage (Davalos et al., 2012; Jolivel et al., 2015; Lou et al., 2016). Microglia 
can be  activated within minutes of tissue damage. They undergo a 
spectrum of responses when activated, including polarization and 
differentiation toward pro-inflammatory and neurotoxicity (M1) or anti-
inflammatory, healing (M2) forms (Guo et al., 2022). Microglia driven 
toward the M1 state can produce inflammatory cytokines and chemokines 
as well as expressing NADPH oxidase, which produces superoxide and 
reactive oxygen species (ROS). The M2 state of microglia generate anti-
inflammatory cytokines, growth factors, as in insulin-like growth factor 
1 (IGF-1) and fibroblastic growth factor (FGF), and neurotropic growth 
factors, including neurotrophic growth factor (NGF) and brain-derived 
neurotrophic factor (BDNF). Signals shifting between M1 and M2 
polarizations can have profound effects on being either neuroprotective 
or pathogenetic on brain physiology (Ma et al., 2017; Zhao et al., 2018; 
Guo et al., 2022).

2. Development of the 
neurovasculature

The developing CNS does not produce vascular progenitor cells; 
thus, blood vessels must enter into the developing CNS to form the 
neurovasculature (Bautch and James, 2009). Early studies demonstrate 
that vascularization of the brain is initiated by vessels outside of the 
CNS through angiogenic sprouting, namely the peri-neural vascular 
plexus (Feeney and Watterson, 1946; Strong, 1964). The blood vessels 
invade and form distinct patterns once they enter the brain (Bautch 
and James, 2009; Tata et al., 2015). Ultimately, the neurovasculature 
expands into a vast network and remodels into a vascular tree 
organized into a hierarchical network of arteries, arterioles, capillary 
beds, venules, and veins.

Early in embryogenesis, a blood–brain interface is formed to protect 
neural tissue from variations in blood composition, maintain ionic 
homeostasis, and exclude toxins. This complex developing structure 
involves nascent vessels emerging by ingression from endothelial cells. 
Tight junctions are present between these neuroendothelial cells 
restricting the passage of low molecular weight molecules very early in 
development (Ek et al., 2012) The nascent vessels recruit pericytes which 
are required for barrier formation (Daneman et al., 2010). Notably, this 
occurs before astrocyte generation (Daneman et al., 2010). Astrocytes 
extend processes that contact blood vessels after birth, and thus are not 
required to initially induce the BBI, but likely are involved in maintenance. 
A number of known signaling molecules between the neural and vascular 
cells are involved in crosstalk to regulate development of the 
neurovasculature, all of which allow formation of the intricate architecture 
through the brain (Tata et al., 2015).

3. Specialized neurovascular 
structures: circumventricular organs 
and the cerebral portal system

3.1. Circumventricular organs

The brain has a number of circumventricular organs (CVOs). 
CVOs possess characteristically highly permeable, fenestrated 
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capillaries, in contrast to the barrier nature of capillaries of the 
BBI. As the name implies, these specializations form around (Lat., 
circum) ventricles, including the area postrema (AP), median 
eminence (ME), neurhypophyis (NP), organum vaculosum of the 
lamina terminalis (OVLT), pineal gland, and subfornical organ (SFO) 
(Miyata, 2015). The subcommissural organ (SCO) is often included 
among the seven CVOs, although it lacks fenestrated capillaries. On 
the other hand, the choroid plexus, which does have fenestrated 
capillaries but lacks neurons, may also be grouped with the CVO 
(Oldfield and McKinley, 2015). Because of the lack of the endothelial 
barrier, the CVOs permit the direct exchange of chemical information 
between the brain and circulating blood. Broadly, the CVOs can 
be separated into two categories, sensory and secretory. The secretory 
CVOs include the NH, ME, and pineal (as well as the SCO&/or 
choroid plexus). These neurosecretory nuclei release neurohormones 
and hormone-releasing factors into the blood via the fenestrated 
capillaries. The sensory CVOs, which are often described as “windows 
of the brain,” detect circulating hormones and ions and initiate 
responses that maintain homeostasis (Gross et al., 1987) and include 
the SFO, OVLT and AP.

The presence of these leaky, fenestrated capillaries may allow 
diffusible timing signals to entrain brain regions outside of the 
suprachiasmatic nucleus (SCN), the site of the central circadian clock 
(see section 5). To our knowledge, no prior publication reports 
movement of signals that traverse from the brain directly into the 
neurovasculature. However, the dense capillaries within the SCN, 
specifically, within the shell region, suggest a pathway that transports 
diffusible signals from the SCN into the blood (Yao et al., 2023). There 
is evidence that diffusible signals from the SCN can interact locally 
with the CSF. Taub et  al. demonstrated that arginine vasopressin 
(AVP), an established SCN output timing signal that synchronizes 
24-h rhythms of physiology and behavior, was found to contribute to 
AVP levels in the CSF (Taub et al., 2021). AVP levels exhibit 24-h 
rhythms in CSF, but not in blood (Schwartz et al., 1983). Previous 
reports have demonstrated a disparate regulation in neuropeptides 
between plasma and the CSF (Kagerbauer et  al., 2013). However, 
direct access through CVOs to potential timing signals raises an 
interesting possibility for regulation of circadian oscillations in 
the neurovasculature.

3.2. Cerebral portal systems

Portal systems carry blood from one capillary bed to another 
rather than from a capillary bed to a vein. This facilitates the rapid 
transport of chemical signals from one region to another while 
maintaining high concentrations of solutes, as the fluid is not 
transported via the vascular system back through to the heart. The 
hypophyseal-pituitary portal system is a well-known portal system. 
Neuropeptides packaged in vesicles within the neuronal cell bodies 
travel along the axons of the supraoptic and paraventricular neurons 
that synthesize them to the capillary bed of the median eminence 
(ME). They are released on demand into the capillary beds of the 
anterior pituitary (Harris, 1948; Clarke, 2015). Notably, the capillaries 
and veins of this portal system are leaky due to fenestrations in their 
vessel walls; thus, the neurohormones pass directly from axon 
terminals into the blood without encountering a BBI. This portal 
system allows hypothalamic hormones, such as gonadotropin 

releasing hormone (GnRH), to stimulate the secretory cells 
they control.

A new brain portal system has been described that links the SCN 
and the OVLT (Yao et al., 2021). These portal vessels arise from the 
rostral SCN and join the capillaries at the base of the OVLT (Yao et al., 
2021, 2023). The OVLT participates in osmotic regulation and is 
involved in the release of AVP (McKinley et al., 2004; Samson and 
Ferguson, 2015). Many OVLT functions are under circadian control, 
including anticipatory thirst and osmoregulation (Trudel and 
Bourque, 2010; Gizowski et al., 2018; Gizowski and Bourque, 2020). 
The SCN secretes a number of paracrine output signals (Cheng et al., 
2002; Kraves and Weitz, 2006; Maywood et al., 2011). This portal 
system may provide a pathway by which these diffusible circadian-
timing signals are maintained at levels that directly influence other 
brain regions.

4. The neurovascular system is 
dynamic and diurnally rhythmic

Modulation of blood flow, metabolism, and neural activity within 
the brain is dynamically regulated. The complex multicellular NVU 
responds accordingly. Beside the changes that occur with aging 
(Fabiani et  al., 2021; Zimmerman et  al., 2021), many of these 
alterations display rhythmic, anticipatory variations that are correlated 
with specific phases of the 24-h  day-night cycle. These circadian 
rhythms, derived from the Latin circa (approximately) and dies (day), 
are driven by endogenous clocks that enable organisms to anticipate 
and prepare for changes over the day-night cycle. Although not 
restricted to the neurovasculature, one of the most notable vascular 
functions that displays circadian rhythmicity is blood pressure 
(Conroy et al., 2005; Paschos and FitzGerald, 2010). In humans, blood 
pressure rises before awaking, reaches a peak in midmorning and then 
decrease as the day progresses (Millar-Craig et al., 1978). Circadian 
rhythms of regulators of blood pressure, plasma epinephrine, 
norepinephrine, cortisol, cardiac vagal tone, and heart rate all have 
been noted (Kalsbeek et al., 2006). Ablation of the hypothalamic SCN 
disrupts the circadian variation in blood pressure, demonstrating that 
the central circadian clock is necessary to orchestrate these diverse 
vascular changes (Janssen et  al., 1994; Sano et  al., 1995; Witte 
et al., 1998).

Platelet activation, which mediates blot clot formation, and 
fibrinolysis, the dissolution of these clots, also displays circadian 
rhythmicity (Paschos and FitzGerald, 2010; Thosar et  al., 2018; 
Budkowska et  al., 2019). With regard to clot formation, platelet 
aggregation and platelet activation markers show strong time-of-day 
variation, peaking mid-morning in humans. These include factors 
promoting blood coagulation, such as platelet factor 4 (PF4), 
glycoprotein Ib (GPIb), β-thromboglobulin (βTG), P-selectin, and 
activated integrin αIIbβ3 (also known as GP11b/IIIa) (Tofler et al., 
1987; Jafri et al., 1992; Scheer et al., 2011; Thosar et al., 2018; Crnko 
et al., 2019). Additionally, fibrinogen, the circulating precursor of 
fibrin, a protein that propagates clotting, demonstrates a 24-h variation 
in humans (Bremner et al., 2000). In tandem, fibrinolytic activity is 
significantly reduced in the morning (Andreotti and Kluft, 1991). The 
concentration of plasminogen activator inhibitor-1 (PAI-1), which 
inhibits fibrinolysis, peaks in the morning (Andreotti et al., 1988; Kluft 
et  al., 1988; Angleton et  al., 1989). This is endogenously driven, 
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independent of the sleep cycle (Scheer and Shea, 2014). Together these 
findings suggest that mornings, with the increase in platelet activation 
and decrease in fibrinolysis, constitute an adverse stressor toward 
negative cardio-and neurovascular events.

Indeed, adverse neurovascular events, including ischemic stroke 
and hemorrhagic stroke, demonstrate daily fluctuations (Elliott, 1998; 
Chaturvedi et al., 1999; Manfredini et al., 2005; Butt et al., 2009; Turin 
et al., 2010; Ripamonti et al., 2017). In intracerebral hemorrhage and 
subarachnoid hemorrhage detection, a bimodality in the rhythm is 
present, with the peak in morning and second smaller peak in 
afternoon/early evening (Butt et  al., 2009; Turin et  al., 2010). 
Additionally, differential damage outcome is associated with the time 
of day of the stroke. In the morning, the increases in paracellular 
permeability and immune-cell trafficking are associated with more 
severe stroke phenotype and more adverse outcomes compared to 
strokes at that occur in the afternoon (Liu et al., 2021). Thus, circadian 
rhythms may influence stroke vulnerability of the NVU. A more in 
depth understanding could allow targeted prevention in the 
development and progression of neurovascular dysfunction 
and disease.

5. The circadian system and the 
molecular clock

Circadian rhythms are orchestrated by a central pacemaker within 
the hypothalamus, the SCN. Lesions of the SCN abolish or attenuate 
daily rhythms in locomotor activity, body temperature, blood pressure, 
and heart rate in rodents (Stephan and Zucker, 1972; Ralph et al., 
1990; Witte et al., 1998), indicating that these are endogenous rhythms 
rather than driven by 24-h changes in the environment or daily 
behaviors. SCN rhythms are synchronized to the external environment 
primarily by light signals via the retinohypothalamic tract (Ding et al., 
1994; Gooley et al., 2001). Other salient entrainers, or zeitgebers, are 
food and behavioral activity. The SCN is an autonomous oscillator, 
maintaining rhythms in vitro (Gillette and Reppert, 1987; Yamazaki 
and Takahashi, 2005). Notably, dissociated SCN cells also remain 
rhythmic in culture, demonstrating the cell-intrinsic property of 
rhythmicity (Welsh et al., 2004).

At its core, the endogenous circadian clock is a transcriptional-
translational negative feedback loop (TTFL). Several interlocking 
TTFLs act in collaboration with a key negative feedback loop 
(Figure 3). In this key loop are the positive transcriptional regulators, 
the proteins BMAL1 and CLOCK. These two positive regulators 
heterodimerize and bind to cis-acting E-box promoter elements to 
activate the expression of negative regulators, which include the 
repressors CRYPTOCHROME 1 and 2 (CRY1, CRY2) and PERIOD 
1, 2, and 3 (PER1-3). As the cycle progresses, the negative regulators 
accumulate, form complexes and are transported to the nucleus where 
they inhibit BMAL/CLOCK-activated transcription, thereby 
inhibiting their own transcription (Takahashi, 2017; Cox and 
Takahashi, 2019; Rosensweig and Green, 2020). An auxiliary loop 
involving REV-ERB and ROR modulates the main TTFL to further 
controls the expression of CLOCK and BMAL1 (Takahashi, 2017). 
The regulation and machinery of the molecular clock mechanism has 
been extensively reviewed (Takahashi, 2017; Cox and Takahashi, 2019; 
Rosensweig and Green, 2020).

This TTFL generates endogenous circadian rhythms even under 
constant conditions (absent environmental or behavioral rhythms). 
These endogenous rhythms are present in nearly all cells and 
physiological systems, including those of involved with neuronal, 
metabolic, immune, inflammatory, and vascular function (Thosar 
et al., 2018, 2019). Collapse of this TTLF leads to internal cellular 
desynchrony and systemic circadian rhythm disruption. Circadian 
rhythm disruption results in a higher risk, as well as being an early 
indicator, for disease (Foster, 2020).

6. Circadian influences on cells of the 
NVU

Although much of the circadian variation in the neurovascular 
system is coordinated by the pacemaker function of the SCN, there 
are also likely local rhythms present within the molecular clocks of 
the cellular components of the NVU. Each component of the NVU is 
closely linked. The circadian influences on cells of the NVU are 
numerous resulting in discrete alterations in these cells across the day 
night cycle (Figure 4). There is a need to investigate the free-running 
rhythms in cells of the NVU under constant conditions. Nevertheless, 
to understand these influences as they currently stand, the various 
cell types of the NVU will be evaluated individually.

6.1. Neuroendothelial cells

The endothelial cells of the BBI are distinct from other 
endothelial cells. Rather than forming a semi-permeable conduit 
for the blood, as in the periphery, neuroendothelial cells form a 
barrier between the brain and the blood, permitting only a few 
types of molecules to cross. They form a cellular layer with high 
electrical resistance, tight intercellular junctions, specific 
transporters, and decreased levels of vesicular transcellular 
transport compared to peripheral endothelial cells (Betz and 
Goldstein, 1978; Betz et al., 1980; Daneman, 2012). The activity of 
efflux transporters is an important regulator of permeability across 
the BBI. Except in areas of the CVO, there is a general absence of 
fenestrae in the brain neuroendothelium (Abbott et al., 2010).

Neuroendothelial cells of the luminal membrane of the BBI highly 
express the ATPase-binding cassette (ABC) efflux transporter, ABCB1, 
alternatively named permeability glycoprotein (Pgp) and multi-drug 
resistant protein 1 (MDR1) (Cordon-Cardo et al., 1989; Schinkel et al., 
1994). ABCB1 substrate-specific efflux oscillates across the circadian 
cycle in mouse and human neuroendothelia (Zhang et  al., 2021). 
Although dependent on a functional molecular clock, the ABCB1 
transcript family does not exhibit a circadian oscillation nor does the 
ABC transporter family demonstrate regulation at the transcript level 
by the circadian clock (Zhang et al., 2021). However, the necessary 
cofactor in the regulation of ABC transports, intracellular Mg2+, 
demonstrate circadian oscillations that persist in constant conditions 
in such diverse examples as a human cell line with epithelial 
morphology, U2OS cells, as well as a unicellular algae, Osteocossus 
tauri (Feeney et al., 2016). Further, the transient receptor potential 
cation channel, subfamily M, member 7 (Trpm7), a Mg2+ transporter 
expressed in neuroendothelial cells, exhibits circadian oscillations in 
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its transcript (Zhang et al., 2021). Thus, efflux by transporters, such as 
ABCB1, may be regulated through its co-factor, via daily fluctuations 
in intracellular Mg2+.

The barrier function of the BBI is regulated by neuroendothelial 
tight-junction proteins. Tight junctions contain multiple protein 
complexes, which may include occludins, claudins, zonula occludens 
(ZO), and junctional adhesion molecules (JAM). Multiple studies have 
demonstrated circadian regulation of tight proteins at both the RNA 
and protein levels, although not specifically in the BBI. In retinal 
pigment epithelium, claudin 2 (cldn2) was found to display circadian 
rhythms in both protein and RNA expression (Louer et al., 2020). In 
the inner retinal blood vessels, claudin-5 was found to be  highly 
dynamic and regulated in a circadian manner by the clock protein 
BMAL1 (Hudson et al., 2019). In intestinal epithelial cells, occludin 
and claudin-1 mRNA display oscillations across the day-night cycle 
and their expression is inversely associated with colonic permeability 
(Oh-oka et  al., 2014). This suggests the potential for diurnal or 
circadian oscillations in the BBI, but this has yet to be determined.

Additionally, neuroendothelial cells can secrete molecules that 
affect microglia. One such molecule is the proinflammatory cytokine, 
tumor necrosis factor alpha (TNFα). Although the primary source of 
TNFα is macrophages and monocytes, TNFα production in 
neuroendothelial cells has been noted (Imaizumi et al., 2000). TNFα 
undergoes circadian oscillations in its uptake and can activate 
interleukin-15 (IL-15). Notably, IL-15 affects the growth of microglia 
as well as nitric oxide production. Further, IL-15 and its receptor can 
feedback, exerting anti-inflammatory roles (Pan et al., 2011).

Neuroendothelial cells contribute to the aforementioned circadian 
fluctuation in the coagulation/fibrinolytic factors. Thrombomodulin, 
an endothelial membrane protein that exerts anti-coagulation effects 
through protein C (de Wouwer et  al., 2004), displays circadian 

FIGURE 3

Molecular circadian clockwork is composed of two interlocking transcription/translation feedback loops (TTFLs). The clock proteins, CLOCK and 
BMAL1, are integral components of the core circadian timekeeping loop. They form a heterodimer, then induce E-box-mediated transcription of 
negative regulators, Period (Per1,2,3) and Cryptochrome (Cry1,2) genes. Accumulated PER and CRY proteins repress E-box-mediated transcription until 
their levels decrease, allowing the cycle to repeat. CLOCK and BMAL1 also control the transcription of the nuclear receptors RORα and REV-ERBα, 
which modulate BMAL1 mRNA levels by competitive actions on the RRE element residing in the Bmal1 promoter. The cycling of clock components 
collectively determines the temporal patterning and levels of clock-controlled genes (CCGs), thus generating diverse circadian rhythmic outputs. In 
addition, a number of signaling molecules, including kinases and ubiquitinases, fine-tune these molecular clock loops. Casein kinase Iε (CKIε) and CKIδ 
form a complex with PERs and CRYs, phosphorylate (P) PERs and then promote proteasome-dependent degradation of these negative regulators. 
Phosphorylation of CLOCK facilitates its dimerization with BMAL1 and nuclear entry.

FIGURE 4

Circadian rhythms are expressed in the various cell types of the NVU. 
Multiple types of cells comprise the NVU and contribute to 
neurovascular function. All express near-24-h oscillations in 
functionality.
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oscillations at both the level of the RNA and protein in lung and heart 
(Takeda et al., 2007). Plasminogen activator inhibitor-1 (PAI-1), the 
principal inhibitor of fibrinolysis in vivo, exhibits significant circadian 
variation with peak circulating levels observed in the morning 
(Angleton et al., 1989), as well as activation by the core clock proteins, 
CLOCK and BMAL1 (Schoenhard et  al., 2003). Whereas tissue 
plasminogen antigen (t-PA) which catalyzes the conversion of 
plasminogen into plasmin and thereby promoter of fibrinolysis, also 
demonstrated daily variations in levels with increasing concentrations 
found in the afternoon in humans (Liu et al., 2021).

6.2. Astrocytes

The function of astrocytes in the BBI is not fully understood; 
however, evidence suggests that they induce barrier-like properties in 
neuroendothelial cells by releasing factors that include TGFβ, glial-
derived neurotrophic factor (GDNF), bFGF, and angiopoietin 1 
(Abbott et al., 2006), as well as exerting an effect on BBI polarity (Beck 
et al., 1984). They control neurotransmitter and ion concentrations to 
maintain homeostatic balance. Astrocytes interface with 
neuroendothelial cells through the endfeet of specialized processes 
that line the outer side of cerebral capillaries. They contribute 
importantly in regulating metabolite levels and brain water content, 
and they modulate vasodilation. Astrocytes release several molecules 
that enhance and maintain barrier properties: members of the 
Hedgehog family, proteins of the renin-angiotensin system, and 
apolipoprotein (a cholesterol and phospholipid transporter).

Circadian fluctuations in astrocyte structure and function 
throughout the brain are well documented (McKee et al., 2020; Naseri 
Kouzehgarani et al., 2022; Rojo et al., 2022; Hastings et al., 2023). 
Astrocytes contribute to cell–cell coupling in the SCN, undergo daily 
changes in GFAP distribution and structural complexity, and physical 
coverage of neurons. Glia respond to daily oscillations in neuronal 
activity (McKee et al., 2020, Naseri Kouzehgarani et al., 2022, Rojo 
et  al., 2022, Hastings et  al., 2023). They may also be  involved in 
thermoregulation, hormonal secretion, and sleep (McKee et al., 2020).

The role of circadian rhythms in astrocyte structure and function 
in neurovascular function is less understood. However, it is notable 
that the water channel, aquaporin 4 (AQP4) displays day-night 
differences in expression levels. AQP4 can control fluid exchange 
bidirectionally. It is abundant in astrocytes associated with the 
neurovasculature and is present in high density in astrocytic endfeet 
bordering blood vessels. Although no difference in the total level of 
AQP4 has been reported, its polarization to vascular structures is 
highest during the day in the cortex of rodents suggesting diurnal 
variation in water exchange across the BBI (Hablitz et al., 2020). Mice 
deficient in AQP4 display profound reduction in glymphatic clearance 
(Iliff et al., 2012; Lundgaard et al., 2017), however with regard to BBI 
integrity, studies lack consensus (Zhou et al., 2008; Saadoun et al., 
2009; Haj-Yasein et al., 2011). This topic merits further careful analysis.

6.3. Neurons

There is significant heterogeneity in the innervation of the 
NVU. Broadly, larger, surface extracranial cerebral vessels (such as 
carotid arteries, vertebral arteries and jugular veins) and intracranial 

vessels (pial arteries, perforant arteries and pial veins) receive 
peripheral or extrinsic innervation by cranial autonomic ganglia. 
Input is derived from sympathetic nerves originating from the 
superior cervical ganglia, parasympathetic nerves from the 
sphenopalatine ganglion or otic ganglion, and sensory nerves from the 
trigeminal ganglion releasing a number of neuropeptides (including 
substance P, calcitonin gene-related peptide, vasoactive intestinal 
peptide, pituitary adenylate cyclase-activating peptide, neuropeptide 
Y, and somatostatin) (Hamel, 2006; Schaeffer and Iadecola, 2021). On 
the other hand, smaller penetrating arterioles and capillaries receive 
central or intrinsic innervation via nerve terminals from local 
interneurons or subcortical pathways, such as the thalamus, locus 
coeruleus, raphe nucleus and basal forebrain. Communication is 
mediated via a number of different factors, including neuropeptides, 
neurotransmitters, prostaglandins, ions, and NO (Giorgi et al., 2020; 
Schaeffer and Iadecola, 2021).

At the local level, neurons of the NVU directly and indirectly 
control local cerebral blood flow via neurovascular coupling or 
function hyperemia in response to neuronal activity, as well as impact 
vascular networks and BBI formation through release of vasoactive 
agents (Attwell et al., 2010; Whiteus et al., 2014; McConnell et al., 
2017; Kugler et al., 2021). Much of the local neurovascular coupling 
involved the increased release of glutamate with neuronal activity. 
Glutamate release can activate neuronal and glial signaling pathways 
that release vasoactive effectors. Mediators of local neurovascular 
coupling through inhibitory interneurons have demonstrated the 
ability to either induce vasodilation or vasoconstriction (Cauli et al., 
2004; Rancillac et al., 2006).

Much less is known about the role of circadian neuronal 
activity in regulating neurovascular function. The numerous 
neuronal releasates involved in NVU regulation are beyond the 
scope of this review. We  focus on examples with regards to 
circadian function rather than those involved in acute, inducible 
alterations to the NVU. Regarding intrinsic innervations that 
project to cortical microvessels, a number of subcortical pathways 
are associated with wakefulness and undergo alterations with sleep 
deprivation. The locus coeruleus expresses 24-h rhythms in the 
noradrenaline rate-limiting enzyme tyrosine hydroxylase in 
animals housed under both light:dark (LD) and continuous dark 
(DD) conditions (Caputo et  al., 2023). Additionally, functional 
MRI in humans has linked cerebral blood flow to diurnal 
modulation in regions of the default-mode network displaying a 
decrease in from morning into the afternoon. The default mode 
network is primarily composed of the medial temporal lobe, the 
medial prefrontal cortex, and the posterior cingulate cortex and 
associated with internal thought, active while not engaged in 
specific tasks (Hodkinson et al., 2014). One of these mediators is 
nitric active during oxide (NO). NO is generated by a family of 
three nitric oxide synthase (NOS) isoforms: neuronal NOS 
(nNOS); endothelial NOS (eNOS), and inducible NOS (iNOS). 
Although nNOS is abundantly expressed in neurons, it is also 
expressed in non-neuronal cells (Boulanger et al., 1998; Loesch 
et al., 1998; Schwarz et al., 1999). It has been argued that the nNOS 
form participates significantly in regulating microvascular tone 
(Costa et al., 2016). However, both eNOS and nNOS have been 
linked to control of vascular tone (Kurihara et al., 1998; Fleming, 
2003; Hagioka et  al., 2005; Förstermann and Münzel, 2006; 
Lemmer and Arraj, 2008; Seddon et  al., 2008) Multiple genes 
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(eNOS, caveolin1 and 3) and proteins (tetrahydrobiopterin, 
phospho-Akt, phospho-eNOS) linked to NO-induced vasodilation 
display circadian expression, however, their rhythmic regulation 
in the neurons of the NVU has not been determined (Panda et al., 
2002; Rudic et al., 2005; Kunieda et al., 2008; Anea et al., 2009).

Although much research has focused on the effect of neuronal 
activities on CBF, recent work also has demonstrated an influence of 
neurons of the NVU on BBI permeability. Elevated expression and 
function of a major neuroendothelial ABC efflux transporter, 
P-glycoprotein (pgp), was found to be  correlated to decreases in 
neuronal activity. A diurnal rhythm in pgp substrates efflux was 
negated in a knockout of the clock gene, Bmal1 (Pulido et al., 2020).

6.4. Pericytes

Pericytes are imbedded in the basement membrane in direct 
contact with neuroendothelial cells, wrapping around the tightly-
connected neuroendothelial cells. They are found in the capillary bed 
but display a marked preference for junctional locations within 
branching capillaries (Mughal et al., 2023). They have been found to 
play a regulatory role in brain angiogenesis (the formation of new 
capillaries from existing ones), neuroendothelial cell-tight junction 
formation, and differentiation of the blood–brain interface, as well as 
contribute to structural stability. The CNS vasculature has a 
significantly higher pericyte coverage compared with peripheral 
vessels (Winkler et al., 2011; Hall et al., 2014).

Pericytes rhythmically express a number of circadian genes 
(Mastrullo et al., 2022). A mouse line lacking BMAL1 exhibited a 
decrease in pericyte coverage within the NVU. This decrease in 
pericyte coverage increased permeability within the BBI, led to a 
decrease in platelet-derived growth factor receptor β (PDGFRβ) 
transcription. The PDGFR is important for BBI integrity (Nakazato 
et  al., 2017b). Exposure to synchronized pericytes in a contact 
co-culture also synchronizes neuroendothelial circadian rhythms of 
Bmal1:luciferase, a clock gene reporter (Mastrullo et al., 2022).

6.5. Vascular smooth muscle cells

Vascular smooth muscle cells (VSMC) of the NVU are responsible 
for constriction and dilation of larger arterial and arteriole blood 
vessels, regulating vascular resistance and blood pressure and 
stabilizing smaller downstream vessels from the pulsative effect of 
heartbeat. At this level neurovascular tone is regulated by the 
relaxation and contraction of VSMC. Hyperpolarization results in the 
relaxation of the VSMC whereas depolarization results in contraction 
of the VSMC and constriction of the blood vessels. A number of 
factors can influence VSMC, including the sympathetic nervous 
system (discussed in section 6.3) circulating mediators, and 
endothelial cells (Sandoo et al., 2010; Kisler et al., 2017).

Most work on the influence of the circadian clock in smooth 
muscle has focused on the peripheral vascular system and not 
specifically on smooth muscle within neurovascular system. 
Mesenteric smooth muscle and the aorta exhibit time-of-day variation 
in contractility in response to vasoconstricting and vasodilating 
stimuli (Keskil et al., 1996; Witte et al., 2001; Denniff et al., 2014). 
Molecular clocks have been described in smooth muscle cells (Nonaka 

et  al., 2001) and mesenteric arteries (Denniff et  al., 2014). They 
rhythmically display a number of genes involve in structural integrity 
in an immortalized vascular smooth muscle cell line, including 
metalloproteinase 1 and 3 (timp1/3), collagen 3a1 (col3a1), transgelin 
1 (sm22alpha), and calponin 1 (cnn1) (Chalmers et al., 2008). Deletion 
of the clock gene, Bmal1, specifically in vascular smooth muscle cells 
abolishes the circadian variation in pulse pressure and attenuates the 
amplitude of the daily rhythm in systolic and diastolic blood pressure 
(Xie et al., 2015). Insights on the molecular circadian clock as well as 
the effect of a dysfunctional clock specifically on the VSMC within the 
NVU would be useful, but this has yet to be studied.

6.6. Microglia

Microglia are associated with numerous functions within the 
brain including trophic support, angiogenesis, the regulation of 
synaptic pruning and neuronal activity (Geloso and D'Ambrosi, 2021; 
Umpierre and Wu, 2021); however, within the context of the NVU, 
they are more closely linked to immune surveillance, repairing 
damage to the BBI as well as regulating vascular tone (Lou et al., 2016; 
Bisht et al., 2021). Microglia are the resident immune cells in the 
CNS. In this role, they actively monitor the brain parenchyma via 
highly motile protrusions and increase phagocytic activity and 
cytokine production in response to pathogens, neuroinflammation 
and tissue damage (Madore et  al., 2020). Their role in regulating 
vascular tone involves capillary-associated microglia (CAMS), found 
in close contact with the capillary wall in the brain in areas not covered 
by astrocytic endfeet. Loss of CAMS increases blood flow by increasing 
capillary diameter and results in impaired responses to vasodilation 
(Bisht et al., 2021).

Microglia have been shown to contain a functional molecular 
clock and exhibit circadian expression of a number of clock genes, 
which remain rhythmic in constant conditions, as well as rhythmic 
expression of a number of microglial markers (Nakazato et al., 2011; 
Hayashi et al., 2013; Guzman-Ruiz et al., 2023). In addition, Wang 
et  al. demonstrated daily oscillations in the expression of 
pro-inflammatory cytokines (IL-1β and IL-6) and oxidation-related 
genes (NADPH oxidase 2, Nox2), as well as molecules involved in 
nutrient utilization (glucose transporter member 5, Glut5) (Wang 
et al., 2020). Elevated levels of pro-inflammatory cytokine transcripts 
during the light (inactive) phase in rodents may indicate a higher 
innate immune activity when they are sleeping during the day.

Functionally, microglia also exhibit diurnal oscillation in 
phagocytic activity linked to synaptic pruning during sleep 
(Choudhury et al., 2020). Furthermore, just as peripheral immune 
cells display circadian alterations in their response to an immune 
challenge (Marpegan et al., 2009; Spengler et al., 2012), time-of-day 
effects within the CNS also have been reported. Microglial process 
extension are more pronounced at a rodent’s inactive state (day) 
compared to night (Takayama et al., 2016). Expression of microglial 
proinflammatory cytokines (IL-1β, TNFα and IL-6) and the 
inflammatory pathway are elevated with a immune challenge during 
a rodent’s day (inactive) as compared to night (active) (Fonken et al., 
2015; Takayama et al., 2016). It will be important to determine if these 
day-night differences persist under constant conditions.

Intriguingly, although Cathepsin S (CatS) has not been 
investigated for a role in altered BBI permeability across the day-night 
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cycle, its demonstrated circadian expression suggests a possible 
mechanism by which this could occur. CatS, a microglial-specific 
cysteine protease within the CNS, displays clock-driven expression 
(Hayashi et  al., 2013). CatS-deficient mice exhibited impaired 
migration across peripheral endothelial basement membranes 
(Sukhova et al., 2003). It has the ability to degrade ECM molecules at 
neutral pH (Liuzzo et al., 1999; Vizovišek et al., 2019) and can mediate 
BBI permeability through proteolytic processing of the junctional 
adhesion molecule B (JAM-B) (Sevenich et al., 2014).

6.7. Basement membrane

The vascular basement membrane, an extracellular matrix (ECM) 
of structural proteins secreted by cells of the NVU, supports vessel 
development and maintenance of the BBI. It consists predominately 
of (1) glycoproteins, such as the integrins laminin, collagen, 
fibronectin, and vitronectin, (2) enzymes associated with ECM 
remodeling and processing, and (3) soluble growth factors and 
cytokines. It is sandwiched between neuroendothelial cells and 
pericytes on one side and astrocytic endfeet on the other. The ECM 
proteins are key regulators of cell signaling. The ECM exert its effect 
through adhesion signaling receptors that sense and report the 
environment and the surrounding cells (Streuli, 2016).

Although less is known about the role of the ECM in circadian 
neurovascular function, there is a link of the ECM to clock-gene 
expression. Changes in the stiffness of the microenvironment of the 
mammary epithelia can modulate BMAL1-CLOCK activity (Yang 
et al., 2017). The extracellular environment via integrins transmits 
signals to the cytoskeleton (Akhtar and Streuli, 2013) and daily 
oscillations in actin polymerization state have been observed in liver 
(Gerber et al., 2013) and brain (Gillette, unpublished). The depletion 
of globular (G) actin toward filamentous (F) actin assemblies release 
myocardin-related transcription factor (MRTF) from the cytoplasm 
allowing a rhythmic translocation into the nucleus. MRTF is a serum 
response factor (SRF) cofactor, and as such leads to 24-h cycles of 
transcriptional activation by genes targeted though the MRTF-SRF 
signaling pathway. Thus, a link between the ECM and the circadian 
molecular clock within the NVU may be through actin dynamics 
(Streuli and Meng, 2019).

7. Impaired neurovascular function 
with circadian dysregulation

Circadian neurovascular function is essential in balancing the 
influx and efflux between blood and the brain parenchyma; and 
thereby, modulating the exchange of nutrients and ions as well as 
protecting neural tissue from access by toxins and pathogens. 
Circadian rhythm disruption, interference with a stable circadian 
cycle, can have profound effects on the regulation CNS homeostasis. 
There has been a rise in human circadian rhythm disruption due to 
sleep disruption, travel to different time zones, shift work, and social 
jetlag that has let in an increase in neurological disorders, cancer, 
metabolic disorders, and mood disorders (Hatori et al., 2017; Lunn 
et  al., 2017; Schurhoff and Toborek, 2023). Alterations of normal 
circadian rhythms can have profound effects on the neurovasculature, 

affecting the BBI, cerebral blood flow (CBF), and immune surveillance 
(Figure  5). These disruptions can contribute to the severity of 
pathology and response to treatment, most notably with stroke 
(Thosar et al., 2018; Ramsey et al., 2020; Liu et al., 2021) and traumatic 
brain injury (Li et al., 2016).

7.1. Blood–brain interface (BBI)

The BBI plays an integral role in maintaining tight control of brain 
chemical composition. Understanding the consequences of alterations 
to the BBI becomes paramount, considering loss of BBI integrity is 
present in many neurodegenerative disorders, such as Alzheimer’s 
disease and Parkinson’s disease (Sweeney et  al., 2018). As these 
diseases involve the accumulation of protein that form fibrils and 
aggregates, it is important that BBI maintain proper regulation across 
the interface for removal of waste. Additionally, proteasomal activity 
follows a circadian rhythm and disruption of these rhythms leads to 
diminished neuroprotection against protein-plaque formation 
(Musiek and Holtzman, 2016). Loss of BBI integrity can increase 
vascular permeability and is associated with cell damage from 
impaired blood flow and the entrance of toxins into the brain, which 
can stimulate inflammatory and immune responses. Increases in BBI 
permeability have been noted with disruption of the molecular clock 
(Bmal1 knockout) and sleep deprivation (Gómez-González et  al., 
2013; He et al., 2014; Nakazato et al., 2017b).

With stroke, the blood supply is disrupted, causing essential 
nutrients not to reach the irreversibly damaged ischemic core, as well 
as the reversibly injured brain tissue around the ischemic core, the 
penumbra. Due to an imbalance in ion transport, secondary neuronal 
damage can occur. Circadian disruptions initiated by weekly phase 
advances prior to ischemic events exacerbate inflammation and 
increase in infarct volume (Earnest et al., 2016; Ramsey et al., 2020). 
It has been suggested that circadian rhythm disruption leads to a 
propensity for clotting, a prothrombotic state (Liu et al., 2021). A 
dysfunctional molecular clock in mice, due to either a disruption of 
Bmal1 expression or a Clock gene mutation, causes a more 
hypercoagulable state, with alterations in platelet counts and clotting 
components (Westgate et  al., 2008; Hemmeryckx et  al., 2011). 
Considered together, these findings suggest that circadian rhythm 
dysfunction elevates the risk for greater stroke damage and 
negative outcome.

7.2. Cerebral blood flow

Circadian regulation of blood flow is well documented in the 
periphery (Wang et al., 1992; Sano et al., 1995; Hermida et al., 2007; 
Xie et al., 2015; Douma and Gumz, 2018). Blood pressure rises sharply 
early in the active period and declines to its lowest levels during sleep. 
However, in a cohort termed “normal dippers,” the mean blood 
pressure during sleep is 10–20% compared to the daytime-active mean 
(Hermida et al., 2007). Subjects with a diminished decline in blood 
pressure (“non-dippers”), have a significantly higher risk for 
cerebrovascular disease and vascular dementia. Less is known about 
diurnal alterations in CBF and the consequences of circadian rhythm 
dysfunction on CBF. Non-invasive measurements of cerebral blood 
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flow velocity (CBFV) in the middle cerebral artery have been used as 
a surrogate for CBF. Using these methods, daily rhythms in CBFV in 
human subjects are lower in morning than in afternoon and evening 
(Sawaya and Ingvar, 1989; Madsen et al., 1991; Droste et al., 1993; 
Conroy et al., 2005; Kotajima et al., 2005). This phenomenon is often 
linked with sleep–wake behaviors. CBFV in healthy humans is 
reduced in non-REM sleep compared to wakefulness (Madsen et al., 
1991; Droste et al., 1993; Kotajima et al., 2005). However, Conroy et al. 
noted time-of-day variations in human CBFV is not altered following 
30-h of sustained wakefulness, and therefore not dependent on sleep 
(Conroy et al., 2005). Similarly in rats, CBF measured a by laser-
Doppler flow probe (over 3–4 days) demonstrated diurnal changes 
independent of peripheral arterial blood pressure or locomotion 
(Wauschkuhn et  al., 2005). These studies were performed under 
12:12-h environmental light:dark conditions. This area would benefit 
from further studies under constant dark conditions to establish the 
endogenous nature of these oscillations across the circadian cycle.

Regional CBF has been measured by perfusion MRI. CBF in 
specific regions was altered in workers performing shift work for 
>2 years. When compared to daytime workers, the cuneus, fusiform/
parahippocampal gyri, and cerebellum of shift workers were 
significantly decreased, while the inferior occipital gyrus was increased 
(Park et al., 2019). Alterations in circadian rhythms of blood pressure 
may have significant consequences for cerebral microbleeds. Patients 
with cerebral microbleeds have higher nocturnal mean systolic blood 
pressure and lower nocturnal dipping rates (Chen et  al., 2022). 
Patients with cerebral small vessel disease (CSVD) show disturbance 

of the circadian rhythms in blood pressure (non-dippers and reverse-
dippers) as well as cognitive dysfunction (Xu et al., 2023).

7.3. Immune surveillance and repair

Disruption of circadian rhythms can have deleterious outcomes 
for immune surveillance and repair within the brain. Mice exposed to 
experimental jetlag exhibit increases in inflammatory markers in the 
blood (Castanon-Cervantes et al., 2010). Circadian rhythm disruption 
by irregular rest-activity cycles that involve light at night enhances 
pro-inflammatory cytokine expression following an immune 
challenge (Fonken et al., 2013). Loss of a functional molecular clock 
alters microglial immune responses. Pro-inflammatory cytokines were 
reduced in microglia isolated from Bmal1-deficient mice (Wang et al., 
2020). The induction of pro-inflammatory cytokines was attenuated 
under lipopolysaccharide (LPS) immune challenge of a microglial cell 
line model with Bmal1 knockdown and in Bmal1-deficient mice 
(Nakazato et al., 2017a; Wang et al., 2020). Disruption of Rev-erbα 
caused unprompted microglial activation in the hippocampus 
increased expression of inflammatory transcripts (IL-1β/Trem2) and 
elevated the inflammatory response to LPS. Together these data 
suggest that disruption of the circadian clock alters shifts the pro−/
anti-inflammatory balance necessary to maintain normal microglial 
responses to inflammatory challenges.

Circadian rhythm disruptions also can have profound effects on 
increasing risk and exacerbating disease states. This is likely mediate 

FIGURE 5

Circadian rhythm disfunction adversely effects physiology. Misalignment of circadian clocks between cells, brain regions, tissue, across the organism 
and the natural world can increase the risk of significant health consequences involving the neurovasculature and brain. Created by Biorender.com.
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via changes in immune and inflammatory responses to damage or 
disease, including to ischemia, traumatic brain injury, and 
neurodegenerative diseases (i.e., Alzheimer’s disease, Huntington’s 
disease, and Parkinson’s disease) (Li et al., 2016; Ramsey et al., 2020). 
Alterations to immune surveillance and repair functions within the 
NVU have significant effects. For example, in mice subjected to 
cerebral artery occlusion and reperfusion, then chronic circadian 
rhythm-disruption group displayed increased infarcts. The 
interpretation is that this is due to alterations in the ratio of pro-to 
anti-inflammatory cytokine expression (Ramsey et  al., 2020). 
Although circadian rhythm disruption is known to disrupt peripheral 
immune responses and to alter circulating proinflammatory cytokines 
and the complement immune system (Comas et al., 2017; Shivshankar 
et al., 2020), a defective central immune response also is likely to 
exacerbate diseases states requiring removal of pathogens and 
damaged cells in brain.

8. Conclusion

The development of the circadian clock in the neurovascular 
enables anticipation of rhythmic variations that adjust internal states 
to the 24-h day. In the brain, these changes include oscillations in 
metabolism, neurohormone secretion, and neurophysiological 
regulation along with neurovascular components, including cells that 
form the neurovascular unit and regulate blood flow and platelet 
aggregation/fibrinolysis. Disruption of the circadian clock has 
profound effects on mental and physical health. Many disease states 
are at elevated risk or exacerbated by misalignment of the internal 
circadian clock (Evans and Davidson, 2013; Foster, 2020; Schurhoff 
and Toborek, 2023).

Despite significant progress in understanding circadian clocks 
within the cells of the NVU, knowledge of how the neurovascular 
units and systems participate in acute responses to cerebrovascular 
challenges, neurodegenerative diseases, and the aging of the brain is 
still in its infancy. The roles and risk factors caused by alterations in 
the circadian system via shift work, travel, and social jet lag are now 

beginning to be understood. Integrated study of circadian clocks and 
neurovascular systems has the potential to contribute importantly 
to understanding cerebral vascular disease, neurodegenerative 
diseases, and aging, as well as identify isolated key nodes for 
translational interventions for chronotherapies and other 
therapeutic benefits.
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The synchronization of multiple oscillators serves as the central mechanism

for maintaining stable circadian rhythms in physiology and behavior. Aging

and disease can disrupt synchronization, leading to changes in the periodicity

of circadian activities. While our understanding of the circadian clock under

synchronization has advanced significantly, less is known about its behavior

outside synchronization, which can also fall within a predictable domain. These

states not only impact the stability of the rhythms but also modulate the period

length. In C57BL/6 mice, aging, diseases, and removal of peripheral circadian

oscillators often result in lengthened behavioral circadian periods. Here, we

show that these changes can be explained by a surprisingly simple mathematical

relationship: the frequency is the reciprocal of the period, and its distribution

becomes skewed when the period distribution is symmetric. The synchronized

frequency of a population in the skewed distribution and the macroscopic

frequency of combined oscillators di�er, accounting for some of the atypical

circadian period outputs observed in networks without synchronization. Building

on this finding, we investigate the dynamics of circadian outputs in the context of

aging and disease, where synchronization is weakened.

KEYWORDS

unsynchronized states, period-frequency relation, circadian rhythms, frequency

synchronization, Kuramoto model, period distribution, macroscopic period, mean

internal period

Introduction

Animals innately follow a near-24-h cycle of rest and activity, known as the circadian

rhythm, which prepares them for daily environmental changes. The endogenous rhythm

in behavioral activities is maintained with remarkable precision under constant darkness,

exhibiting robust periodicity over months and minimal cycle-to-cycle variation in activity

phase (Pittendrigh and Daan, 1976a; Schwartz and Zimmerman, 1990). In mammals, the

suprachiasmatic nucleus (SCN) serves as the central clock, orchestrating both behavioral

circadian rhythms and physiological rhythms throughout the body. The SCN is a network

of circadian oscillators, with single neurons and glial cells as the cellular identities, that
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maintain rhythmic expressions of circadian clock molecules

through the transcription-translation feedback loop (TTFL).

The oscillation within a single cell is both autonomous

and persistent, yet displays a variation in period across the

population (Leise et al., 2012). These oscillators couple within the

network to generate a synchronized oscillation, reducing period

heterogeneity and facilitating high temporal precision for the

circadian clock output at the organismal level (Herzog et al.,

2004). The synchronization is the essential mechanism of the SCN

network that transforms diverse period, phase, and amplitude

of individual oscillators into predictable and coherent outputs.

However, biological systems often operate in the metastable state

between complete synchronization and desynchronization (Kelso,

1995). This is sometimes due to the functional needs, such as

the internal representation of seasonal time within the SCN

(Pittendrigh and Daan, 1976b; Myung et al., 2015; Schmal, 2023),

but it can also be due to degradation of the network through aging

and disruptive timing cues such as constant light (Ohta et al., 2005;

Farajnia et al., 2012).

Aging is known to cause changes in the period of circadian

locomotor activity (Pittendrigh and Daan, 1974). In the widely

studied laboratory mouse strain C57BL, circadian activities persist

through aging, with periods typically lengthening with increasing

age (Davis and Menaker, 1981; Welsh et al., 1986; Possidente

et al., 1995; Valentinuzzi et al., 1997). Depending on the strain

and entrainment history, periods can also shorten (Pittendrigh

and Daan, 1976a). Chronic illnesses often lead to changes in

circadian periodicity, which can result in sleep disturbances, as

seen in diseases like Alzheimer’s or Huntington’s (Witting et al.,

1990; Aziz et al., 2010). Disruptions in circadian gene expression

have been observed in animal models of chronic kidney disease

(CKD) (Hsu et al., 2012). This disruption causes instability in

circadian activity when in constant darkness (Myung et al.,

2019). Furthermore, disturbances in circadian rhythm have been

identified in conditions such as acute respiratory failure (ARF)

(Yang et al., 2020) and chronic pulmonary disease (COPD) (Giri

et al., 2022). In critically ill patients, there have been reports

of misalignment in internal circadian rhythms (Felten et al.,

2023).

Yet, within the widely recognized Kuramoto model for

synchronization, explaining these changes in period remains a

challenge (Acebrón et al., 2005). Emerging evidence suggests a

correlation between the period and amplitude (Myung et al.,

2018; del Olmo et al., 2023). As synchronization increases, so

does the circadian amplitude of a clock ensemble (Schmal et al.,

2018). Oscillators achieving synchronization is fundamentally

about aligning their frequencies. In systems with a finite number

of oscillators, it has been numerically shown that skewness in the

frequency distribution can eventually alter the mean frequency

of macroscopic ensemble oscillations (Peter and Pikovsky, 2018).

Given the reciprocal relationship between period and frequency,

we note that a symmetric period distribution, such as Gaussian,

results in a skewed frequency distribution. This skewness can

influence the mean period of an oscillator ensemble, particularly

when the standard deviation of the period distribution is large.

This may provide additional insight into the changes of circadian

period under weak synchronization observed in aging and

disease conditions.

Results

Skewed frequency distribution: mean,
median, and the mode

A circadian oscillator within a single cell emerges from

nonlinear molecular feedback networks that contain ultrasensitive

response motifs (Zhang et al., 2013). The oscillatory trajectory is

believed to follow a stable limit cycle, allowing the oscillation in the

phase space to be mapped onto a unit circle. This property enables

the reduction of the nonlinear oscillator to a phase oscillator

which, in turn, facilitates the investigation of collective behavior of

multiple oscillators (Winfree, 1980). The temporal evolution of a

circadian oscillator at phase θ with constant frequency f (where

f is the reciprocal of the intrinsic period, τ ) can be described

by a differential equation dθ /dt = 2π f = 2π /τ . The Kuramoto

model extends this framework by introducing a coupling term

with a sine of the phase difference (Acebrón et al., 2005). At

least for a certain class of oscillators with a particular type of

phase response curve (PRC), this provides a concise formalism for

describing the synchronization behavior amongmultiple oscillators

under various coupling scenarios (Myung and Pauls, 2018). Under

the assumption of a symmetric distribution of the individual

oscillator frequencies, the model predicts that the frequency of the

synchronized ensemble is determined by the average frequency of

the population, which appears true for the SCN (Liu et al., 1997).

The periods of circadian firing rates in dissociated single SCN

neurons show Gaussian distribution in both rats and C57BL/6J

mice (Honma et al., 2004, 2012). For the mean period τ 0 and

standard deviation σ , the Gaussian probability density function p is

p(τ ) =
1

√
2πσ 2

e−(τ−τ0)
2/2σ 2

(1)

which satisfies
∫

dτp(τ )=1 .

By change of variables, the probability density function for the

frequency f can be written as

q(f ) =
1

√
2πσ 2f 2

e−(1/f−τ0)
2/2σ 2

(2)

which has a singularity at f = 0.

The reciprocal transformation maps shorter periods to a

wider range on the higher frequency side, resulting in a skewed

distribution with a peak (mode) shifted to the lower frequency side

(Figures 1A, B). The 1/f 2 term in the equation (2) implies this shift,

which gives higher weight to the lower frequency side. Due to the

singularity, there is no simple closed-form solution for the mean

<f> but via the Dawson function F,

〈f 〉 =
√
2

σ
F

(

τ0√
2σ

)

≈
1

τ0
+

σ 2

τ 30
+

3σ 4

τ 50
+· · · . (3)

Since we are interested in the regime σ ≪ τ 0, the reciprocal of the

mean frequency approximates to

1/〈f 〉 ≈ τ0 −
σ 2

τ0
. (4)

This provides a good approximation compared to the mean

values of the randomly generated populations (Figure 1C) when
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FIGURE 1

A symmetric period distribution corresponds to a right-skewed frequency distribution. (A) The reciprocal function connects period (τ ) and frequency

(1/τ ). In a symmetric period distribution with a 24-h mean, shorter periods correspond to a broader frequency range (a), while longer periods

correspond to a narrower range (b). This results in a right-skewed frequency distribution. (B) The skewness of the frequency distribution increases as

the standard deviation σ of the symmetric period distribution increases. (C) The inverse of the mean frequency <1/τ> shows a quadratic decrease as

the standard deviation σ increases. (D) In the skewed frequency distribution, the mode (ωm; red) leans toward lower frequencies (longer periods),

while the mean (ω0; blue) leans toward higher frequencies (shorter periods), compared to 1/24h, the inverse of the mean period. Upon oscillator

coupling, synchronization occurs at the mean frequency, distinct from the inverse of the mean period.

standard deviations are small. It ensures that, for nonzero σ , the

reciprocal of the mean frequency is shorter than the mean period

τ 0. This effect becomes more pronounced as σ increases. The

reciprocal of the median frequency is approximately τ 0 and can

be found at the half-maximal point of the cumulative probability

distribution. The reciprocal of the mode frequency, found where

q’(τ )=0, is longer than τ 0. In the regime where σ ≪ τ 0 it

approximates to

1/fmode ≈ τ0 +
2σ 2

τ0
. (5)

Therefore, the reciprocal of the mean frequency is the shortest,

followed by the reciprocal of the median frequency, and then by the

reciprocal of the mode frequency when the frequency distribution

is skewed (Figure 1D). As we show later, the macroscopic period

resulting from the summation of uncoupled oscillators is longer

than the average of the intrinsic periods. In contrast, the

reciprocal of the synchronization frequency of coupled oscillators

corresponds to that of the mean frequency, as predicted by the

Kuramoto model (Saha and Amritkar, 2014; Peter and Pikovsky,

2018).

Macroscopic period of uncoupled
oscillators

We begin with an extreme case of a collection of oscillators

with a given frequency distribution that are uncoupled but start

oscillation at the synchronized state. Then, their macroscopic

oscillation is the result of integrating each oscillator multiplied by

its probability density as

I =
∫

dτe−(τ−τ0)
2/2σ 2

· e2π it/τ . (6)

However, this integration is not straightforward for the period

distribution because the period τ appears in the denominator,

leading to a singularity. We can find an approximate expression

for small σ ≪ τ 0 using the steepest descent method (see Materials

and Methods).

I ≈
1

√
2πσ 2

exp

[

2π i

τ0
t −

2π2σ 2

τ 40
t2 −

8π3σ 4i

τ 70
t3

]

(7)

Therefore, with higher σ , the macroscopic oscillation I damps

while its period increases. If their frequencies, not periods, were

from a Gaussian distribution, we would still see dampening, but
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FIGURE 2

The macroscopic oscillation period is longer than the mean of individual oscillator periods. (A) The macroscopic oscillation represents the

whole-field average of all individual oscillators (inset). The numerical integration of all oscillators over a continuous distribution results in a damped

macroscopic oscillation with an increasing period, as indicated by each arrowhead marking peak positions (middle). The integral has an

approximation in closed form that also shows an increasing period (bottom). (B) As the standard deviation of the period distribution increases, there

is a corresponding increase in the macroscopic period. For smaller standard deviations, the analytic approximation (line) aligns closely with the

numerical averages (small dots). (C) The root mean square (RMS) amplitude decreases with an increasing standard deviation, in an inverse

relationship. The approximation (line) closely predicts the numerical averages (small dots).

the period would remain the same. This result is confirmed by

numerical integration compared to the approximation (Eq. 7)

(Figure 2A). Both the period of I (the macroscopic period) and the

root mean square (RMS; square root of mean of squared values)

as collective amplitude of I align well with the approximation

(Figures 2B, C).

Synchronization period through increased
coupling

In the other case, increasing coupling drives oscillators toward

synchronized oscillation with the mean frequency. On its course,

the discrepancy between the macroscopic period and the mean

period in the distribution of individual oscillators narrows. With

the coupling strength K, the evolution of phase θi in each oscillator

is described by the following equation:

dθi

dt
=

2π

τi
+

K

N

N
∑

j

sin(θj − θi) (8)

We generated 30 simulated networks, each consisting of 300

oscillators with a Gaussian period distribution (σ = 4 h). When the

coupling strength (K) is below the critical level, the macroscopic

period tends to be longer than the mean period on average, and

this can be accurately predicted by the reciprocal of the mode

frequency (Figure 3A, red). However, as K exceeds the critical

level (approximately 0.1 in this case), synchronization occurs at a

period shorter than the median (24 h). The reciprocal of the mean

frequency provides a good estimate of the synchronized frequency

for the given period distribution (Figure 3A, blue).

We present the simulation results for all 30 networks in

Figure 3B. The Kuramoto order parameter R indicates the degree

of synchronization of the oscillators at each level of K. Notably,

R evolves into a stable orbit, even when R is below 1 (Figure 3B,

inset). We note that the RMS amplitude serves as a good indicator

of R, reflecting the switch-like characteristic of R with respect

to K. In the absence of coupling, the macroscopic period of I

can vary, but both the macroscopic period and the mean period

converge toward a shorter period, as we have described. This

results in an inverse correlation between the average period and

the RMS amplitude (Figure 3C), a relationship reminiscent of

the twist relationship observed in the choroid plexus (Myung

et al., 2018). This relationship effectively captures the broader

impacts of synchronization, given that R is proportional to the

RMS amplitude.

Discussion

It is plausible that, within the mammalian circadian

system, coupling and the resulting synchronization are integral

components of its design. Most discussions on synchronization
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FIGURE 3

Changes in macroscopic circadian parameters under network coupling. (A) The mean of individual oscillator periods (inset), estimated by FFT (blue

datapoints), di�ers from the macroscopic oscillation period (red datapoints). At a low coupling constant K, the mean of individual oscillator periods

(24h, dashed line) follows the inverse of the mean frequency, in contrast with the macroscopic period of the mean oscillation. As network coupling

strengthens, these two estimates of periods converge (left panel). The error bars represent the standard deviation across 30 simulated networks.

When coupling falls below a critical level for synchronization, the mode of the frequency distribution predicts the macroscopic period, while the

mean of the frequency distribution predicts the mean of individual periods (right panel). The periods of 300 individual oscillators are randomly

selected from 30 normal distributions with a standard deviation of 4 h. (B) Synchronization emerges in a switch-like fashion with increasing coupling

strength. The collective phase evolves over time under each coupling condition but settles into a collective amplitude R, known as the Kuramoto

order parameter (top), and the RMS amplitude of the macroscopic oscillation closely follows R (second from top). The macroscopic period is variable

when the coupling is below a critical level (third from top), while the mean of individual oscillator periods is less variable (bottom). Both estimates of

periods converge to a period shorter than the mean period in the original period distribution. (C) The order parameter R shows a strong correlation

with the RMS amplitude (correlation coe�cient = 0.996 ± 0.002 for 30 network simulations) (left panel). A generally negative relationship is observed

between the macroscopic period and the RMS amplitude (correlation coe�cient = −0.770 ± 0.313 for 30 network simulations) (mid panel), while the

mean of oscillator periods exhibits a perfect negative correlation (-0.997 ± 0.002 for 30 network simulations) (right panel).

assume a Gaussian distribution of periods, where synchronization

occurs at the mean period. However, the formalism of the

Kuramoto model predicts that synchronization is achieved at the

mean frequency. This distinction might seem subtle but could

carry significant implications.

The effects of the skewed frequency distribution due to

period variance that we explored are for σ = 4 h. Data on

the electrical firing rate and the bioluminescent clock gene

reporter activity from dissociated single SCN neurons show

a standard deviation of <2 h (Herzog et al., 2004; Honma

et al., 2004, 2012). This amounts to <10% difference between

the mean and median frequencies. This difference diminishes

as the synchronization tightens the distribution (Figure 1D).

When the system is coupled below the critical level, the

effects of a skewed frequency distribution become apparent in

externally observable states of period and amplitude. Specifically,

the period systematically deviates from the mean period.

Our analytical and numerical approach provides insights into

these deviations.

The effect described above is closely related to another issue in

chronobiology, namely the skewed Arnold tongue when presented

in terms of period instead of frequency (Schmal et al., 2015,

2020). The simplest form of synchronization, commonly referred

to as entrainment, is the unidirectional synchronization of an

internal clock to an external Zeitgeber signal, such as rhythmic

light or temperature cues. Entrainment typically occurs within

a wedge-shaped entrainment region within the Zeitgeber period

(T) and Zeitgeber strength (K) parameter plane that broadens for

large Zeitgeber strength and tapers toward the intrinsic period

(τ ) for decreasing strength K. Since the information of the

Zeitgeber signal typically enters the underlying system’s equations

via the frequency, the reciprocal relationship between frequency

and period leads to an asymmetric entrainment region in the

period domain. This has implications for circadian physiology
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FIGURE 4

Simulated test of synchronization-induced amplitude and period alterations at the whole-animal level in aging and disease conditions. (A)

Throughout development and aging, the coupling of the circadian clock network is hypothesized to increase and mature at the end of the perinatal

stage, then gradually decrease until senescence (top panel). The synchronization of circadian clocks, quantified by the order parameter R, shows a

discrete transition of states (second from top). These two are internal states that cannot be directly observed. The externally observable circadian

rhythms alter according to the state of synchronization. The amplitude of circadian activity correlates positively with the synchronization state (third

from top). The datapoints in di�erent colors represent simulated data from 30 di�erent networks, each composed of 300 oscillators randomly

selected from period distributions with a standard deviation of 4 h. The period generally correlates negatively with the synchronization state, with less

variation in the mean period (blue, fourth from top) than in the macroscopic period (red, bottom panel). The error bars indicate the standard

deviation across 30 networks. (B) Under abrupt changes in coupling strength, which can occur during acute disease conditions (top panel), the

degree of synchronization gradually decreases during the transition (second from top). This transitional change is reflected in the RMS amplitude of

circadian activity (third from top). The mean of all oscillator periods slightly increases during the abrupt drop in coupling (fourth from top), while the

macroscopic period changes drastically during the same drop in coupling (bottom). The periods indicated are evaluated from a 5-day sliding window

FFT. The datapoints in pale blue and light orange colors represent results from simulations of three networks each, derived from two distributions

with standard deviations of 2 and 4h, respectively.

as it could directly translate into asymmetric distributions

of chronotypes.

In a broader biological context, our findings have potential

implications for both development and disease. It is believed

that the coupling within the circadian clock network changes

throughout development (Olejniczak et al., 2023). Around the

time of birth, the circadian period displays wide variations across

species (Rivkees, 2003; Yamazaki et al., 2005; Bellavia et al., 2006),

a phenomenon potentially explained by the lack of coupling

(Weinert and Weiß, 1997). As aging progresses, the clock network

is thought to deteriorate (Farajnia et al., 2014). Thus, the network

coupling, established during embryonic and perinatal stages,

might peak and then gradually decline throughout mature and

senescent stages (Figure 4A, upper, “Internal states”). Although

this deterioration is gradual, the switch-like relationship between

coupling strength (K) and synchronization (R) implies that R

will remain stable as long as K stays above a critical level. As

senescence begins and coupling weakens, there may be stage-

specific alterations in circadian amplitude and periods (Figure 4A,

lower, “External states”). In humans, these senescence-related

changes are evident among Alzheimer’s disease (AD) patients, with

low circadian activity amplitude and delayed acrophase (Satlin

et al., 1995).

Similarly, a sudden illness will not have immediate effects on

the circadian rhythm since the underlying oscillators have already

been well synchronized, and they require time to gradually fall

into desynchronization (Myung et al., 2012). Even if an illness

were to completely disrupt the coupling, the RMS amplitude
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would decay gradually and the mean period would remain initially

unaffected (Figure 4B). However, over time the macroscopic period

will experience significant fluctuations, a phenomenon consistent

with the unstable circadian period observed in chronic illnesses,

such as CKD (Myung et al., 2019). A significant alteration in

circadian period is also observed in AD (Volicer et al., 2012).

There is a question concerning the interpretation of the

macroscopic period (τmacro) compared to the mean internal period

(τ 0). This question ties into a longstanding debate within SCN

physiology regarding the preferred extracellular signal pathway:

diffusive signaling (also known as volume transmission) vs.

synaptic signaling (also known as wiring transmission) (Moore,

2013). The macroscopic period is estimated from the average

oscillation of the entire ensemble. In the bioluminescent reporter

system, this value corresponds to the whole-field luminometry

data from a culture dish. The signal through volume transmission

would carry information of the macroscopic period as it is the

average of the entire ensemble output. In contrast, the mean

internal period is calculated as the average period of each individual

cellular oscillator, as determined from imaging data. From a distant

tissue receiving the circadian signal through volume transmission,

the detailed individual activities are unknown. Synaptic signaling

originates from individual neurons, and therefore, individual

periods can be accessed. In this context, the macroscopic period

corresponds to the period observed in volume transmission, while

the mean internal period can be evaluated through synaptic

signaling. The circadian amplitude of volume transmission reflects

the RMS amplitude of the clock assembly I, whereas the

amplitude of wiring transmission reflects the order parameter

R. These two are comparable, as seen in Figure 3. However,

the variation of period at low coupling strength is much larger

in the volume transmission (as reflected by the macroscopic

period) than in the synaptic transmission (reflected by the

mean internal period). At least for the circadian locomotor

outputs, the macroscopic period from our simulation seems to

better represent realistic observations, where the diffusible clock

signals originate in the SCN (LeSauter and Silver, 1998) and

propagate through cerebrospinal fluid irrigation (Leak and Moore,

2012).

In this study, we demonstrated that synchronization can

influence the observed period of an ensemble. One potential

application is assessing the synchronization state of the cell

population by examining the macroscopic period of total

reporter activities from cultured cells or tissues. The degree of

synchronization can vary due to factors such as development, the

level of integration within a tissue, or pathological conditions.

Therefore, synchronization can serve as a qualitative indicator

of these states, which can be gauged by the macroscopic

period and/or period distribution. In principle, it is possible to

evaluate the phenotype of an in vitro culture reflecting these

states (Kumpošt et al., 2021). Although obtaining an exact

measure of synchronization might be challenging, as indicated

in Figure 4A, the macroscopic period can provide insights into

developmental maturation, cellular interactions, or even the

pathological phenotype of cellular ensembles modeling a disease.

This becomes particularly relevant when individual periods are

not directly accessible. Since synchronization can influence the

macroscopic period, such determinations can be made solely by

observing this period. This approach can be especially valuable in

studies, for example, of spheroids.

Although the coupling strength may not be directly measurable

in a given individual, our study suggests that other observable

features could indicate decreased coupling. For instance, a decrease

in amplitude of activities and core temperature can signal a loss

of synchrony and/or coupling. It is also conceivable that the

changes in the circadian period caused by decreased coupling could

lead to a desynchronization of behavioral organization within the

same individual, such as timings of eating and motor behaviors.

These potential indicators could be used to evaluate the loss of

internal synchrony or coupling, which could in turn inform the

development of personalized chronotherapies, an approach that has

yet to demonstrate significant benefits (Lee et al., 2021).

It is interesting to note that in our schematic simulation over

the course of life, the critical coupling level to enter or exit the

stable period would be crossed twice. However, the components

of the network can change through aging (Farajnia et al., 2014),

and it is unclear whether the critical coupling strength at these two

points corresponds to the same value. It would also be important

to note that the environmental factors can affect differently toward

synchronization at these two points of development. These factors

can be systemic, given that other peripheral clocks can influence the

pacing of the master clock (Myung et al., 2018, 2019; Chrobok et al.,

2022). Therefore, it would be valuable to investigate what other

factors, in conjunction with the local network coupling, determine

the fate of synchrony.

Materials and methods

Approximate mean period of the skewed
frequency distribution

If the period follows a Gaussian distribution with mean τ 0, and

variance σ 2, a generating function can be defined as follows.

Z[ω] =
∫

dτ
√
2πσ 2

e−(τ−τ0)
2/2σ 2+ωτ .

Then Z[ω] satisfies

∫

dτ p(τ ) = Z[ω = 0] = 1

〈τ 〉 = ∂ωZ[ω = 0] = τ0

〈τ 2〉 = ∂2ωZ[ω = 0] = τ 20 + σ 2.

Here we define another function

Y[ω] =
∫

dτ
√
2πσ 2

·
1

τ
· e−(τ−τ0)

2/2σ 2+ωτ ,

such that ∂ωY[ω]=Z[ω] .

By direct integration, we get

Z[ω] = exp

[

−
τ0

2σ 2
+

σ 2

2
(ω + τ0/σ

2)2
]

.

Using this,

Y[ω] =
∫

dω Z[ω] =
√
2

σ
eτ0ω+

σ2ω2

2 F

(

τ0 + σ 2ω
√
2σ

)

+ C ,
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where F is the Dawson function. C = 0 will become evident

later. Then,

〈

1

τ

〉

= Y[0] =
√
2

σ
F

(

τ0√
2σ

)

.

which gives equation (3).

Approximate expression for the
macroscopic oscillator I

We use the steepest descent method for approximation

(Strogatz, 2014). Equation (6) can be re-written for simplification

such that

I =
∫

dτ e−L(τ )/2σ 2

where

L(τ ) = (τ − τ0)
2 − 2iασ 2τ−1, α = 2π t

We find the stationary point by L’(τ )= 0 and therefore,

L′(τ )/2 = (τ − τ0)
2 + iασ 2τ−2 = 0

If we assume that the solution is τ = τ 0 + δτ where δτ /τ 0 ≪ 1,

L′(τ0 + δτ )/2 = δτ + iασ 2τ−2
0

(

1+
δτ

τ0

)−2

.

This leads to the approximation

(1− 2iβ)

(

δτ

τ0

)

≈ −iβ ,

where β = ασ 2τ−3
0 = 2πσ 2τ−3

0 t is dimensionless. Since we can

regard 0 ≤ t ≤ τ 0, we have 0 ≤ β ≤ 2πσ 2τ−2
0 . Therefore, β ≪ 1 if

σ 2 ≪ τ 20/2π . Then,

δτ

τ0
≈ −

iβ

1− 2iβ
.

With a little algebra, we obtain

L(τ0 + δτ )/τ 20 ≈ (δτ/τ0)
2 − 2iβ(1+ δτ/τ0)

−1

≈ −2iβ + β2 + 2iβ3 − · · · .

Therefore,

I =
∫

dτ e−L(τ )/2σ 2
=

∫

du e−L(τ0+δτ+u)/2σ 2

which approximates to

I ≈
∫

du e−u2/2σ 2−(−2iβ+β2+2iβ3)τ 20 /2σ 2

and gives the expression in equation (7).

Numerical simulations

All numerical simulations were performed using Mathematica

13 (Wolfram Research, Champaign, IL). 30 sets of periods of 300

oscillators were generated from a Gaussian distribution at mean

24 h and various standard deviations (mostly 4 h for Figures 3, 4)

at different random seeds. Simulation was performed for the 30

circadian cycles (corresponding to 30 days). Estimation of period

from these simulated oscillators were performed using fast Fourier

transform after discretization into 15-min sampling interval as

introduced earlier (Myung et al., 2012). The order parameter was

estimated at the end of the simulation duration.
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Melanopsin DNA aptamers can 
regulate input signals of 
mammalian circadian rhythms by 
altering the phase of the 
molecular clock
Kazuo Nakazawa 1,2, Minako Matsuo 3, Yo Kikuchi 1,3, 
Yoshihiro Nakajima 4 and Rika Numano 1,3*
1 Department of Applied Chemistry and Life Science, Toyohashi University of Technology, Toyohashi, 
Aichi, Japan, 2 TechnoPro, Inc., Tokyo, Japan, 3 Institute for Research on Next-Generation 
Semiconductor and Sensing Science, Toyohashi University of Technology, Toyohashi, Aichi, Japan, 
4 Health and Medical Research, National Institute of Advanced Industrial Science and Technology 
(AIST), Takamatsu, Kagawa, Japan

DNA aptamers can bind specifically to biomolecules to modify their function, 
potentially making them ideal oligonucleotide therapeutics. Herein, we screened 
for DNA aptamer of melanopsin (OPN4), a blue-light photopigment in the 
retina, which plays a key role using light signals to reset the phase of circadian 
rhythms in the central clock. Firstly, 15 DNA aptamers of melanopsin (Melapts) 
were identified following eight rounds of Cell-SELEX using cells expressing 
melanopsin on the cell membrane. Subsequent functional analysis of each 
Melapt was performed in a fibroblast cell line stably expressing both Period2:ELuc 
and melanopsin by determining the degree to which they reset the phase of 
mammalian circadian rhythms in response to blue-light stimulation. Period2 
rhythmic expression over a 24-h period was monitored in Period2:ELuc stable 
cell line fibroblasts expressing melanopsin. At subjective dawn, four Melapts 
were observed to advance phase by >1.5  h, while seven Melapts delayed phase 
by >2  h. Some Melapts caused a phase shift of approximately 2  h, even in the 
absence of photostimulation, presumably because Melapts can only partially 
affect input signaling for phase shift. Additionally, some Melaps were able to 
induce phase shifts in Per1::luc transgenic (Tg) mice, suggesting that these 
DNA aptamers may have the capacity to affect melanopsin in vivo. In summary, 
Melapts can successfully regulate the input signal and shifting phase (both phase 
advance and phase delay) of mammalian circadian rhythms in vitro and in vivo.

KEYWORDS

melanopsin (OPN4), DNA aptamer, Melapt, circadian rhythm, molecular clock, phase 
shift, period gene

Introduction

Most living organisms exposed to sunlight have evolved a ~ 24-h internal clock, known as 
a circadian rhythm, and synchronize the phases of this autonomous clock according to 
environmental clues (Ralph et al., 1990; Pittendrigh, 1993; Davidson et al., 2003; Yoo et al., 
2004). Therefore, each organism resets the phase of its circadian rhythm to match the 
environmental light and dark cycle each morning. In mammals, circadian rhythms are 
influenced primarily by light, an input signal perceived through the eyes, which is capable of 
resetting the phase of transcriptional oscillations of clock genes (Takahashi, 1995; Menaker, 2003). 
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The central pacemaker of mammalian circadian rhythms is located in 
the suprachiasmatic nucleus (SCN). The retinohypothalamic tract 
(RHT) immediately transmits information about blue light in the early 
morning to the SCN via the photoreceptor melanopsin (OPN4) in the 
retina and resets the phase of the circadian clock along the 
environmental cycle. Melanopsin mainly transfers environmental 
blue-light signals to the central clock early in the morning to reset the 
phase of the clock in the SCN (Hattar et al., 2003; Lucas et al., 2003; 
Foster, 2005; Pulivarthy et al., 2007; Ukai et al., 2007; Guler et al., 2008; 
LeGates et al., 2012).

Melanopsin is a photoreceptor protein expressed in retinal 
ganglion cells that absorbs blue light with a maximum absorbance of 
477 nm. Although the exact function of melanopsin was unclear until 
melanopsin-knockout (KO) mice were generated in 2003, melanopsin 
was known to play an important role in resetting the phase of the 
mammalian circadian clock by blue light. In the first step, the 
melanopsin receptor is activated by binding trans-isomerized retinal 
ligands under blue light through the Gq family. The photosignal 
affects SCN neurons through Gq family-mediated transient receptor 
potential polycystin (TRPP) control of cell firing, glutamate 
transmitters, and pituitary adenylate cyclase-activating polypeptide 
(PACAP). The transmitted stimuli eventually increase calcium ion flux 
in the cytoplasm of cells in the SCN to activate protein kinase A (PKA) 
and PKC. These kinases phosphorylate cAMP response element-
binding protein (CREB) and activate the connected to the cAMP 
response element (CRE) consensus sequence in the Period 1 (Per1) 
promoter to transiently induce Per1 transcription and reset the phase 
of circadian rhythms (King et al., 1997; Sun et al., 1997; Tei et al., 1997; 
Hida et al., 2000; Yamazaki et al., 2000).

The phase of the molecular circadian clock is reset by, and depends 
on, the timing of light stimulation and transient induction of Per1 by 
the melanopsin photoreceptor. Autonomous circadian clocks in 
individual cells of both the SCN and peripheral clocks are constituted 
by transcription and translation feedback loops involving clock genes, 
such as Clock, Bmal1, Per1-3, and Cryptochromes, as well as their 
protein products (Albrecht et al., 1997; Antoch et al., 1997; King et al., 
1997; Shearman et al., 1997; Takumi et al., 1998; Zylka et al., 1998; 
Kume et al., 1999; Bunger et al., 2000; Numano et al., 2006). The 
photosignal by melanopsin transiently induces transcription of 
photoreactive clock genes such as Per1 and Per2 in the SCN from 
30 min to 2 h following delivery of a light pulse to the retina. Induction 
of transient expression of these input genes influences the 
transcriptional and translational feedback loop within a 24-h period 
as well as the phase of the autonomous clock (Ellington and Szostak, 
1990; Albrecht et al., 1997; Shearman et al., 1997; Shigeyoshi et al., 
1997; Giebultowicz, 2004; Yan and Silver, 2004).

DNA aptamers are short, single-stranded RNA/DNA molecules 
that can bind selectively to specific targets, proteins, peptides, and 
other molecules and can be used clinically to switch the function of 
target molecules. The main advantages of these aptamers are high 
target specificity, lack of immunogenicity, and ease of synthesis.

The function of the melanopsin protein is easily modified by the 
DNA aptamer because it is located on the cell membrane. DNA 
aptamers are powerful pharmaceutical agents because, unlike 
antibodies, they can be stored stably and duplicated easily in large 
quantities using PCR.

People with sleep–wake phase disorder and shift workers who 
only sleep for 1–4 h may have difficulty falling asleep and waking up 

immediately in the morning (Takahashi et al., 2008; Gentry et al., 
2021). Thus, it would be socially and economically advantageous to 
improve the sleep–wake cycle indirectly by manipulating the ability of 
melanopsin to input signals into a central clock. Antagonists of 
melanopsin acquired via chemical screening of chemical libraries 
primarily contribute to delaying the rhythm phase (Jones et al., 2013).

In this study, we used the cell systematic evolution of ligands by 
exponential enrichment (Cell-SELEX) method to identify DNA 
aptamers (single-stranded DNA; ssDNA) that caused melanopsin 
(expressed on the cell membrane) to shift the phase of circadian 
rhythms (Tuerk and Gold, 1990; Hida et al., 2000; Yamazaki et al., 
2000; Umekage and Kikuchi, 2006; Dua et al., 2011). In total, 15 types 
of melanopsin aptamers were analyzed to assess their ability to shift 
the phase of Per2::ELuc bioluminescent oscillations in 
Per2:ELuc:TK:Mel stable cells, in which a bioluminescent reporter 
follows the Per2 promoter region controlling an enhanced green-
emitting luciferase from Pyrearinus termitilluminans, with melanopsin 
overexpressed under the control of the thymidine kinase (TK) 
promotor (Nakajima et al., 2010). In these stable fibroblast cell lines, 
the signal pathway is incorporated into a fibroblast cell mimicking the 
signal pathway from the retina to the SCN by melanopsin.

Among these 15 DNA aptamers of melanopsin (Melapts), four 
Melapts induced phase advance and seven Melapts induced delay of 
circadian rhythms (by >1.5 h and > 2 h, respectively) in the Per2::ELuc 
cell line. Some Melapts induced phase shifts of ~2 h even in the 
absence of photostimulation in vitro. As the results from Per1::luc 
transgenic (Tg) mice were similar to the in vitro results from the 
Per2::ELuc cell line, melanopsin was used to induce phase Shifts in 
vivo. In summary, Melapts were able to regulate input signals and 
phase shifts to achieve both phase advance and phase delay of 
mammalian circadian rhythms in vitro and in vivo.

Materials and methods

Screening of DNA aptamers by the 
cell-SELEX method

A random ssDNA library for screening of DNA aptamers 
by the Cell-SELEX method was designed based on a 
random DNA aptamer (5‘-AAAGGGGAATTCGGATCC-N-40-
CTGCAGAAGCTTCCGAAAA-3′) with regions of 40 bases, and 
1017 types of DNA aptamers with a fixed leading and trailing region 
were prepared by Hokkaido System Science (Hokkaido, Japan). A 
floating PC12 cell (obtained from the Cell Bank, RIKEN BRC, 
Ibaraki, Japan) was used to perform the Cell-SELEX method, and 
cells were cultured in low-glucose DMEM (FUJIFILM Wako, Tokyo, 
Japan) containing 10% fetal bovine serum (FBS; Wako, Tokyo, 
Japan), 5% donor horse serum (DHS; Wako, Tokyo, Japan), and 1% 
penicillin–streptomycin (Wako, Tokyo, Japan). The melanopsin 
expression plasmid (provided by Professor Ueda of the University 
of Tokyo) was transfected into PC12 cells using Lipofectamine 3000 
(Invitrogen, Massachusetts, United  States) to prepare (+)
melanopsin-transfected PC12 cells ([+] melanopsin cells) in which 
melanopsin was overexpressed on the cell membrane, whereas in 
(−) melanopsin-free PC12-negative control cells (other [−] 
melanopsin cells without transfecting melanopsin: negative 
selection), melanopsin was not expressed. First, DNA aptamers 
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were mixed and incubated with (−) melanopsin cells, and only 
unbound DNA aptamers were recovered. Second, the recovered 
DNA aptamers in solution were mixed and incubated with (+) 
melanopsin cells, and only DNA aptamer bound to cells was 
recovered. Then, the recovered DNA aptamers specifically bound to 

(+) melanopsin cells but not bound to (−) melanopsin cells were 
amplified by asymmetric PCR amplofication (Figure 1A).

The obtained Melapts were amplified with forward and 
reverse primers in a 10:1 ratio by asymmetric PCR with reactions 
containing 10 pmol Melapt, 20 pmol forward primer 

FIGURE 1

Cell-SELEX method for screening Melapts. Melapts that specifically bind melanopsin were selected by Cell-SELEX because melanopsin is a membrane 
protein bound and accessible from outside cells. (A) 1017 DNA aptamer were selected from a random ssDNA library. DNA aptamers were mixed and 
bound to (−) melanopsin cells (negative selection). When unbound DNA aptamers were retrieved, they were combined with (+) melanopsin cells to 
promote binding to melanopsin protein (positive selection). The Cell-SELEX process was performed over 8 rounds, and 15 types of Melapt were 
screened. Fluorescence intensity in the wells was measured (at λex 495  nm and λem 517  nm) using a microplate reader (Infinite 1,000; TECAN). 
(B) Conceptual diagram of Melapt binding to melanopsin followed by induction of the expression of the clock gene Per2. When melanopsin expressed 
on the surface of the cell membrane is photostimulated by a Melapt, the concentration of Na+ and Ca+ in the cytoplasm increases transiently, inducing 
the activation of transcriptional factors and the upregulation of Per2 in the cell nucleus. (C) Phase shift of luciferase emission rhythms in 
Per2:ELuc:TK:Mel cells stably expressing melanopsin. When Per2:ELuc cells expressing melanopsin were photostimulated post-addition of Melapts, 
Per2:ELuc emission rhythms showed phase advance (green curve) or phase delay (blue curve) relative to controls (purple curve); these shifts were 
Melapt-dependent. PBS buffer alone was added to control cells.
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(5′-AAAGGGGAATTCGGATCC-3′, FASMAC), 2 pmol reverse 
primer (5′-AAACGGAAGCTTCTGCAG-3′, FASMAC), 5 units Go 
Taq DNA polymerase (Promega; Wisconsin, USA), 30 nmol Mg2+ 
(Promega), 2.5 nmol dNTPs (Promega), and PCR buffer (Promega) in 
a final volume of 20 μL. The PCR amplification profile for Melapts 
involved preliminary denaturation at 95°C for 5 min, followed by 
35 cycles of denaturation at 95°C for 30 s, annealing at 52°C for 1 min, 
extension at 72°C for 1 min, and a final extension at 72°C for 4 min.

Only those amplified as a significant sense band in gel electrophoresis 
were used in the next round of Cell-SELEX. These steps were repeated 
for eight rounds to concentrate DNA aptamers by asymmetric PCR 
amplification. Then, DNA aptamers were cloned into a T vector 
(Invitrogen), and aptamer sequences were confirmed by Fasmac 
Corporation (Kanagawa, Japan; Table 1). Finally, 15 DNA aptamers for 
melanopsin were selected and named Melapt1-Melapt15 
(Supplementary Figure S1). Melapts obtained by the Cell-SELEX method 
appeared to bind specifically to melanopsin alone. Melanopsin-KO cells 
and melanopsin-KO mice were not used in this study.

Binding assay of Melapts to (+) melanopsin 
cells

Melapts were amplified and labeled with a 6-FAM-forward 
primer. Briefly, 10 pmol Melapt, 20 pmol 6-FAM-forward primer 
(5′-AAAGGGGAATTCGGATCC-′3, Hokkaido System Science), 
2 pmol reverse primer (5′-AAACGGAAGCTTCTGCAG-3′, Fasmac 
Corporation), 1 unit Go Taq DNA polymerase (Promega), 125 pmol 
dNTPs (Promega), 5× Go Taq Reaction Buffer (Promega), and 
nuclease-free water were combined in a 20 μL reaction volume using 
the Cell-SELEX amplification profile (Figure 2A).

Mouse fibroblast cells were cultured in 96-well plates (1.5 × 105 cells/
well) using 200 μL DMEM, transfected with melanopsin, and incubated 
at 37°C and 5% CO2 for 24 h. Then, 6-FAM-Melapt was added to the 
culture medium at six different concentrations (1.405 μg/mL, 5.625 μg/
mL, 11.25 μg/mL, 22.5 μg/mL, 45.0 μg/mL, and 90.0 μg/mL) and 
incubated for 15 min. After washing, the binding capacity of 
6-FAM-Melapts was estimated by measuring the fluorescence signal in 
(+) melanopsin cells (λex 495 nm, λem 517 nm) using an Infinite 1,000 
microplate reader (Tecan, Zürich, Switzerland; Figure 1). The most 
suitable concentration of Melapts was 22.5 μg/mL. Before performing 
each measurement, 6-FAM-Melapt was added to three different wells 
(n = 3). A stable mouse fibroblast cell line (Per2:ELuc:TK:Mel) with 
Melapts was established to monitor the phase shift of Per2:ELuc 
bioluminescent emission rhythms using photo-responsive ELuc.

The 5′ flanking region of Per2 (from −2,858 to +144, where +1 
indicates the putative transcription start site) was PCR-amplified from 
the C57BL/6 J mouse genome and cloned into the XhoI and BglII sites of 
pELuc (PEST)-test (Toyobo, Osaka, Japan). Expression cassettes 
containing early poly-A (pA) signal, Per2 promoter, ELuc-PEST, and late 
pA signal were amplified by PCR and cloned into pENTR-D-TOPO 
(Thermo Fisher Scientific Inc., Waltham, MA, United States), with the 
attL1 and attL2 sites flanked by the upstream and downstream regions of 
early and late pA signals, respectively, resulting in pmPer2-ELuc-PEST-
pENTR. The expression cassette was recombined into the pBsd-R4 attB 
vector (a gift from Dr. T. Ohbayashi) by the LR reaction using LR Clonase 
II Plus Enzyme Mix (Thermo Fisher Scientific, Inc.), yielding 
pR4-Bsd-mPer2-ELuc-PEST.

TABLE 1 Sequences of melanopsin aptamers (Melapts).

Melapt01 CGACCCGAAGGAGCGGTGGATAACCCCACCAAGATACGTC

Melapt02 CCCGATTGGACAACTCAAACCATCATCCGAACCAGTACGT

Melapt03 GGCCGTCACGCCCCGGCTGCGAAGCCATCAAGCCTCCATA

Melapt04 CCGCACACGTGGAGCCAAGTCGAGTTTAATTCCCTATCGC

Melapt05 GAACTACCCTACAAACCAAACAAGGCGCACGATCGATATA

Melapt06 CCGATGTAGAAATCCAACACCGCAGTAGAGCATTGCCGAC

Melapt07 GAATCACTGGGCCCATGACCCCATGCAATACAAGAAGACT

Melapt08 TTCACCGATACGGCTCCCTTGGCCAGACAGGAAAAAATAA

Melapt09 AGCGTACGCCCAGGCCGGANTGGGACCGCAAACCCATTCG

Melapt10 GCCCCGGAGTGCGGCCTGAAAACCACCATCTATAAGCCAA

Melapt11 AGGATAATGAACCTTCGCCAGACCTACCCTAACAAGTCCCA

Melapt12 GAATTCCAGCACAGACCACCCTTGTCGAACCCAGCAACTCG

Melapt13 GAAGAGGGTGATCGTAATAACGCGTAAAACGAGACTATCT

Melapt14 GCACGGCGCGGTAGGCATGTCACTACCAGAAACTAGGCCC

Melapt15 CCCAAATCCATGAAAGGGGGAAACACAATCTTACGCCGCG

Sequences span regions of 40 bases. Melapts were generated by the Cell-SELEX method.

FIGURE 2

Binding of 6-FAM-Melapts to Per2:ELuc:TK:Mel stable cells 
expressing melanopsin. (A) 6-FAM-Melapts 01, 04, and 08 were 
added to cells at 1.405 μg/mL, 5.625 μg/mL, 11.25 μg/mL, 22.5 μg/mL, 
45.0 μg/mL, and 90.0 μg/mL, whereas only PBS was added to 
control cells (n = 3). The 6-FAM fluorescence values of cells were 
plotted against the concentration of 6-FAM-Melapt. (B) The 
concentration resulting in EC50 was calculated from Figure 2A and 
plotted. Melapt01, 11.25 μg/mL; Melapt04, 5.625 μg/mL; Melapt08, 
45.0 μg/mL. n = 3, **p < 0.01, ***p < 0.001, Tukey–Kramer test.
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Furthermore, mOpn4-Flag, wherein the Flag-tag was fused 
in-frame to the C-terminus of mouse melanopsin cDNA, was 
synthesized as double-stranded DNA (GenScript, Tokyo, Japan) and 
cloned into pUC57. The mOpn4-Flag was excised using NcoI and 
XbaI and ligated into the NcoI and XbaI site of pTK-SLG-pENTR-D-
Topo (Tabei et al., 2017), from which the SLG cDNA was removed, 
yielding pTK-mOpn4-Flag-pENTR. The expression cassette 
containing TK promoter, mOpn4-Flag, and late pA signal was 
recombined into the pNeo-ϕC31 attB vector (Yamaguchi et al., 2011; 
a gift from Dr. T. Ohbayashi) by the LR reaction, resulting in 
pϕC31-Neo-mOpn4-Flag.

Mouse fibroblast A9 cells harboring the multi-integrase 
mouse artificial chromosome (MI-MAC) vector (Takiguchi et al., 
2014; kindly provided by Dr. M. Oshimura and Dr. Y. Kazuki) 
seeded into six-well plates were co-transfected a day later with 
pR4-Bsd-mPer2-ELuc-PEST and the R4 integrase expression 
plasmid pCMV-R4 (Yamaguchi et al., 2011; kindly provided by Dr. 
T. Ohbayashi) and subcultured for selection with 6 μg/mL 
Blasticidin S (Thermo Fisher Scientific, Inc.). Selected cells were 
further co-transfected with pϕC31-Neo-mOpn4-Flag and ϕC31 
integrase expression plasmid pCMV-ϕC31 (Yamaguchi et  al., 
2011; kindly provided by Dr. T. Ohbayashi) and subcultured for 
selection with 800 μg/mL G418 (Nacalai Tesque, Kyoto, Japan). 
Genomic PCR confirmed the integration of the transgenes into 
the corresponding sites in the MI-MAC vector. The established 
cell line was named Per2:ELuc:TK:Mel.

The photo-responsive fibroblast stable cell line for functional 
analysis of DNA aptamers (ELuc:Per2:ELuc:TK:Mel) was stably 
transfected into Per2-enhanced green-emitting luciferase cells 
(Per2:ELuc) with melanopsin (mOPN4) expression under the control 
of the TK promoter to generate photo-responsive A9 fibroblast cells 
(Nakajima et al., 2010). Screening of DNA aptamers was performed 
using blue light-responsive and bioluminescence real-time imaging of 
circadian rhythms (Supplementary Figure S2). Per2:ELuc stably 
expresses ELuc under the control of the Per2 promoter because the 
phase due to the transcriptional activity rhythm of Per2 can 
be monitored from the emission rhythms of ELuc (Nakajima et al., 
2010). Per2:ELuc:TK:Mel stable cells constitutively and stably express 
melanopsin on the cell surface under the control of the TK promoter. 
Melanopsin expressed on the surface of the cell membrane transmits 
external photo-stimuli into the cell and transiently induces Per2 
transcription in the cell nucleus. Thus, Per2:ELuc:TK:Mel stable cells 
are suitable for the phase shift of circadian rhythms in response to 
blue-light photo-stimuli.

Binding assay for Melapts

A total of 1.5 × 105 cells/well were cultured in 96-well plates for 
24 h using 200 μL of DMEM and incubated at 37°C and 5% CO2. 
6-FAM-Melapt was added to (+) melanopsin cells at six different 
concentrations (1.405 μg/mL, 5.625 μg/mL, 11.25 μg/mL, 22.5 μg/
mL, 45.0 μg/mL, and 90.0 μg/mL) and incubated for 15 min. After 
washing, the binding capacity of 6-FAM-Melapt in (+) melanopsin 
cells was estimated by measuring the 6-FAM signal using a 
microplate reader (λex 495 nm, λem 517 nm). Before performing 
each measurement, 6-FAM-Melapt was added to three different 
wells (n = 3).

Estimation of phase shifts by 
Per2: Eluc:TK:Mel stable cells

Screening of DNA aptamers was performed using blue light-
responsive and real-time bioluminescence recording of circadian 
rhythms (Supplementary Figure S2). Per2:ELuc cells were expressed 
in a stable cell line transfected to express ELuc under the control of the 
Per2 promoter (Nakajima et al., 2010) because the phase due to the 
transcriptional activity rhythm of Per2 can be monitored from the 
emission rhythms of ELuc. Per2:ELuc:TK:Mel stable cells expressed 
melanopsin stably under the control of the melanopsin under the 
control of the TK promoter. Melanopsin transmits external photo-
stimuli into the cell via signal transduction and transiently induces 
Per2 transcription in the cell nucleus. Thus, Per2:ELuc:TK:Mel stable 
cells were deemed suitable for the phase shift of circadian rhythms in 
response to blue-light photostimulation because of recombinant gene 
Per2:ELuc and TK:Mel.

Per2: ELuc: TK: Mel stable cells (1.5 × 105) were passaged in a 
35-mm dish, forskolin (Invitrogen) was added at a final concentration 
of 10 μM at 24 h after passaging, and cells were incubated for 30 min 
at 37°C before replacing the medium. This process synchronizes the 
circadian phase of Per2 rhythmic expression in all cells to amplify the 
amplitude of the emission rhythm, monitored by Phot multiple tubes 
(PMTs). Following forskolin shock, the cells were washed with 
phosphate-buffered saline (PBS) and exposed to luciferin (Beetle 
Luciferin, Potassium Salt; Promega) at a final concentration of 0.1 mM 
in a new medium in a Kronos illuminometer (ATTO, Tokyo, Japan). 
This was equipped with a PMT to detect luminescence and measure 
the cell emission signal in dishes in real time for 10 s every 3 min, 
while the cells were incubated at 37°C with 5% CO2. The phase of 
Per2:Eluc:TK:Mel stable cells was determined as the middle point 
between the peak and trough of bioluminescent rhythms as CT12. 
Then, Melapts were added to the culture medium at 22.5 μg/mL (final 
concentration) at subjective dawn (CT22) and subjective afternoon 
(CT8). Photostimulation was then performed in culture dishes in the 
Kronos for 15 min using a Blue LED (Amon Industry Co., Ltd., Tokyo, 
Japan). Subsequently, rhythmic bioluminescence in Per2:ELuc:TK:Mel 
stable cells was observed for 3 days.

The obtained rhythmic emission data were analyzed by cosine 
fitting over a 12-36-h period after forskolin shock, and after 
photostimulation, using NINJA software (CHURITSU Electric, 
Aichi, Japan).

Animals

Per1::luc Tg C57BL/N strain mice with a firefly luciferase gene 
linked to the downstream region of the 6.7-kb Per1 promoter 
(provided by Professor Tei, Kanazawa University; Yamazaki et al., 
2000) were used to monitor mammalian the circadian rhythm of the 
central clock in the SCN. Experiments were performed using Per1::luc 
Tg heterozygous mice. Mice (all male and aged 6 to 12 months) were 
maintained under SPF conditions at 22°C with a 12:12 h light:dark 
cycle (from 08:00 to 20:00). Mice were fed standard pellets (CLEA 
Rodent Diet CE-2, CLEA, Tokyo, Japan, Inc.), and water and food 
were freely available. All animals were handled according to the 
guidelines for the use of laboratory animals, Toyohashi University of 
Technology (DO2021-1).
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Injection of Melapts into bulbus oculi of 
Per1::luc Tg mice

Mice were injected with abatin anesthetic (1.9% w/v, 
0.45 mL/20 g body weight). Response reflexes were assessed by 
pinching the tail and legs 5 min after anesthesia. For the mydriasis 
tests, one to two drops of Midorin-P ophthalmic solution 
(tropicamide phenylephrine hydrochloride ophthalmic solution; 
Santen Pharmaceutical, Osaka, Japan) were injected into the eyes of 
three Tg mice (CT22) following Melapt injection. Then, 1 μL of 
Melapt solution (100 ng-300 ng/μL) was injected into both bulbus 
oculi using a microsyringe (Hamilton, Nevada, United States) from 
the border between the cornea and sclera into both eyes. After 
injection, the mice were illuminated with an LED (Yazawa 
Corporation, Tokyo, Japan) at 1000 LUX for 30 min. Bulbus oculi 
were removed to prevent them from responding to light. All animal 
experiments were conducted under dim red LED lights.

Observing circadian bioluminescence 
rhythms of SCN cultured slices

We prepared 300-μm coronal section slices of SCN using a micro-
slicer (Dosaka E.M., Kyoto, Japan) in cooled PBS on ice from whole 
brains of three Per1::luc Tg mice following Melapt injection. Under a 
stereomicroscope, only the SCN on the Chiasma was removed as a 
1.5-mm triangular tissue section from coronal section slices in 1.2 mL 
of media. The SCN tissue slices were grown on Millicell membranes 
(PICM03050; Millipore, Massachusetts, USA) in serum-free DMEM 
(Invitrogen) containing 10 mM HEPES (pH 7.2; Invitrogen), 2% B27 
(Life Technologies, Carlsbad, CA, United  States), 25 unit/mL 
penicillin, and 25 μg/mL streptomycin (Invitrogen) in a 35-mm dish. 
Beatle luciferin potassium salt (Promega) was added at 0.2 mM where 
required. Circadian bioluminescence rhythms were continuously 
monitored using a PMT (Hamamatsu Photonics) in an incubator at 
36°C. Emission values of SCN slices were integrated for 1 min over 
~5 days and plotted onto graphs. Circadian bioluminescence cycle 
data were examined using NINJA software.

Statistical analysis

The Tukey–Kramer method in R software v.4.1.0. (R Foundation 
for Statistical Computing, Vienna, Austria) was used to analyze data. 
Statistical significance was set at p ≤ 0.05. Error bars on graphs show 
mean ± standard deviation (SD). All analyses were performed at least 
three times.

Results

Selecting DNA aptamers for melanopsin: 
Melapts

From the 1017 different DNA fragments, we used the Cell-SELEX 
approach to identify DNA aptamers that bind specifically to 
melanopsin in PC12 cells; eight rounds of Cell-SELEX were performed 
using 1017 DNA fragments, with (−) melanopsin cells as negative 

selection and (+) melanopsin cells as positive selection, respectively, 
by PCR to select 15 Melapts that bind specifically to melanopsin 
(Figure 1A). Functional screening of the 15 Melapts was performed to 
identify those able to induce a phase shift in circadian rhythms 
(Figure  1B). Photostimulation at subjective dawn (CT22) caused 
phase advance of Per2 expression rhythms in Per2:ELuc:TK:Mel stable 
fibroblasts expressing melanopsin (Figure 1C, Tables 2, 3). In addition, 
some Melapts caused a more significant phase advance of circadian 
rhythms following photostimulation (Figure  1B). These findings 
suggest that Melapts influence the phase of circadian rhythms by 
binding to melanopsin, thereby triggering signal transmission into 
cells and affecting transcription of the clock gene Per2.

Estimating the binding capacity of Melapts

We selected three Melapts labeled with 6-FAM (Melapt01, 
Melapt04, and Melapt08), Melapt01 (group1) induced both phase 
advance of Per2::luc bioluminescence rhythms and rhythm phase 
delay at CT22 (Figure 2).

That was because15 screened Melapts were divided into three 
groups, group 1: phase advance or delay in Per2:ELuc bioluminescence 
rhythms at both CT22 and CT8 like Melapt04, group 2: phase advance 
or delay at CT22 and delay or advance at CT8, respectively, like 
Melapt01, and group 3: non-phase shifts in Per2:ELuc bioluminescence 
rhythms like Melapt08. Melapt01, Melapt04, and Melapt08 were 
selected as representatives of each group and were FAM-labeled to 
determine a final concentration of Melapt for adding on cells. At 
22.5 μg/mL, all three Melapts could bind to melanopsin on the cell 
membrane sufficiently.

Three Melapts labeled with 6-FAM fluorescence using 6-FAM 
primers were compared in terms of binding capacity to 
Per2:ELuc:TK:Mel stable cells. The higher binding capacity of 
Melapt04 and Melapt01 to cells was saturated at a concentration of 
11.25 μg/mL, whereas that of Melapt08 could not be saturated at a 
concentration of 90 μg/mL (Figure  2A). Thus, in subsequent 
experiments, the applied concentration of Melapts was 22.5 μg/mL, 
sufficient to bind to melanopsin on the cell membrane because the 
half-maximal effective concentration (EC50) of Melapt08 with even 
lower binding capacity was 22.5 μg/mL (Figure 2B). These results not 
only confirmed the successful screening of selective aptamers capable 
of binding to melanopsin cell membranes but also determined the 
appropriate concentrations of Melapts in the culture medium for 
phase-shift experiments.

Screening of Melapts using 
Per2: Eluc:TK:Mel stable cells

Melapt with blue-light photostimulation at CT22
The 15 Melapts were categorized according to their ability to 

trigger a phase shift in circadian rhythms (Table  2). In addition, 
Table  3 shows Melapts rearranged from phase advance (positive 
number) to phase delay (negative number). The phase shift in 
bioluminescence rhythm depends on the timing of Melapt addition 
and the presence of photostimulation.

Per2:ELuc:TK:Mel cells stably expressing melanopsin were 
exposed to each Melapt under blue-light photostimulation at CT22 as 
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a model for exposure of the retina to intense blue light at dawn 
(Figure 3; Tables 2, 3).

Phase advance of Per2:ELuc rhythmic emission rhythms by ~1.3 h 
was observed (using a Kronos bio luminometer) in controls following 
simple blue-light photostimulation in the absence of Melapts at CT22 
(Figure 4; Tables 2, 3). Cells treated with Melapt01 showed a phase 
advance of Per2:ELuc emission rhythms by ~8.6 h (Figure 4A). The 
group treated with Melapt02 showed a phase advance of Per2:ELuc 
emission rhythms by ~6.9 h (Figures 4B–E). Melapt05 induced a phase 
advance of Per2:ELuc emission rhythms by ~1.0 h (Figure  4E). 
Conversely, Melapt06 induced a phase delay of Per2:ELuc emission 
rhythms of ~0.4 h (Figure 4F). Groups treated with Melapt07, Melapt08, 
Melapt09, Melapt10, Melapt11, Melapt12, Melapt13, Melapt14, and 
Melapt15 showed phase delays of Per2:ELuc emission rhythms by 
approximately 1.0, 1.2, 4.3, 4.6, 5.4, 5.5, 5.8, 8.4, and 4.7 h, respectively 
(Figures 4G–O).

Melapt with blue-light photostimulation at CT8
Then, we examined the effects on Per2:ELuc emission rhythms of 

applying Melapts and blue-light photostimulation in the subjective 
afternoon (CT8) to mimic exposure to intense afternoon light. Kronos 
bio luminometer results revealed that controls receiving only blue-light 
photostimulation without any Melapts at CT8 showed a phase delay of 
Per2:ELuc emission rhythms by ~0.6 h (Figure 5; Tables 2, 3).

Cells treated with Melapt01 showed a phase delay of Per2:ELuc 
emission rhythms by ~5.9 h (Figure  6A). The Melapt03, Melapt05, 
Melapt07, Melapt08, Melapt10, and Melapt12 groups showed a phase 
delay of Per2:ELuc emission rhythms by approximately 3.4, 4.8, 10.4, 7.8, 

5.6, and 9.1 h, respectively (Figures 6C,E,G,H,J,L). Melapt09 triggered a 
phase advance of Per2:ELuc emission rhythms by approximately 3.0 h 
(Figure 6I). By contrast, Melapt06 induced a phase delay of Per2:ELuc 
emission rhythms by ~6.6 h (Figure 6F). Groups treated with Melapt02, 
Melapt04, Melapt11, Melapt13, and Melapt14 displayed a phase advance 
of Per2:ELuc emission rhythms by approximately 0.9, 7.3, 1.0, 8.3, and 
1.9 h, respectively (Figures 6B,D,K,M,N). Melapt15 induced a phase 
advance of Per2:ELuc emission rhythms by ~5.1 h (Figure 6O).

Melapt with and without blue-light 
photostimulation at CT22 and CT8

At CT22, Melapt01, Melapt03, and Melapt04 plus photostimulation 
induced a phase advance, while Melapt10 and Melapt13 at CT22 
induced a phase delay (Figures 7A, 8A). We picked up Melapt4 and 
Melapt10 as representatives of Melapts in group1, which induced a 
phase advance and phase delay of Per2:ELuc bioluminescence rhythms 
in the same direction at both CT22 and CT8 (Figure  7). Melapt1, 
Melapt3, and Melapt13 were selected as representatives of Melapts in 
group2, which induced those of Per2:ELuc rhythms in opposite 
direction at CT22 and CT8 (Figure 8), for example, phase advance at 
both CT22 and CT8 by Melapt4, while phase advance at CT22 and 
phase delay at CT8 by Melapt1.

Although these phase shifts could be  observed even without 
photostimulation when adding Melapts, Melapt04 and Melapt10 
enhanced the phase shift compared with controls without 
photostimulation at CT22 (Figures 7B, 8B).

The phase-shift abilities of Melapts without photostimulation were 
evaluated (Figures 7B, 8B).

TABLE 2 Summary of phase shifts induced by Melapts in vitro and in vivo.

In vitro In vivo

Melapt_No. CT22_BL CT8_BL CT22_nonBL CT8_nonBL CT22_BL

Control 1.3 −1.0 −0.6 −0.1 0.0

Melapts 1 8.6 9.8 −6.0 −0.1 0.5

Melapt02 7.0 1.3 0.9 −3.5 −0.7

Melapts 3 6.4 1.1 −3.4 −3.1 1.6

Melapts 4 6.0 0.3 7.4 4.4 3.1

Melapt05 1.0 −2.4 −4.8 9.4 ND

Melapt06 −0.4 2.5 6.6 7.7 ND

Melapt07 −1.0 1.3 −10.4 3.1 −1.1

Melapt08 −1.2 6.7 −7.8 1.1 ND

Melapt09 −4.4 7.3 3.0 8.1 −0.7

Melapts 10 −4.6 −1.1 −5.7 −6.3 −2.0

Melapt11 −5.5 0.4 1.0 4.0 0.3

Melapt12 −5.5 5.4 −9.1 4.7 ND

Melapts 13 −5.8 −6.4 5.2 8.3 ND

Melapt14 −8.4 0.5 1.9 1.1 ND

Melapt15 −4.8 4.4 5.2 −3.9 ND

/h

Summary of phase shifts in circadian rhythms induced by each Melapt in Per2: Eluc:TK:Mel stable cells and in SCN of Per1::luc Tg mice. Positive and negative numbers indicate phase delay 
and advance (h), respectively. Melapts 1,3,13 described in red induced phase advance or delay in the absence of blue light, while Melapts described in black induced reverse phase delay or 
advance in the presence of blue light. Melapts 4,10 described in blue induced phase shifts in both the presence and absence of blue light. In total, six of nine Melapts displayed similar phase 
shifts at CT22 in vitro and in vivo in the absence of blue light.
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Melapts plus intense photostimulation in the subjective afternoon 
(CT8) caused phase shifts of Per2 emission rhythms in the same 
direction (advance or delay) as at dawn (CT22; Figures  7A,C). In 
addition, at CT22, the degree of phase shift was changed more than at 
CT8  in both advanced and delayed directions. For Melapt01 and 
Melapt13, a more significant phase advance or delay at CT22 was 
observed in the absence of photostimulation. By contrast, for Melapt03, 
Melapt04, Melapt10, and Melapt13, a more significant phase advance or 
delay at CT8 was observed in the absence of photostimulation.

Furthermore, Melapt01 and Melapt03 advanced the phase at CT22, 
and Melapt13 delayed the Phase, while the opposite phase shifts were 
observed at CT8 (Figures 8A,C). Like Melapt04, Melapt01 and Melapt03 
induced expression of Per2 by binding to melanopsin at CT22, probably 
resulting in a phase advance, whereas they caused a phase delay at CT8.

Melapt03 induced a phase advance and delay at CT22 and CT8, 
while Melapt04 induced a phase advance at both CT22 and CT8. 

Nevertheless, the phase shifts of Melapt03 and Melapt04 without blue-
light photostimulation were less than those with photostimulation at 
CT22, when Per2 transcription was slightly upregulated (Figures 7A,B, 
8A,B). However, phase shifts of Melapt03 and Melapt04 were the same 
with and without blue-light photostimulation at CT8, when Per2 
transcription was shown to be high (Figures 7A,B, 8A,B). Melapt04 and 
Melapt10 displayed little difference in phase-shift ability between CT22 
and CT8 upon photostimulation (Figures 7A,C).

Functional analysis of Melapts in Per1::Luc 
Tg mice

We performed in vivo experiments similar to the in vitro 
experiments to investigate whether Melapts binding to melanopsin in 
the retina projecting to the SCN affected the phase shifts of the central 

TABLE 3 Summary of phase shifts induced in vitro and in vivo.

In vitro

Melapt_No. CT22_BL Melapt_No. CT8_BL Melapt_No. CT22_
nonBL

Melapt_No. CT8_
nonBL

Melapt01 8.6 Melapt01 9.8 Melapt04 7.4 Melapt05 9.4

Melapt02 7.0 Melapt09 7.3 Melapt06 6.6 Melapt13 8.3

Melapt03 6.4 Melapt08 6.7 Melapt13 5.2 Melapt09 8.1

Melapt04 6.0 Melapt12 5.4 Melapt15 5.2 Melapt06 7.7

Control 1.3 Melapt15 4.4 Melapt09 3.0 Melapt12 4.7

Melapt05 1.0 Melapt06 2.5 Melapt14 1.9 Melapt04 4.4

Melapt06 −0.4 Melapt02 1.3 Melapt11 1.0 Melapt11 4.0

Melapt07 −1.0 Melapt07 1.3 Melapt02 0.9 Melapt07 3.1

Melapt08 −1.2 Melapt03 1.1 Control −0.6 Melapt14 1.1

Melapt09 −4.4 Melapt14 0.5 Melapt03 −3.4 Melapt08 1.1

Melapt10 −4.6 Melapt11 0.4 Melapt05 −4.8 Control −0.1

Melapt15 −4.8 Melapt04 0.3 Melapt10 −5.7 Melapt01 −0.1

Melapt11 −5.5 Control −1.0 Melapt01 −6.0 Melapt03 −3.1

Melapt12 −5.5 Melapt10 −1.1 Melapt08 −7.8 Melapt02 −3.5

Melapt13 −5.8 Melapt05 −2.4 Melapt12 −9.1 Melapt15 −3.9

Melapt14 −8.4 Melapt13 −6.4 Melapt07 −10.4 Melapt10 −6.3

/h

In vivo

Melapt_No. CT22_BL

Melapt04 3.1

Melapt03 1.6

Melapt01 0.5

Melapt11 0.3

Control 0.0

Melapt02 −0.7

Melapt09 −0.7

Melapt07 −1.1

Melapt10 −2.0

Summary of the phase shift in circadian rhythms induced by each Melapt in Per2: Eluc:TK:Mel stable cells and in the SCN of Per1::luc Tg mice. Positive and negative numbers indicate phase 
delay or advance (hours), respectively. Melapts highlighted in orange and blue lines induce the same phase shifts described in the footnote to Table 2.
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clock in the SCN. Eight types of Melapt causing phase-shift responses 
in Per2 expression rhythms in in vitro experiments were injected into 
the bulbs of eyes of Per1::luc Tg mice at CT22 (Figure 9; Tables 2, 3; 

Supplementary Figure S3). Melapt01, Melapt03, Melapt04, Melapt07, 
Melapt09, and Melapt10 displayed similar phase-shift abilities in the 
in vivo and in vitro experiments. Figures 4, 9 show that Melapt01, 

FIGURE 3

Changes in Per2:ELuc emission rhythms before and after the addition of each Melapt and blue-light photostimulation at CT22. (A) Subjective light 
period from CT0-12, subjective dark period from CT12-0, and a blue light indicate photostimulation at CT22 of the 24-h clock. (B) Per2:ELuc emission 
upon adding PBS and blue-light photostimulation as a control. (C–Q). Per2:ELuc emission upon adding Melapt01-Melapt15 and blue-light 
photostimulation. Upper row (green), Per2:ELuc emission before the addition of Melapt observed for 3  days. Lower row (purple), Per2:ELuc emission 
after addition of Melapt and blue-light photostimulation observed for 3  days. A red triangle indicates the peak. Bioluminescence traces in Figure 3 were 
estimated from an individual sample. The peak bioluminescent emission rhythms monitored over 3  days before the addition of Melapts and 
photostimulation (green) are denoted by a dotted line to allow comparison with the peak rhythms in the lower graphs (plotted post-stimulation and 
colored purple).
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Melapt03, and Melapt04 induce phase advance and that Melapt07, 
Melapt09, and Melapt10 induce phase delay in CT22 both in vivo and 
in vitro as Melapts effect on phase shift by in vivo experiments can 
be predicted from in vitro experiments. On the other hand, total phase 

shifts were limited to 3 h in intact animals, regardless of how much 
advance or delay by Melapts in Per2:Eluk:TK:Mel cells.

For example, Melapt04 caused a maximum phase advance of 3 h, 
and Melapt10 caused a maximum phase delay at 3 h, in experiments 

FIGURE 4

Phase shift due to binding of Melapts plus photostimulation at subjective dawn (CT22). (A–O) Phase-shifts comparison between Melapts and controls 
with photo-stimulus at CT22. PBS alone was added to control cells. The phase shift was calculated from the cosine-fitting curve in Figure 3 using the 
NINJA program and plotted on a graph. n  =  3 (individual samples); *p  <  0.05, **p  <  0.01, ***p  <  0.001, Tukey–Kramer test.

115

https://doi.org/10.3389/fnins.2024.1186677
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Nakazawa et al. 10.3389/fnins.2024.1186677

Frontiers in Neuroscience 11 frontiersin.org

in Per2:ELuc:TK:Mel stable cells and in SCN of Per1::luc Tg mice 
similar to the restriction of phase shifts to a maximum of 3–4 h in 
mammals (Gillette and Mitchell, 2002; Guler et al., 2008; Iyer et al., 
2014; Figure 9; Tables 2, 3).

In total, two/three out of the nine Melapts showed similar phase 
shifts at CT22 in vitro and in vivo in the absence of blue light (Tables 2, 
3). This suggests that each Melapt induced a similar phase shift in both 
mice and Per2:ELuc:TK:Mel stable cells.

FIGURE 5

Changes in Per2:ELuc emission rhythms before and after applying Melapts and blue-light photostimulation at CT8. (A) Subjective light period from 
CT0-12, subjective dark period from CT12-0, and blue light indicate photostimulation at CT8 of the 24-h clock. (B) Per2:ELuc emission upon applying 
PBS and blue-light photostimulation to controls. (C–Q) Per2:ELuc emission upon applying Melapt01- Melapt15 and blue-light photostimulation. Upper 
row (green), Per2:ELuc emission before the addition of Melapt observed for 3  days. Lower row (purple), Per2:ELuc emission after addition of Melapt and 
blue-light photostimulation observed for 3  days. Red triangles indicate the peak. Bioluminescence traces in Figure 5 were estimated from an individual 
sample. The peak of bioluminescent emission rhythms measured over the 3  days prior to the addition of Melapts and photostimulation (green) is 
denoted by a dotted line to allow comparison with peak rhythms in the lower graphs (potted post-stimulation).

116

https://doi.org/10.3389/fnins.2024.1186677
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Nakazawa et al. 10.3389/fnins.2024.1186677

Frontiers in Neuroscience 12 frontiersin.org

FIGURE 6

Phase shifts upon binding of Melapts plus photostimulation at subjective afternoon (CT8). (A–O) Phase-shifts comparison between Melapt-treated 
groups and controls with photo-stimulus at CT8. PBS alone was added to the controls. n =  3, *p  <  0.05, **p  <  0.01, ***p  <  0.001, Tukey–Kramer test.
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Discussion

Melapts were identified to affect the phase 
of the circadian rhythms

This study focused on controlling the ability of melanopsin to 
manipulate the phase resetting of circadian rhythms caused by 
blue-light input from the eyes using Melapts identified by 
screening and Per2:ELuc:TK:Mel stable cells for functional 
analysis of phase-shift ability in molecular clock rhythms. Because 
we used cells exhibiting stable expression of melanopsin via the 
TK promoter, whereas previous studies (Pulivarthy et al., 2007; 
Ukai et  al., 2007) used cells transiently transfected with 
melanopsin, we were able to perform more quantitative functional 
analyses of the phase response to aptamer concentration and 
light intensity.

Among the 15 Melapts obtained by Cell-SELEX, two showed 
characteristic responses: Melapt04 caused a phase advance and 
Melapt10 caused a phase delay at both subjective dawn (CT22) and 
in the afternoon (CT8). At dawn (CT22), when transcript levels of 
clock gene Per2 began to increase, Melapt04, Melapt01, and Melapt03 
increased signaling into cells to upregulate Per2 transcription and 

induce a phase advance, while Melapt10 and Melapt13 repressed 
intracellular signaling to downregulate Per2 expression and induce a 
phase delay. In the afternoon (CT8), Per2 transcription was almost at 
its peak. It appeared that Melapt04 and Melapt10 with 
photostimulation caused the same phase shift as at CT22 and that 
Melapt1, Melapt3, and Melapt13 with photostimulation caused the 
opposite phase shift to that at CT22. At CT8, the transition between 
stopping the upregulation of Per2 transcription and beginning its 
downregulation could account for the instability effect of the phase 
shift upon adding Melapt. Furthermore, we found that in both the 
presence/absence of blue light, the phase of the molecular clock can 
be shifted (either advanced or delayed) simply by the addition of a 
Melapt in contrast with previous reports (Takumi et  al., 1998; 
Pulivarthy et al., 2007; Ukai et al., 2007).

Photostimulation by blue-light exposure of the retina of mice 
before dawn (CT22) resulted in a phase advance of activity rhythms, 
similar to previous reports in rats (Honma et al., 1985). However, 
adding a particular Melapt (01, 03, 04) at CT22 resulted in a more 
significant phase advance, whereas other Melapts (10 and 13) resulted 
in a phase delay.

At CT22 (subjective dawn), as Per2 expression levels were 
increasing, the melanopsin signal bound to Melapt01, Melapt03, and 

FIGURE 7

Similar phase-shift abilities of representative Melapts at both CT22 and CT8. (A) Melapt binding-mediated phase shift induced via photostimulation at 
subjective dawn (CT22BL). (B) Melapt-mediated phase shift at subjective dawn (CT22nonBL). (C) Melapt binding-mediated phase shifts induced via 
photostimulation in the afternoon (CT8BL). (D) Melapt-mediated phase shifts in the afternoon (CT8nonBL). Controls showed phase shifts in the 
absence of Melapts under all conditions. The upper direction shows phase advance, whereas the lower direction shows phase delay. Red: phase 
advance. Blue: phase delay. *p  <  0.05, Tukey–Kramer test.
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Melapt04 with photostimulation had a complementary effect and 
enhanced Per2 expression, although the detailed underlying 
mechanism is not known. The extent of the phase advance was higher 
than in controls only receiving photostimulation at the same time.

By contrast, among the phase delay group of Melapts, Melapt10 
and Melapt13 at CT22 could be binding to melanopsin, leading to 
upregulation of Per2 expression and repression of signal transduction 
in cells, and induction of Per2 gene expression in cells. Therefore, the 
delay of PER2 protein accumulation in cells could lead to a phase 
delay of intracellular circadian rhythms.

Melapts binding to melanopsin could directly or indirectly modify 
the structure of the domain in melanopsin that binds to the retinal, 
altering the phase shifts. Melanopsin loses its photosensitivity when 
its structure, function, and retinoid cycle are altered (Dua et al., 2011; 
Harrison et al., 2021). For example, cis-retinal is present in cells bound 
to melanopsin without post-stimulation, which mediates 
photostimulation signal transduction into cells, as Melapts bound to 
melanopsin may influence intracellular signaling and phase shifts 
without photostimulation.

The secondary structure of Melapts was assessed (not shown) 
using GENETYX Ver. 9 (GENETYX CORPORATION). Melapt02 and 

FIGURE 8

Reverse-phase shift abilities of representative Melapts at CT22 and CT8. (A) Melapt-mediated phase shift induced by photostimulation at subjective 
dawn (CT22BL). (B) Melapt-mediated phase shift at subjective dawn (CT22nonBL). (C) Melapt-mediated phase shift induced by photostimulation in the 
afternoon (CT8BL). (D) Melapt-mediated phase shift in the afternoon (CT8nonBL). Controls were phase shifts without any Melapts under all conditions. 
The upper direction shows phase advance, whereas the lower direction shows phase delay. Red: phase advance. Blue: phase delay. **p  <  0.01, 
***p  <  0.001, Tukey–Kramer Test.

FIGURE 9

Phase shift of Per1::luc expressional rhythms in SCN slices following 
injection of Melapts into both bulbus oculi of Per1::luc Tg mice. 
Phase shifts following injection of Melapts into bulbus oculi with LED 
light stimulus at subjective dawn (CT22). SCN slices were obtained 
from mice injected with Melapts, and bioluminescence was observed 
for approximately 5  days. The NINJA program was used to calculate 
phase shifts. The upper direction shows phase advance, whereas the 
lower direction shows phase delay. Red: phase advance. Blue: phase 
delay. n  =  3, *p  <  0.05, Tukey–Kramer test.
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Melapt04 in the phase advance group have an outwardly protruding 
C-A-G-A-G sequence within the secondary structure of the stem and 
loop. The stem–loop conformation may enhance the binding of 
Melapts to melanopsin. However, it is unclear whether Melapts 
directly or indirectly alter their binding domain to affect signal 
transfer or their ability to phase-shift circadian rhythms.

Both per1 and per2 are clock genes involved in an input pathway, 
and their transcription is induced transiently by photosignals, 
resulting in a phase shift in rhythmic transcription (Shigeyoshi et al., 
1997; Yan et al., 1999; Ikegami et al., 2020). Therefore, the phase shift 
of per1::luc and per2::luc rhythm induced by Melapts is synchronized. 
We confirmed whether the aptamers obtained by Selex screening and 
functionally analyzed using a per2::luc reporter cells in vitro could 
trigger the same phase shift in the SCN of per1::luc Tg mice in vivo. 
We identified an agonist DNA aptamer that caused a maximum 8-h 
shift in vitro and a 3-h shift in vivo. There was a 3-h phase-shift limit 
in vivo because the photic input signal by melanopsin is transferred 
to the SCN projected from retinal ganglion cells by synaptic 
transmission (Hanna et al., 2017).

The 11 cis-retinal bound to melanopsin is isomerized to trans-
retinal using blue light (485 nm), causing its dissociation from 
melanopsin (Schwartz and Zimmerman, 1990). Compared with 
photostimulation, Melapts that induced a phase advance (Melapt03 
and Melapt04) and a phase delay (Melapt10) displayed lower phase-
shift abilities, possibly because most retinal molecules remained in the 
cis isomeric form and therefore did not dissociate from melanopsin 
and transmit signals into cells, thereby repressing the phase shift. This 
signal of melanopsin is transmitted inside the cell via G protein-
coupled receptors, eventually upregulating transcription of the clock 
gene Per2 in cells (Iyer et al., 2014; Krzysztynska-Kuleta et al., 2021), 
resulting in a phase shift of circadian rhythms. Further studies are 
needed to understand how the downregulation/upregulation of Per2 
upon Melapt–melanopsin binding induces phase shifts of circadian 
rhythms via CREB phosphorylation.

Future research on Melapt based 
regulation of the intracellular clock

Melapt04 and Melapt10 induced phase advance or delay of the 
circadian clock by ~3 h, respectively, at both CT22 and CT8 during 
the photo-signal input process. This suggests that Melapt04 
regulates the phase of circadian rhythms, and facilitates falling 
asleep and waking, mainly via Phase Advance. Considering the 
social desire to advance the phase of the circadian clock to facilitate 
going to bed earlier at night and waking up earlier in the morning, 
Melapts could be  used to trigger phase advance in humans. 
We chose to use DNA aptamers because they can be synthesized 
easily by PCR and are stable in the bloodstream. However, 
delivering aptamers to the retina is very difficult in humans (Hosoya 
and Tomi, 2005; Del Amo et al., 2017; Ikegami et al., 2020; Ham 
et al., 2023); here, we injected aptamers intraocularly into mice. 
Therefore, we need to develop a method for introducing aptamers 
efficiently and stably into the retina, possibly using a cell-permeable 
drug delivery with functions like ribosomes administered via drops 
into the eye (Wang et al., 2010; An et al., 2019; Yan et al., 2019; 
Tawfik et al., 2022).

Melapts could be used to regulate the function of membrane 
proteins by inducing conformational changes, thereby allowing 
more complex functional switching of the target (i.e., melanopsin) 
in the presence or absence of external photo-stimuli (Faria and 
Ulrich, 2002; Ulrich, 2005; Wang et al., 2010; Jones et al., 2013). 
However, the functional stability of Melapt is uncertain because the 
3D structure adopted by the Melapt aptamer when bound to 
melanopsin is difficult to ascertain. In addition, it can be difficult 
for DNA aptamers to reach the retina, especially if injected into the 
eye bulb intravenously (Kwak and D'Amico, 1992; Hosoya and 
Tomi, 2005; Repetto et  al., 2010; Patane et  al., 2011); also, the 
stability of aptamers in blood and other body fluids will need to 
be assessed (Ma et al., 2021). Despite these limitations, Melapts 
could contribute to future research focused on resetting the phase 
of circadian clocks. Melapts could help us to better adapt to modern 
social life cycles, allow crops and domestic animals to be improved 
for greater productivity, and help shift workers in overcoming social 
jet lag by adjusting the phases of the circadian clock (Davidson 
et al., 2006; Saksvik et al., 2011; Barclay et al., 2012; Vetter et al., 
2015; Li et al., 2021). These Melapts could contribute to resetting 
the phase of circadian clocks in photic input pathways.
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