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Editorial on the Research Topic

Sonification, Perceptualizing Biological Information

Sonification is a subtype of auditory displays that use sound structures devoid of linguistic
elements to represent information. Kramer et al. (1999) have neatly defined sonification as “the
transformation of data relations into perceived relations in an acoustic signal for the purposes of
facilitating communication or interpretation.” The sense of hearing has the potential to convey in
a simple way information that is complementary or alternative to visualization. Applications of
sonification are by no means recent, in fact from early formulation of auditing, such as comparing
the sound of commodities or “hearing of accounts” in Mesopotamia, as early as 3500 BCE
(Worrall, 2009), to the three inventions from the nineteenth century, the Bell telephone, the Edison
phonograph, and the Marconi radiotelegraphy, sound and audio were used and transformed to
convey information. Many of these developments included translations of information into sound
and were so powerful and rich of outcomes to change ultimately our relation to hearing in general.
Commonly, implementations of sound constructions for information display are described for
alarms, alerts, and warnings, status, process, andmonitoringmessages, data exploration, and finally
for entertainment, sports, exercise, and art (Walker and Nees, 2011).

Though simplistic forms of sonification were always employed to represent phenomena from
the physical world, the rapid developments at the end of last century in psychoacoustics, data
manipulation, sound synthesis, and sonification techniques, caused an outburst of research in this
field (Kramer, 1994; Hermann et al., 2011). With technological advancements the amount of data
being processed is immense. In current research, regardless of the field, resorting to datamining
is often inevitable. For this exact reason, representation of data has an important role. For certain

applications, the most immediate representation of data is confined to the visual. However, there
are still limitations when it comes to the visual representation of data by itself. For example, within
medical diagnostics, even the most refined machinery is limited by our own perception of reality.
Also, a visual representation is often a static one, and therefore a partial representation. Audio on
the other hand, a time based experience by definition, is a dynamic representation, though also
limited by our perception, it does add another dimension to our exploration of data. The addition
of another dimension for evaluating data therefore, appears not only to be necessary but also
natural. Any interaction of this world is done with our senses, and as such the more participating
senses are during the exploration, the clearer the image and the subtleties of the world. Conversely,
confinement of the exploration to a single dimensionality, is bound to limit our understanding.

With these premises, the implementation of sonification into various fields could provide major
advances for the interpretation of data. Specifically, the approach was recently integrated within
the field of neuroscience to facilitate the understanding of biological mechanisms and structures.
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Applications are manifold including behavioral monitoring,
complex data extracting and analysis, algorithm development
and interface implementations. Also, central application areas
such as data navigation, status and process monitoring, motor
tutoring for sports and exercise, and assistive technology for
people with disabilities, became sites of strategic interest for
sonification. Finally, sonification is increasingly being used
as an aesthetic concept and method in the artistic and
entertainment domain.

The articles presented in this Research Topic can be
divided into three general sections. The first section includes
articles concentrated on the implementations of sonification in
movement research. Specifically, studies were oriented toward
the examination of the effect of augmented sensorial feedback, by
means of sonification, onmotor learning. Movement sonification
is applied on motor learning in sports (Effenberg et al.) and
to test augmented sonified feedback on the motor learning
of a novel joint coordination pattern (Fujii et al.). This line
was further expanded by examining the possible benefits of
sonification methods for sensori-motor learning with movement
sonification (Bevilacqua et al.) and a perception-action approach
to sonification used as feedback for skill learning (Dyer et al.),
which may lead researchers toward encouraging applications in
rehabilitation, sport training or product design. The section is
concluding with interactive and real time implementations of
sonification methods to the benefit of psychological and physical
optimization of sports andmotor rehabilitation tasks through the
main functionsMotivate, Monitor, andModify of the 3Momodel
(Maes et al.) and to analyze children’s spontaneous movement in
terms of energy, smoothness and directness (Frid et al.).

The second section focuses mainly on sonification as
an open-ended design task to construct general sound
information processes that translate data into sound maintaining
reproducibility when sources exhibit non-linear properties

of self-organization and emergent behavior (Choi) and a

specific supportive auditory tool to aid in diagnosing patients
with different levels of Alzheimer’s that introduces an audible
parameter mapped upon different brain’s lobes (Gionfrida and
Roginska), and an auditory interface for intuitive detection and
management of anxiety from physiological signals (Cheung
et al.).

The third section overviews implementations of sonification
methods as means of therapeutics. For rehabilitation purposes
in socially relevant movement disorders such as Parkinson’s
disease, where sonification has been used to help relearn gait
movements and to reduce freezing episodes (Mezzarobba
et al.; Murgia et al.), and stroke patients, where is presented
an innovative musical sonification therapy, designed to retrain
patients’ gross motor functions of the upper extremity (Scholz
et al.). Furthermore, a real-time auditory feedback based
on movement sonification approach is used to compensate
proprioceptively deafferented subjects (Danna and Velay),
and a modification of the environmental sound training
procedure is utilized to enhance neural plasticity, and
reconstruct auditory representations that have become
degraded after chronic use of cochlear implants (Altieri
et al.).

Though the benefits of sonification are clear and become
well-evidenced in this topic and most recent literature (see,
Schaffert et al., 2019), widespread implementation is still scarce.
We believe that a collective endeavor is necessary to put theory
into practice and, perhaps, to start to exploit the large potential
of sonifications.
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Motor learning is based on motor perception and emergent perceptual-motor

representations. A lot of behavioral research is related to single perceptual modalities

but during last two decades the contribution of multimodal perception on motor

behavior was discovered more and more. A growing number of studies indicates

an enhanced impact of multimodal stimuli on motor perception, motor control and

motor learning in terms of better precision and higher reliability of the related actions.

Behavioral research is supported by neurophysiological data, revealing that multisensory

integration supports motor control and learning. But the overwhelming part of both

research lines is dedicated to basic research. Besides research in the domains of music,

dance and motor rehabilitation, there is almost no evidence for enhanced effectiveness

of multisensory information on learning of gross motor skills. To reduce this gap,

movement sonification is used here in applied research on motor learning in sports.

Based on the current knowledge on the multimodal organization of the perceptual

system, we generate additional real-time movement information being suitable for

integration with perceptual feedback streams of visual and proprioceptive modality.

With ongoing training, synchronously processed auditory information should be initially

integrated into the emerging internal models, enhancing the efficacy of motor learning.

This is achieved by a direct mapping of kinematic and dynamic motion parameters

to electronic sounds, resulting in continuous auditory and convergent audiovisual or

audio-proprioceptive stimulus arrays. In sharp contrast to other approaches using

acoustic information as error-feedback in motor learning settings, we try to generate

additional movement information suitable for acceleration and enhancement of adequate

sensorimotor representations and processible below the level of consciousness. In the

experimental setting, participants were asked to learn a closed motor skill (technique

acquisition of indoor rowing). One group was treated with visual information and two

groups with audiovisual information (sonification vs. natural sounds). For all three groups

learning became evident and remained stable. Participants treated with additional

movement sonification showed better performance compared to both other groups.

Results indicate that movement sonification enhances motor learning of a complex

gross motor skill—even exceeding usually expected acoustic rhythmic effects on motor

learning.

Keywords: audiovisual information, motor learning, motor perception, motor rehabilitation, movement

sonification, multisensory integration
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INTRODUCTION

When looking back to our sport classes, recalling how
breaststroke swimming, the overhand technique in volleyball or
even rowing was taught, we remember our teachers explaining
and demonstrating the techniques. Technique acquisition
in sports is usually shaped by visual demonstrations and
verbal information as getting evident in popular sportscientific
textbooks (Newell and Corcos, 1993; Schmidt and Lee, 2005).
Also in perceptually directed research in sport science, processes
of motor perception, motor control and motor learning have
been studied primarily related to single sensory modalities and
dominated by the visual domain (Williams et al., 1999, 2004;
Abernethy, 2013). But on a closer view, motor behavior is a
multimodal phenomenon: Motion can not only be observed
visually but also perceived by the auditory and the tactile sense,
and perception of one’s own motion is just as well based on
visual, auditory, kinesthetic, vestibular, and tactile information.
Recent behavioral—as well as neurophysiological—research
therefore focusses increasingly on audiomotor and multisensory
contributions to the regulation of behavior (Frassinetti et al.,
2002; Soto-Faraco et al., 2003; Calvert et al., 2004). Even though
majority of work is localized in the field of basic research,
also applied studies address the area of complex gross-motor
behavior, often with a close link to biological motion perception
(Barraclough et al., 2005; Bidet-Caulet et al., 2005; Mendonca
et al., 2011).

Up to now, only a few studies are dealing with the
multisensory influence on motor learning, and this is especially
given for applied research related to gross motor motion, as
being typical for sports. Therefore, the introduction will focus
firstly on audiomotor information processing to identify the
perceptual characteristics of audition, getting effective besides
visual information on the regulation of behavior (Haueisen and
Knoesche, 2001; Bangert and Altenmüller, 2003; Haslinger et al.,
2005; Lahav et al., 2007). Afterwards multisensory perception is
taken into account, with the focus on mechanisms of audiovisual
information processing and related behavioral benefits. Then
some studies using sonification to support motor control and
motor learning are introduced.

Findings on the emergence of audiomotor co-activations
and the multisensory integration mechanisms will be taken in
consideration to determine how additional movement acoustics
could be shaped to address audiomotor functions as well as
multisensory integration sites within the central nervous system
(CNS). With other words: How could an effective movement
sonification be tailored and how could it get effective on
motor learning? Here some neurophysiological work will be
consulted. Based on these findings the ownmethod of movement
sonification will be developed combining dynamic and kinematic
movement parameters into a 4-dimensional sonification.
Movement sonification was applied in the present study to
support motor learning in technique acquisition of indoor-
rowing. To evaluate the impact of an additional movement
sonification three groups were treated with different kinds of
instructions and feedback over a training period of 3 weeks: One
group was treated with visual information (video instruction +

concurrent video feedback) and two groups with different kinds
of audiovisual information (video/sonification instruction &
real-time video/sonification feedback; video/motion attendant
sound instruction & real-time video/motion attendant sounds
feedback).

Music Making—Acoustic Information of
Motor Behavior Generated by the Auditory
System
In a first step, music related research will be focused. In
the music domain research on motor learning is related to
auditory, especially musical perception and thus is an appreciated
supplement to visually dominated motor learning research in
the fields of sport, ergonomics or motor rehabilitation. More
than this: Music making is a domain of motor behavior with
excellent subtle and unambiguous feedback about the precision
and the quality of motor control. On music making, quality of
motor control can be assessed immediately via the acoustical or
musical result resp. When for example playing the keyboard,
the spatial accuracy of actions can be assessed via the sound
frequency or tone pitch sequence, the dynamical precision
via the sound amplitude and the temporal exactness via the
duration of sounds and pauses as well as via constancy of
metrum and shape of rhythm. With other words: Auditory
and especially musical perceptual skills are very well-suitable
for analyzing several important qualities of motor control.
But what are the appropriate perceptual and motor features
established into the brain of an expert musician? The work
of Haueisen and Knoesche (2001) indicates that on expert
pianists, when listening to a piece of one-handed piano music,
motor areas primarily related to the analogous effector get
co-activated.

Obviously, specific audiomotor networks get established
in music experts—at least after years of exercise. But how
long does it take till such sensorimotor networks get initially
established? There already exists some empirical evidence that
even on novices it does not take long time till auditory-motor
co-activations appear within the human brain: Bangert and
Altenmüller (2003) reported a fast emergence of audiomotor co-
activation patterns on musical novices learning to play a simple
melody on a keyboard. In an EEG-study, the authors reported
audiomotor co-activations which develop within short temporal
intervals of about 20min of practice and get firmly established
within a few weeks of exercise—nevertheless with a specific
shape. Only the replay of the before trained simple melody led to
motor co-activation, whereas new melodies, played on the same
keyboard, did not.

Non-Musical Acoustic Information on
Motor Behavior
When dealing with acoustic information related to motor
behavior, also natural motion attendant sound and the
information about the related action as well as about the
related actor have to be taken into account. During last years,
a growing body of empirical studies on the information
coded within natural motion sounds has been acquired. Early
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evidence about the impact of motion attendant sounds on
motor performance has been presented by Takeuchi (1993) on
tennis players indicating that auditory perception of tennis ball
sounds (stroke and landing) supports a high performance and
deprivation of auditory perception reduces the performance.
The information coded within natural motion sounds was
described by Effenberg (1996) and used as an initial point for
the development of an ecological framework of movement
sonification. In 2004, Agostini et al. demonstrated that athletes
were able to use auditory models of hammer throws to improve
their performance. The high amount of information mediated
by natural movement sounds has also been illustrated by more
recent studies using the own/other paradigm (Murgia et al., 2012;
Kennel et al., 2014). Beyond that basic physiological parameters
like the breath duration can be affected subconsciously by
listening to the ecological sound of breathing even more
compared to artificial sound and thereby indicating a demanding
influence of natural sounds (Murgia et al., 2016). On the other
hand complex artificial movement sound is powerful to allow
subtle distinctions of own vs. other movement patterns as
shown related to movement sonification of indoor rowing
by Schmitz and Effenberg (2012). Meanwhile there exists
numerous evidence about acoustically coded information in
natural movement sounds and about the subtle impact on
motor behavior (Sors et al., 2015). Supportive fMRI research
has been published by Woods et al. (2014) e.g., indicating, that
expertise in a certain sport is an important factor related to
the way sport specific acoustic information is processed in the
brain: Experts, familiar with the presented sport specific sounds
showed greater neural activation in sensorimotor areas and areas
responsible for auditory and motor planning (Agostini et al.,
2004).

Music Making and Audiovisual Information
Processing
Even though neurophysiological research on motor learning
in the area of music is dominated by audiomotor relations,
also audiovisual-motor interactions have been focused. Haslinger
et al. (2005) found in an fMRI-study that pure observation of
piano playing recruited auditory areas in experienced pianists
and discussed the participation of mirror neurons within
the inferior fronto-parieto-temporal network. Taken together
with the findings of Bangert and Altenmüller (2003), it is
getting obviously that learning to play an instrument results
in relatively fixed co-activations between different perceptual—
at least auditory and visual—and motor networks. If once
established, visual stimulation is sufficient for co-activation of
auditory areas as well as for co-activation of motor-related
networks. Also auditory simulation leads to co-activation of
motor-related networks. These findings got further support with
an fMRI-study from Lahav et al. (2007) showing that such
audiomotor as well as audiovisuomotor co-activations are case
specific, that a certain co-activation pattern is referring to a
certain musical pattern resp.: The established co-activation of
motor subsystems only became evident if the melody, learned
to play before, was hearable. Activation of the motor network

was much smaller when the order of the notes was changed
and it disappeared by “motorically” unknown—untrained—
melodies. The findings of Lahav et al. indicate that there is
a common hearing-doing system, that is highly dependent on
the individual’s motor repertoire, is getting established rapidly
and is likely not limited to the field of music (Lahav et al.,
2007).

Non-Musical Audiovisual Information
Processing
For some years not only studies on audiomotor functions have
been growing in number (Bangert et al., 2006), also crossmodal
interactions related to the perceptual system as well as to
motor control and motor learning are getting more and more
into the focus of research (Seitz et al., 2006). The quality of
perception is usually enhanced if distal events are perceived by
at least two different senses compared to unimodal perception.
Numerous studies on multisensory stimuli effectiveness on
different aspects of behavior have been realized meanwhile and
most of them deliver supporting evidence as realized byVroomen
and de Gelder (2000) showing with a stimulus detection task
in a rapidly changing sequence of visual distractors. Further
perceptual effects of audiovisual convergent stimuli have been
described by Frassinetti et al. (2002) in terms of an increased
detection rate of low intensity stimuli. Also Seitz et al. (2006)
reported an enhanced ability for the detection and discrimination
of coherent motion pattern for audiovisual trained subjects
compared to unimodal trained ones. The discrimination
ability of audiovisually presented objects was studied by
Giard and Peronnet (1999), who reported more reliable
discriminations for audiovisually coded transforming objects
compared to unimodal presentation. Those enhanced activation
correlates with better performance in detecting coherent
motion.

Further studies in the field of applied research indicated
enhanced effectiveness of convergent audiovisual information
on motor perception and even on motor perception and motor
control: Evidence on motor performance was delivered by
Chiari et al. (2005) in terms of a real-time audio feedback on
trunk kinematics enhancing the control of body sway. Rath
and Rocchesso (2005) demonstrated that a tilting bar can be
handled with a higher precision if additional motion acoustics
are available. Furthermore, gross-motor sport movements can
be assessed and reproduced with higher precision under an
audiovisual condition compared to pure visual treatment as
reported by Effenberg (2005).

Also on motor learning there exist some evidence on
the supportive function of additional auditory information:
Shea et al. (2001) have revealed supporting effectiveness of
an additional auditory model. The authors observed besides
a better performance of a simple motion pattern (rhythmic
finger movement) even a more effective learning process:
Required time was reduced and precision in terms of absolute
as well as relative timing was enhanced. Later work of
Kennedy et al. (2013) confirmed an enhanced temporal stability
(retention) of a before learned 2:3 bimanual tapping task
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especially for an audiovisual model. More recently Danna et al.
(2013, 2015) reported first indications that also less rhythmic
finemotor learning (handwriting acquisition of children) can be
supported by additional auditory cues. Similar results had been
presented recently by Effenberg et al. (2015): The acquisition
of character handwriting of young children had been supported
by an additional real-time sonification of the writing trace
(“SoundScript”) in terms of an accerleration of the emergence of
model-like character patterns. And the learning of gross motor
movements—as they are typical on sports—has been supported
with concurrent auditory feedback by Baudry et al. (2006). The
authors found a time-stable benefit for the body segmental
alignment on a circle movement performed on a pommel horse
based on a training with concurrent auditory feedback. And
most recent work from our workgroup delivered first evidence
on the effectiveness of a 4-dimensional kinematic movement
sonification in stroke rehabilitation on hemiparesis of the upper
limbs after a 5-day training of everyday actions about only 20min
daily (Schmitz et al., 2014).

Neurophysiological Background
In addition to the behavioral findings primarily
neurophysiologically intended research has been conducted
in the last years focussing on the underlying mechanisms
of multisensory integration responsible for performance
enhancement. Cortical as well as subcortical multisensory
integration sites are addressed by convergent multisensory
stimuli in addition to unimodal visual and auditory functions
and may be jointly responsible for perceptual and behavioral
benefits (Calvert and Thesen, 2004; Beauchamp, 2005).
Dedicated to gross-motor human motion perception there exists
evidence on integrating motion sound within an area responsible
for ‘visual’ biological motion perception, the posterior superior
temporal sulcus (STSp; Bidet-Caulet et al., 2005). The first
fMRI-study dedicated to the exploration of multisensory
integration based on movement sonification was realized by our
workgroup: Scheef et al. (2009) revealing, that an audiovisual
stimulus of a counter-movement-jump (video and sonification of
the ground reaction force) evokes real multisensory integration
effects in terms of a supra-additive activation enhancement in
Area V5/MT as well as enhanced activation in STS bilaterally,
which both playing a role in audiovisual perception of biological
motion.

Even if there exists only some evidence for direct connections
between audiovisual perception and motor execution on
humans—as described for the superior colliculus on cats by Stein
andMeredith (1993) and Rowland and Stein (2008), the existence
of audiovisual mirror neurons in the monkey brain has been
demonstrated with single cell recordings realized by Kohler et al.
(2002) and is also discussed on humans (Keysers et al., 2003).
Baumann and Greenlee (2006) showed via fMRI on humans that
convergent audiovisual motion stimuli evoke substantially larger
activation in different brain areas (cluster within the superior
temporal gyrus, supramarginal gyrus, superior parietal lobule,
and cerebellum) compared to the addition of both unimodal
activations.

Resent research from our workgroup (Schmitz et al., 2013)
is indicating, that the activation of the mirror neuron system
increases when convergent audiovisual information in terms
of a movement sonification of a moving avatar is available
to the perceptual systems. The superior temporal sulcus,
inferior parietal cortex and premotor regions as well as
subcortical structures showed enhanced activation of the action-
observation-system in comparison to similar, but divergent
audiovisual stimuli. Beyond this also key-players of the
striato-thalamo-frontal motor loop got increasingly activated—
which had been observed on untrained participants with no or
nearly no experience in movement sonification. Though it has
not been a new finding that short-term plasticity related to motor
learning can appear even within minutes, it is important for
our issue that based on artifical movement sound sensorimotor
co-activation in terms of audiomotor or even audiovisual-
motor co-activation emerges also on “novices” instantly. The
term “novices” refers to participants without experience with
movement sonification, but all of them were able to breaststroke.
Taken together this is some functional evidence that enhancing
motor execution with artifical movement acoustics is efficient
to address additionally audiomotor as well as audiovisual-motor
mechanisms within the context of motor learning.

Interim Resume
Music making and listening indicates the enormous capacity of
the auditory system to generate and mediate information about
movements. The observed prompt emergence of case specific
audiomotor co-activation patterns indicated the rapid dynamics
of neuronal plasticity with a high sensitivity for the specific shape
of the referenced movement-acoustic—time-varying—stimuli.
Also on non-musical behavior basal motion-related perceptual
functions benefit from multisensory information processing as
well as processes of perception and motor control of human

movements. And even beyond that—motor learning is getting
more effective and stable if based on multisensory information,
as shown for fine-motor, rhythmic hand-/finger-movements and
also for more complex writing-movements and even in first
steps for a certain feature of a gross-motor sport-movement
on a pommel horse as well as in stroke rehabilitation of
hemiparesis. A sharp plea for multisensory training is given by
Shams and Seitz (2008) referring to the additional integration of
intermodal processing and multimodal integration functions in
learning. Such findings are supported by a statistical approach
from Ernst and Bülthoff (2004) explaining the emergence
of additional information from multisensory integration. And
finally some more recent research from Shams et al. (2011)
should be mentioned here indicating furthermore a retroaction
of multisensory—audiovisual—training to the perception within
each single modality.

Creating the Method of Real-Time
Movement Sonification
The method of movement sonification is used by a growing
number of researchers, when combining movement data with
sound. We use this term, which we have created first in 2005
(Effenberg, 2005) related to motor perception and motor control,
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for the acoustic transformation of kinematic and/or dynamic
movement data. The fundamental idea is to tune in the ear into
the process of motor perception, related to external motion of
others (trainers, functioning as “models”) as well as to one’s own
movements when functioning as an additional feedback channel
to support, to enhance and to shape the emergent sensorimotor
representations in terms of “internal models” (Wolpert et al.,
1995, 2011). Considering that Sigrist et al. (2015) failed to
generate a long-lasting learning benefit based on sonified acoustic
error information on indoor rowing, which was consisting of
only one dimension of one external movement feature during
one phase of the movement cycle (the horizontal angle of the
rowing oar during the recovery phase), we generate a continuous
4-dimensional movement acoustics based on two kinematic and
two dynamic movement parameters.

This kind of real-time movement sonification is configured
to be used for audiomotor processing as well as for enhancing
and shaping multisensory representations efficiently. In contrast
to the mode of “error-feedback,” as considered by Sigrist et al.
(2013), the processing of our kind of movement acoustics is
not dependent on conscious cognitive processing, because
the processing—even multisensory integration—is mandatory
if the stimulus is hearable and certain criteria of intermodal
convergence are fulfilled. Resulting in an enhanced spectrum
of movement information, usable as instruction as well as
feedback, this kind of information supports the emergence
of adequate sensorimotor/perceptuomotor representations
(internal models). The used method is described in more detail
in the following section. Here we conclude the first section with
three research hypotheses:

H1: Participants of both groups treated with convergent
audiovisual information show better learning results in
terms of a steeper learning curve/a faster approximation to
the model technique.

H2: Audiovisually treated groups are more precise in rhythmic
demands of the indoor rowing technique.

H3: Participants treated with complex sonification benefit in
terms of a better coordination of the movement resulting
in higher technical performance.

METHODS

Novices were asked to learn the basic technique of indoor
rowing by visual or audiovisual instruction and feedback. When
instructing the participants it was pointed out that the primary
aim was not a maximum intensity of indoor rowing, but to
reproduce the technical pattern as precisely as possible. The
quality of the technical pattern was operationalized by four
movement parameters: grip force and footrest forces as dynamic
parameters and grip pull-out length and sliding seat position
as kinematic parameters. The participants’ courses of these
parameters during pull-out phase were compared to the model’s
ones.

The similarity of the participants’ and the model’s technique
was computed by using a DTW-algorithm designed for similarity
calculation of two temporal sequences differing in length. Such

DTW-algorithms have already been used in different contexts
like speech recognition and analysis of motion capture data as
described in Rabiner and Juang (1993), Forbes and Fiume (2005)
and Demuth et al. (2006).

Experimental Design
The experimental procedure extended to about 9 weeks, whereof
the training period took 3 weeks. Participants were asked to
acquire a basic technique of indoor rowing, demonstrated by
a professional rowing athlete. The experimental procedure is
visualized in Figure 1. With the initial two pretests data about
the initial individual technique level as well as strength data were
collected. Afterwards the total sample was divided up into three
subsamples, parallelized on initial technique level and age. All
three samples completed the same 3-week training period each
obtaining different kinds of information in terms of instruction
and real-time feedback. Participants trained two times a week.
The procedure of a single training session is explained below.
One week after the last training session a strength posttest was
conducted. Three weeks after the last training session participants
completed a technique retention test finally.

Participants
48 male volunteers participated in the experiment, all of them
without any experience in rowing (mean age = 22.8 ± 5.0).
All participants showed normal or corrected-to-normal vision
and normal hearing1. Though the Central Ethics Commission
(CEC) at Leibniz University Hannover (LUH) was starting
the assessment service for the first time not before 2012,
the beginning of subject recruitment was started without a
specific ethical approval but in accordance with the Ethics

Guidelines of the “German Psychological Society” also including
informed consent declaration, privacy and confidentiality and
the final presentation of research results to all participants. All
participants gave their written consent to participate in this
psychological-behavioral study.

Experimental Conditions
All three subsamples ran through the same training procedure,
each with a different kind of information in terms of instruction
and real-time feedback.

• Visual condition (V): Treatment groupVwas only treated with
video information.

• Natural audiovisual condition (AVnat): Treatment group
AVnat was treated with video and natural motion attendant
sounds.

• Sonified audiovisual condition (AVsoni): Treatment group
AVsoni was treated with video and movement sonification.

Stimulus Material
Visual Stimuli
Instruction videos (rowing model) and feedback videos
(participants’ performance) were taken from a lateral view (see
Figure 2). Videos were projected on a big screen (260× 195 cm)
in front of the rowing ergometer type Concept II. For

1Standard vision and hearing test: HTTS, Version 2.10, 00115.04711.
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FIGURE 1 | Experimental procedure: pre st, strength pretest; pre te, technique pretest; ts1-6, training session 1–6; post st, strength posttest; r,

technique retention test.

FIGURE 2 | Visual and auditory stimuli under the three conditions: frame of instruction video (above) + sound pressure level of soundtrack of a single

rowing cycle (below); (A) group V, (B) group AVnat, and (C) group AVsoni.

instruction and feedback, videos were presented with Sony Video
Capture 6.0b.

Auditory Stimuli
Both kinds of auditory stimuli were presented via headphones.
For group AVnat the sound of the rowing ergometer flywheel
and the sliding seat were taped with a directional microphone2

and mediated via headphones3. For group AVsoni movement
sonification based on two kinematic and two dynamic motion
data streams that were transformed in real-time to multichannel
continuous motion-sound. Data streams of four different sensors
were acoustically represented: grip force, sum of footrest forces,
grip pull-out length, and sliding seat position. In Figure 2 visual
and auditory stimuli under the three experimental conditions are
depicted.

Kinematic and dynamic data were recorded using FES-
Software4 and transmitted to Lab-View-Software5 and further
on to sonification-software6. The sonification-software received

2Behringer, ECM 8000.
3beyer dynamic DT 100.
4FES, Ruderergometer Version 2.43.
5National Instruments, LabVIEW 7.1.
6MLmini, Universität Bonn, Institut für Informatik, AG Prof. Weber.

data of grip force, footrest forces, grip pull-out length and sliding
seat position. Movement data were systematically mapped on
sound features: each data stream was used to modulate frequency
and partially also amplitude of a midi sound. Grip pull-out,
grip force and footrest forces were represented continuously.
For both force parameters a muting level was defined for values
near around zero as well as for negative values. So forces could
only be acoustically perceived when they were also kinesthetically
clearly perceivable. By using a muting level oscillating sounds for
fast changing forces near around zero were avoided. In contrast
to the three continuously transformed parameters, sliding seat
position was sonified event-related: it could be only heard at
maximum and minimum position. Independently of effectively
exerted force and realized grip pull-out length and sliding seat
position, the frequency interval was chosen in a manner that
maximum and minimum of a single data stream was related to
the same frequency for each individual in each training session.
Sonification of rowing model was produced the same way. This
kind of normalization enables participants to produce the same
sound pattern as the model, independently of individual absolute
strength abilities and individual anthropometry. Figure 3 shows
the data curves of the kinematic (A) and the dynamic (B)

parameters and the characteristics of the resulting sounds.
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FIGURE 3 | (A) Kinematic parameters; (B) Dynamic parameters. Data curve (up), amplitude level diagram (middle) and spectral graph (down) of the four data

channels of a single rowing cycle (3.03 s).
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Instruction
For the instruction-video the motion pattern of Eric Johannesen7

performing on the Concept II rowing ergometer (same rowing
ergometer as used in the study, but higher drag factor) was
videotaped. The videosequence contained 10 cycles of rowing,
each lasting 3 s. Pull-out phase and recovery phase had a time
ratio of 2:1. Depending on the treatment, there was no motion
attendant soundtrack (V), the soundtrack contained natural
motion attendant sounds of the rowing ergometer (AVnat) or the
model’s movement sonification (AVsoni) resp.

Feedback
As feedback, participants observed their own rowing in real-time
for ten cycles in the middle of each training block of 50 cycles.
Depending on the treatment they heard no motion attendant
sounds, their natural motion attendant sounds or their own
movement sonification in real-time.

To mask natural motion attendant sounds all participants
heard noise (sea rushing) via headphones while there was no
auditory instruction or feedback. The chronology of sea rushing
audio and audio-feedback within each block of training is
illustrated in Figure 4: Audiovisual treatment groups heard 20
cycles of sea rushing followed by 10 feedback cycles (motion
attendant sound or movement sonification resp.) followed by
another 20 cycles of sea rushing.

Procedure
Pretest
After warming up, making themselves familiar with the rowing
ergometer and watching the rowing model for ten cycles
participants completed the technique pretest by rowing for 30
cycles without any feedback.

Training
One training session consisted of five training-blocks, each
lasting for 2.5min followed by 2.5min break afterwards (see
Figure 4). After the presentation of the model’s technique as
instruction, the participants started to row for 50 cycles. From
cycles 21 to 30 the participants’ own technique was presented as
real-time feedback. Following the 50th cycle, the presentation of
the instruction video was repeated.

Participants were instructed to align their rowing technique
to the model’s technique. In addition, they were told to tune
their cycle frequency to 20 cycles per minute by watching the
frequency display. To assure that participants do not tire—which
would cause interferences with the quality of technique—they
were instructed to row with comfortable effort. Group AVsoni was
not informed in detail how sound was composed, they only knew
that it was configured by their motion.

Retention
In retention participants completed one block of rowing without
any instruction or feedback. Due to the long break between the
last training session and retention of about 3 weeks, a warm-up
of 50 cycles was realized before the retention block.

7Junior world champion 2005, 4+; world champion 2011 8+; Olympic Games

champion 2012 8+.

Data Acquisition and Data Analysis
Personal data (name, sex, date of birth, health data etc.) were
collected by questionnaire and made anonymous afterwards.
In strength pretest and strength posttest isometric maximum
strength of leg extension and arm flexion were measured with
a leg-press (knee-angle: 90◦) and a row machine (anteversion
shoulder: 30◦). Participants conducted the tests after warming
up and making themselves familiar with the equipment. To
determine the individual maximum strength, the best out of three
trials was used. Because strength abilities generate an impact on
motor performance, the development of strength was controlled
by comparing data of strength pre- and posttests.

Four sensor systems were applied on the rowing ergometer:
a resistance strain gauge for grip force (GF), two sensors for
footrest forces (FF), and two incremental encoders each for grip

pull-out length (GP) and sliding seat position (SS). All four
parameters were recorded with 100Hz, for footrest forces the
sum of the two sensor streams was computed. For data analysis

cycles 31–40 (21–30 for pretest) of each training block were
selected. An average cycle was computed for each of the four raw
data streams. In a second step data were normalized to eliminate
differences in body size and individual strength. Grip pull-out
and sliding seat data was normalized on values between 0 and
1, grip force and footrest forces data were only divided by the

particular maximal value to maintain algebraic sign of measured
values.

Using the dynamic-time-warping (DTW) algorithm
(Müller, 2007) we calculated the distance values between
the model’s technique and participants’ individual technique

(normalized average pull-out phase) for each of the four
parameters.

The corresponding procedures were performed for each of
the regarded time series (normalized averaged curve of grip
pull-out length, grip force, sum of footrest forces, sliding seat

position) separately. As a result of the DTW algorithm we
obtained an optimal alignment of the compared time series, a so
called warping path. This warping path gives information how
the time series have to be stretched or compressed to get an

optimal matching. These temporal deformations do not have to
be linear: some segments of a signal might be stretched while
others are compressed to get the optimal alignment. We defined
the accumulated costs along the warping path to be a distance
measure to finally compare the time series.

The computation of an alignment using DTW can be divided
into three basic steps:

1. Computation of local distance matrix (LDM).
2. Computation of a global distance matrix (GDM).
3. Search the GDM for the warping path.

These steps are now described in detail:

1. Computation of the LDM

The local distance matrix is an m × n matrix, where m is the
number of data points of the model’s technique curve (s) and
n is the number of data points of the participant’s individual
technique curve (t). Each entry of the matrix corresponds to
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FIGURE 4 | The five training blocks of a single training session. One block is depicted magnified. IN, instruction; FB, feedback; c, cycles.

the absolute distance between one data point of the participant’s
technique curve and one data point of the model’s technique
curve. For example, the entry in the i-th row and the j-th column
corresponds to the absolute distance between the i-th sample
point of the participant’s technique curve, and the j-th sample
point of the model’s technique curve.

for i: = 1 to n

for j: = 1 to m

LDM[i, j]: = d(s[i], t[j])

2. Computation of the GDM

Based on the LDM we are now able to compute the GDM. The
GDM is an m × n matrix, too. It represents the accumulated or
global costs between the time series regarded. Here the entry in
the i-th row and j-th column is the minimal cost for an optimal
alignment if the time series would end at these frames. The GDM
is computed by accumulating local distances stored in the LDM
according to a special scheme. The value of the entry in the i-th
row an j-th column is computed as:

GDM[i,j]: = LDM[i,j] + minimum(GDM[i - 1,j],

GDM[i,j - 1], GDM[i - 1,j - 1])

The computation starts at the entry [1, 1].

for i:= 1 to n

for j:= 1 to m

GDM[i, j]: = LDM[i, j]

+ minimum(GDM [i-1,j],

GDM [i,j-1],

GDM [i-1,j-1])

The entry [m, n] is taken as “vertical distance value.”

3. Search the warping path

After the computation of the GDM, we can now extract the
optimal alignment. It leads from the entry [m, n] to the entry
[1, 1], involving only single steps to the left, up or diagonally
left up, leading to the entry with the lowest value, resp. The
number of needed steps builds the “path length” and the ratio of
“path length” and the minimal possible path length (in our case
almost always m-1) builds the “horizontal distance value.” From
vertical and horizontal distance value, a “distance value” was
computed for each data stream. In order to respect the different
dimensions of the two computed distance values, we decided to
utilize Pythagorean theorem:

distance value =
√

(

vertical distance value
)2
+

(

horizontal distance value
)2

To consider the rate of force, additionally a force index (FI)
was built in terms of the average grip force during pull-out
phase divided by the maximum strength value (MSV). Maximum

strength value consisted of the mean of maximum strength data
(sum of legpress & row machine) in strength pre- and posttest.

MSV = ((maximum strength from legpress pretest+

row machine pretest) + (maximum strength from

legpress posttest + row machine posttest))/2

FI = average grip force during pull-out phase/MSV

A combination of the four distances values with the force
index allowed to build a general distance value (GDV, see
Figure 5) for each block (five blocks a training session multiplied
by six training sessions + pretest, retention test). GF was
weighted fivefold due to its dominant importance on the
acceleration of a rowing boat. To take into account the two
technique influencing aspects, a formula was developed fusing a
coordinative dimension with a fitness dimension.
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FIGURE 5 | Formula to compute the general distance value (GDV). GF, grip force; FF, footrest forces; GP, grip pull-out; SS, sliding seat; FI, force index. Distance

value of the grip force is weighted five-fold, other distance values one-way, half of force index is subtracted.

To consider the influence of the subcomponents of the GDV
(grip force, footrest forces, grip pull-out, sliding seat, and force
index) which had not been normalized before training, for
each component data of each of the three treatment groups
was normalized to the group mean for pretest. Additionally, a
variability coefficient was computed by dividing the standard
deviation of mean energy expended during grip pull-out by
its mean, to quantify the stability of motion. Also duration
of pull-out phase was computed to check the difference of
the model’s (1 s) and the participants’ duration of pull-out
phase.

RESULTS

Learning Effects
At the beginning of the study, a high variability of participants’
rowing techniques was measurable. The average GDV of all
participants was at 20.08 ± 10.46 (V: 21.29 ± 9.78, AVnat: 20.69
± 10.31, AVsoni: 21.27± 11.30) in pretest. In course of the study,
participants approximated their rowing technique to the model’s
technique. The mean GDV of the last training session was 8.65
± 3.99 (V: 9.38 ± 5.48, AVnat: 9.96 ± 4.45, AVsoni: 6.62 ± 2.05).
The learning curves of the three treatment groups are depicted in
Figure 6.

A first strong reduction of GDV could be observed from the
pretest to the first training session for all participants. The GDV
in pretest was compared to the GDV at the first block in the first
training session with an ANOVA r.m. revealing a significantmain
effect “time” [F(1, 45) = 16.086, p < 0.001, η2

p = 0.26]. Neither

main effect “treatment” [F(2, 45) = 0.145, p = 0.865, η2
p = 0.01]

nor interaction “time”× “treatment” [F(2, 45) = 0.479, p = 0.623,
η
2
p = 0.02] became significant.
For the whole training ANOVA r.m. (6∗5 data points) onGDV

revealed significant main effects on “training session” (“ts,” six
sessions in 3 weeks) [F(5, 225) = 33.111, p < 0.001, η2

p = 0.42]
and on “block” (“b,” five blocks per training session) [F(4, 180) =
21.151, p < 0.001, η2

p = 0.32].
The course of GDV during training is depicted in Figure 7.

From training session to training session GDV was reduced. All
differences except for the differences between training sessions 2
+ 3, 4 + 5, 4 + 6 and 5 + 6 became significant with p < 0.01
(Post-Hoc: LSD).

Figure 8 shows the course of GDV averaged about all training
sessions. From block to block GDV was reduced. All differences
except for the difference between blocks 4+ 5 became significant
with p < 0.05 (Post-Hoc: LSD).

The learning effect remained stable on retention (three weeks
later), no differences between last training and retention became

evident, as well in GDV {ANOVA: [F(1, 45) = 1.062, p = 0.308,
η
2
p = 0.023] as in its subcomponents: grip force [F(1, 45) =

2.129, p = 0.151, η
2
p = 0.05], footrest forces [F(1, 45) = 0.003,

p = 0.953, η
2
p < 0.001], grip pull-out [F(1, 45) = 2.549, p =

0.117, η
2
p = 0.05], sliding seat [F(1, 45) = 1.450, p = 0.235,

η
2
p = 0.03], and force index [F(1, 45) = 0.148, p = 0.702,

η
2
p < 0.001]}.

Group Differences
A scheme about the group differences can be found in Table 1.
Main effect “treatment” also became significant [F(2, 45) = 3.571,
p < 0.05, η

2
p = 0.14]. In Figure 9 the group differences are

depicted. In training, AVsoni differed from AVnat (p = 0.037) as
well as fromV (p = 0.018). AVnat and V didn’t differ (p = 0.765).
(Post-Hoc: LSD)

Interactions
Interactions with “treatment” didn’t become significant
{“treatment” × “training session”: [F(10, 225) = 0.552, p = 0.852,
η
2
p = 0.02]; “treatment” × “block”: [F(8, 180) = 0.658, p = 0.728,

η
2
p = 0.03]; “treatment” × “training session” × “block”:

[F(40, 900) = 0.674, p = 0.940, η
2
p = 0.03], but there was a

significant interaction between “training session” and “block”
[F(20, 900) = 6.722, p < 0.001, η2

p = 0.13]}.
In Figure 10 the course of GDV within the six training

sessions can be compared. The amount of reduction from
training block to training block was reduced from training
session to training session. In the first training session reduction
was clearly notable, in the sixth training session the course was
nearly horizontal.

Subcomponents
To explore the background of the reported significant main
effects, the single components of the GDV (normalized to the
group means for pretest) were regarded. For each of the five
components, ANOVA revealed significant main effects for
“training session” {grip force: [F(5, 225) = 21.154, p < 0.001,
η
2
p = 0.32]; footrest forces: [F(5, 225) = 12.995, p < 0.001,

η
2
p = 0.22]; grip pull-out: [F(5, 225) = 30.851, p < 0.001, η2

p =

0.41]; sliding seat: [F(5, 225) = 11.088, p < 0.001, η
2
p = 0.20];

force index: [F(5, 225) = 48.813, p < 0.001, η2
p = 0.52]} and for

block {grip force: [F(4, 180) = 15.749, p < 0.001, η
2
p = 0.26];

footrest forces: [F(4, 180) = 8.864, p < 0.001, η
2
p = 0.16]; grip

pull-out: [F(4, 180) = 29.992, p < 0.001, η
2
p = 0.40]; sliding

seat: [F(4, 180) = 9.589, p < 0.001, η
2
p = 0.18]; force index:

[F(4, 180) = 24.629, p < 0.001, η
2
p = 0.35]}, as well as for the
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FIGURE 6 | Learning curves, showing the development of group means

of GDV from pretest to retention test for all three treatment groups.

Pre, pretest; ts, training session; r, retention test; AVsoni, treatment group

AVsoni; AVnat, treatment group AVnat; V, treatment group V. Standard

deviations are regarded subsequently.

FIGURE 7 | Course of GDV and its standard deviation from training

session one to six (ts1–6), averaged for all blocks and all participants.

interaction “training session” × “block” {grip force: [F(20, 900) =
4.682, p < 0.001, η

2
p =0.09]; footrest forces: [F(20, 900) =

3.519, p < 0.001, η2
p = 0.07]; grip pull-out: [F(20, 900) = 5.801,

p < 0.001, η2
p = 0.11]; sliding seat: [F(20, 900) = 1.796, p < 0.05,

η
2
p = 0.04]; force index: [F(20, 900) = 5.272, p < 0.001, η

2
p =

0.10]}, all with the same tendency as GDV.
Main effect “treatment” however differed between the

components: for force index [F(2, 45) = 1.866, p = 0.166, η2
p =

0.08] and grip force [F(2, 45) = 2.474, p = 0.096, η
2
p = 0.10]

it didn’t reach significance, for footrest forces [F(2, 45) = 18.380,
p < 0.001 (Bonferroni adjusted p-value), η

2
p =0.45], grip pull-

out [F(2, 45) = 19.453, p < 0.001, η
2
p = 0.46] and sliding seat

[F(2, 45) = 23.065, p < 0.001 (Bonferroni adjusted p-value), η2
p =

0.51] it reached level of significance. As we use both “footrest

FIGURE 8 | Course of GDV and its standard deviation during the five

blocks of a training session (b1–5), averaged for all training sessions

and all participants.

TABLE 1 | Group differences.

Component Prob. of error Significant Post-Hoc

results

General Distance Value p < 0.05 AVsoni – AVnat: p < 0.05

AVsoni – V: p < 0.05

Grip pull-out p < 0.001 AVsoni – V: p < 0.001

AVnat – V: p < 0.001

Sliding seat p < 0.001 AVsoni – V: p < 0.001

AVsoni – AVnat: p < 0.001

Grip force p = 0.096 —

Footrest forces p < 0.001 AVsoni – AVnat: p < 0.001

AVsoni – V: p < 0.05

V – AVnat: p < 0.001

Force index p = 0.166 —

Duration of pull-out phase p < 0.001 AVsoni – V: p < 0.01

AVnat – V: p < 0.01

Variability coefficient p = 0.181 —

Probabilities of error (ANOVA, 6*5 data points) for main effect treatment and the

corresponding Post-Hoc probabilities of error (LSD) in GDV, its subcomponents

normalized for pretest (grip pull-out, sliding seat, grip force, footrest forces, and force

index) and the additional components normalized for pretest (duration of pull-out phase,

variability coefficient). The former treatment group is in each case the one with the lower

value.

forces” and “sliding seat” to test hypothesis H3, the Bonferroni-
adjusted p-values are computed for these two components.

On footrest forces all three treatment groups differed from
each other, AVsoni from AVnat (p < 0.001), AVsoni from V
(p < 0.05), and AVnat from V (p < 0.001) (Post-Hoc: LSD).
Footrest forces featured the strongest improvement in AVsoni and
they featured the lowest improvement in AVnat, as it is depicted
in Figure 11.

On grip pull-out V differed from AVsoni (p < 0.001) as
well as from AVnat (p < 0.001) (Post-Hoc: LSD) with a worse
performance for V and on sliding seat AVsoni differed from V
(p < 0.001) as well as from AVnat (p < 0.001) (Post-Hoc: LSD)
with a better performance for AVsoni.
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FIGURE 9 | Group means and standard deviations of GDV for treatment

group AVsoni, AVnat, and V averaged for all participants and

measurements.

FIGURE 10 | Course of GDV within the six training sessions (ts1–6)

averaged for all participants. b1–5: blocks 1–5.

Additional Data
Additionally two components of the movement that were not
integrated in the GDV were regarded: duration of pull-out phase
and variability coefficient.

Duration of Pull-out Phase
In pretest, duration of pull-out phase had a mean of 1.47 s. This
data was reduced in the course of the training to a minimum
value of 1.25 s in the last block of the last training session and
reached a value of 1.26 s in retention test. (The model’s pull-out
phase and recovery phase had a time ratio of 2:1 with 1 s for pull-
out phase). For convenience, a lower value can be considered as
better because only three participants ever reached a value of less
than 1 s (the model’s value). On duration of the pull-out phase
(normalized to the group means for pretest) ANOVA revealed
a significant main effect “training session”[F(5, 225) = 28.387,
p < 0.001, η

2
p = 0.39], “block” [F(4, 180) = 16.707, p < 0.001,

η
2
p = 0.27], and “treatment” [F(2, 45) = 6.347, p < 0.01, η

2
p =

0.22] and a significant interaction “training session” × “block”
[F(20, 900) = 1.867, p < 0.05, η2

p = 0.04]. V differed from AVsoni

(p < 0.01) as well as from AVnat (p < 0.01) (Post-Hoc: LSD) with
a worse performance for V as it is depicted in Figure 12.

FIGURE 11 | Development of footrest forces from pretest to retention

test for treatment group AVsoni, AVnat, and V (group means of

normalized data). Pre, pretest; ts, training session; r, retention test.

Variability Coefficient
On variability coefficient (normalized to the group means for
pretest) ANOVA revealed a significant main effect “training
session”[F(5, 225) = 22.842, p < 0.001, η

2
p = 0.34] and “block”

[F(4, 180) = 8.658, p < 0.001, η2
p = 0.16]. Main effect “treatment”

[F(2, 45) = 1.773, p = 0.181, η2
p = 0.07] and interaction “training

session” x “block” [F(20, 900) = 1.504, p = 0.072, η2
p = 0.03] didn’t

reach significance.

Retention Test
Main effect “treatment” persisted in retention test for GDV
{ANOVA: [F(2, 45) = 3.707, p < 0.05, η

2
p =0.14]} and also for

the single components sliding seat [F(2, 45) = 19.875, p < 0.001,
η
2
p = 0.47], footrest forces [F(2, 45) = 19.984, p < 0.001, η2

p =

0.47], and grip pull-out [F(2, 45) = 10.209, p < 0.001, η
2
p =

0.31] but not for the components force index [F(2, 45) = 1.390,
p = 0.259, η2

p = 0.06] and grip force [F(2, 45) = 0.231, p = 0.795,

η
2
p = 0.01].

Standard Deviations
As Figure 13 shows, standard deviations developed differently
in the three treatment groups. Although group AVsoni started
with highest value of SD, from training block two in training
session two and also in retention test, it had smallest values
compared to the other two groups. Group V shows the smallest
reduction of SD. Levene’s Test for Homogeneity of Variances
was significant at 19 and not significant at 11 measuring
points.

Force Index and Strength Ability
To assure, that the observed growth of the force index during
training is not only determined by an improvement of the
maximum strength ability, we controlled maximum strength
values before and after training. Sums of maximum strength in
leg extension and arm flexion before and after training were
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FIGURE 12 | Development of duration of pull-out phase from pretest to

retention test for treatment group AVsoni, AVnat, and V (group means

of normalized data). pre, pretest; ts, training session; r, retention test.

compared. ANOVA revealed no significant difference between
the two measurements [F(1, 45) = 0.707, p = 0.405, η

2
p =

0.02]. Figure 14 shows the changing of the maximum strength
in relation to the development of FI. While FI was growing in
the course of the training, maximum strength remained nearly
unchanged.

DISCUSSION

The present study was conducted to explore the impact of
a 4-dimensional movement sonification on the acquisition of
the basic technique of indoor-rowing (motor learning). We
hypothesized that an extension of visual instruction and feedback
with an artificial movement-acoustics would support motor
learning. All three experimental groups of male rowing novices
observed a video of a rowing professional for instruction and
their own movement execution on a projection screen for video
feedback, but differed on quantity and quality of additional
acoustic movement information. The first group (V) only got
visual information. The second group additionally heard the
respective natural motion attendant sounds (AVnat) and the third
group additionally received the movement sonification (AVsoni).
For both audiovisual groups (AVsoni, AVnat) an enhanced
learning performance in terms of a sharper learning curve,
indicating an increased approximation to the model’s technique,
was expected compared to the visual group (V).

For the whole sample consisting of male pupils and male
students, measurement of initial technical level revealed large
differences between participants. We attribute these differences
to the wide age range and broad individual differences on
coordinative skill level. Despite the heterogeneity of the sample,
ANOVA r.m. for GDV revealed significant main effects “training
session,” “block” and “treatment”. After 3-week training, a large
enhancement in technical level from pretest to last training
session was found, indicating for all three training modes a

FIGURE 13 | Development of Standard Deviations of GDV for the three

treatment groups. xmark measuring points with significant results of

Levene’s Test for Homogeneity of Variances.

high efficiency on the autonomous acquisition of the rowing
technique. Already a remarkable amount of enhancement from
pretest to first training session became evident, confirming
the novice status of the participants. But besides this, the
“jump” of approximation between pretest and first training
can be additionally interpreted as an initial effect of the
available information on the internal forward dynamic model
(Wolpert et al., 2001): Since no feedback was given in the
pretest it is plausible, that the instructive information is used
for the support of the forward-model. The inverse model
should be additionally supported not before feedback was
given, that means, not before the middle of the first training
block.

Regarding the temporal course, differences between the single
training sessions became evident, partly the improvement could
be already observed between two consecutive training sessions.
In the further study, the learning effect decreases, which might
indicate that the realized method was appropriate for the
participants. Also within single training sessions an improvement
occurred, indicating short-term learning. The amount of the
training effect was not constant: Within a single training session
the training effect decreased from session to session probably
indicating also a short-term learning ceiling effect (see Figure 10
General Distance Value). Between training session five and six
almost no improvement became observable any more, probably
indicating a general ceiling effect of the chosen autonomous
learning setting. Finally the retention measurement confirmed
that the achieved learning effects remained stable and were not
restricted to the 3-week-training period.

Subcomponents
The influence of single subcomponents of the movement on
the results will be regarded to get additional insights into the
development of rowing coordination. Main effects “training” and
“block” on GDV can’t be attributed to single subcomponents but
are reflected in every single subcomponent (grip force, footrest
forces, grip pull-out, sliding seat, force index) and also in the
additionally regarded movement components, as the duration of
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FIGURE 14 | Changing of group means of maximum strength value (upper part with left ordinate) and development of group means of force index (FI)

in the course of the training (lower part with right ordinate) from pretest (pre) via all blocks of all training sessions (ts1-6) to retention test (r).

the pull-out and the variability coefficient.We interpret this result
as an indication for an extensive support of the development
of the technique specific coordination via available information.
To explore which kind of treatment affects a certain technical
feature to what extent, it will be regarded in a first step, how
the different treatments are effective in mediating the basic
rhythmic structure. Regarding the basic rhythmic structure of
a rowing cycle, the expert rower or the model resp., who was
performing ergometer rowing with a frequency of about 20
cycles/min resulting in a duration of about 3.0 s for each cycle,
realized a basic phase structure of about 1:2, meaning the pull-
out phase was about 1 s on average and the recovery phase
was about 2 s (pull-out phase: Starting with the local minimum
till the local maximum of the pull-out length is reached). The
initial phase structure of the total sample showed a nearly 1:1
relation with about 1.47 s on average (initial values: 1.47 s AVsoni,
1.53 s AVnat, 1.41 s V) for pull-out phase, meaning that novices
took too much time for the pull-out and might not have been
aware of the basic rhythmic structure of the demonstrated rowing
motion.

The temporal development of this basic rhythmic movement
structure over the training period is shown in Figure 12

(Duration of pull-out phase) based on the normalized samples
on the group mean value of the pretest. A clear decrease of pull-
out phase duration became evident, resulting in about 1.25 sec
on average (final values: 1.19 s AVsoni, 1.28 s AVnat, 1.28 s V) for
pull-out phase in the last training block. Furthermore, main effect
“treatment” revealed differences between groups with lowest

decrease for V compared to both other groups AVsoni and AVnat.
The mean temporal decrease of the pull-out phase duration
of all training measures was 0.21 s for AVsoni, 0.21 s also for
AVnat and 0.07 s for V which can be interpreted as a clear
auditory or audiovisual benefit on the mediation of the basic
movement rhythm compared to a merely visual condition. These
findings do confirm hypothesis H2 (Audiovisually treated groups
are more precise in rhythmic demands of the indoor rowing
technique.).

Furthermore, the findings closely correspond with the
ANOVA results concerning the course of the grip pull-out,
exemplifying an enhanced approximation of both audiovisual
groups to the model compared to the visual group. Natural
motion attendant sounds as well as movement sonification in
combination with visual movement information seem to provide
rhythmic information, that is not available to this extend in
the pure visual condition. Taken together, the findings on the
duration of the pull-out phase as well as on the course of the grip
pull-out clearly support a higher efficiency of an audiovisually
based motor learning compared to a merely visual setting, but it
cannot explain, on the other hand, the observed group differences
of the technique acquisition between AVsoni and AVnat.

Main Effect “Treatment”
When subsequently focusing on the technique acquisition
as a whole by regarding the GDV, main effect “treatment”
became significant. Post-hoc analysis indicated a better learning
performance of the AVsoni group compared to both other groups
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(AVnat, V), as already described in the “Results”-section. This
result pattern is not reflected in the previously regarded technical
components “duration of grip pull-out” and “course of grip
pull-out,” but in the technical components “sliding seat” and
“footrest forces”: For both components the post-hoc analysis
revealed a superiority for the AVsoni group compared to both
other groups (AVnat, V). Whereas the duration and the course
of the grip pull-out do not directly refer to the leg motion and
the transmission of the force from the footrest to the grip resp.,
“footrest forces” and “sliding seat” are both features explicitly
referring to the kinematic chain “legs-trunk-arm” or to whole
body coordination resp., which is the key feature of the rowing
technique. The existence of a quite close binding of auditory
and motor sequences has just been described by Rauschecker
associated with the auditory dorsal stream (premotor-basal-
ganglia circuits together with higher auditory centers), which
“transforms musical into motor sequence information and vice
versa, realizing what are known as forward and inverse models.
The basal ganglia and the cerebellum are involved in setting
up the sensorimotor associations, translating timing information
into spatial codes and back again.” (2014, 1). Hypothesis H3
(Participants treated with complex sonification benefit in terms
of a better coordination of the movement resulting in higher
technical performance.) is confirmed based on this interpretation
of the reported findings (Rauschecker, 2014).

Even though these observation might work as an explanation
for parts of the learning effects observed in our study, it has
not cleared yet what acoustic or musical features are related
to which features of motor execution—which would be indeed
a valuable framework for the designing of efficient mapping
patterns of movement sonifications. Nevertheless, the findings
of Rauschecker (2014) mentioned above can be interpreted to
mean that complex musical structures can easily be learned
and remembered, carrying a huge amount of sensorimotor
information and are usually closely linked to inverse internal
models. If a sonification is designed in a consistent and complex
mode, as it was realized here in first steps with a mapping
of amplitude, frequency and timbre to four certain discrete
and continuous movement features, the emerging 4-dimensional
movement sonification exhibits quasi-musical features like
tempo and rhythm and also some simple melody. This complex
and quasi-musical character of the sonification might be an
explanation for the observed effects surpassing the effects of
rhythmic adjustments.

This kind of complex information is visually obviously not
available with comparable precision and it is also not included in
the auditory information that natural motion attendant sounds
provide. Obviously, a larger informational content is decoded
from complex movement sonification compared to natural or
more reduced forms of movement acoustics. This assumption is
supported by two additional findings: (1) Group differences are
also preserved in retention test 3 weeks after last training session,
indicating an outlasting learning advantage for participants
treated with additional sonification. (2) Interestingly, for the
AVsoni group the approximation to the model’s technique
during training seems to be accompanied by a reduction of
interindividual heterogeneity, which seems to be given for the

AVsoni group as illustrated in Figure 13 (Standard deviations of
General Distance Value).

An alternative explanation could have been that participants
did not improve their rowing technique but instead their strength
capacity and thus were able to approximate increasingly to
the model’s technique. But because maximum strength values
did not change from pre- to posttest, the increase of used
force (FI) can’t be attributed to an increase of the participants’
maximum strength capacities. A more plausible explanation
would be that an improvement of a force demanding movement
technique can be understood as a better utilization of already
existing strength capacities by a smoother and more economical
coordination when executing the technique, as illustrated in
Figure 14 (Relationship between maximum force value and force
index).

To control if the expected differences between the merely
visually treated group and the audiovisual sonification group
can be explained by the addition of a further sense alone
or by the specific shape of the sonification, we created an
audiovisual control group with another 16 participants, who
heard the natural motion attendant sounds besides seeing the
video as instruction and feedback. This group also showed
a worse learning performance compared to the audiovisually
treated sonification group in terms of a larger technical distance
to the model over the whole course of the study. This finding
is somewhat surprising at a first sight, because it became
evident (see section Non-Musical Acoustic Information on
Motor Behavior) that also natural movement sounds carry a lot
of information which can be decoded by the auditory system
easily and used to enable or modulate movement perception
as well as motor control. So how to explain the measured
differences? Given that natural motion attendant sounds are
integrated presumably not worse with visual information in
humans than sonification is, sonification apparently provides
more information about the movement than natural motion
attendant sounds do. The latter consisted of the sound of the
rowing ergometer flywheel and the sliding seat. In comparison
to sonification, these sounds also contain information about the
grip force (flywheel sound), the movement of the sliding seat and
the temporal relation between both. But there was no acoustic
information about the footrest force nor about the grip pull-
out for this group, which might explain the reduced amount
of information extractable from the natural motion attendant
sounds. Hypothesis H1 (Participants of both groups treated with
convergent audiovisual information show better learning results
in terms of a steeper learning curve/a faster approximation to the
model technique.) cannot be confirmed based on these findings.

Neurophysiological Framework
In summary, movement sonification in combination with video
provides information that is neither available visually (video
alone) nor with video combined with natural motion attendant
sounds. For the alignment of one’s own action to a visual,
auditory or audiovisual model action, the mirror neuron system
is important. In our study, in that the rowing ergometer is
tuned into a sound instrument, participants of the sonification
group were able to perceive rowing action and sonification
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for altogether 45min synchronously. As the selected movement
features were coupled to certain acoustic features in a fixed
mode, it is plausible that movement specific audio-motor co-
activation patterns emerge in the CNS: Such audio-motor co-
activation networks can emerge even within about first 20min
of practice, as shown by Bangert and Altenmüller (2003) on
music novices. The benefit of movement sonification on motor
perception, re-enactment (Effenberg, 2005; Young et al., 2013)
and synchronization (Schaffert et al., 2011) was established
before. Amotor learning study of Sigrist et al. (2015)—enhancing
the horizontal angle of the rowing oar during the recovery phase
in indoor rowing—failed to generate a long-lasting learning effect
with error-feedback. In contrast to the use of sonification as
error-feedback in rowing, usually requiring conscious cognitive
processing, here a complex movement sonification is created
to enhance and accelerate the emergence of adequate internal
representations of the new movement technique. This should be
achieved by a movement sonification which is comprehensively
integrable with perceptual streams of other modalities as visual
and kinesthetic as the most important ones. This way, the
movement sonification should have supported the emergence of
the forward model in a first step when used in the instructive
mode. But though the rowing model as well as the participants’
own rowing motion were sonified in an equivalent manner (all
parameter sets were normalized before post-processing), also the
inverse model should have been supported when sonification
was used as additional real-time feedback during movement
execution. These mechanisms might have been also responsible
for the effects of real-time movement sonification we observed
recently for the acquisition of character handwriting on children
(Effenberg et al., 2015).

Even though multisensory integration efficiency of the
generated audiovisual stimuli was not investigated in this
behavioral study, former fMRI-research of our workgroup
already confirmed the integration efficiency of such type of
intermodal convergently shaped movement sonification based
on dynamic (Scheef et al., 2009) and kinematic (Schmitz et al.,
2013) movement parameters. Here, evidence was presented that
learning of a complex grossmotormovement can be improved by
this type of movement information. Explicit knowledge about the
mapping doesn’t seem to be required for using this information
on motor learning. It was shown that the effects were surpassing
effects of rhythmic adaptation and that they were long-lasting.
Additionally, there are some indications that the efficiency
might be independent from directing conscious attention to it,
which would be in line with the idea that at least bottom-up
proportions of multisensory integration are dependent primarily
on temporal and spatial stimulus convergence combined with
structural analogy demands (content-related congruity) on
perceived stimuli (Calvert et al., 2001). Intermodal convergent
sonification seems to have an implicit informational effect,
emerging from integration with visual and kinesthetic movement
information, when matching to the observed movement just as
natural motion attendant sounds do match.

Sincemovement sonification was configured with high-degree
of convergence to visual percept, it could be suggested that
beside audiomotormechanisms, audio-visuo-motormechanisms

were involved in copying the model’s rowing technique. Kaplan
and Iacoboni (2007) found a region in ventral premotor cortex
that shows a specific response on the conjunction of visual
and auditory action-related stimuli and thus might produce a
modality-independent representation of the action. Since the
ventral premotor cortex is involved in action planning, the
findings indicate that the investigated region contributes to the
representation of actions, independent of agency and sensory
modality. Hence, although there is no direct linkage between the
movement and the sonification, the visual event as mediating
link might facilitate the establishment of such a linkage in the
brain. This could be an explanation for the fact that a learning
advantage of the sonification group occurred already in the first
training session, that means after 60 s of exposure to sonification
(30 s instruction and 30 s feedback).

Conclusion
Finally, it should be emphasized that the introduced method
of intermodal convergent real-time movement sonification
should be also adaptable to motor rehabilitation, such as for
stroke rehabilitation (hemiparesis) or gait rehabilitation after
endoprothesis. If effectiveness of the method is at least partially
based on direct multimodal integration as described here, it
might work below the level of consciousness. For this reason,
it should be also effective especially on patients with certain
sensorimotor restrictions as in Parkinson’s disease (Thaut et al.,
1996) e.g., recently theoretically underpinned by Murgia et al.
(2015) with strong references to “rhythmic auditory stimulation”
established by Thaut et al. (1997)—and even beyond rhythmic
adjustments. Additional empirical work of Young et al. (2014)
indicates the efficiency of auditory step models on the gait
of Parkinson patients. But multidimensional kinds of real-
time movement sonification containing continuously mapped
parameters even exceed rhythmic adjustments by addressing
kinematic chains or whole body coordination, as discussed in
section “Main effect Treatment.” Besides the findings presented
here, there is further initial evidence from our workgroup on
motor rehabilitation of the upper limb on hemiparesis patients
(Schmitz et al., 2014). In the future, it should be possible to
further improve the efficiency of established methods by adding
real-timemovement sonification as described in this paper.What
has not been proven yet is the effectiveness of auditorymovement
information alone—how movement sonification might support
motor learning as a substitution of visual information. Further
research should be directed to such questions as well as to
different fields of motor rehabilitation, currently only sparsely
supported by initial indications of intermodal information
processing.
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Motor learning is a process whereby the acquisition of new skills occurs with practice,

and can be influenced by the provision of feedback. An important question is what

frequency of feedback facilitates motor learning. The guidance hypothesis assumes that

the provision of less augmented feedback is better than more because a learner can use

his/her own inherent feedback. However, it is unclear whether this hypothesis holds true

for all types of augmented feedback, including for example sonified information about

performance. Thus, we aimed to test what frequency of augmented sonified feedback

facilitates the motor learning of a novel joint coordination pattern. Twenty healthy

volunteers first reached to a target with their arm (baseline phase). We manipulated this

baseline kinematic data for each individual to create a novel target joint coordination

pattern. Participants then practiced to learn the novel target joint coordination pattern,

receiving either feedback on every trial i.e., 100% feedback (n = 10), or every other

trial, i.e., 50% feedback (n = 10; acquisition phase). We created a sonification system

to provide the feedback. This feedback was a pure tone that varied in intensity in

proportion to the error of the performed joint coordination relative to the target pattern.

Thus, the auditory feedback contained information about performance in real-time

(i.e., “concurrent, knowledge of performance feedback”). Participants performed the

novel joint coordination pattern with no-feedback immediately after the acquisition

phase (immediate retention phase), and on the next day (delayed retention phase).

The root-mean squared error (RMSE) and variable error (VE) of joint coordination were

significantly reduced during the acquisition phase in both 100 and 50% feedback groups.

There was no significant difference in VE between the groups at immediate and delayed

retention phases. However, at both these retention phases, the 100% feedback group

showed significantly smaller RMSE than the 50% group. Thus, contrary to the guidance

hypothesis, our findings suggest that the provision of more, concurrent knowledge

of performance auditory feedback during the acquisition of a novel joint coordination

pattern, may result in better skill retention.

Keywords: motor learning, augmented feedback, guidance hypothesis, auditory feedback, sonification
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INTRODUCTION

Different joint coordination patterns can be used to achieve one
specific motor action (Bernstein, 1967). For example, a person
can reach for a cup of coffee on a table in front of them by
extending the elbow and flexing the shoulder without moving the
trunk. The same action can also be achieved by flexing the trunk
with minimal or even no movement of the elbow and shoulder.
Although in both cases, the goal of the movement is achieved,
the biomechanical efficiency of the movements differs depending
on how the joints are coordinated (Hirashima, 2011 for a
review). Organized joint coordination patterns allow a person
to use muscles efficiently and to prevent muscle fatigue (Furuya
et al., 2009). Thus, achieving biomechanically and physiologically
efficient movements requires the learning and execution of
organized joint coordination patterns. The redundancy of joint
coordination patterns can be an issue in motor rehabilitation as
the restoration of normal joint coordination patterns is often
a challenge for people with movement disorders (Levin, 1996;
Cirstea and Levin, 2007). For example, individuals with stroke
often implement compensatory strategies (i.e., reaching for a cup
of coffee by bending forward with the trunk) given their impaired
motor control. Although the movement goal is achieved, use of
compensatory strategiesmay result in longer-term problems such
as pain, discomfort, and joint contractures (Levin, 1996; Cirstea
and Levin, 2007). Thus, improving movement quality through
the re-learning of organized joint coordination patterns is of
importance for people with movement disorders.

One strategy that can facilitate the motor (re)learning of

organized joint coordination patterns is the use of augmented
feedback. Augmented feedback is external information provided
about the movement that is supplemental to inherent feedback
(Schmidt and Lee, 2011). Inherent feedback is intrinsic sensory
information that is naturally available to an individual during
the movement (e.g., vision or proprioception of limbs). The
provision of augmented feedback may be relevant when an
individual is learning to execute a new skill such as the golf swing,
or when a person with a stroke is re-learning how to reach for
a cup of coffee. Augmented feedback can be classified into two
types: knowledge of results (KR) and knowledge of performance
(KP). KR refers to feedback about the outcome of a movement,
such as the score in a game of darts. KP refers to feedback
about the nature of the movement pattern, such as whether the
elbow was sufficiently extended when throwing a dart. Thus,
KP feedback may be especially relevant if one wants to provide
feedback about joint coordination patterns.

In a typical study that examines effects of augmented
feedback on motor learning, participants first practice a task
with augmented feedback during a period known as the
acquisition phase (Schmidt and Lee, 2011). Performance during
the acquisition phase is thought to represent a combination
of effects derived from learning and the temporary guidance
provided by augmented feedback. Therefore, to evaluate whether
the skill has been learned, performance is tested during the
retention phase, when the task is performed without augmented
feedback. As such, acquisition and retention data are analyzed
separately because the former may be conflated by the temporary

guidance effect of augmented feedback. In contrast, the retention
data more clearly represents the degree to which a skill has been
learned and retained (Winstein and Schmidt, 1990; Nicholson
and Schmidt, 1991; Vander Linden et al., 1993; Tal, 1995; Wulf
et al., 1998, 2010; Park et al., 2000). The retention phase can be
further subdivided into immediate and delayed retention phases
(Winstein and Schmidt, 1990). Immediate retention evaluates
performance without feedback, shortly after skill acquisition on
the same day. Delayed retention evaluates performance without
feedback, usually on the following day, or even after a longer
period.

Several studies have investigated what type or frequency
of augmented feedback facilitates the retention of a motor
skill (Winstein and Schmidt, 1990; Nicholson and Schmidt,
1991; Vander Linden et al., 1993; Tal, 1995; Wulf et al., 1998;
Park et al., 2000). However, a yet to be resolved question is
with what frequency should feedback be provided to facilitate
retention. The influential guidance hypothesis (Salmoni et al.,
1984; Schmidt et al., 1989) postulates that too much feedback
is detrimental to motor skill learning. The guidance hypothesis
makes three assumptions. First, frequent feedback, such as
its provision on every training trial, is assumed to negatively
affect learning because the learner comes to rely on augmented
feedback at the expense of using his/her own inherent feedback.
This reliance leads to the deterioration of performance when the
augmented feedback is unavailable during the retention test.

Second, the guidance hypothesis assumes that a reduced
frequency of augmented feedback (e.g., providing feedback on
every other training trial) may facilitate learning because it
promotes the learner to use their own inherent feedback during
the no-feedback trials (Salmoni et al., 1984; Schmidt et al.,
1989). The no-feedback trials also provide the learner with the
opportunity to integrate information from previous feedback
trials, with information derived from their own inherent feedback
systems. The active use of inherent feedback systems during the
no-feedback trials may help the learner form a motor command
to execute a target movement without relying on the augmented
feedback (Salmoni et al., 1984; Schmidt et al., 1989). Thus, when
performance of the skill is tested at retention, there is no/less
deterioration in performance because the learner is not reliant
on the augmented feedback.

Third, the guidance hypothesis assumes that frequent
augmented feedback may also increase movement variability
(Salmoni et al., 1984; Schmidt et al., 1989). Movement
variability is thought to increase because frequent augmented
feedback encourages the learner to over-correct the movement
(the so-called, maladaptive short-term corrections) even when
performance is relatively close to the target (Schmidt, 1991).
Therefore, taken together, the guidance hypothesis postulates
that a reduced frequency of augmented feedback facilitates motor
learning.

To our knowledge, the guidance hypothesis, or the optimal
frequency of feedback, has not been tested in the context
where individuals learn movements with augmented KP
auditory feedback, provided concurrently with performance.
Concurrent KP auditory feedback may be relevant for
learning joint coordination patterns, especially in people
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with movement disorders who may benefit from the re-learning
of biomechanically and physiologically efficient movements.
This is because feedback provided concurrently to the movement
(as opposed to at the end, i.e., terminal feedback), may
facilitate online motor planning of a joint coordination pattern.
Furthermore, there may be a difference between the efficacy with
which auditory and visual feedback facilitate motor learning.
Auditory relative to visual feedback may guide movements in
a temporally more efficient way given that the auditory system
is generally better at resolving temporal information (Repp and
Penel, 2002, 2004; Patel et al., 2005; Hove et al., 2010).

We developed our concurrent KP auditory feedback via the
sonification of movements. Sonification refers to the use of
sounds to convey information for the purposes of facilitating
communication (Dubus and Bresin, 2013 for a review). For
example, a sound variable such as loudness can be mapped onto
a kinematic variable such as the vertical hand position. Here, the
sound would get louder as the arm moves upwards, and quieter
when the arm moves downwards. Recently, there has been
increasing interest in understanding whether sonified feedback
can facilitate motor (re)learning (Sigrist et al., 2013, 2015; Scholz
et al., 2014, 2015). For example, a recent study mapped pitches
of a violin sound onto oar movements for rowing, and showed
that sonified feedback facilitates the learning of a target rowing
velocity (Sigrist et al., 2015). Another study mapped pitch,
brightness, and loudness of a synthesized sound onto the arm
movements of stroke patients, in 3D space, and showed that
re-training movements with sonified feedback improved arm
motor functions (Scholz et al., 2015). However, there are at
least two gaps in the literature that can be further explored
to better understand the role of sonified feedback in motor
learning. First, prior work discussed above sonified the endpoint
movement. In the present study, we map a sound variable
onto the error related to the performed joint coordination
pattern. Thus, our novel work tests whether sonified feedback
facilitates the motor (re)learning of joint coordination patterns.
Second, these sonification studies compared the effect of sonified
feedback with that of no feedback (Scholz et al., 2015) or visual
and visuohaptic feedback (Sigrist et al., 2015). In the present
study, we test the influencial guidance hypothesis to investigate
with what frequency sonified feedback should be provided to
facilitate motor (re)learning. In accordance with the guidance
hypothesis we postulate a reduced frequency of sonified feedback
results in better retention of a learned joint coordination pattern.

We developed a sonification system that delivered a 440-Hz
pure tone sound, which varied in intensity, in proportion to the
error in the joint coordination pattern relative to a target pattern.
We compared motor learning of the novel joint coordination
pattern in two groups of healthy participants; one that received
feedback on every training trial [i.e., 100% auditory feedback
(AF)], and one that received feedback on every other training
trial (i.e., 50% AF). According to the guidance hypothesis, we
predicted: (1) The 50% AF group would show better retention
of the learned joint coordination pattern compared to the 100%
AF group because a reduced frequency of feedback encourages
individuals to use inherent feedback naturally available to
them; (2) The 50% AF group would show less variable joint

coordination patterns than the 100% AF group because a
reduced frequency of feedback prevents individuals frommaking
maladaptive corrections to their movement patterns.

METHODS

Participants
Twenty right-handed healthy individuals (16 females and 4
males) with normal hearing and no history of neurological or
musculoskeletal disorders participated in this study. Participants
were randomly assigned to one of two groups: 100 or 50%
AF (n = 10 each). Age, handedness as assessed by the
Edinburgh Handedness Inventory (Oldfield, 1971), number of
years of education, and number of years of musical training
are summarized in Table 1. The study was approved by the
Institutional Review Board of Sunnybrook Health Sciences
Centre and all participants provided written informed consent.
Participants were compensated for their time and transportation.

Hearing Tests
In this study, participants learned a novel upper limb joint
coordination pattern (see Section “Reaching Task” below) with
augmented auditory feedback. The feedback was a sound that
varied in intensity in proportion to the error of the joint
coordination pattern relative to a target pattern. Therefore, to
ensure participants were able to perceive these sounds, they
underwent two hearing tests prior to the reaching task. A 440-
Hz pure tone was used as the sound stimulus. The sounds were
created with custom written C++ scripts and outputted as an
analog signal with the analog input/output (AIO) board (ADA16-
32/2CBF, Contec Co., Ltd., Japan). The analog signal was
amplified by speakers (MM-SPWD2SV, Sanwa, Japan) and the
sound was delivered to participants via headphones binaurally
(MDR-NCB, SONY, Japan).

Hearing Test #1: Assessment of Hearing Threshold
This test determined the loudness threshold at which a
participant heard a tone. This ensured all participants
were able to perceptually hear the sounds, and ensured
sound intensities were perceptually-equated across
participants.

TABLE 1 | Participant demographics.

Group Mean (SD) P-values

50% (n = 10, 2

males)

100% (n = 10, 2

males)

Age (years) 33.9 (15.4) 34.0 (16.7) 0.631

Handedness* 89.0 (22.8) 92.0 (16.2) 1.000

Years of education 14.6 (3.8) 13.5 (2.8) 0.481

Years of musical

training

7.0 (7.7) 8.4 (5.2) 0.739

*Laterality quotient assessed by the Edinburgh Handedness Inventory (Oldfield, 1971).

Associated p-values for results from the independent-samples Mann-Whitney U-tests

comparing 50 and 100% auditory feedback groups.
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To determine the hearing threshold, we used the Bekesy
audiometry method, which is a self-recording audiometer
(Bekesy, 1947). In this method, an increase or decrease in sound
intensity is controlled by the action of a switch that participants
press on. When the switch is pressed, sound intensity begins
to decrease. Once the participant no longer perceptually hears
the tone, he/she releases the switch. At this point, the sound
intensity begins to increase and when the participant perceptually
hears the tone again, he/she presses the switch (see Figure 1).
Therefore, by asking participants to press the switch when they
hear the tone and to release the switch when they no longer hear
the tone, an individual’s hearing threshold can be determined via
this self-recording approach (Bekesy, 1947).

The sound intensity of a 440-Hz pure tone either increased
or decreased at a rate of 5 decibels (dBs) per second. One trial
consists of 10 time-points at which the switch was pressed on
and off (see the numbered turnaround points in Figure 1). The
hearing threshold in a trial was calculated as the average of the
middle six time points (see the turnaround points marked by red
squares in Figure 1). Thus, we discarded two time points at the
beginning and at the end, and only analyzed stable responses.
Participants practiced until they became familiar with the task.
After practice, four trials were recorded from which the mean
hearing threshold was calculated.

Hearing Test #2: Detection of a Change in Sound

Intensity
This test determined the perceptual threshold at which a
participant detected a change in the sound intensity of a 440-
Hz pure tone. In this study, sound intensity was manipulated
such that the louder the sound, the larger the joint coordination
error during reaching (see Section “Creation of Auditory
Feedback” below). Therefore, this test ensured participants could
perceptually detect changes in sound intensity so that they could
use this information to minimize their joint coordination error
during the reaching task.

FIGURE 1 | Hearing test #1. An example audiogram obtained from

self-recording audiometry. The vertical axis denotes the intensity of the 440-Hz

pure tone in decibels relative to the intensity at the beginning of the trial. The

turnaround points marked by 1, 3, 5, 7, and 9 denote the times during which a

participant pressed a switch indicating they heard the tone; turnaround points

2, 4, 6, 8, and 10 denote the times during which the participant released the

switch indicating they did not hear the tone. The hearing threshold (the dashed

line) was calculated as the average of the middle six turnaround points,

marked by open squares.

For this test, participants pressed a switch when they detected
a change in sound intensity; they refrained from pressing the
switch if there was no change. There were 48 trials in total
comprising 40 test trials and 8 catch trials. Test trials involved
a gradual change in sound intensity. Across the 40 test trials,
there were eight different patterns in which sound intensity
changed, with each pattern repeated five times. The eight patterns
comprised four levels (e.g., 2, 4, 8, and 16 dBs) and two directions
(increase/decrease) of sound intensity change (see Figure 2A).
For example, the 440-Hz pure tone is sounded over 10-s while its
intensity linearly increased or decreased at a fixed rate over a 4-s
period in themid-portion of the trial. The time point at which the
sound intensity changed was jittered randomly between 2.0 and
2.5 s after the beginning of the trial. This prevented participants
from anticipating the onset of a sound change.

There were no changes in sound intensity for catch trials;
The tone was sounded over 10-s at a constant intensity (see
Figure 2B). Four out of eight catch trials maintained the sound
intensity at 0 dB while the other four catch trials maintained the
intensity at one of the four levels (e.g., 2, 4, 8, or 16 dB). Note
that sound intensity was set in decibels relative to the hearing
threshold as determined in the first hearing test. Thus, 0 dB
represents the hearing threshold and all other levels are calculated
relative to this value.

First, participants practiced four trials comprising two test
and two catch trials. Next, 48 trials were presented across two
blocks of 24 trials with a break between the blocks. Trial order
was randomized for each participant. We calculated percent
of “changed intensity” response for each individual (see filled
black circles in Figure 2C). In the figure, negative values on
the horizontal axis denote conditions where sound intensity
decreased, while positive values denote conditions where sound
intensity increased (re: test trials). A zero value on the horizontal
axis denotes no sound intensity change (re: catch trials). We
fitted a binomial logistic regression model (“glmfit” function on
Matlab with “binomial” and “logit” settings) to the data to draw a
psychometric function. The perceptual thresholds were estimated
for each participant by using the chance-level (50%) response
value (see dashed vertical lines in Figure 2C). We calculated the
mean perceptual thresholds for all participants.

Reaching Task
The reaching task was performed across two consecutive days
(Figure 3). On Day 1, participants first performed 25 trials
of baseline reaching (termed as “baseline phase”). Participants
were seated with their forearm resting on the table and placed
their hand on a start target (Figure 4). Participants reached to
an ipsilateral end target in the sagittal plane, using shoulder
flexion and elbow extension with no trunk displacement. A
novel target joint coordination pattern was then created for
each individual based on that person’s kinematic data acquired
during the baseline phase (see dashed lines in Figure 5 and
Section “Creation of Target Joint Coordination Pattern” below).
The novel target joint coordination pattern can be described
as follows: At the beginning of the reach, participants flexed
the elbow and abducted the shoulder. In the middle portion of
the reach, they extended the elbow while keeping the shoulder
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FIGURE 2 | Hearing test #2. (A) Patterns of sound stimuli in test trials. The

intensity of a 440-Hz pure tone was increased (solid lines) or decreased

(dashed lines) in the middle portion of a trial. There were four levels (2, 4, 8,

and 16 dB) of sound intensity changes. (B) Pattern of sound stimuli in catch

trials. The sound intensity was kept either at 0, 2, 4, 8, or 16 dB throughout

the trial. (C) Psychometric function. Percent of “changed intensity” response

was calculated from a participant’s responses (filled circles). A binomial logistic

regression model was fitted to the data to draw a psychometric function. The

perceptual thresholds were estimated with the chance-level (50%) response

value (dashed vertical lines).

abducted. At the last portion of the reach, they flexed/adducted
the shoulder to hit the end target. This novel target joint
coordination pattern could be described like a “hook punch”
movement in boxing. Importantly, participants were instructed
to wear an eye mask while keeping their eyes closed throughout
the task to prevent naturally available visual feedback from
influencing motor learning.

Participants attempted to learn the novel joint coordination
pattern across 100 trials of practice (“acquisition phase”).
Participants in the 100% auditory feedback (AF) group received
feedback on every trial while those in the 50% AF group received
feedback on every other trial (Figure 3). The experimenter

informed participants that the tone would become louder as a
performed joint coordination pattern deviated from the target
joint coordination, while it would become quieter as performance
became closer to the target joint coordination (see Section
“Error in Joint Coordination Pattern” below). Thus, participants
were instructed to minimize the sound intensity to the best
of their ability. During the no feedback trials for the 50% AF
group, participants were instructed to perform the target joint
coordination pattern to the best of their ability (since no feedback
was guiding them).

Immediately after the acquisition phase on Day 1, participants
performed 25 trials of reaching without feedback to assess
immediate retention of the learned joint coordination pattern
(“immediate retention phase”). OnDay 2, participants performed
25 trials of reaching without feedback to assess delayed retention
of the learned joint coordination pattern (“delayed retention
phase”).

Setup for Reaching Task
To measure movement kinematics during arm reaching, we used
three goniometer sensors (Biometrics Ltd. UK). The sensors
were attached using double-sided medical adhesive tape across
three joints (elbow, shoulder, and trunk; see Figure 4). The
proximal endblock of the elbow goniometer was attached to
the arm with its center axis coincident with the center axis
of the arm; the distal endblock was attached to the forearm
with its center axis coincident with the center axis of the
forearm. The proximal endblock of the shoulder goniometer
was attached over the belly of the trapezius muscle aligning
the distal end of the proximal endblock with the acromion,
while the distal endblock was attached to the humerus with its
center axis coincident with the center axis of the lateral side of
the humerus with the inter-endblock distance of 14 cm. The
lower endblock of the trunk goniometer was attached to the
lumbar spine with its center axis coincident with the center
of the spine aligning the top level of the endblock to the level
of L5; the upper endblock was attached to the thoracic spine
with its center axis coincident with the center of the spine with
the inter-endblock distance of 7 cm. The sensor positions were
marked on the skin with a pen to ensure identical placement
of goniometer sensors across the 2 days. We used single-axis
goniometers to collect data from the elbow (flexion/extension)
and trunk (flexion/extension; shown as “Elbow” and “Trunk”
in Figure 5A). We used a twin-axis goniometer to record
data from the shoulder (abduction/adduction: “Shoulder 1,”
flexion/extension: “Shoulder 2”).

The height of the chair was fixed at 46 cm. We adjusted the
height of the table for each participant to ensure the forearm was
in a comfortable position. The average height of the table was
69.1 ± 2.5 cm (mean ± standard deviation). The start target was
embedded into the surface of the table and consisted of an electric
switch (1.5 V battery) that recorded the start time of a reach.
The end target was placed in front of the participant at arm’s
length and at shoulder level (with the shoulder at 90◦ of flexion
and elbow at 0◦ of flexion). The end target also consisted of an
electric switch (1.5 V battery) that recorded the time when the
end target was hit. The center-to-center distance from the start
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FIGURE 3 | Reaching task paradigm. Twenty-five trials of normal reaching movements with no feedback were performed during the baseline phase. These

kinematic data were used to create a target joint coordination pattern. Participants then performed four blocks of 25 trials (100 trials) to acquire the target joint

coordination pattern (acquisition phase); they received auditory feedback on every (100% feedback) or every other practice trial (50% feedback). Twenty-five

no-feedback trials were performed immediately after the acquisition phase (Imm Ret: immediate retention phase on Day 1), and an additional 25 no-feedback trials

were performed the next day (Del Ret: delayed retention phase on Day 2).

to the end targets was 40.2 ± 4.5 cm. The start and end targets
were aligned in the same sagittal plane, ipsilateral to the reaching
arm. The position of the start and end target switches were fixed
throughout the reaching task. The distance from the front legs of
the chair to the end target was 28.7 ± 5.0 cm. Participants were
seated with their initial arm position in 97.4 ± 11.4 degrees of
elbow flexion, 31.4± 6.6 degrees of shoulder abduction, with the
hand closed in a fist, resting on the start target.

Signals of the goniometer sensors were amplified with
the K800 amplifier (Biometrics Ltd., UK). Signals of the
electric switches and goniometer sensors were synchronized and
converted from analog to digital at a frequency of 200 Hz with
the AIO board, and recorded on a personal computer with a
custom written program in C++. Goniometer data was low-pass
filtered offline using a 4th order Butterworth filter with a cut off
frequency of 10 Hz by custom written scripts in Matlab software
(Mathworks, USA).

Creation of Target Joint Coordination Pattern
The joint coordination pattern for reaching during the baseline
phase was used to create a novel target joint coordination pattern
to be learned by participants. A typical data set from the 25
baseline trials of a participant is shown in Figure 5A. The left
panel shows data during the forward portion of the reach (start to
end target) while the right panel shows data during the backward
portion of the reach (end to start target). The x-axis represents
time, normalized as percentage of reach (% reach) based on
duration recorded from the start and end target switches. The
average of 25 trials for each joint is shown as solid lines in
Figure 5B.

The average joint coordination pattern is represented as
a trajectory in three-dimensional joint coordination space,
consisting of the averaged Elbow, Shoulder 1, and Shoulder 2
signals (average of 25 trials for each joint, see solid black line in
Figure 5C). The Trunk signal is not included since no participant
moved the trunk.

To create the novel target joint coordination pattern, we
“deflected” the Elbow (E), Shoulder 1 (S1), and Shoulder

FIGURE 4 | Setup for reaching task. Goniometer sensors were attached

across the elbow, shoulder, and trunk joints. Participants were seated with

their forearm resting on the table. Participants performed a reach by

displacing their fist from the start target, reaching toward the end target, hitting

it with their fist, and returning to the start target.

2(S2) signals (see dashed lines in Figures 5B,C; see also the
Supplementary Material for details on how to deflect the
trajectory). The idea to deflect the movement pattern was based
on a previous reaching study that deflected each individual’s
baseline trajectory to create a novel target reaching pattern (Wu
et al., 2014). We applied this idea because it allowed us to create
a novel and unfamiliar upper limb coordination pattern for each
individual to learn using augmented auditory feedback.
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FIGURE 5 | Processing of baseline data. (A) A typical example of data recorded during the baseline phase from a participant (right arm, 25 trials). The left panel

shows data during the forward reach while the right panel shows data during the backward reach. For the shoulder, a twin-axis goniometer was used that enabled the

recording of shoulder abduction/adduction (Abd/Add; Shoulder 1, green line) and shoulder flexion/extension (Flx/Ext; Shoulder 2, blue line). For the elbow and trunk

goniometer sensors, a single-axis goniometer was used that recorded elbow flexion/extension (Flx/Ext) and trunk forward flexion and extension (Flx/Ext; see red and

yellow lines). (B) Averaged time series across the 25 trials (solid lines) and deflected time series (dashed lines). (C) Three-dimensional plot consisting of Elbow,

Shoulder 1, and Shoulder 2 signals. Solid line denotes the average joint coordination pattern during the baseline, while dashed line denotes the deflected target joint

coordination pattern.

Error in Joint Coordination Pattern
To create concurrent KP auditory feedback, data from the
goniometer sensors were processed every 10 ms in the C++

program. To assess how a performed joint coordination pattern
deviates from the target joint coordination (defined from the
deflection of the baseline reach), we define an error at i-th
sampled time frame (ei) as,

ei =

√

(Ei − Ej)
2
+ (S1i − S1j)

2
+ (S2i − S2j)

2
; (1)

where Ei, S1i, and S2i are i-th sampled time frame of performed
joint angles measured by the goniometer sensors at the elbow and
shoulder. For example, a performed joint coordination at the i-th

sampled time frame can be drawn as a point (Pi) in the three-
dimensional joint coordination space (Figure 6). Ej, S1j, and S2j
are j-th sampled time frame of the target joint angles where
the distance from Pi to the target trajectory becomes minimum.
Thus, an error (ei) can be drawn as the minimum distance from
Pi to the target trajectory (Figure 6). The intensity of the feedback
sound at the i-th time frame (Ii) is then set in decibels to be twice
as large as the amount of error in degrees;

Ii = 2× ei (2)

Thus, sound intensity in decibels was set as zero (Ii = 0) if a
performed joint coordination perfectly matched the target (ei =
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0), while for example, a participant hears a 20 dB tone if the
error is 10◦ from the target. Here, zero decibels correspond to
the hearing threshold as determined in hearing test #1.

Measures to Assess Joint Coordination Pattern
To assess the degree to which participants achieved the target
joint coordination pattern, we calculated the root-mean squared
error (RMSE) between the performed and target trajectories in
the three-dimensional joint coordination space:

RMSE =
1

n

∑n

i= 1
ei; (3)

where ei is the error of joint coordination at the i-th sampled time
frame (see Figure 6) and n is the total number of data points.
Note, that root of the squared error (RSE) was already calculated
in Equation (1) and therefore the mean over the time points
(RMSE) was calculated in Equation (3).

FIGURE 6 | Schematics of joint coordination error. A performed joint

coordination pattern at the i-th sampled time frame can be drawn as a point

(Pi ) in the three-dimensional joint coordination space. The pattern is derived

from the Elbow (E), Shoulder 1 (S1), and Shoulder 2 (S2) signals measured

with the goniometer sensors. The dashed line denotes the target joint

coordination pattern. An error at the i-th sampled time frame (ei ) can be

visualized as the minimum distance from Pi to the target trajectory. Auditory

feedback was created by changing the sound intensity of a pure tone in

proportion to the amount of error.

The RMSE assesses the degree to which the performed joint
coordination pattern deviates from the target joint coordination
pattern. To assess the consistency of joint coordination across
trials, we calculated the variable error (VE; Schmidt and Lee,
2011). The calculation of VE is similar to that of RMSE but
differs in the reference trajectory used to quantify the error. To
calculate the RMSE, the target joint coordination pattern was
used as the reference trajectory. On the other hand, the mean
joint coordination trajectory across the 25 trials in a block was
used as the reference trajectory to evaluate the error in the VE
measure (see Figure 7). In Figure 7, an example of inconsistent
and consistent joint coordination patterns is shown in the left
and right panels, respectively. The data from 25 trials of reaching
are plotted in each of the left and right panels. The black line in
the figure shows the average across the 25 trials. (Note, that the
black line is not the target trajectory.) For each trial, the VE was
calculated as the RMSE between a performed trajectory (a red
line) and the mean trajectory (the black line). The VE is larger
in the left example compared to the right one.

The RMSE and VE were calculated from data acquired
between 20 and 80% of the reach where the main deflection
was made to create the target trajectory. For each individual,
the RMSE and VE were calculated for each trial during the
acquisition and retention phases then averaged across 25 trials
in each block. Note that the RMSE and VE were calculated for
acquisition and retention data but not for baseline data. This was
because participants had no “target” during baseline since they
performed 25 trials of normal reaching during this phase.

Statistics
Consistent with previous studies (Winstein and Schmidt, 1990;
Nicholson and Schmidt, 1991; Vander Linden et al., 1993; Tal,
1995; Wulf et al., 1998, 2010; Park et al., 2000), acquisition
and retention data were analyzed separately. For the acquisition
phase, the RMSE and VE were subjected to a two-way repeated-
measures analysis of variance (ANOVA) with the within-
participant factor of Block (Block 1, 2, 3, and 4) and the between-
participant factor of Group (100 and 50% AF groups). For the
retention phase, the RMSE and VE were subjected to a two-way
repeated-measures ANOVA with the within-participant factor of
Day (immediate retention on Day 1 and delayed retention on
Day 2) and the between-participant factor of Group (100 and

FIGURE 7 | Schematics of variable error (VE). Data from 25 trials of reaching are plotted in each of the left and right panels (red lines). Black line denotes the

average across the 25 trials. The variable error (VE) was calculated as the RMSE between a performed trajectory (the red line) and the mean trajectory (the black line).

The VE is larger in the left example compared to the right one.
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50% AF groups). The perceptual threshold to detect a change in
sound intensity (measured in hearing test #2) was subjected to an
independent-samples t-test to compare thresholds between the
100 and 50% AF groups. We used the Mann-Whitney U tests to
compare the 100 and 50%AF groups on age, handedness, number
of years of education, and number of years of musical training.
Significance was set at P < 0.05 (two-tailed) for all statistical
tests.

RESULTS

Demographics
There was no Significant Difference in Age, Handedness,
Number of Years of Education, and Number of Years of
Musical Training Between the Two Groups (P > 0.143, see
Table 1).

Perceptual Threshold
The perceptual thresholds for the detection of changes in sound
intensity (as measured in hearing test #2) are summarized
in Table 2. There was no significant difference in perceptual
thresholds between the two groups (P > 0.35).

A Typical Joint Coordination Pattern during
Acquisition and Retention Phases
A typical example of the performed elbow and shoulder joint
coordination pattern for the forward portion of the reach, during
acquisition, and retention phases are shown in Figure 8. The
RMSE and VE become smaller over the course of practice
blocks during the acquisition phase. That is, the performed
trajectories (red lines) become closer to the target (black line)
and less variable. The RMSE at the delayed retention phase was
larger than that at the immediate retention phase. That is, the
performed trajectories (red lines) deviated more from the target
(black) compared to those at the immediate retention phase.

Acquisition Phase
For the RMSE, there was no significant interaction between the
Block and Group factors in the two-way ANOVA [F(3, 54) = 0.31,
P = 0.82, η

2 = 0.02]. The main effect of Block was significant
[F(3, 54) = 7.92, P < 0.001, η2 = 0.31] whereas, that of Group was

TABLE 2 | Hearing test #2: perceptual threshold to detect a change in

sound intensity (decibels).

Group Mean (SD) T18 P-values

50% (n = 10) 100% (n = 10)

Perceptual threshold

(Intensity decreased)

5.2 (4.2) 5.9 (3.6) 0.396 0.696

Perceptual threshold

(Intensity increased)

6.3 (2.7) 7.7 (3.8) 0.970 0.345

Perceptual threshold

(Mean)

5.7 (2.9) 6.8 (3.5) 0.736 0.471

Associated p-values for results of the independent-samples t-tests comparing 50 and

100% auditory feedback groups.

not [F(1, 18) = 0.17, P = 0.69, η2 = 0.01], showing that both 100
and 50% groups reduced the joint coordination error relative to
the target across practice in the acquisition phase (see Figure 9).

For the VE, there was no significant interaction between the
Block and Group factors in the two-way ANOVA [F(3, 54) = 0.47,
P = 0.70, η

2 = 0.03]. The main effect of Block was significant
[F(3, 54) = 12.80, P < 0.001, η2 = 0.42] whereas, that of Group
was not [F(1, 18) = 3.90, P = 0.06, η2 = 0.18], showing that the
VE became smaller in both 100 and 50% groups across practice in
the acquisition phase (see Figure 10). Taken together, both RMSE
and VE were significantly reduced over the course of training
in both 100 and 50% feedback groups, suggesting that auditory
feedback guided the joint coordination pattern to the target with
less variability during the acquisition phase.

Retention Phase
For the RMSE, there was no significant interaction between the
Day and Group factors in the two-way ANOVA [F(1, 18) = 0.99,
P = 0.33, η

2 = 0.05] (Figure 9). The main effect of Day was
significant [F(1, 18) = 7.18, P < 0.05, η

2 = 0.29], showing that
RMSE was smaller at the immediate retention phase compared
with the delayed retention phase. The main effect of Group was
also significant [F(1, 18) = 4.86, P < 0.05, η

2 = 0.21], showing
that the RMSE of the 100% AF group was significantly smaller
than that of the 50% AF group at both retention phases.

For the VE, there was no significant interaction between the
Day and Group factors in the two-way ANOVA [F(1, 18) = 1.15,
P = 0.30, η

2 = 0.06] (Figure 10). No main effect of Day nor
Group was found in the ANOVA [Day: F(1, 18) = 1.40, P =

0.25, η
2 = 0.07; Group: F(1, 18) = 2.89, P = 0.11, η

2 = 0.14,
respectively]. Taken together, the 100% AF group showed smaller
RMSE than the 50% AF group while VE was comparable between
the groups at both retention phases.

DISCUSSION

The purpose of this study was to test the guidance hypothesis
(Salmoni et al., 1984; Schmidt et al., 1989) in the context of
learning a novel joint coordination pattern with concurrent
KP auditory feedback. According to the guidance hypothesis
(Salmoni et al., 1984; Schmidt et al., 1989), we predicted the
following: First, the 50%AF group would show better retention of
learned joint coordination patterns after the removal of auditory
feedback, compared to the 100% AF group. Second, the 50% AF
group would show less variable joint coordination patterns than
the 100% AF group. Contrary to the first prediction, the 100% AF
group showed better retention of the learned joint coordination
pattern (i.e., smaller RMSE) at both immediate and delayed
retention phases, than the 50% AF group. Contrary to the second
prediction, there was no significant difference in VE between the
50 and 100%AF groups for either acquisition or retention phases.
Thus, the guidance hypothesis was not supported in this study
using our specific type of sonified feedback manipulation. Our
results suggest that concurrent KP auditory feedback facilitates
learning of a novel joint coordination pattern when the feedback
is presented more frequently.
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FIGURE 8 | Examples of joint coordination patterns in acquisition and retention phases. Data from 25 trials representing the forward reach from a participant

in the 100% auditory feedback group. Red thin lines show performed joint coordination patterns while black solid lines show the target joint coordination pattern.

Why More is Better
In our study, the 100% AF group showed better retention of
the learned joint coordination pattern compared to the 50%
AF group. These findings are in contrast with those from prior
research that showed better retention of performance when the
skill was learned with a reduced frequency of feedback (Winstein
and Schmidt, 1990; Nicholson and Schmidt, 1991; Vander Linden
et al., 1993; Park et al., 2000).

We suggest that task complexity could be a main reason why
more feedback led to better retention in this study. While some
studies support the guidance hypothesis (Winstein and Schmidt,
1990; Nicholson and Schmidt, 1991; Vander Linden et al., 1993;
Park et al., 2000), others do not (Wulf et al., 1998, 2010). Studies
that do not support the guidance hypothesis showed that frequent
augmented feedback resulted in better retention of the learned
skill. These findings are consistent with our results. Wulf and
Shea (2002) pointed out in their review that studies supporting
the guidance hypothesis used relatively simple tasks seen in
typical laboratory settings (e.g., the lever patterning task in the
study by Winstein and Schmidt (1990). In contrast, studies that

do not support the guidance hypothesis use more complex tasks
such as those that mimic real-life learning situations (e.g., the ski
simulator task in the study byWulf et al. (1998) and the bimanual
soccer throw-in task in the study by Wulf et al. (2010). The
reaching task in the present study could be regarded as relatively
complex. In fact, some participants in this study reported that
the task was very demanding. Thus, there may be an interaction
between task complexity and feedback frequency (Wulf et al.,
1998; Wulf and Shea, 2002). The learning of simple motor skills
may benefit from a reduced frequency of feedback while the
learning of more complex motor skills may benefit from a higher
frequency of feedback. Taken together, task complexity could
explain why more feedback led to better retention.

One might assume that the modality of feedback could also
be a factor that explains the discrepancy. To test the guidance
hypothesis, previous studies used augmented visual feedback
(Winstein and Schmidt, 1990; Nicholson and Schmidt, 1991;
Vander Linden et al., 1993; Swinnen et al., 1997; Wulf et al.,
1998; Park et al., 2000). To our knowledge, a limited number
of studies used augmented auditory feedback and showed that it
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FIGURE 9 | Root mean squared error (RMSE). Imm, immediate. Del,

delayed. The 100 and 50% auditory feedback groups are denoted by filled

circles and open squares, respectively. The error bar denotes standard

deviation across participants.

FIGURE 10 | Variable error (VE). Imm, immediate. Del, delayed. The 100 and

50% auditory feedback groups are denoted by filled circles and open squares,

respectively. The error bar denotes standard deviation across participants.

did not deteriorate performance of the learned skill at retention
(Ronsse et al., 2011; Sigrist et al., 2015). Interestingly, the
provision of visual feedback did negatively affect performance
(Ronsse et al., 2011). Moreover, audiovisual feedback better
facilitated the learning of a target rowing velocity compared
to visuohaptic feedback (Sigrist et al., 2015). Thus, the use of
augmented auditory feedback (in contrast to other modalities
of feedback) may also be one reason why more feedback led
to better retention in this study. However, at this point, it
is not clear how the modality of feedback and frequency of
feedback interact. Future studies are needed to clarify this
issue.

Potential Confounders: Perception and Age
First, one might assume that the difference between the 100
and 50% AF groups could be simply attributed to a difference
in auditory perception. However, our results from hearing test
#2 rule out this possibility. There was no significant difference
between the two groups in their perceptual thresholds to detect
changes in sound intensity. In addition, there was no significant
difference in the number of years of musical training, showing
that musical background was also comparable between groups.
Thus, the observed group difference in this study could not be
attributed to a difference in auditory perceptual capability.

Second, one might assume that the age of participants could
be a confounder. The mean age of participants in this study (i.e.,
34.0 years of age) was relatively higher compared with those of
previous studies that showed the advantage of reduced frequency
of feedback for motor learning (Winstein and Schmidt, 1990;
Nicholson and Schmidt, 1991; Vander Linden et al., 1993; Park
et al., 2000; these studies tested mostly undergraduate students
as participants). Therefore, one might think that more feedback
would lead to better skill retention in an older population because
older adults may demonstrate slowermotor learning (Fernandez-
Ruiz et al., 2000) and require more information to help them
learn. To test this possibility, we performed an additional analysis
to investigate the relationship between age and RMSE at retention
(i.e., averaged RMSE across the immediate and delayed retention
phases). We found no significant correlation for the 100% AF
group (Spearman’s ρ = −0.55, P = 0.10) or for the 50% AF
group (ρ = −0.10, P = 0.79). Thus, there was no significant
relationship between age and retention of performance in this
study. In addition, previous studies show that both younger and
older adults process feedback similarly (Swanson and Lee, 1992;
Wishart and Lee, 1997), and benefit from reduced frequency
of feedback to learn (Tal, 1995). This suggests that an older
population does not necessarily need more feedback to learn a
skill. Accordingly, age may not be a factor to explain why more
feedback led to better retention in this study.

The Role of Movement Variability in Motor
Learning
During the acquisition phase, the 100% AF group showed a trend
toward increased variability in the joint coordination pattern
(i.e., larger VE) compared to the 50% AF group (P = 0.06).
The guidance hypothesis views increased variability as a negative
outcome, defining it as maladaptive short-term corrections
(Schmidt, 1991). In contrast, more recent motor-control studies
view movement variability as an essential ingredient that
facilitate motor learning (Herzfeld and Shadmehr, 2014; Wu
et al., 2014). Given that the 100% AF group showed better
retention of the novel joint coordination pattern, the tendency
toward an increased variability in the joint coordination pattern
observed during acquisition may be viewed as adaptive (and
not maladaptive) corrections in this study. That is, the tendency
for increased movement variability in the 100% AF group may
have a functional role, helping the learner adapt to a new
situation. Specifically, the reaching task in this study required
participants to map changes in sound intensity onto changes
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in joint coordination patterns. Therefore, if joint coordination
patterns were more variable, participants would be able to
acquire more information about the auditory-motor mapping.
This might then help the learner to develop a more advanced
internal model, which may lead to better retention of the learned
joint coordination pattern.

If the above assumption is correct, there should be a tight
relationship between VE during the acquisition phase and RMSE
at the retention phase. A learner, who experiences more variable
joint coordination patterns during the acquisition phase, would
show better retention of the target joint coordination pattern at
the immediate and delayed retention phases. Thus, a significant
correlation between the two measures is expected. We therefore
performed an analysis to investigate the relationship between
the VE averaged across the four acquisition blocks and the
mean RMSE across the immediate and delayed retention phases.
However, there was no significant correlation for the 100%
AF group (Pearson’s r = −0.31, P = 0.39) or for the 50%
AF group (r = −0.55, P = 0.10). Thus, we cannot make a
strong case regarding a potential relationship between increased
movement variability and learning. Future studies are needed
to clarify the role of movement variability for the learning of
a novel joint coordination pattern with augmented auditory
feedback.

CONCLUSION

Our study demonstrates that concurrent KP auditory feedback
may facilitate the learning of a novel upper-limb joint

coordination pattern when it is provided during all practice trials
as opposed to during half of the trials. Our finding will help us
better understand how to facilitate the (re)learning of organized
joint coordination patterns with auditory feedback during motor
skill acquisition and rehabilitation.
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Michael Großbach1, Jens D. Rollnik2 and Eckart O. Altenmüller1*
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Gross motor impairments are common after stroke, but efficient and motivating therapies 
for these impairments are scarce. We present an innovative musical sonification therapy, 
especially designed to retrain patients’ gross motor functions. Sonification should moti-
vate patients and provide additional sensory input informing about relative limb position. 
Twenty-five stroke patients were included in a clinical pre–post study and took part in the 
sonification training. The patients’ upper extremity functions, their psychological states, 
and their arm movement smoothness were assessed pre and post training. Patients 
were randomly assigned to either of two groups. Both groups received an average of 
10 days (M = 9.88; SD = 2.03; 30 min/day) of musical sonification therapy [music group 
(MG)] or a sham sonification movement training [control group (CG)], respectively. The 
only difference between the two protocols was that in the CG no sound was played 
back during training. In the beginning, patients explored the acoustic effects of their arm 
movements in space. At the end of the training, the patients played simple melodies by 
coordinated arm movements. The 15 patients in the MG showed significantly reduced 
joint pain (F  =  19.96, p  <  0.001) in the Fugl–Meyer assessment after training. They 
also reported a trend to have improved hand function in the stroke impact scale as 
compared to the CG. Movement smoothness at day 1, day 5, and the last day of the 
intervention was compared in MG patients and found to be significantly better after 
the therapy. Taken together, musical sonification may be a promising therapy for motor 
impairments after stroke, but further research is required since estimated effect sizes 
point to moderate treatment outcomes.

Keywords: sonification, stroke, neurorehabilitation, neuroplasticity, music-supported therapy

inTrODUcTiOn

Stroke is a major cause of mortality and morbidity in both the developed and developing world (1). 
In Germany, stroke is one of the most common disorders with an estimated 200,000 first events 
and 66,000 recurrent events in 2008 (2). The World Health Organization stresses the need to 
collect high quality longitudinal data on rehabilitation and to improve the comparability between 
studies (3).
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Table 1 | Demographic details of the 25 patients.

Music group control group

Number of subjects 15 10
Gender (m/f) 8/7 6/4
Age (M and SD) range (years) 68.8 ± 13.6 (32–86) 72.2 ± 8.4 (57–85)
Affected arm: right 15 10
Right-handed 15 10
Days after stroke (Median) 32.5 28
Barthel index (M and SD) 56.5 ± 25.3 47 ± 35.9
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The rehabilitation of stroke patients remains a challenge, 
although there are currently several new training programs under 
development that aim at improved efficiency and sustainability 
of stroke rehabilitation (4). Some of the traditional rehabilitation 
programs lack general acceptance by patients, due to the required 
endurance and high demands on the patients’ cooperation, which 
sometimes is perceived as a frustrating experience (5). Yet, even 
the well-established standard physiotherapies do not unambigu-
ously provide evidence of efficacy when it comes to improvement 
of skilled motor behavior (6–8). Therefore, there is an urgent need 
for innovative, motivating, and goal-directed training protocols 
in stroke rehabilitation.

In this article, we present an innovative approach to reha-
bilitation by retraining the gross motor functions of the affected 
upper limbs using musical sonification. In an earlier clinical 
feasibility study (9), we showed how a musical sonification 
therapy could be applied. The data presented herein were 
obtained with this method from a larger number of patients. 
Sonification stands for the usage of non-speech sound repre-
senting otherwise not audible information (10). One of the 
first sonification devices was the Geiger–Müller counter, which 
detects electromagnetic radiation and communicates a decay 
by a click sound. In the present study, arm movements were 
translated into sound. In two earlier studies, we demonstrated 
the efficacy of a music-supported stroke rehabilitation training 
utilizing a MIDI drumset and a MIDI piano (11, 12). Stroke 
patients with some residual abilities to move the arm and the 
fingers were instructed to play simple tunes (nursery rhymes 
or folk songs) on either instrument. We could show that audi-
tory sensorimotor circuits established via this form of music-
supported therapy (MST) promotes beneficial neuroplasticity 
in stroke patients (13, 14). One of the few constraints of MST 
was that it was mainly designed to retrain fine-motor skills on 
MIDI instruments. And it did not provide continuous real-time 
feedback for the gross motor functions of the arm, which are 
more frequently impaired in early rehabilitation stages. A real-
time movement feedback may be beneficial since it informs the 
patients about the way they move, not only whether they hit the 
target or not. With the musical sonification therapy presented 
here, patients repeatedly train movements with their affected 
arm in a predefined space. They form associations of their 
relative armposition in space and the corresponding sound at 
this specific position. At the end, they play familiar melodies by 
moving their arm. This musical sonification therapy, therefore, 
broadens the scope to train stroke patients from an earlier stage 
on, when still suffering from gross motor dysfunction. Musical 
sonification will not only contribute to the motivation of the 
patients due to its playful and positive emotional character, 
but may also improve motor control, since auditory real-time 
feedback of the patient’s arm movements can be substituted 
for potentially lost proprioception. There are several prelimi-
nary studies with healthy participants that apply non-musical 
sonification in motor control and the perception of movements 
(15–17). Schmitz et al. found that sonifying breast stroke move-
ments led to more precise perceptual judgments of movement 
velocity. They showed that sonification of movements amplifies 
the human action observation system as indicated by more 

pronounced fMRI connectivity patterns between the activation 
peaks of the left superior and medial posterior temporal regions 
with the basal ganglia, the thalamus, and frontal regions for 
movement congruent sonification stimuli. Thus, sonification 
may be an important method to enhance training and therapy 
effects in neurological rehabilitation. Chen et  al. developed a 
real-time, multimodal feedback system for stroke rehabilitation 
(18). This sonification system was tested with stroke patients and 
showed promising results (19). However, in their design, music 
was only a passive byproduct of arm movements. That means 
participants did not play with the sonification sound intention-
ally. They moved their arms and harmonic music progressions 
were played back to them. In contrast to that, we developed a 
musical sonification therapy to train stroke patients to explicitly 
and consciously play music through intended movements of 
their affected upper extremity. Thus, we hoped to be able to 
use the beneficial effects of music on neuroplasticity to facilitate 
the recovery after stroke (13). Since in other studies repetitive 
exercise has been shown to be effective (8, 20), our training is 
of a repetitive nature too. We hypothesize that the auditory cues 
provided by the sonification may make multimodal associative 
learning possible where otherwise mere visual and motor learn-
ing would have taken place. We assume that patients will benefit 
in their rehabilitation process from guided attention, necessary 
concentration, and long-term motivation to play music. Rohrer 
et al. (21) (see also references therein) describe an increase of 
several movement smoothness indices in both acute and chronic 
stroke patients during movement therapy. Hence, the present 
study additionally investigated changes in movement smooth-
ness over the course of the therapy. After having evaluated an 
optimal two-dimensional sonification mapping (22), we now 
present a more detailed analysis of our three-dimensional musi-
cal sonification therapy with a larger sample (9).

MaTerials anD MeThODs

Patients
Twenty-five inpatients (11 women, see Table  1 for details) at 
the BDH Neurological Rehabilitation Hospital in Hessisch 
Oldendorf, Germany, participated after giving informed consent. 
They suffered from a moderate impairment of motor function 
of the upper extremity after stroke. Inclusion criteria were (a) 
patients had to have residual function of the affected extremity 
(i.e., the ability to move the affected arm and the index finger 
without help from the healthy side), furthermore, (b) an overall 
Barthel index higher than 50 was required, and (c) patients had to 
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FigUre 1 | The 3D space defined by a wooden frame. Pitch was 
mapped onto the y-axis ranging from c′ at the bottom to a′ at the top. 
Brightness was mapped onto the x-axis from the left (dull) to the right (bright) 
and volume onto the z-axis with loudness increasing with increasing 
proximity. Positions in the x–z plane were labeled for ease of instruction.
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be right-handed. Patients with other neurological or psychiatric 
disorders were excluded.

Patients were pseudorandomly assigned to the experimental 
or to the control group (CG) by the supervisor of the study who 
was not the experimenter. The experimental group received con-
ventional physiotherapy plus an average of 10 days of a musical 
sonification training [music group (MG), henceforth].

The CG also received conventional physiotherapy plus a sham 
sonification movement training with exactly the same move-
ments required as in the sonification study, but with no sound 
being played back. All patients were native German speakers. The 
study was approved by the Ethics Review Board of the Hannover 
Medical School (MHH).

evaluation of Motor Functions, stroke 
impact, and Movement smoothness
Procedure
Patients were tested pre and post training with a battery of 
clinical motor function tests and a psychological questionnaire. 
The test battery consisted of (a) the upper extremity part of 
the Fugl–Meyer assessment (FMA), still considered the gold 
standard in evaluating motor recovery after stroke (23, 24). The 
FMA consists of four bigger subsections. FM.A–D assesses the 
motor function of the affected arm by checking reflexes, volitional 
movements, wrist and hand function, and the coordination of the 
upper extremity. In FM.H, the tactile sensation compared to the 
non-affected other extremity is assessed. In FM.I, passive joint 
motion is assessed and FM.J passively measures joint pain. (b) 
The action research arm test (ARAT) rates upper limb function-
ing by using observational methods and collecting behavioral 
data (25, 26). (c) The box and block test (BBT) assesses unilateral 
gross manual dexterity (27, 28). (d) The nine-hole pegboard test 
(NHPT) measures finger dexterity (29) and (e) the stroke impact 
scale (SIS) evaluates the health status following a stroke, includ-
ing subscales for emotional well-being, memory, thinking, and 
social participation. The subscales are SIS.1 that asks for physical 
problems, which may have occurred as a result of the stroke; SIS.2 
investigates memory and thinking of the patient; SIS.3 assesses 
mood and emotions; SIS.4 checks for the communication skills 
in speaking, reading, and writing; SIS.5 determines how impaired 
the patient is during daily activities; in SIS.6, the mobility of the 
patient is investigated; SIS.7 assesses the remaining function of 
the affected hand; in SIS.8, the patient is asked to which extent he 
or she is impaired in their social activities; SIS.9 is a self-rating of 
the patient on how far the stroke recovery has progressed (30, 31).

Movement data were recorded in the MG only using a cus-
tom made computer program and two inertial sensors (Xsens, 
X-MB-XB3), one attached to the fore arm close to the wrist and 
one attached to the upper arm of the patients. It took approximately 
1 h to complete the test battery at the beginning and at the end of 
the study. Regular training sessions lasted approximately 30 min.

sonification Training
Training
After the pretests the patients received either an average of 10 days 
(M = 9.88; SD = 2.03) of musical sonification training (MG), or 
10 days of sham sonification training (CG), following the same 

protocol as MG but with loudspeakers switched off. The whole 
procedure followed a standardized protocol to train gross motor 
functions of the affected right upper extremity in a repetitive 
manner. Patients were seated as close as possible to the desk with 
the wooden 3D space frame atop so that the board nearly touched 
their stomach. Depending on whether in a wheelchair or not, the 
desk with the 3D space on was adjusted to the individual needs 
of the patients before starting the training. To get acquainted 
with the sonification system and the acoustic effects produced by 
their own arm movements, patients first had to freely move their 
arm in a three-dimensional sonification space, a wooden cubic 
frame of 51 cm side length, confined by four vertical beams in the 
corners of the bottom board (Figure 1). The beams were labeled 
with the note pitches; the board was subdivided into nine labeled 
fields for ease of instructions.

Movement sonification was implemented so that upward 
movements resulted in an ascending C major scale from c′ 
(256  Hz, in Helmholtz pitch notation) to the sixth interval a′ 
(440 Hz). Vertical movements in this space resulted in a change 
in brightness of sound and, thus, mimicking real musical instru-
ment timbres (modeled by varying the number and amplification 
of overtones in the sound synthesis; SynthesisToolKit  –  STK; 
Cook and Scavone (32); from a rather dull clarinet sound at 
the very left to saxophone in the middle and a bright sounding 
bowed instrument at the very right). Movements along the 
z-axis caused an increase in loudness from proximal to distal. 
After a first exploration phase to allow for implicitly learning 
the rules of the musical sonification, more complex exercises 
followed, demanding incremental degrees of difficulty: At the 
beginning of each training session patients had to play four 
upward and downward legato C major scales at position 1 
(Figure  1). The same exercise was then repeated at positions 
2, 3, 7, and 9. [You can listen to the legato scale playing of a 
patient at day  1 (Audio S1  in Supplementary Material), day 5 
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FigUre 2 | Movement smoothness at day 1, day 5, and the last day 
of the intervention was compared in the treatment group (Mg) 
patients and found to be significantly better after the therapy. Shown 
here are the kernel density estimates of the MG smoothness measures at 
day 1 (red line), day 5 (green line), and the last day of the intervention (blue 
line; see Materials and Methods and Results for details) with the smoothness 
index shown on the x-axis and the density estimation on the y-axis. Medians 
of the corresponding distribution are depicted as dashed lines in 
corresponding color.
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(Audio S2 in Supplementary Material), and the last training day 
(Audio S3 in Supplementary Material)]. These exercises were 
followed by playing musical intervals by moving the arm faster 
but as precisely as possible, from c′ to d′, from c′ to e′, from c′ 
to f′, from c′ to g′, and from c′ to a′. This exercise was repeated 
four times at position 1 and then likewise at positions 2, 3, 7, 
and 9. The final goal of the training was to teach patients to 
play several simple nursery rhymes or other familiar tunes only 
by moving their affected right arm in the three-dimensional 
sonification space.

The experimenter gave verbal instructions for the training 
procedure. Additionally, the experimenter pointed at the visual 
cues written at the positions on the wooden frame of the 3D space 
(Figure 1). When playing the melodies, patients could read the 
required “coordinates” from a sheet provided. All melodies were 
played vertically, i.e., along the y-axis, at position 1 (Figure 1). 
Tones could be repeated by dipping the hand horizontally in one 
direction while maintaining vertical position. Patients always 
moved their impaired arms by themselves. Arm movements were 
never guided nor physically supported by the experimenter.

Patients’ arm movements were sonified in real time using two 
small inertial sensors (Xsens, X-MB-XB3) placed at the wrist and 
the upper arm of the affected limb. The continuous data stream 
comprising acceleration, rotation, and gravity were transferred 
via Bluetooth to a laptop and stored for later evaluation in the MG 
only. The spatial information of the arm movements in 3D space 
were sonified in real time. The only difference in the training 
procedure for the sham sonification group (CG) was the muted 
playback system. Otherwise, exactly the same exercises were car-
ried out during the training sessions.

Data analysis
Statistical analysis was conducted using R1 (version 3.2.1) in 
RStudio Server2 (version 0.99.467) on data of the motor func-
tion tests and the SIS. Motor test and questionnaire data were 
preprocessed and tested whether they complied with ANCOVA 
assumptions. Pretest scores were then used as covariate either 
in separate ANCOVAs for each response variable, or in the 
Johnson–Neyman test when applicable: when comparing two 
groups with respect to their performance before and after treat-
ment, and the assumption of homogenous regression slopes is 
violated, the Johnson–Neyman technique is used instead of 
ANCOVA. It allows for the two groups to have different slopes, 
and tests whether they differ. Additionally, it determines an “area 
of significance” (33) where the two groups show a statistically 
meaningful difference in their posttreatment score, after control-
ling for the differing slopes.

Arm movement data from the four trials at position 1 
(Figure 1) from each MG patient were collected and transformed 
into Cartesian coordinates using a custom-made computer pro-
gram. Three-dimensional movement trajectories from upward 
and downward legato C major scales were manually selected and 
Butterworth lowpass filtered (cut-off 8 Hz) to eliminate tremor 

1 http://www.r-project.org
2 http://www.rstudio.com

movements. Movement smoothness was calculated as the cur-
vature index κ:
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Osu et al. (34) (see ibid. for advantages of curvature over other 
measures for smoothness, like jerk, or snap), representing the 
inverse of the movement radius for each trajectory point. To syn-
chronize an increase in movement smoothness with an increase 
in κ and to account for positive skewness of κ, the median nega-
tive logarithm for each movement segment was taken.

These values were then compared between the MGs’ first, 
fifth, and last therapy sessions using Friedman’s test, followed 
by Wilcoxon’s signed rank test as post hoc test to determine an 
increase in smoothness during (day 5) or after the end of the 
sonification training. The kernel density estimation of the trans-
formed κ (see Figure 2) was calculated with a data-driven kernel 
suggested by Sheather and Jones (35) [cited in Ref. (36)].

resUlTs

Motor Tests
The main results of this study are depicted in Table 2. Although 
the ANCOVA group comparisons for ARAT, BBT, and NHPT 
were non-significant, MG patients showed a significantly higher 
improvement compared to the CG in the subscale FM.J of the 
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FigUre 3 | Fugl–Meyer joint pain subscale results. Taking into account 
the unequal regression slopes of CG and MG, the Johnson–Neyman 
technique estimates the two groups’ post-test difference (triangles, dashed 
straight line) from the joint pretest values and determines upper and lower 
confidence intervals (CI; crosses, dotted lines). The triangles and crosses do 
not represent individual data points but estimated values. The CIs and the 
solid straight line at y = 0, confine the area where the two groups differed 
significantly in their post-test Fugl–Meyer Joint pain score. Compared to CG 
patients, MG patients with a pretest score below 20 seemed to benefit from 
the additional sonification therapy.

Table 2 | ancOVa group comparison results for the motor tests and the 
stroke impact scale.

Test (pretest: group 
interaction)

sum  
sq

Mean  
sq

F p

ARAT 6.635 6.635 0.1102 0.7432
BBT 0.7481 0.7481 0.01645 0.8994
NHPT 1694 1694 2.206 0.1558
FM.A–D (motor function) 0.3989 0.3989 0.01179 0.9146
FM.H (sensation) 0.8866 0.8866 1.641 0.2155
FM.I (passive joint motion) 1.775 1.775 0.363 0.5536
FM.J (joint pain) – – – see Results 

and Figure 2
SIS (total) 2091 2091 4.63 0.0445*
SIS.1 (physical problems) 0.7875 0.7875 0.002578 0.9601
SIS.2 (memory and thinking) 69.03 69.03 0.2237 0.6426
SIS.3 (mood and emotions) 159.3 159.3 0.4738 0.5011
SIS.4 (communication skills) 48.42 48.42 0.1189 0.7347
SIS.5 (daily activities) 168.6 168.6 0.6058 0.4477
SIS.6 (mobility) 39.39 39.39 0.1303 0.7229
SIS.7 (affected hand function) 878 878 4.278 0.0552
SIS.8 (social activities) 833.5 833.5 0.8634 0.3666
SIS.9 (stroke recovery rating) 207.4 207.4 0.8629 0.3667

ARAT, action research arm test; BBT, box and block test; NHPT, nine-hole pegboard 
test; FM, Fugl–Meyer assessment; SIS, stroke impact scale.
Significant group differences at the alpha = 0.05 – level are indicated by *.
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FMA [F(1,21)  =  21.23, p  <  0.05], as shown by the Johnson–
Neyman technique, suggesting that they perceived reduced joint 
pain after the training. The two groups’ corrected pre–post differ-
ences differed significantly for pretest scores below 20, suggesting 
an advantage for the sonification therapy over sham treatment for 
patients scoring low in the FM.J subscale (Figure 3).

stroke impact scale
The SIS total value was significantly higher for the MG as 
compared to the CG, after the training (F = 4.63, p = 0.0445). 
But, after correcting for the random group difference prior to 
the training, there was no more pretest: group interaction to be 
found [F(1,21) = 3.83, p > 0.05]. A pre test group difference for 
SIS.2 [two-sided paired t-test (t = 2.229, df = 19.92, p = 0.0375)] 
was detected. For that reason this specific subscale was not 
included into further evaluation. The subscale SIS.7 showed a 
trend (F  =  4.278, p  =  0.0552) toward better hand function of 
the MG patients after the training. All other ANCOVA group 
comparisons were non-significant.

arm Movement smoothness
Movement data from two MG patients could not be retrieved due 
to technical failure of the recording system. For the remaining 
13 patients, trajectory smoothness was derived at day 1, day 5, 
and the last day of their training. A significant difference between 
training days was shown with Friedman’s test (χ2 = 6.222, df = 2, 
p = 0.0445; see Figure 2), and Wilcoxon post hoc tests showed a 
significantly higher movement smoothness at the last day as com-
pared to the first training day (V = 7, p = 0.037). But after applying 
the Bonferroni–Holms correction this effect was not significant 
anymore (p = 0.074). This could be due to a very subtle effect for 
which the Wilcoxon test is not powerful enough to detect. Also 
the small number of subjects should be taken into account.

DiscUssiOn

The results of this clinical sonification study show that a musical 
sonification therapy may be a promising new way of treating 
motor impairments after stroke. Musical sonification therapy 
may even improve psychological well-being after stroke. The 15 
patients of the musical sonification group improved significantly 
compared to the movement training group in the Fugl–Meyer 
subscale assessing joint pain. Reduced pain after a motor training 
or a mechano-acoustic vibration therapy for stroke patients was 
also shown by Lee and Kim (37) and Constantino et al. (38). The 
MG patients of our study also showed a trend to regain a better 
hand function in the SIS after the training. In addition to the 
motor domain, the SIS assesses the emotional state of the patient, 
memory, and social participation. Movement smoothness pre 
and post intervention was found to be significantly better after 
the therapy in the MG. This is in line with the findings of Rohrer 
et al. (21) who showed an increased movement smoothness with 
a robotic therapy device in four of five measures in 31 patients 
recovering from stroke. In contrast, the patients of our CG, 
receiving only a “sham” movement training without musical 
feedback improved very little and non-significantly in some of the 
tests. Thus, we assume that the musical aspect plays an important 
role in the sonification therapy. However, in this study, we did not 
control whether it is the musical aspect of sonification or just any 
sound information provided by the sonification. Furthermore, 
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different motor tests should be included in future research in 
order to prevent floor (NHPT) and ceiling effects (ARAT), which 
were found in some of the tests in this study. Of course, as we only 
present a small clinical trial with limited statistical power, results 
need to be verified with a larger group of patients.

The novel aspect of our approach is that we encourage the 
patients in the musical sonification group to actively play and 
create music by moving their arms. This way, music was not 
only a byproduct of, e.g., a grasping motion. Instead, movements 
resembled more a novel musical instrument patients were start-
ing to play. This musical instrument was sometimes compared 
to a theremin by professional musicians. Hence, our sonification 
training was designed to resemble a music lesson rather than 
shaping a movement during sound playback. Furthermore, we 
used musical stimuli, such as a musical major scale with discrete 
intervals and timbre parameters derived from the sound char-
acteristics of acoustical musical instruments, as opposed to the 
widely used sound mappings where tone pitch is scaled continu-
ously and rather artificial sounds are applied (39). The main idea 
underlying our hypothesis was that participants could improve 
control of arm positions in space via associative learning, leading 
to associating a given relative arm position with a specific musical 
sound. This sound-location association may then substitute the 
frequently declined, or even lost, proprioception. Additionally, 
the arm movement trajectories from outset to the target position 
were audible as well. Thus, multimodal learning might have taken 
place because patients received sound as an additional parameter 
supplying information. One could speculate that this multimodal 
learning could help to close the sensorimotor loop, which may 
have been affected by the stroke.

In view of the clinical application, reduced gross motor functions 
of the arm and reduced proprioception are common disabilities 
in stroke patients (40). Hence, the advantages of continuous real-
time musical feedback are obvious: the therapy, therefore, aims 
at retraining gross motor movements of the arm, which are the 
most disabling challenges in early rehabilitation of stroke. Second, 
real-time sonification may substitute deficits in proprioception of 
the arm, which frequently are a consequence of stroke.

Finally, this form of therapy is highly motivating and could 
thus enhance motor functions and the emotional well-being in 

some patients, maybe through the creative, playful character of 
this musical sonification device (41–44).

To summarize, we have developed and tested a novel musi-
cal sonification therapy in a group of patients, which supports 
learning effects in auditory sensory–motor integration. Now, 
multimodal learning of spatial, motor, auditory, and propriocep-
tive information in rehabilitation of arm motor control in stroke 
patients needs to be evaluated in a larger multicentered repre-
sentative randomized controlled clinical trial.

aUThOr cOnTribUTiOns

All authors listed have made substantial, direct, and intellectual 
contribution to the work and approved it for publication.

acKnOWleDgMenTs

This work was supported by the cortexplorer program of the 
Hertie Foundation for Neurosciences (http://www.ghst.de/en/
neurosciences/cortexplorer/). This paper is part of a Ph.D. of DS at 
the Center for Systems Neurosciences (ZSN), Hanover, Germany. 
The authors wish to thank Prof. Alfred Effenberg, Dr. Gerd  
Schmitz (both at Leibniz University Hanover, Institute of Sport 
Science), and Prof. Holger Blume (Leibniz University Hanover, 
Institute of Microelectronic Systems) for important insights while 
collaborating in an earlier joint European Regional Development 
Fund project on movement sonification. We also wish to thank 
Benjamin Krüger and Dr. H-PB for implementing the real-time 
3D sonification for the clinical study and Prof. Jörg Remy, Till 
Engert, and Steffen Rummel (SRH Hochschule der populären 
Künste GmbH, Berlin, Germany, University of Applied Sciences) 
for further development. Finally, we would like to thank the 
patients and the staff of the BDH Klinik Hessisch Oldendorf for 
their ongoing support and patience.

sUPPleMenTarY MaTerial

The Supplementary Material for this article can be found online at 
http://journal.frontiersin.org/article/10.3389/fneur.2016.00106

reFerences

1. Black M, Wang W, Wang W. Ischemic stroke: from next generation sequencing 
and GWAS to community genomics? OMICS (2015) 19:451–60. doi:10.1089/
omi.2015.0083 

2. Wiedmann S, Heuschmann PU, Hillmann S, Busse O, Wiethölter H, 
Walter  GM,  et  al. The quality of acute stroke care  –  an analysis of evi-
dence  –  based indicators in 260 000 patients. Dtsch Arztebl Int (2014) 
111:759–65. doi:10.3238/arztebl.2014.0759 

3. Sauzet O, Kleine M, Menzel-Begemann A, Exner A-K. Longitudinal ran-
domised controlled trials in rehabilitation post-stroke: a systematic review 
on the quality of reporting and use of baseline outcome values. BMC Neurol 
(2015) 15:99. doi:10.1186/s12883-015-0344-y 

4. Lohse KR, Hilderman CGE, Cheung KL, Tatla S, der Loos HFMV. Virtual 
reality therapy for adults post-stroke: a systematic review and meta-analysis 

exploring virtual environments and commercial games in therapy. PLoS One 
(2014) 9:e93318. doi:10.1371/journal.pone.0093318 

5. Pulman J, Buckley E, Clark-Carter D. A meta-analysis evaluating the effec-
tiveness of two different upper limb hemiparesis interventions on improving 
health-related quality of life following stroke. Top Stroke Rehabil (2013) 
20:189–96. doi:10.1310/tsr2002-189 

6. Hakkennes S, Keating JL. Constraint-induced movement therapy following 
stroke: a systematic review of randomised controlled trials. Aust J Physiother 
(2005) 51:221–31. doi:10.1016/S0004-9514(05)70003-9 

7. Peurala SH, Kantanen MP, Sjögren T, Paltamaa J, Karhula M, Heinonen A. 
Effectiveness of constraint-induced movement therapy on activity and partic-
ipation after stroke: a systematic review and meta- analysis of randomized con-
trolled trials. Clin Rehabil (2012) 26:209–23. doi:10.1177/0269215511420306 

8. Stevenson T, Thalman L, Christie H, Poluha W. Constraint-induced movement 
therapy compared to dose-matched interventions for upper-limb dysfunction 

43

http://www.frontiersin.org/Neurology/
http://www.frontiersin.org
http://www.frontiersin.org/Neurology/archive
http://www.ghst.de/en/neurosciences/cortexplorer/
http://www.ghst.de/en/neurosciences/cortexplorer/
http://journal.frontiersin.org/article/10.3389/fneur.2016.00106
http://dx.doi.org/10.1089/omi.2015.0083
http://dx.doi.org/10.1089/omi.2015.0083
http://dx.doi.org/10.3238/arztebl.2014.0759
http://dx.doi.org/10.1186/s12883-015-0344-y
http://dx.doi.org/10.1371/journal.pone.0093318
http://dx.doi.org/10.1310/tsr2002-189
http://dx.doi.org/10.1016/S0004-9514(05)70003-9
http://dx.doi.org/10.1177/0269215511420306


7

Scholz et al. Musical Sonification in Stroke Rehabilitation

Frontiers in Neurology | www.frontiersin.org June 2016 | Volume 7 | Article 106

in adult survivors of stroke: a systematic review with meta-analysis. Physiother 
Can (2012) 64:397–413. doi:10.3138/ptc.2011-24 

9. Scholz DS, Rohde S, Großbach M, Rollnik J, Altenmüller E. Moving with 
music for stroke rehabilitation: a sonification feasibility study. Ann N Y Acad 
Sci (2015) 1337:69–76. doi:10.1111/nyas.12691 

10. Kramer G, Walker B, Bonebrighte T. Sonification Report: Status of the Field and 
Research Agenda. Santa Fe, NM: National Science Foundation, International 
Community for Auditory Display (ICAD) (1999).

11. Schneider S, Schönle PW, Altenmüller E, Münte TF. Using musical instru-
ments to improve motor skill recovery following a stroke. J Neurol (2007) 
254:1339–46. doi:10.1007/s00415-006-0523-2 

12. Altenmüller E, Marco-Pallares J, Münte TF, Schneider S. Neural reorga-
nization underlies improvement in stroke-induced motor dysfunction 
by music-supported therapy. Ann N Y Acad Sci (2009) 1169:395–405. 
doi:10.1111/j.1749-6632.2009.04580.x 

13. Rojo N, Amengual J, Juncadella M, Rubio F, Camara E, Marco-Pallares J, et al. 
Music-supported therapy induces plasticity in the sensorimotor cortex in 
chronic stroke: a single-case study using multimodal imaging (fMRI-TMS). 
Brain Inj (2011) 25:787–93. doi:10.3109/02699052.2011.576305 

14. Amengual JL, Rojo N, de Las Heras MV, Marco-Pallarés J, Grau-Sánchez J, 
Schneider S, et al. Sensorimotor plasticity after music-supported therapy in 
chronic stroke patients revealed by transcranial magnetic stimulation. PLoS 
One (2013) 8:e61883. doi:10.1371/journal.pone.0061883 

15. Scheef L, Boecker H, Daamen M, Fehse U, Landsberg MW, Granath D-O, et al. 
Multimodal motion processing in area V5/MT: evidence from an artificial 
class of audio-visual events. Brain Res (2009) 1252:94–104. doi:10.1016/j.
brainres.2008.10.067 

16. Schmitz G, Mohammadi B, Hammer A, Heldmann M, Samii A, Münte TF, 
et al. Observation of sonified movements engages a basal ganglia frontocorti-
cal network. BMC Neurosci (2013) 14:32. doi:10.1186/1471-2202-14-32 

17. Schmitz G, Kroeger D, Effenberg AO. A mobile sonification system for stroke 
rehabilitation. Sonification as concurrent augmented feedback for motor 
skill learning and the importance of mapping design. The 20th International 
Conference on Auditory Display (ICAD-2014). New York (2014).

18. Chen Y, Huang H, Xu W, Wallis R, Sundaram H, Rikakis T, et al. The design of 
a real-time, multimodal biofeedback system for stroke patient rehabilitation. 
Proceedings of the 14th ACM Multimedia Conference (MM ‘06). Santa Barbara, 
CA (2006).

19. Wallis I, Ingalls T, Rikakis T, Olsen L, Chen Y, Xu W, et al. Real-time sonification 
of movement for an immersive stroke rehabilitation environment. Proceedings 
of the 13th International Conference on Auditory Display. Montréal, Canada 
(2007).

20. Taub E, Uswatte G, Pidikiti R. Constraint-induced movement therapy: a new 
family of techniques with broad application to physical rehabilitation  –  a 
clinical review. J Rehabil Res Dev (1999) 36:237–51. 

21. Rohrer B, Fasoli S, Krebs HI, Hughes R, Volpe B, Frontera WR, et al. Movement 
smoothness changes during stroke recovery. J Neurosci (2002) 22:8297–304. 

22. Scholz DS, Wu L, Schneider J, Pirzer J, Grossbach M, Rollnik JD, et  al. 
Sonification as a possible stroke rehabilitation strategy. Front Neurosci (2014) 
8:332. doi:10.3389/fnins.2014.00332 

23. Crow JL, van der Wel BCH. Hierarchical properties of the motor function 
sections of the Fugl-Meyer assessment scale for people after stroke: a retro-
spective study. Phys Ther (2008) 88:1554–67. doi:10.2522/ptj.20070186 

24. Woodbury ML, Velozo CA, Richards LG, Duncan PW, Studenski S, Lai S-M. 
Longitudinal stability of the Fugl-Meyer assessment of the upper extremity. 
Arch Phys Med Rehabil (2008) 89:1563–9. doi:10.1016/j.apmr.2007.12.041 

25. Platz T, Pinkowski C, van Wijck F, Kim I-H, di Bella P, Johnson G. Reliability 
and validity of arm function assessment with standardized guidelines for 
the Fugl-Meyer test, action research arm test and box and block test: a 
multicentre study. Clin Rehabil (2005) 19:404–11. doi:10.1191/026921550
5cr832oa 

26. Nijland R, van Wegen E, Verbunt J, van Wijk R, van Kordelaar J, Kwakkel G. 
A comparison of two validated tests for upper limb function after stroke: 
the wolf motor function test and the action research arm test. J Rehabil Med 
(2010) 42:694–6. doi:10.2340/16501977-0560 

27. Canny ML, Thompson JM, Wheeler MJ. Reliability of the box and block test 
of manual dexterity for use with patients with fibromyalgia. Am J Occup Ther 
(2009) 63:506–10. doi:10.5014/ajot.63.4.506 

28. Chen H-M, Chen CC, Hsueh I-P, Huang S-L, Hsieh C-L. Test-retest repro-
ducibility and smallest real difference of 5 hand function tests in patients 
with stroke. Neurorehabil Neural Repair (2009) 23:435–40. doi:10.1177/ 
1545968308331146 

29. Grice KO, Vogel KA, Le V, Mitchell A, Muniz S, Vollmer MA. Adult norms 
for a commercially available nine hole peg test for finger dexterity. Am J Occup 
Ther (2003) 57:570–3. doi:10.5014/ajot.57.5.570 

30. Duncan PW, Bode RK, Lai SM, Perera S; Glycine Antagonist in Neuroprotection 
Americans Investigators. Rasch analysis of a new stroke-specific outcome 
scale: the stroke impact scale. Arch Phys Med Rehabil (2003) 84:950–63. 
doi:10.1016/S0003-9993(03)00035-2 

31. Lin K-C, Fu T, Wu C-Y, Hsieh Y-W, Chen C-L, Lee P-C. Psychometric com-
parisons of the stroke impact scale 3.0 and stroke-specific quality of life scale. 
Qual Life Res (2010) 19:435–43. doi:10.1007/s11136-010-9597-5 

32. Cook PR, Scavone G. The synthesis toolkit (stk). Proceedings of the International 
Computer Music Conference (1999). p. 164–6.

33. Kowalski CJ, Schneiderman ED, Willis SM. Assessing the effect of a treatment 
when subjects are growing at different rates. Int J Biomed Comput (1994) 
37:151–9. doi:10.1016/0020-7101(94)90131-7 

34. Osu R, Ota K, Fujiwara T, Otaka Y, Kawato M, Liu M. Quantifying the quality 
of hand movement in stroke patients through three-dimensional curvature. 
J Neuroeng Rehabil (2011) 8:62. doi:10.1186/1743-0003-8-62 

35. Sheather SJ, Jones MC. A reliable data-based bandwidth selection method 
for kernel density estimation. J R Stat Soc Ser B Methodol (1991) 53:683–90. 
doi:10.2307/2345597

36. Venables WN, Ripley BD. In: Chambers J, Eddy W, Härdle W, Sheather SJ, 
Tierney L, editors. Modern Applied Statistics with S. New York: Springer 
(2002).

37. Lee HS, Kim JU. The effect of self-directed exercise using a task board on pain 
and function in the upper extremities of stroke patients. J Phys Ther Sci (2013) 
25:963–7. doi:10.1589/jpts.25.963 

38. Constantino C, Galuppo L, Romiti D. Efficacy of mechano-acoustic vibration 
on strength, pain, and function in poststroke rehabilitation: a pilot study. 
Top Stroke Rehabil (2014) 21:391–9. doi:10.1310/tsr2105-391 

39. Dubus G, Bresin R. A systematic review of mapping strategies for the sonifi-
cation of physical quantities. PLoS One (2013) 8:e82491. doi:10.1371/journal.
pone.0082491 

40. Sacco RL, Bello JA, Traub R, Brust JC. Selective proprioceptive loss from a tha-
lamic lacunar stroke. Stroke (1987) 18:1160–3. doi:10.1161/01.STR.18.6.1160 

41. Koelsch S. Investigating emotion with music: neuroscientific approaches. Ann 
N Y Acad Sci (2005) 1060:412–8. doi:10.1196/annals.1360.034 

42. Eschrich S, Münte TF, Altenmüller EO. Unforgettable film music: the role of 
emotion in episodic long-term memory for music. BMC Neurosci (2008) 9:48. 
doi:10.1186/1471-2202-9-48 

43. Koelsch S. A neuroscientific perspective on music therapy. Ann N Y Acad Sci 
(2009) 1169:374–84. doi:10.1111/j.1749-6632.2009.04592.x 

44. Bood RJ, Nijssen M, van der Kamp J, Roerdink M. The power of auditory- 
motor synchronization in sports: enhancing running performance by cou-
pling cadence with the right beats. PLoS One (2013) 8:e70758. doi:10.1371/
journal.pone.0070758 

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be 
construed as a potential conflict of interest.

Copyright © 2016 Scholz, Rohde, Nikmaram, Brückner, Großbach, Rollnik and 
Altenmüller. This is an open-access article distributed under the terms of the Creative 
Commons Attribution License (CC BY). The use, distribution or reproduction in 
other forums is permitted, provided the original author(s) or licensor are credited 
and that the original publication in this journal is cited, in accordance with accepted 
academic practice. No use, distribution or reproduction is permitted which does not 
comply with these terms.

44

http://www.frontiersin.org/Neurology/
http://www.frontiersin.org
http://www.frontiersin.org/Neurology/archive
http://dx.doi.org/10.3138/ptc.2011-24
http://dx.doi.org/10.1111/nyas.12691
http://dx.doi.org/10.1007/s00415-006-0523-2
http://dx.doi.org/10.1111/j.1749-6632.2009.04580.x
http://dx.doi.org/10.3109/02699052.2011.576305
http://dx.doi.org/10.1371/journal.pone.0061883
http://dx.doi.org/10.1016/j.brainres.2008.10.067
http://dx.doi.org/10.1016/j.brainres.2008.10.067
http://dx.doi.org/10.1186/1471-2202-14-32
http://dx.doi.org/10.3389/fnins.2014.00332
http://dx.doi.org/10.2522/ptj.20070186
http://dx.doi.org/10.1016/j.apmr.2007.12.041
http://dx.doi.org/10.1191/0269215505cr832oa
http://dx.doi.org/10.1191/0269215505cr832oa
http://dx.doi.org/10.2340/16501977-0560
http://dx.doi.org/10.5014/ajot.63.4.506
http://dx.doi.org/10.1177/1545968308331146
http://dx.doi.org/10.1177/1545968308331146
http://dx.doi.org/10.5014/ajot.57.5.570
http://dx.doi.org/10.1016/S0003-9993(03)00035-2
http://dx.doi.org/10.1007/s11136-010-9597-5
http://dx.doi.org/10.1016/0020-7101(94)90131-7
http://dx.doi.org/10.1186/1743-0003-8-62
http://dx.doi.org/10.2307/2345597
http://dx.doi.org/10.1589/jpts.25.963
http://dx.doi.org/10.1310/tsr2105-391
http://dx.doi.org/10.1371/journal.pone.0082491
http://dx.doi.org/10.1371/journal.pone.0082491
http://dx.doi.org/10.1161/01.STR.18.6.1160
http://dx.doi.org/10.1196/annals.1360.034
http://dx.doi.org/10.1186/1471-2202-9-48
http://dx.doi.org/10.1111/j.1749-6632.2009.04592.x
http://dx.doi.org/10.1371/journal.pone.0070758
http://dx.doi.org/10.1371/journal.pone.0070758
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


PERSPECTIVE
published: 25 August 2016

doi: 10.3389/fnins.2016.00385

Frontiers in Neuroscience | www.frontiersin.org 1 August 2016 | Volume 10 | Article 385

Edited by:

David Rosenboom,

California Institute of the Arts, USA

Reviewed by:

Rolando Grave De Peralta Menendez,

Geneva Electrical Neuroimaging

Group, Switzerland

Martin Lotze,

University of Greifswald, Germany

*Correspondence:

Frédéric Bevilacqua

frederic.bevilacqua@ircam.fr

Specialty section:

This article was submitted to

Neuroprosthetics,

a section of the journal

Frontiers in Neuroscience

Received: 30 April 2016

Accepted: 08 August 2016

Published: 25 August 2016

Citation:

Bevilacqua F, Boyer EO, Françoise J,

Houix O, Susini P, Roby-Brami A and

Hanneton S (2016) Sensori-Motor

Learning with Movement Sonification:

Perspectives from Recent

Interdisciplinary Studies.

Front. Neurosci. 10:385.

doi: 10.3389/fnins.2016.00385

Sensori-Motor Learning with
Movement Sonification: Perspectives
from Recent Interdisciplinary Studies
Frédéric Bevilacqua 1*, Eric O. Boyer 1, 2, Jules Françoise 1, Olivier Houix 1, Patrick Susini 1,

Agnès Roby-Brami 2 and Sylvain Hanneton 3

1 STMS Ircam-Centre National de la Recherche Scientifique-UPMC, Paris, France, 2UMR7222 ISIR - Université Pierre et

Marie Curie, Paris, France, 3UMR 8242 Centre National de la Recherche Scientifique - Université Paris Descartes, Paris,

France

This article reports on an interdisciplinary research project on movement sonification for

sensori-motor learning. First, we describe different research fields which have contributed

to movement sonification, from music technology including gesture-controlled sound

synthesis, sonic interaction design, to research on sensori-motor learning with

auditory-feedback. In particular, we propose to distinguish between sound-oriented

tasks andmovement-oriented tasks in experiments involving interactive sound feedback.

We describe several research questions and recently published results on movement

control, learning and perception. In particular, we studied the effect of the auditory

feedback on movements considering several cases: from experiments on pointing and

visuo-motor tracking to more complex tasks where interactive sound feedback can

guide movements, or cases of sensory substitution where the auditory feedback can

inform on object shapes. We also developed specific methodologies and technologies for

designing the sonic feedback andmovement sonification. We conclude with a discussion

on key future research challenges in sensori-motor learning with movement sonification.

We also point out toward promising applications such as rehabilitation, sport training or

product design.

Keywords: sonification, movement, learning, sensori-motor, sound design, interactive systems

1. INTRODUCTION

The idea of using auditory feedback in interactive systems has recently gained momentum in
different research fields. In applications such as movement rehabilitation, sport training or product
design, the use of auditory feedback can complement visual feedback. It reacts faster than the
visual system and can continuously be delivered without constraining themovements. In particular,
movement sonification systems appear promising for sensori-motor learning in providing users
with auditory feedback of their ownmovements. Generally, sonification is defined as the use of non-
speech audio to convey information (Kramer et al., 1999). Nevertheless, research on movement
sonification for sensori-motor learning has been scattered in totally different research fields. On
the one hand, most neuroscience and medical experiments have made use of very basic interactive
systems, with little concern for sound design and the possible types of sonification. On the other
hand, novel sound/music interactive technologies have been developed toward artistic practices,
gaming or sound design, with little concern for sensori-motor learning.
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Clearly, there has been a lack of overlap between all these
different disciplines, which would each benefit from more
exchanges on tools, methods and knowledge. This rationale
motivated us to initiate an interdisciplinary project that focused
on sensorimotor learning in movement-based sound interactive
systems1. Overall, this body of work, that we partially present in
this Perspective paper, allowed us to establish general principles
on movement sonification and to formalize fundamental
questions that should be addressed in future research.

The paper is structured as follows. First, we recall related
works in interactive music systems, human-computer design,
sonic interaction design, and movement sonification for sport
and rehabilitation. Second, we report on the questions and results
we obtained in our project. Third, we discuss key research
questions that should open a broad discussion.

2. INTERSECTING RESEARCH ON SOUND,
MOVEMENT, AND INTERACTION

Different types of interactive systems can produce sound based
on human movement. Movement parameters are typically
obtained from motion capture systems—such as optical motion
capture, cameras, or inertial measurement units—and the sound
can be rendered continuously using various types of real-time
sound synthesis methods. In this paper, we restrain the discussion
to interactive systems built with a deterministicmapping between
movement and sound parameters (Dubus and Bresin, 2013).
As described in the next section, these technologies have been
developed in different contexts focusing either on sound or on
movement aspects.

2.1. Movement-Based Interfaces for Sound
Production and Expression
The music technology research community has long been
concerned with gestural and bodily control of sound2.
Technologies for movement capture, analysis, recognition
and interaction design have been developed and reported in
the sound and music computing literature. In particular, the
so-called mapping between movement parameters and sound
synthesis parameters has been formalized and categorized (Hunt
et al., 2003; Wanderley and Depalle, 2004). Methods and
tools have been developed and are available for research
communities (Leman, 2008; Schnell et al., 2009; Fiebrink and
Cook, 2010; Bevilacqua et al., 2011). Surprisingly, though,
sensori-motor learning has been rarely studied explicitly in such
electronic or digital musical instruments.

In musical applications, the goal of the interaction is often to
produce a specific sound. Therefore, we propose to refer to such
tasks as sound-oriented tasks, during which the focus of the user’s
attention is drawn toward the sound produced by the interactive
system. In general, the users must adapt their movement to the
interface and gain expertise to achieve high control of sound
production and musical expressivity. We explicitly used the

1Legos project, see http://legos.ircam.fr.
2See for example the community related to the NIME conferences (New Interfaces

for Musical Expression) (Bevilacqua et al., 2013).

concept of sound-oriented task to demonstrate how auditory
feedback can be used in sensori-motor adaptation (Boyer et al.,
2014). This important point will be further discussed in Section 3.

2.2. Movement Sonification for
Sensori-Motor Learning
On the other side of the spectrum lie works on sensori-motor
learning per se. The large majority of neuroscience papers on
the human motor system only deals with visual, haptic and
vestibular sensory inputs and rarely mentions the auditory
modality. Historically, most papers reporting on auditory-motor
mechanisms are concerned speech learning and production. Due
to promising applications in movement learning, mostly in sport
and rehabilitation, there has recently been an increasing number
of studies showing the potential interest of auditory feedback (see
Sigrist et al., 2013 for a review). Nevertheless, the technology used
in these studies remains generally rudimentary, considering only
simple movement-to-sound mapping using parameters such as
audio energy and pitch (Dubus and Bresin, 2013).

Generally, the tasks described in such research correspond to
what we call movement-oriented tasks, where the attention (and
the instruction) is put on the movement itself. Movements are
thus designed to exhibit specific characteristics (e.g., exercises
in rehabilitation) or fully constrained by the application (e.g.,
specific movements that must be mastered in a given sport).
The auditory exteroceptive concurrent feedback either informs
whether the movement is properly executed (KR: Knowledge of
Results) or how it is executed (KP: Knowledge of Performance)
(Schmidt, 1988; Cirstea et al., 2006).

It is worth noting that the beneficial effect of music
therapy for sensori-motor rehabilitation is now well recognized,
particularly in stroke patients (Ripollés et al., 2015) and in other
neurological diseases such as Parkinson (Thaut, 2015) where the
synchronization of rhythmic auditory cues is proven to improve
gait and motor activity (Schiavio and Altenmüller, 2015). The
effect of music training is probably not only due to motivation
and psychosocial factors linked with community practicing but
also to themultisensory feedback linked tomusical motor actions
and the brain plasticity it induces (Schlaug, 2015). Rhythmic cues
are an important support during music execution (Schneider
et al., 2007). Less is known about the effect of continuous
sound or music feedback on discrete movements of the upper-
limb. Recent evidence suggests that such tasks performed with
continuous sound feedback could improve the performance and
facilitate learning (Rosati et al., 2012). Thus, sonification has been
proposed during rehabilitation, in isolation or to augment other
exercise based methods (Scholz et al., 2014).

3. RESEARCH QUESTIONS AND
FUNDAMENTAL STUDIES

We report below the different research questions we have
investigated (see Figure 1), covering fundamentals studies,
methods and tool development. In particular, we describe in
this section the fundamental and methodological aspects of
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FIGURE 1 | This figure summarizes the interdisciplinary research we conducted in the Legos project, from fundamental research, methods and tools,

to applications.

our experimental studies on the influence of continuous and
concurrent auditory feedbacks.

3.1. Can Auditory Feedback Modify and/or
Improve Movement Performance?
We investigated movement sonification in a visuo-motor
tracking task (Boyer, 2015). In this case, we compared the
sonification of three different variables: the visual target
presented on a screen, the participant’s pointer (i.e., movement
hand) and the online error between the target and the pointer.
In the three conditions, we found a positive effect of the auditory
feedback for improving the tracking accuracy. Interestingly, the
sonification of the hand movement seems in this case to favor
an increase of the average movement energy, even after a long
exposure to the task, and to improve retention.

Another study focused on a pointing task to an unseen
spatialized auditory target, in which we evaluated the role of
the target sound duration and the movement sonification (Boyer
et al., 2013a). A long duration target presentation improved

the pointing accuracy, highlighting the contribution of neuronal
integration processes of the auditory information. The hand
movement sonification was not found useful in this case, which
might be explained by the complexity of the perception of two
different spatialized sound sources (target and sonified hand).

Tajadura-Jiménez et al. (2014) also showed that in a touch task,
interactive auditory feedback could modify the user’s behavior,
precisely the hand velocity and finger pressure. Finally, we
found that movement sonification could be used to stabilize the
performance of newly learned gestures (Françoise et al., 2016).

3.2. Can the Presentation of a Specific
Sound Serve to Specify a Movement?
We investigated whether auditory feedback can be designed
for guiding users in the performance of a specific movement.
For example, we built an interactive system where participants
had to discover how to move an object on a table using solely
the auditory feedback (Boyer et al., 2014). They were asked to
pay attention to specific sound features, which corresponds to
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what we define as a sound-oriented task. The whole movement
was continuously sonified with sound properties depending on
the error between the performed and targeted velocity profiles.
Globally, we found that such an auditory feedback was effective
to guide participants to learn to perform a predefined velocity
profile. Also, after a first stage of exposure with a fixed velocity
profile, movement adaptation was also observed when modifying
the target profile (without informing the participants). This
confirmed similar results obtained by Rath and Rocchesso (2005)
and Rath and Schleicher (2008).

Importantly, a large variability was found between
participants, which could be partially explained by the fact
that such a task (i.e., performing a specific movement being
guided by sound feedback) was totally unfamiliar to the
participants. It is also likely that each subject exhibits different
audio-motor ability.

3.3. Sensory Substitution: Can Sound
Replace Another Modality?
We explored a case of sensory substitution where participants
had to estimate the curvature of a virtual shape from auditory
feedback (Boyer et al., 2015; Hanneton et al., 2015). In the
experiment, users received continuous auditory feedback when
‘touching’ the virtual surface. While the accuracy of participants’
estimation of the curvature was inferior to published results with
tangible surfaces, we found that the auditory feedback can be
effective for such a task, especially when the sound responds to
the hand velocity. Most interestingly, different strategies on the
use of the movement-sound interaction were observed between
users: some persons tend to gently tap perpendicularly to the
surface, while others prefer to explore the surface with large
lateral movements. This also here indicates large discrepancies
between participants in transferring movement sonification
information.

3.4. Can (Interactive) Sound Alter
Perception and Emotion?
As we just reported, people can use the auditory channel to
adapt their movements. Nevertheless, little is known about the
subjective changes (for the users’ perception) of the sound and the
movement, as well as possible change in their emotional state. In
a tapping task with an artificial auditory feedback, the emotional
response has been found to be affected by the congruence
between the sound energy and the tapping dynamics (Tajadura-
Jimenez et al., 2015). In particular, audio-motor incongruences
can lead to unpleasant experiences, which shows that expectation
of the user for the audio feedback might be crucial for integrating
the feedback. The artificial sound feedback of touch can also
alter the texture perception, such as the coldness or material
type (Tajadura-Jiménez et al., 2014).

Beyond fundamental neuroscience research, such
investigations—that confirm other studies on multimodal
sensory integration (Zampini and Spence, 2004; Maes et al.,
2014),—have high impact potential applications for diminishing
pain (Singh et al., 2016) or effort perception (Fritz et al., 2013).

4. DESIGNING MOVEMENT-SOUND
INTERACTION

The various results we gather indicates that the effect of the
sonification might depend on specific aspects of the interaction
design, which confirmed previous studies. In particular, the
sound, and more specifically the congruence between the
movement and sound, can strongly modify the user experience
and therefore the effectiveness of the feedback. In Castiello et al.
(2010), it was shown that the effect on the action of reaching and
grasping an object is favored (in terms of movement duration)
for congruent conditions, when the sound corresponds to the
material covering the object to grasp, compared to incongruent
conditions. In Susini et al. (2012), congruent sound-action
conditions in terms of naturalness were found to be determinant
in the appraisal of the sounds of everyday objects. These findings
call for improving methodologies for the design of such sound
interactive systems.

Building upon previous results (Rocchesso et al., 2009;
Franinović and Serafin, 2013), we developed user-centered
methodologies based on participatory design workshops. A
central idea was to explore strategies combining the analysis
of various objects’ affordances with established sound and
action taxonomies (Houix et al., 2014, 2015). The design of
the movement-sound can be leveraged by taking advantages
of users expectancy on the auditory feedback. In such a
case, we refer to ecological relationships between action and
sound.

The notion of object affordances can also be extended
to sound, by questioning reversely which movement could
be performed to match a given sound (Caramiaux et al.,
2014a,b). Following such premises, we developed amethod called
mapping by demonstration, that allows to program an interactive
systems based on movement performed while listening to a
sound (Françoise, 2015). Such an approach can leverage known
association between movement and sound feedback, and is
particularly adapted for user-centered methodology in the design
of interactive systems.

5. DISCUSSION AND FUTURE RESEARCH
CHALLENGES

We discuss here some of the research questions we mentioned
in the previous sections, and propose new steps that we think as
central for future research.

First, auditory feedback can be designed to convey different
type of information. A first approach is to inform continuously
on the error between the performed movement and a “normal”
movement. In this case, the learning or adaptation is explicit.
The alternative approach is to provide users with a real-
time movement sonification independently of a reference to
a “normal movement.” In this case, implicit learning is in
play. The comparison between these two approaches remains
to be carefully investigated, both in term or learning speed and
retention. Our results (Boyer et al., 2014; Boyer, 2015) show
that these two approaches are in fact complementary and the
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combination of both can be beneficial. Nevertheless, more studies
are necessary to clarify the different neural mechanisms that are
implied:

• Are the neural mechanisms for error-related auditory feedback
different to those when movement sonification is used as
a feedback on users’ own movements? In particular, can
the movement sonification be considered as “enhancing
proprioception” in integrating congruent information?

• What is the role of the guidance hypothesis in these cases?
Can the constant use of the auditory feedback be detrimental
for learning (i.e., the effect disappears when the feedback
is removed). Such a point needs to be clarified for both
approaches and has still insufficiently been studied.

• Is the standard distinction between KR (knowledge of results)
or KP (knowledge of performance) relevant when considering
movement sonification? Since both feedback types can
occur simultaneously during real-time movement sonification
(Boyer et al., 2014), specific formalization of auditory feedback
types should be developed.

Second, the role of the sound characteristics remains elusive for
quantifying the learning efficiency or learning rate. Reported
results have been sometimes contradictory, and very different
mapping or sound types have been equally successful. The role
of the mapping or sound quality must be further studied, and we
particularly propose to focus on two important questions:

• How does a particular mapping can favor agency in
the interaction? The auditory feedback should be clearly
predictable by the user. This requires to study both the sound
andmovement perception in an interactive context (Effenberg,
2005).

• When is the auditory feedback perceived as motivational?
Fundamental studies of sensori-motor learning with auditory
feedback has generally avoided to take into account possible
emotional response to the auditory feedback. Nevertheless,
even the simplest ones using pure tone might trigger positive
or negative effects, which can potentially affect the task
perception, adaptation and learning (Lemaitre et al., 2012).

Third, our studies as well as many other published results point
toward a large variability between participants. Such findings
might be put in parallel with the large variability found in
rhythmic ability, whichmotivated the establishment of a standard
test called BAASTA (Farrugia et al., 2012). We believe that
such a test would be highly useful for movement sonification
in interactive systems. This would represent a first step toward
more reproducible results and build understanding of possible
causes of this variability. This point is also crucial to develop real-
world applications. Moreover, sound design applications provide
extremely fruitful cases to study sound perception as an active
and contextual process. In that new framework, sound perception
studies should be redesigned in relation to gesture and to user’s
objectives.

As already mentioned, movement sonification or more
generally the use of auditory feedback have been already
proposed for specific applications. Beyond artistic communities

which have already largely included movement-based interactive
systems, the most prominent ones are rehabilitation (Robertson
et al., 2009; Roby-Brami et al., 2014; Scholz et al., 2014; Katan
et al., 2015), sport learning and training (Effenberg, 2004;
Eriksson and Bresin, 2010; Boyer et al., 2013b) while human-
computer interaction also shows a growing interests (Franinović
and Serafin, 2013; Oh et al., 2013).

In stroke patients, the sound based therapies are specifically

promising to target the impairment of the upper-limb. The

contemporary guidelines for rehabilitation insist on the similarity
between sensori-motor learning and recovery phenomenon.
Thus, therapy should be improved both in quantity and
quality: on the one hand it should be based on massive
exercise repetitions, emphasizing on sensory-motor reciprocity
and multisensory integration. On the other hand, the therapy
should be adapted to the needs of each individual: the exercices
should be shaped according to the precise capabilities of
the person and should evolve according to his/her abilities
and progress during learning. Sound feedback is frequently
integrated into virtual and augmented reality rehabilitation
training but its use is often limited to rhythmic auditory
cues or reinforcement feedback signaling only the success to
an exercise. We propose that sonification could be further
developed to target specific impairments in stroke patients as a
continuous feedback during movement execution. Sonification
is particularly interesting to signal to the patients some
impairment, which they might not be aware of, particularly
if they have somatosensory impairments, for example error in
direction, in coordination or lack of movement smoothness
(Maulucci and Eckhouse, 2001), in coordination of reaching
and grasping for prehension or in grasping to lift coordination
(Hsu et al., 2012). Thanks to a braked elbow orthosis, we
simulated the disrupted shoulder-elbow coordination observed
in hemiparetic stroke patients and used this device to test
sonification strategies that we developed to target shoulder elbow

coordination. Further studies are needed in order to find a
compromise between two possibly contradictory requirements:
target the specific impairments of stroke patients and develop
motivation linked to exploration of sophisticated auditory-motor
coupling.

Beside the fundamental aspects we described about the
understanding of the different auditory feedback mechanisms
that can contribute to sensori-motor learning, the development
of rigorous—and shared—sound design methodologies is
crucial for grounding these applications. As a matter of
fact, the use of sound in any technological applications
could lead to user annoyance or discomfort, even if globally
beneficial for movement training. We therefore advocate
for more interdisciplinary research bringing together
sound designer, musicians, engineers, cognitive scientists,
to work toward efficient applications using movement-
based sonification. One the one hand, the collaboration
with sound artists and musicians is generally necessary to
design pleasant and motivational interactive sound and
music systems, on the other hand sound design research
should further develop methods to assess naturalness
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and pleasantness of sonic interactive system (Susini et al.,
2012).
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For children with profound disabilities affecting communication, it can be extremely

challenging to identify salient emotions such as anxiety. If left unmanaged, anxiety

can lead to hypertension, cardiovascular disease, and other psychological diagnoses.

Physiological signals of the autonomic nervous system are indicative of anxiety, but can

be difficult to interpret for non-specialist caregivers. This paper evaluates an auditory

interface for intuitive detection of anxiety from physiological signals. The interface, called

“Biomusic,” maps physiological signals to music (i.e., electrodermal activity to melody;

skin temperature to musical key; heart rate to drum beat; respiration to a “whooshing”

embellishment resembling the sound of an exhalation). The Biomusic interface was tested

in two experiments. Biomusic samples were generated from physiological recordings

of typically developing children (n = 10) and children with autism spectrum disorders

(n = 5) during relaxing and anxiety-provoking conditions. Adult participants (n = 16)

were then asked to identify “anxious” or “relaxed” states by listening to the samples. In a

classification task with 30 Biomusic samples (1 relaxed state, 1 anxious state per child),

classification accuracy, sensitivity, and specificity were 80.8% [standard error (SE)= 2.3],

84.9% (SE = 3.0), and 76.8% (SE = 3.9), respectively. Participants were able to form

an early and accurate impression of the anxiety state within 12.1 (SE = 0.7) seconds of

hearing the Biomusic with very little training (i.e., <10 min) and no contextual information.

Biomusic holds promise for monitoring, communication, and biofeedback systems for

anxiety management.

Keywords: sonification, disability, anxiety, augmentative and alternative communication (AAC), music

1. INTRODUCTION

Medical advancements have led to a growing number of people surviving previously fatal medical
complications, and subsequently living with profound disabilities. For these individuals, survival
depends on life-supporting technologies and teams of caregivers who can anticipate and respond
to their complex continuing care needs. Even when cognitive function remains intact, many
of these individuals are unable to communicate via traditional pathways (e.g., speech, gestures)
and/or augmented and assisted communication (AAC) devices (Hogg et al., 2001) because of
physical limitations. As such, it often falls to caregivers to decipher their preferences, intent, and
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emotions from sparse behavioral and contextual cues (Adams
and Oliver, 2011; Blain-Moraes et al., 2013) that may be
difficult to detect, non-obvious to those unfamiliar with
the individual, and inconsistent/unavailable across individuals
(Adams and Oliver, 2011). In the absence of a reliable
communication pathway, the needs, thoughts, and feelings of
those with profound disabilities are at risk of being overlooked,
which presents concerning challenges to health and well-being
(Blain-Moraes et al., 2013). This motivates the urgent need
to establish communication channels with individuals with
profound disabilities and methods for discerning their emotional
states.

Emotion-modulated physiological signals may provide
additional cues when interpreting the affective states of those
with profound disabilities. Vos et al. (2012) have demonstrated
that changes in skin temperature and heart rate may be
associated with positive and negative valence emotions in
persons with profound disabilities. While several groups have
developed algorithmic classifiers that use machine learning to
identify and display affect from physiological signals of healthy
adults (Wen et al., 2014), the application of this research to
individuals with profound disabilities presents an additional
difficulty. Methodologically, it is extremely challenging to
develop classifiers with a population who are unable to verify
their performance or communicate the “ground truth.” Ethically,
we must be conscious of the potential challenges of assigning
affective state labels to individuals who can neither confirm nor
correct their accuracy.

An alternative is to consider physiological signals as an
additional source of information that can be continuously
streamed, rather than discretely classified. Caregivers may learn
to interpret this information and integrate it alongside other
contextual and behavioral cues. In contrast to a computerized
classifier, this approach relies on human intelligence and aptitude
for pattern recognition. It does not presume to assign labels,
but rather hinges on the ability to effectively present multiple
complex, streaming physiological signals to caregivers in a way
that is easy and intuitive to understand. Reliance on human
interpretation may introduce variability, but it may also offer
more flexibility to accommodate a wider range of person- and
condition-specific heterogeneity, to base decisions on multiple
information sources (e.g., physiology, behavior, context), and
to avoid ethical challenges associated with assigning definitive
emotion labels.

Even for experts, it may be extremely challenging to make
sense of complex raw physiological data (Sanderson, 2006).
Intuitive auditory displays could make the valuable information
contained in these signals more accessible. To this purpose,
we created Biomusic, an auditory interface that converts
physiological signals to sound. The system outputs sounds
in MIDI format, which can be listened to in real-time or
offline. Specifically, the music’s melody is driven by changes
in electrodermal activity; the musical key, established by tonic
chords, is linked to changes in skin temperature; a rhythmic,
percussive beat is associated with heart rate (extracted from blood
volume pulse); and respiration is projected via a “whooshing”
embellishment resembling the sound of an exhalation (Table 1).

Mappings were based upon guidelines from Watson and
Sanderson, who suggested that periodic signals such as heart rate
may be naturally suited to tempo, while aperiodic signals may
suit tonal representation (Watson and Sanderson, 2001). Thus,
as per criteria outlined by Hermann (2008), Biomusic is objective
(i.e., reflective of the nature of the inputs) and systematic in its
mapping, is able to reproduce its output given the same input,
and can be applied to physiological signals of multiple different
users.

While visually-streamed physiological data demand
continuous attention to interpret, Biomusic can provide
caregivers with peripheral awareness of multiple physiological
signals and trends while preoccupied with other aspects of care
(Blain-Moraes et al., 2013). In a systematic review, Dubus and
Bresin (2013) identified and categorized 7 sonification projects
as having the primary purpose of “monitoring.” This suggests
the utility of an auditory medium such as Biomusic to convey
continuous, real-time information to an attentive listener.
Previous studies have demonstrated the effectiveness of using
sound to represent physiological signals. Yokoyama et al. (2002)
mapped instantaneous heart rate to musical pitch and intervals
for use in biofeedback for stress and blood pressure management.
Wu et al. (2009) enabled participants to distinguish between
rapid-eye movement and slow-wave sleep when presented with
sonified electroencephalographs. As such, there is evidence to
suggest that complex physiological signals can be interpreted by
listening to their musical translations. Unlike these interfaces,
Biomusic enables information from multiple physiological
signals to be projected simultaneously through different but
concurrent mappings, forming a holistic soundscape. To our
knowledge, Biomusic is unique in this regard.

Biomusic has been successfully demonstrated in a clinical

care context to augment communication between caregivers

and children with profound disabilities by increasing a sense of

reciprocity and co-presence, two fundamental qualities of human

interaction (Blain-Moraes et al., 2013). Anecdotally, caregivers

in this study noticed changes in the sound and quality of

Biomusic that appeared to be associated with their interactions

with the children. Caregivers in that study expressed a strong

desire to decode or interpret Biomusic, which motivated the

research question reported on in this paper: How effectively
can affective states, specifically anxiety, be identified using
Biomusic? The present study aimed to formally evaluate how
well different physiological patterns associated with affective
state can be detected via Biomusic. Specifically, we determined
the accuracy and speed with which listeners with minimal
training could distinguish anxious from relaxed physiological
responses based on Biomusic alone. Anxiety was selected as the
target emotion given its clinical importance and its suspected
prevalence in individuals with profound disabilities. In typical
populations, anxiety modulates multiple physiological signals
through excitation of the sympathetic nervous system and
inhibition of the parasympathetic nervous system (Kreibig,
2010). This results in:

• Increased electrodermal activity due to increased perspiration
(Vetrugno et al., 2003).
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TABLE 1 | Physiological Signal-to-Music Mapping.

Physiological signal Feature extracted Musical representation

Electrodermal activity Average skin conductance over a

0.25-s window in µS

Melodic pitch (“goblins” MIDI-sound): Three octaves of a major-key scale are mapped to 1 µS

of electrodermal activity. The melody establishes the first windowed and averaged

electrodermal activity value as the tonic center in a major scale. Subsequent EDA values are

compared to the first, and differences result in a pitch shift relative to the magnitude of change.

Extreme levels of electrodermal activity are transposed to keep the melody in a comfortable

range. Thus, quickly-changing EDA results in active melodic runs. Melody may be suited to

reflect the salience of continuous changes in electrodermal conductivity with anxiety state.

Skin temperature Instantaneous skin temperature in

degrees C

Key change (“choir” MIDI-sound chords): Major tonic chords are mapped to instantaneous skin

temperature. This feature is updated every two bars. The first skin temperature value is mapped

to the tonic chord of a C-major scale, and subsequent increases or decreases in temperature

raise or lower the key of the music, and therefore the chord, by one semitone. Chords indicative

of key change may be suited to represent gradually-continuous changes in skin temperature.

Blood volume pulse Average interbeat interval over four

periods of the signal

Tempo (“melodic tom” MIDI-sound): The pace of the music, marked by a percussive beat, is

updated every musical bar. This tempo is determined from the average interbeat interval of the

blood volume pulse signal over four periods. Therefore, increased heart rate increases the

tempo of the music and its beat. A drum beat is suited to represent the rhythmic, cyclic pulse

of the circulatory system.

Respiration Duration of exhalation

(peak-to-trough intervals of the signal)

“Whoosh”: Expiratory time is mapped to the duration of a whooshing, seashore embellishment

resembling the sound of an exhalation. The “Whoosh embellishment is sustained as long as

exhalation is detected. During inhalation, this sound is not played.

• Decreased fingertip skin temperature due to vasoconstriction
(Rimm-Kaufman and Kagan, 1996).

• Increased heart rate due to increased cardiac contraction
(Franchini and Cowley, 2004).

• Increased respiration rate resulting from faster, shallower
breathing (Kreibig, 2010).

Through two experiments, we aimed to determine the feasibility
of the Biomusic interface for conveying anxiety-related changes
in physiological responses. Two experiments were conducted and
in each, the following approach was used. First, physiological
recordings were collected from children during relaxed and
anxiety-provoking conditions. Next, anxious and relaxed state
Biomusic samples were generated from these physiological
recordings. Last, adult participants were asked to listen to the
Biomusic samples and to identify the anxiety state associated with
each, based on the Biomusic alone and no additional contextual
cues. Anxious and relaxed state Biomusic samples are included in
Supplementary Materials.

In the first experiment, we generated Biomusic samples
from children who were considered to be typically-developing
and represented the best case use scenario, having typical
physiological signals and the ability to report emotions to
corroborate their anxiety state. The second experiment followed
a protocol identical to the first, but with the addition of
Biomusic samples generated from children with autism spectrum
disorders (ASD). Children with ASD have been reported to have
atypical anxiety-modulated physiological responses and difficulty
recognizing and expressing emotional state (Kushki et al., 2013).
The ASD group represents a stepping-stone population as we
work toward the eventual use case: a child with profound
disabilities, with possibly typical or atypical signals, and no ability
to report emotion.

2. EXPERIMENT 1: DETECTION OF
ANXIETY STATE THROUGH BIOMUSIC IN
TYPICALLY DEVELOPING CHILDREN

In the first experiment, we tested the feasibility of Biomusic
technology to convey anxiety by having adult raters classify
samples of Biomusic. We chose to use the Biomusic of typically-
developing children, who represent the best case use scenario,
having typical physiological signals and the ability to report
emotions to corroborate their anxiety state. In this experiment,
we aimed to (1) quantify the performance (sensitivity, specificity,
accuracy) of physiological sonification as an anxiety screening
tool, (2) determine the latency in seconds for detecting an
anxious or relaxed state, (3) explore the confidence with which
detection are made, and (4) identify the most influential musical
elements in the decision. All protocols were reviewed and
approved by the science and ethical review board at Holland
Bloorview Kids Rehabilitation Hospital. Informed consent and
assent were obtained from adults and children respectively.

2.1. Methods
2.1.1. Biomusic
Biomusic samples were created from physiological signals
of typically-developing children (aged 8–13) acquired during
anxiety-inciting and relaxing conditions. Signals were acquired
in individual sessions. Physiological recordings were obtained
using the ProComp Infiniti data acquisition system and Biocomp
Infiniti software (Thought Technology, Montreal, Canada). Four
physiological signals were collected using non-invasive sensors
on the fingers of the non-dominant hand (electrodermal activity,
skin temperature, blood volume pulse) and chest (respiration).
Electrodermal activity was recorded using dry Ag/Ag-Cl sensors,
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which were placed on intermediate phalanges on the second and
third fingers of the non-dominant hand. Skin temperature was
measured by a surface thermistor, fixed to the distal phalanx
of the fifth finger, and blood volume pulse was monitored
by an infrared photoplethysmography sensor, attached to the
distal phalanx of the fourth finger. Respiration was recorded
using a piezoelectric belt positioned around the thoracic cage.
Children were instructed to limit unnecessary movements to
avoid interfering with the sensors. All physiological signals were
sampled at 256 Hz and passed through a 5th order Butterworth
anti-aliasing filter built in to the Biocomp Infiniti.

Data acquisition began with a 20-min relaxed state condition
while children watched a low-intensity nature video. Jennings
et al. (1992) have suggested that tasks that require some attention
may be more representative of physiological “baseline” states
than those that do not. Following this period, children self-
reported their anxiety state using the gold standard, the child
version of Spielberger’s State Trait Anxiety Inventory (STAI)
(Spielberger et al., 1970). The STAI is composed of two sub-
scales to measure state (i.e., situational) and trait anxiety. In this
study, we used the state anxiety scale. The lowest and highest
possible state scores on the raw scale are 20 points and 60
points, respectively. These scores are then normalized according
to Table 2 in the STAI manual (Spielberger et al., 1970). Anxiety
state recordings were then collected in three 2-min trials which
required children to solve anagrams of varying difficulty levels.
Test-taking situations are a common method for provoking
anxiety in children and have been shown to increase state anxiety
on the STAI (Spielberger et al., 1970). Anagram tests have
previously been used with children 8–12 years of age (Kaslow
et al., 1983; Ward et al., 1987; Affrunti and Woodruff-Borden,
2014). Each anxious-state trial was followed immediately by a 5-
min break during which the child engaged in the relaxed-state
condition (watching a nature video). Following the anxious-state
trials, children reported state anxiety on the STAI, focusing on
how they felt during the anagram tasks. This protocol is outlined
in Figure 1.Table 4 presents themeans of the physiological signal
features of interest during the relaxed and anxiety-provoking
conditions.

The physiological data were considered valid only if children’s
self-reported anxiety state matched the experimental condition

TABLE 2 | Means and standard error of physiological features recorded in

Experiment 1 from typically developing children (n = 5) during the relaxed

state condition and the anxiety-provoking condition.

Typically-developing (anagram)

Signal feature Relaxed mean Anxious mean

EDA (µS) * 1.131, SE = 0.390 3.550, SE = 0.706

Skin temperature (◦C) 32.086, SE = 1.826 30.412, SE = 2.312

Blood volume inter-pulse

interval (s)

0.797, SE = 0.049 0.761, SE = 0.025

Respiration inter-breath

interval (s) *

3.333, SE = 0.296 2.269, SE = 0.107

*Indicates features that were significantly different (p < 0.05) between relaxed and anxious

state conditions.

(e.g., the child reported higher state anxiety while doing the
anagram task). This required an increase in state score between
relaxed and anxious conditions (Spielberger et al., 1970). Not all
child participants may have experienced anxiety; several reported
that they liked the anagram task and found it enjoyable. Of
12 child participants, 7 children [mean = 10 years, standard
deviation (SD) = 2 years] met the validity criteria outlined.
Of these participants, two had fidgeted excessively during data
collection. Data from these two participants were not used. In the
remaining five participants, the average difference in normalized
state anxiety scores between relaxed and anxious states was
6.2 points (SE = 1.7) (Range: 31–52 for relaxed and 42–57 for
anxious). By referring to children’s self report to verify that the
experimental condition had been met, we established, as well as
possible, the emotional state of the children.

Once the emotional state of the physiological data was
verified through referral to self-report, one anxious state and
one relaxed state data segment (80-s in length) were randomly
extracted from each child’s physiological recordings. To avoid
selecting transitional states (i.e., relaxed-to-anxious or anxious-
to-relaxed), segments at the beginning and end of experimental
conditions were not used. This resulted in 10 segments of
physiological data (5 anxious-state, 5 relaxed-state) that were
translated into clips of Biomusic as per Table 1 and recorded to
be used offline. Of note, physiological signals were not referred to
in the generation of the Biomusic excerpts so as not to bias the
selection of songs.

2.1.2. Participants
Sixteen university student participants (11 female, 5 male, 21.1
± 2.6 years) were recruited through community postings to
classify the 10 segments of Biomusic as either anxious or
relaxed state. All participants had normal or corrected to normal
hearing. This sample was highly representative of the volunteer
population at Holland BloorviewKids RehabilitationHospital—a
number of whom interact routinely with children with profound
communication disabilities in therapeutic recreation programs,
school programs, and in their day-to-day care.

2.1.3. Evaluation Protocol
The feasibility of the Biomusic interface was evaluated for
sensitivity, specificity, accuracy, and latency as follows. The
classification session began with a brief 10-min training period
during which one example of relaxed-state Biomusic and
one example of anxious-state Biomusic were played. The
experimenter explained the sounds that might be expected based
on current understanding of the psychophysiology of anxiety
(e.g., accelerated drum beat, shorter and faster whooshes, larger
and more frequent runs, and changes in the melody). These 80-s
training samples were generated using sections of a typically-
developing child’s signal recordings, which exhibited the expected
anxiety-modulated physiological trends. The training samples
were not included in the test set.

Following the training period, participants were asked to listen
to all 10 test samples of Biomusic, presented in random order, and
to classify each one as either “anxious” or “relaxed” state. Samples
were randomized with respect to the child and to the anxiety
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condition. Participants had access only to the Biomusic and had
no information regarding the child or the context during which
the physiological signals were recorded. Participants listened to
the songs in a quiet room with only the experimenter present.
The songs were presented via a conventional set of computer
speakers. Participants were instructed to classify the anxiety state
of each Biomusic sample as soon as they felt confident in their
decision. This first classification is referred to throughout this
paper as their “initial impression.” The selection (i.e., anxious
or relaxed state) was made on a computer screen and the time
of response was recorded. After the Biomusic sample was heard
in its entirety, participants indicated their final classification
decision. Participants then rated their confidence in their final
decision on a 5-point Likert scale ranging from 1 (low) to 5
(high). Participants also reported the most influential musical
component (i.e., melody, chords, drum beat, or “whoosh”) on
their classification. This protocol is described in Figure 2.

2.1.4. Data Analysis
The primary analysis was to determine the sensitivity, specificity,
and overall classification accuracy of the Biomusic interface
for classifying relaxed and anxious states from physiological
signals of typically-developing children. Additionally, the latency
(i.e., the average length of time required for the participants to
form an initial impression of the Biomusic sample) was recorded.
The median self-reported confidence was calculated to evaluate
listeners’ certainty during the classification task. Last, frequency
counts were compiled to determine the most influential musical
component in the interpretation of the Biomusic.

2.2. Results and Discussion
On average, participants made initial classifications of
the Biomusic with high accuracy [83.9%, standard error
(SE) = 2.9%], sensitivity (87.1%, SE = 3.4%), and specificity
(80.6%, SE = 3.4%) (Table 3). This indicates that participants

could accurately classify relaxed or anxious states in typically-
developing children with very little (i.e., <10 min) training and
no contextual information. On average, participants listened
to the Biomusic for 12.1 [standard error (SE) = 0.7 s] seconds
before registering their initial impression of its associated
emotional state. Similarly, classification accuracies for the final
impression (registered after listening to the full 80 s sample) were
comparable: accuracy (83.8%, SE = 2.4%), sensitivity (90.0%,
SE = 3.2%), and specificity (77.5%, SE = 3.6%) were high. This
suggests that 12 s of the Biomusic is enough to form an accurate
impression of its associated emotional state.

Participants reported high confidence in their ability to classify
emotional states based upon the auditory information presented
through Biomusic. For both anxious and relaxed Biomusic, the
median confidence rating was 4 [interquartile range (IQR) = 2]
on a 5-point Likert scale ranging from 1 (low) to 5 (high). Melody
was reported by participants as the most influential component
for 56.9% of the Biomusic excerpts, followed by drum (25.0%),
chords associated with key changes (9.4%), and the cyclic whoosh
(8.8%). This trend was apparent for both Relaxed and Anxious
state songs.

This first experiment demonstrates the feasibility for Biomusic
to convey the information necessary for a listener to distinguish
anxious from relaxed state in typical physiological signals.

3. EXPERIMENT 2: DETECTION OF
ANXIETY STATE THROUGH BIOMUSIC IN
TYPICALLY DEVELOPING CHILDREN AND
CHILDREN WITH AUTISM SPECTRUM
DISORDERS

Having demonstrated that Biomusic could allow discrimination
between relaxed and anxious states of typically-developing
children to quickly, with high performance, and high

FIGURE 1 | Physiological signal acquisition procedure in Experiment 1.

FIGURE 2 | Signal classification procedure.
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TABLE 3 | Biomusic performance (initial classification).

Experiment 1 Biomusic Accuracy (%) Sensitivity (%) Specificity (%)

Typically-developing (anagram) 84.9, SE = 2.9 89.7, SE = 4.1 80.0, SE = 4.5

Experiment 2 Biomusic Accuracy (%) Sensitivity (%) Specificity (%)

Typically-developing (Stroop) 82.4, SE = 3.9 91.7, SE = 3.9 73.3, SE = 5.1

ASD 83.4, SE = 3.9 83.2, SE = 6.5 83.6, SE = 3.6

Typically-developing (anagram) 84.8, SE = 3.8 85.0, SE = 4.4 85.0, SE = 4.4

All (Experiment 2) 83.9, SE = 2.9 87.1, SE = 3.4 80.6, SE = 3.4

TABLE 4 | Means and standard error of physiological features recorded in

Experiment 2 from children with ASD (n = 5) and typically developing

children (n = 5) during the relaxed state condition and the

anxiety-provoking condition.

ASD

Signal feature Relaxed mean Anxious mean

EDA (µS) * 4.822, SE = 1.627 7.028, SE = 1.577

Skin temperature (◦C) 28.424, SE = 1.512 29.251, SE = 1.918

Blood volume inter-pulse

interval (s) *

0.744, SE = 0.024 0.686, SE = 0.022

Respiration inter-breath

interval (s)

2.211, SE = 0.337 1.616, SE = 0.174

Typically-developing (Stroop)

Signal feature Relaxed mean Anxious mean

EDA (µS) * 4.545, SE = 0.924 8.976, SE = 1.902

Skin temperature (◦C) 30.208, SE = 2.218 29.467, SE = 1.875

Blood volume pulse

inter-pulse interval (s)

0.757, SE = 0.044 0.706, SE = 0.036

Respiration inter-breath

interval (s)

2.987, SE = 0.733 1.546, SE = 0.093

*Indicates features that were significantly different (p< 0.05) between relaxed and anxious

state conditions.

classification confidence, we sought to determine if these
measures would be similar in Biomusic recorded from children
with autism spectrum disorders (ASD). In this experiment,
adult participants classified the Biomusic of both typically
developing children and children with ASD. In comparison
to typically-developing children, children with ASD may have
atypical physiological responses during anxiety (Kushki et al.,
2013). Children with ASD have been found to exhibit raised
heart rate during non-anxious and anxiety-inciting situations,
a narrower range of electrodermal activity differences between
non-anxious and anxiety-inciting conditions, and atypically
anxiety-modulated skin temperature (Kushki et al., 2013). This
population may also have difficulty recognizing and expressing
their feelings (Lang et al., 2010; Hallett et al., 2013). These
children represent a stepping-stone population as we work
toward the eventual use case: a child with profound disabilities,
with possibly typical or atypical signals, and no ability to report
emotion. All protocols were reviewed and approved by the
science and ethical review board at Holland Bloorview Kids

Rehabilitation Hospital. Informed consent and assent were
obtained from adults and children respectively.

3.1. Materials and Methods
3.1.1. Biomusic
We generated 20 Biomusic samples from a new set of children
whose signals were not used to generate Biomusic in Experiment
1. These children had participated in a separate research study
at our institution, through which physiological signals had been
recorded in anxious and relaxed conditions. 10 Biomusic samples
were created from physiological signals of typically-developing
children (mean = 10 years, SD = 2 years), and 10 Biomusic
samples were created from physiological signals of children
with ASD (mean = 11 years, SD = 3 years). For this new
group of children, physiological signals were recorded while the
Stroop test was administered. Unlike the anagram test used in
Experiment 1, this test required no hand movements from the
children, who were instructed to limit their movements. The
Stroop test has been used to elicit anxiety in previous research
(Ozonoff and Jensen, 1999; Christ et al., 2007; Adams and Jarrold,
2009). Although two different tests were used to elicit anxiety
in Experiments 1 and 2, this is a methodological strength, as
it is important to know if the findings in Experiment 1 were
specific to the anagram task, or could be observed in other
anxiety-eliciting tasks. The relaxed condition, a low-intensity
video remained the same as in Study 1.Means of the physiological
signal features of interest are provided in Table 4. There was no
significant difference between means of signals from typically
developing children and children with ASD in either baseline
or anxious conditions. Children self-reported their anxiety state
on the State Trait Anxiety Scale—Child version (Spielberger
et al., 1970) as previously described. Though this scale was
administered to typically-developing children and children with
ASD alike, it should be noted that children with ASD may have
difficulty recognizing and expressing emotional state (Lang et al.,
2010; Hallett et al., 2013). As in Experiment 1, validation of
anxiety state required an increase in state score between baseline
and anxious conditions. The average difference in normalized
state anxiety score observed between relaxed and anxious states
was 10.8 points (SE = 3.3) for typically developing children
and 8.8 points (SE = 2.7) for children with ASD (Range: For
typically-developing children, 44–54 for relaxed and 56–59 for
anxious. For children with ASD, 35–56 for relaxed and 51–
63 for anxious). This second set of 20 Biomusic samples was
combined with the 10 Biomusic samples used in Study 1 to
create a total test set of 30 songs. The Experiment 1 Biomusic
samples were included in Experiment 2 to explore the potential
impact of using two different anxiety-provoking tasks on the
results.

3.1.2. Participants
Twelve of the original 16 participants recruited for Experiment 1
also took part in Experiment 2, which took place approximately
1 month after Experiment 1. The four participants who did
not participate in Experiment 2 had completed their terms as
students and were not available for follow-up.
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3.1.3. Evaluation Protocol
Following a short training period (<5 min) to remind
participants of the characteristics of anxious and relaxed
Biomusic, participants completed the same task as in Experiment
1, but with all 30 test samples of Biomusic presented in random
order.

3.1.4. Data Analysis
Data analyses were carried out as in Experiment 1.

4. RESULTS AND DISCUSSION

Table 3 presents the means of participants’ initial classification
accuracy (83.9%, SE = 2.9%), sensitivity (87.1%, SE = 3.4%),
and specificity (80.6%, SE = 3.4%). Performance measures for
the subset of songs recorded from typically-developing children
(n = 20) and the subset associated with children with ASD
(n = 10) are noted. Classification accuracy associated with
initial and final impressions and for Biomusic recorded from
children with ASD and from typically developing children were
comparable (i.e., within 2.5%). On average, participants listened
to the Biomusic for 11.3 s (SE = 0.5 s) before completing
the classification task. Class confusion matrices (Figures 3–5)
demonstrate the errors made by participants during the
classification task. False positive errors occured in 10% of
classifications while false negative errors occured in 7%.

Participants reported high confidence in their interpretation
of Biomusic of typically developing children (median = 4,
IQR = 1) and children with ASD (median = 4, IQR = 1).
When considering which sounds influenced their classification
of the Biomusic sample as anxious- or relaxed-state, participants
reported melody (electrodermal activity) as the most influential
component for 59.3% of the Biomusic excerpts, followed by drum
(heart rate) for 24.8%, chords associated with key change (skin
temperature) for 10.9%, and the “whoosh” (respiration rate) for
5.0%. As in Experiment 1, this trend was apparent for both
relaxed and anxious state songs.

Thus, Experiment 2 demonstrated that in both typically
developing children and children with ASD, anxiety can be
conveyed through Biomusic. As in Experiment 1, adults’
classifications were made quickly, confidently, and with high
performance.

5. GENERAL DISCUSSION

This study aimed to evaluate the performance of the Biomusic
interface for identifying distinct patterns of physiological signals
associated with anxiety, a clinically significant emotion. This
work responds to the need for novel AAC technologies to
support communication between caregivers and individuals
with profound disabilities. This represents an intermediary, but
necessary step toward understanding how/if emotional states can
be interpreted from Biomusic.

Classification accuracy, sensitivity, and specificity of the
Biomusic interface were high and indicated that participants
could reliably classify relaxed or anxious states in typically-
developing children and in children with ASD. Participants

performed this task with very little (i.e., <10 min) training and
no contextual information. On average, participants listened to
the Biomusic for about 11–12 s in both experiments before
identifying its affective state. The latency of detection is an
important measure to assess the appropriateness of Biomusic for
practical applications as it relates to how quickly a caregiver could
potentially respond to an anxious child. Because Biomusic itself
is not computationally intensive, it has been used in real-time,
clinical settings (Blain-Moraes et al., 2013) without introducing
computational delay.

Analyses were carried out to identify if certain songs were
repeatedly misclassified. Of note, three songs were consistently
misclassified above chance. Visual inspection of these excerpts
revealed that the physiological signals did not show the
expected trends associated with their test condition, suggesting
that they were perhaps incorrectly labeled by the child, as
opposed to incorrectly classified by the listener. Two of these
Biomusic excerpts were associated with typically-developing
children (baseline, normalized STAI = 31; baseline, normalized

FIGURE 3 | Confusion matrix for classifications of biomusic from

typically developing children (anagram) in Experiment 2.

FIGURE 4 | Confusion matrix for classifications of biomusic from

typically developing children (Stroop) in Experiment 2.
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FIGURE 5 | Confusion matrix for classifications of biomusic from

children with ASD in Experiment 2.

STAI= 49) and one with a child with ASD (baseline, normalized
STAI= 56).

Participants reported high confidence in their ability to classify
emotional states based upon the auditory information presented
through Biomusic. In both experiments, melody (electrodermal
activity) was reported as the most influential component in
the classification task. This was not entirely surprising as the
mapping of skin conductance to melody (one of the most
prominent and easily distinguishable musical components) was
a design decision made to sonically reflect the salience of EDA
patterns in physiological manifestations of anxiety as suggested
in previous studies (Kreibig, 2010; Kushki et al., 2013). It
is notable that we deliberately designed physiological-musical
mappings that attempted to preserve the natural qualities and
connotations of the biosignal in question (e.g., expiration length
was matched to an embellishment that resembled the sound
of an exhalation). Such considerations may improve the ability
of users to remember and interpret the significance of musical
changes. However, future research is required to determine if
other physiological-musical mappings could further improve
accuracy, particularly for individuals with atypical electrodermal
activity responses. Interestingly, the electrodermal activity of
children with ASD has been reported to respond atypically to
anxious situations (Kushki et al., 2013). However, participants in
Experiment 2 were able to classify signals of typically developing
children and children with ASD with similar high performance.

Of note, the initial classification sensitivity of the Biomusic
(89.7% in Experiment 1, 84.9% in Experiment 2) compares well
with that of the established, observational scale, the modified
Yale Preoperative Anxiety Scale (85%), which has been previously
validated against the gold-standard State Trait Anxiety Inventory
for Children (Kain et al., 1997). Accuracy is also similar to that
achieved via algorithmic pattern analysis of physiological signals,
though direct comparison is often difficult due to methodological
differences between studies (Wen et al., 2014). For example,
Rani et al. (2006) evaluated K Nearest Neighbor, Regression
Tree, BayesianNetwork, and Support VectorMachine algorithms

for the detection of anxiety in healthy adults, elicited using
an anagram test. Inputs for these classifiers were chosen by
hand on a case-by-case basis for each participant, due to
physiological response variability across participants. Accuracy of
these classifiers ranged between 80.38 and 88.86further research
with larger and more heterogeneous samples is warranted, our
Biomusic system appeared to be comparable for anxiety detection
in typically-developing participants and those with ASD. This
potential for generalization is essential for the intended use
scenario where there is a high potential for condition- and
person-specific variability, but it may be impossible to train
person-specific algorithms given the lack of self-report.

5.1. Study Limitations and Future Work
Note that generalizations of this study should be made
with caution. While the target user for Biomusic is a child
with profound disabilities, having possibly typical or atypical
physiological signals and no ability to self-report emotional state,
this presents a paradox to system validation: the children most
in need of the Biomusic interface are also the population for
which Biomusic development/evaluation is most challenging.
As such, it is important to first establish the performance of
the Biomusic interface where self-report is possible in order to
maximize our understanding of the technology and potential
success when translating to clinical populations with more severe
communication challenges. Although gold standard measures
were used to define anxious and relaxed states through self-
reports, it is near impossible to ascertain these emotions with
absolute certainty, even in the typically-developing group. While
in themajority of cases, visual analysis of the physiological signals
also supported the assigned classification labels, there were three
notable exceptions. These songs were all associated with poor
classification accuracies, which may indicate that the overall
detection accuracies reported are quite conservative.

The two training samples were not used in the testing phase
of either experiment. However, separate data segments from the
same child were used to generate two distinct Biomusic samples
that were included in the test set. Plots of the training and
testing segments of this child’s physiological signals are included
in the Supplementary Materials. Three researchers listened to the
Biomusic prior to conducting these experiments and were unable
to discern a child-specific “signature” to the sonification that
could contribute to a learning effect. If such a signature is present,
it is unlikely that it could have been discerned with a single 80-s
sample of an anxious and relaxed state as presented in participant
orientation. The classification accuracy of this child’s test samples
was 82%. For comparison, the average classification accuracy of
children’s test samples was 82% in the typically developing group
that completed anagrams. The average classification accuracy of
all children’s test samples was 81%.

In a follow-up questionnaire, we asked the 16 adult
participants the question, “Are the songs pleasant to listen to?” 15
participants responded “Yes,” indicating that Biomusic is not only
informative, but aesthetically appealing to the listener. Further
research will be needed to probe the aesthetics and usability of
Biomusic in a care context.
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Given the promising results of this study, future research
is warranted with larger and more diverse samples of children
and listeners (e.g., parents, nurses, therapists, physicians) in a
real-time context. It would be interesting to explore if Biomusic
has the specificity required to distinguish high intensity/negative
valence states (e.g., anxiety) from high intensity/positive valence
states (e.g., excitement), or if valence is more effectively identified
through contextual cues. Our experiment was not designed
to explore multiple emotional states or to evaluate how well
transitions between emotional states can be detected. The
complexity of affective responses (e.g., prevalence of mixed
emotions and the fact that transitions between emotions in
practice can rarely be discretely defined as the intensity and
valence of emotions are often considered to lie on a spectrum)
makes these experiments extremely difficult to design and
carry out, particularly in populations where self-report is a
challenge. The complexity and continuous nature of affective
responses is in fact one of the motivators underlying the
development of our Biomusic interface which can present
multiple physiological signals continuously as a supplement
to overt affective responses and contextual information. This
study was designed to investigate the usability and validity
of the interface in a well-controlled environment prior to
deployment in more contextually-rich and clinically relevant
environments.

Our anxiety-provoking test conditions generated Biomusic
samples that were distinguishable from relaxed-condition
samples, even though elicited anxiety was likely moderate. For
reference, the children in our samples had an average normalized
state anxiety score of 55.9 points during the anxiety eliciting
tasks. For children in another study who were told to imagine
a school test-taking scenario (n = 913), the average normalized
state anxiety score on the STAI was 41.8 points for males and
43.8 points for females (Spielberger et al., 1970). For children pre-
surgery (n = 39), average normalized state anxiety scores of 69.89
and 71.90 points in females have been reported (Alirezaei et al.,
2008). In comparing these different contexts, we hypothesize that
the tasks used in this study were only able to elicit moderate
increases in anxiety. Future work, likely in real-world contexts,
are needed to explore the utility of the Biomusic interface across
a wider range of intensities and emotions.

Further, it would also be important to evaluate the
performance of the system during a real-time caregiving activity
where contextual and behavioral cues are also integrated.
Qualitative studies would be well-suited to probe these lines
of investigation. Future studies could also assess whether
sensitivity, specificity, and accuracy of detections remain high
when individuals must engage in other tasks as is typical in real-
life care-giving settings and if Biomusic is an acceptable interface
for long-term use. Biomusic may also show promise as a tool for
emotional self-regulation, particularly for children who struggle
to identify and express their emotional state. This is an area worth
further exploration.
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In this paper we present three studies focusing on the effect of different sound models

in interactive sonification of bodily movement. We hypothesized that a sound model

characterized by continuous smooth sounds would be associated with other movement

characteristics than a model characterized by abrupt variation in amplitude and that

these associations could be reflected in spontaneous movement characteristics. Three

subsequent studies were conducted to investigate the relationship between properties

of bodily movement and sound: (1) a motion capture experiment involving interactive

sonification of a group of children spontaneously moving in a room, (2) an experiment

involving perceptual ratings of sonified movement data and (3) an experiment involving

matching between sonified movements and their visualizations in the form of abstract

drawings. In (1) we used a system constituting of 17 IR cameras tracking passive

reflective markers. The head positions in the horizontal plane of 3–4 children were

simultaneously tracked and sonified, producing 3–4 sound sources spatially displayed

through an 8-channel loudspeaker system. We analyzed children’s spontaneous

movement in terms of energy-, smoothness- and directness-index. Despite large

inter-participant variability and group-specific effects caused by interaction among

children when engaging in the spontaneous movement task, we found a small but

significant effect of sound model. Results from (2) indicate that different sound models

can be rated differently on a set of motion-related perceptual scales (e.g., expressivity

and fluidity). Also, results imply that audio-only stimuli can evoke stronger perceived

properties of movement (e.g., energetic, impulsive) than stimuli involving both audio and

video representations. Findings in (3) suggest that sounds portraying bodily movement

can be represented using abstract drawings in a meaningful way. We argue that

the results from these studies support the existence of a cross-modal mapping of

body motion qualities from bodily movement to sounds. Sound can be translated
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and understood from bodily motion, conveyed through sound visualizations in the

shape of drawings and translated back from sound visualizations to audio. The work

underlines the potential of using interactive sonification to communicate high-level

features of human movement data.

Keywords: interactive sonification, movement analysis, movement sonification, mapping, motion capture,

perception

1. INTRODUCTION

Interactive sonification is the discipline of interactive
representation of data and data relationships by means of
sound. If properly designed, it serves as a powerful and effective
information display. In order to successfully design sonification
applications one has to consider how meaning is ascribed to
certain sounds. Closely linked to this topic is the notion of
mapping, i.e., how input parameters are mapped to auditory
output parameters in order to convey properties of the data
through perceptually relevant acoustic features. There is a large
set of possible mappings that could be used within the context
of sonification of human movement (see e.g., Dubus and Bresin,
2013 for an overview). However, only a small subset of these
mappings will produce perceptually relevant results (Roddy and
Furlong, 2014). Our work is motivated by the fact that if links
between sound properties and movement can be found, design
of auditory information displays and sonification applications
could be improved through use of more perceptually relevant
and intuitive mappings. The work presented in this paper
serves as first investigation in a series of attempts aimed at
finding perceptually relevant attributes of sound synthesis for
sonification of human movement. The aim is to investigate
if different sound models can evoke different associations to
motion and thereby induce different spontaneous movement
characteristics.

It is clear that musical sounds can induce human body
movement, but can certain properties of a sound influence, and
be associated to, specific properties of bodily movement? The
notion of embodied cognition assumes that the body is involved
in, and required for, cognitive processes (Lakoff and Johnson,
1980, 1999). Following an embodied cognition perspective, we
can approachmusic by linking perception to our bodymovement
(Leman, 2007). Bodily movements can thus be said to reflect,
imitate or support understanding of the content and structure of
music (Burger et al., 2013). In our study we aim to expand on
this notion of a link between music and motion to non-musical
sounds. Based on the notion that music carries the capacity to
activate the embodied domain of sounds by inducing movement
(see for example Zentner and Eerola, 2010), we assume that
spontaneous bodily movement to interactive sonification may
reflect and imitate aspects of sound produced by the sonification
system.

Following the ecological approach to auditory perception
(Gaver, 1993) and the notion that no sound is produced
without movement, we formulate the hypothesis that a
sonfication mode characterized by a sustained and continuous
amplitude envelope will be associated to properties related

to smooth, continuous movements. A non-continuous
sound characterized by acoustically abrupt events should
accordingly be associated to properties related to non-continuous
movements. We designed two sound models based on these
hypotheses: one continuous sound model and one sound model
characterized by a high level of amplitude modulation and
sudden amplitude irregularities. For comparative purposes, we
also designed a model that was considered to be perceptually
in between these two models in terms of irregularities in
amplitude.

The three sound models were used in three different

experiments in which we investigated the relationship between
above mentioned properties of a sound and bodily movements.
Study 1 focused on investigating if three sound models would
evoke different movement characteristics among children when
moving freely in a room. Assuming that spontaneous movement
in an interactive sonification task can be understood as a
means of exploring the presented sound, our hypothesis was
that movement at a specific point of measurement could be
influenced by the specific sound model used at that time point.
Study 2 focused on investigating if sound models used in 1 were
rated differently on a set of motion-related perceptual scales by
another group of participants. Our hypothesis was that different
sound models would be rated differently. Study 3 focused on
investigating if drawings depicting sounds recorded in Study 1
could be easily identified and matched to respective sound model
in a forced-choice experiment.We hypothesized that participants
would be able to correctly match recordings of one sound model
to an abstract visual representation, i.e., a sound visualization in
the form of a drawing, of the same sound model.

2. BACKGROUND

2.1. Sound and Movement
The link between sound and movement has been investigated in
numerous studies throughout the years. Following an ecological
perception point of view, interpretation of sounds is founded on
knowledge on gestural actions required to produced the sound
in question (Gaver, 1993). Keller and Rieger (2009) found that
simply listening to music can induce movement. Janata and
Grafton (2003) showed that passive music listening can involve
activation of brain regions concerned with movement. As stated
by Godøy and Jensenius (2009), it is not far-fetched to suggest
that listeners’ music-related movements often match overall
motion and emotional features of a musical sound: guidelines for
traditional gestures for musical conductors state that legato elicits
smooth, connected gestures, while accented and rhythmic music
elicits shorter and more jerky movements (Blatter, 2007).
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A couple of studies have focused on spontaneous movement
to musical sounds and how such movement trajectories can
be analyzed and classified (Casciato et al., 2005; Godøy et al.,
2005; Haga, 2008). Up to this point, few studies have focused
on motion analysis of children’s spontaneous movement patterns
to sound and music (see for example Zentner and Eerola, 2010),
especially in the context of interactive sonification (e.g., Källblad
et al., 2008). The topic of spontaneous movement to musical
sounds is related to research on music-induced movement, where
focus lies on how people react corporeally to music. Several
factors, such as musical features and individual factors, can
affect the characteristics of such music-induced movements
(Burger et al., 2013). Leman (2007) defined three components
that could influence corporeal articulations in music-induced
movement: synchronisation, embodied attuning and empathy.
Synchronisation is a fundamental component that deals with
synchronisation to a beat; Embodied attuning concerns the
linkage between body movements to musical features more
complex than a basic beat (such as e.g., harmony, melody,
rhythm, tonality and timbre); Empathy links musical features
to emotions and expressivity. According to Leman (2007),
spontaneous movements to music appear to be closely related
to predictions of local bursts of energy in the audio stream,
such as beat and rhythms. Although multiple studies have
focused on the effect of synchonisation/beat (Toiviainen et al.,
2009; Burger et al., 2014) and expressive features in music
(Buhmann et al., 2016) in this context, rather few projects have
focused on the effect of more complex musical features such
as e.g., timbral properties and their effect on music-induced
spontaneous movement (see for example Burger et al., 2013).

There are some examples of studies on the relationship
between sound and spontaneous movement in which
participants have been instructed to trace sounds that they
hear, i.e., to trace the perceptual features of a sound (see for e.g.,
Godøy et al., 2006, 2010; Nymoen et al., 2010). This is usually
referred to as “sound-tracing”, a concept first introduced by
Godøy et al. (2005) which is defined as the process of rendering
perceptual features of sound through body motion. In a study
by Caramiaux et al. (2014) in which participants were instructed
to synchronously perform a gesture to a sound, it was found
that if the cause of a sound could be identified, participants
would perform spontaneous gestures that attempted to mimic
the action producing the sound. However, if the sound contained
no perceivable causality, the spontaneous movement would trace
contours related to acoustic features. Moreover, abstract sounds
were found to result in less gesture variability.

In the study presented in this paper, we use drawings as a
means of describing perceived sounds. Drawings can, similar to
words and gestures, serve as a high-level approach to description.
Drawings have previously been used in contemporary music to
either compose or describe music (Thiebaut et al., 2008). The
association between sound and shapes has been investigated in
numerous studies throughout the years in research on what
is usually referred to as shape symbolism. Shape symbolism
is a family of multisensory phenomena in which shapes give
rise to experiences in different sensory modalities, the most
common example being the “Bouba-Kiki effect” (Kohler, 1929,

1947), in which the words “kiki/takete” and “bouba/maluma”
are associated with angular vs. rounded shapes. The hypothesis
in our study, as previously suggested by Merer et al. (2013), is
that drawings are a relevant means of describing motion in an
intuitive way, and that the use of abstract sounds, in which the
physical sources can not be easily identified, provide relevant and
unbiased keys for investigating the concepts of motion.

2.2. Movement Analysis
In order to analyze movements of the children participating
in the motion capture experiment described in Section 3, we
extracted motion features from motion capture recordings.
We followed the multi-layered conceptual framework for the
analysis of expressive gestures proposed by Camurri et al. (2016).
This framework consists of four layers allowing for both a
bottom-up (from Layer 1 to 4) and top-down (from Layer 4
to 1) analysis; Layer 1 - Physical signals (e.g., positional data
captured by IR cameras), Layer 2 - Low-level features (e.g.,
velocity), Layer 3 - Mid-level features (e.g., smoothness), Layer
4 - Expressive qualities (e.g., emotion). Following this layered
approach, we included low-level features (i.e., Energy Index, EI,
and Smoothness Index, SI, of head movements) and one mid-
level feature (i.e., Directness Index, DI). The above mentioned
features have previously been used in different contexts and
research purposes in order to describe the expression of human
gestures (Camurri et al., 2002), for investigating the emotional
mechanisms underlying expressiveness in music performances
(Castellano et al., 2008) and as potential descriptors to infer
the affective state of children with Autism Spectrum Condition
(Piana et al., 2013). We decided to include the Energy Index (EI)
in the investigation since we hypothesized that this feature could
be highly correlated with properties of the movements elicited
by different sound models. Moreover, we decided to include
Smoothness- and Directness-Index (SI and DI), since we were
interested in how continuous the movement trajectories of the
children would be for different sound models. A description of
each feature can be found below.

2.2.1. Energy Index
This feature concerns the overall energy spent by the user during
amovement and is computed as the total amount of displacement
in all of the tracked points. Given a two-dimensional tracking
information, we can define velocity of the i-th tracked point at
frame f as:

vi(f ) =

√

(ẋi(f )2 + ẏi(f )2) (1)

Where ẋi and ẏi are the first derivatives of the position
coordinates. The Energy Index EI can then be computed as:

EI(f ) =
1

2

J
∑

i=1

mi · v
2
i (f ), (2)

where J is the number of tracked points (or joints) of the subject’s
body. In the context of our experimental setup, we computed the
energy of each subject by tracking only their head movements,
using a single rigid body (a combination of markers in a unique
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pattern that could be identified by the tracking system). EI(f )
is therefore an approximation of the head’s kinematic energy
estimated as one single point’s kinetic energy (max number of
points J = 1). To simplify the calculation, the weight m1 was
also set to 1.

2.2.2. Smoothness Index
The mathematical concept of smoothness is associated to the rate
of variation of a function waveform. A smooth function varies
“slowly” over time; smooth functions belong to the C∞ class, i.e.,
functions that can be derived an infinite number of times. The
third derivative of the movement position has often been used
as descriptor for the smoothness of a motion trajectory (Flash
and Hogan, 1985). Our algorithm for computing smoothness is
based on the studies made by Viviani and Terzuolo (1982) and
Todorov and Jordan (1998) that show an existing correlation
between trajectory curvature and velocity. The Smoothness Index
SI can be computed from the trajectory curvature and velocity.
The curvature kmeasures the rate at which a tangent vector to the
trajectory curve changes as the trajectory bends. As an example,
the trajectory of a rigid body following the contour of a geometric
shape, such as a square, will bend sharply in some points. This
trajectory will thus be characterized by high curvature and low
smoothness. In contrast, a straight line trajectory will have zero
curvature and infinite smoothness (Glowinski et al., 2011).

We can define a bi-dimensional trajectory consisting of
collection of consecutive coordinates xi(f ) and yi(f ) of the i-th
tracked joint at frame f (in our case max i corresponds to one
tracked point) and its velocity vi(f ). The trajectory curvature k
can be computed as:

k(xi(f ), yi(f )) =
ẋi(f ) · ÿi(f )− ẏi(f ) · ẍi(f )
(

√

ẋi
2(f )+ ẏi

2(f )

)

3/2

, (3)

where ẋi(f ), ẏi(f ), ẍi(f ) and ÿi(f ) are the first- and second-order
derivatives of the coordinates x and y. In our work we define
the Smoothness Index SI as the Pearson correlation coefficient
ρ computed on the quantities log(k) and log(v). This index gives
a measure of the relationship between velocity and curvature and
it is calculated as:

ρ(k, v) =
cov[log(k), log(v)]

σlog(k) · σlog(v)
(4)

In the calculus of the Smoothness Index SI, k and v are
evaluated over short time windows (30 ms). Therefore, we could
approximate the covariance cov[log(k), log(v)] by 1, as the k and
v variate (or not) approximately at the same rate. We can then
simplify the definition of the Smoothness Index SI to:

SI = ρ(k, v) =
1

σlog(k) · σlog(v)
(5)

2.2.3. Directness Index
The Directness Index DI is a measure of how much a given
trajectory, generated by a tracked joint (in our case, point), is

direct or flexible.DI has been detected as one of the main motion
features in the process of recognizing emotions (De Meijer,
1989). A direct movement is characterized by almost rectilinear
trajectories. TheDI is computed as the ratio between the length of
the straight line connecting the first and last point of a trajectory
and the sum of the lengths of each segment constituting the
trajectory itself. Therefore, the more the DI value is near to value
1, the more direct is the trajectory. In the case where we have
a two-dimensional trajectory, the Directness Index DI can be
computed as:

DI =

√

(xend − xstart)2 + (yend − ystart)2
∑N

i=k

√

(xk+1 − xk)2 + (yk+1 − yk)2
, (6)

where xstart , ystart and xstart , ystart are the coordinates of the
trajectory’s start- and end-points in the 2D space and N
represents the length of the trajectory.

3. STUDY 1: MOTION CAPTURE
EXPERIMENT

3.1. Method
The first study focused on investigating if three sound models
would evoke different movement characteristics among children
when moving freely in a room. Our hypothesis was that the
specific sound model used at a particular time point could
influence spontaneous movement of the children at a specific
point of measurement. To investigate this hypothesis, we carried
out a repeated measures experiment in which longitudinal
data of participants’ movements was collected in a motion
capture room fitted with an 8-channel loudspeaker system. For
each participant, x- and y-position and velocity of rigid body
markers (placed on the head) were tracked. The data was fed
to a sonification software providing real-time feedback of the
performed movements.

3.1.1. Participants
Two pre-school classes (4–5 vs. 5–6 years) from a kindergarten
in Stockholm participated in the experiment. However,
children in the age group 4–5 years failed to follow
instructions in the experiment and were therefore excluded
from the analysis, giving a total of n = 11 participants
(2 boys and 9 girls, age 5–6 years, mean= 5.36, SD= 0.5). The
participants were divided into groups of 3–4 participants, with
a total of 3 groups. Each group participated in two sessions of
the experiment: one recording session in the morning and one
in the afternoon. A teacher from the kindergarten was always
present during each session. We decided to work with children
based on the assumption that younger participants would act
more spontaneous than adults in a task involving free movement
(since spontaneous movement is an integral aspect of active
play). Moreover, it has been found in a study by Temmerman
(2000) that children tend to have positive attitudes toward
activities that provide opportunity to move freely to music.

There was no need for ethics approval since neither of
the experiments presented in this paper involved deception or
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stressful procedures1. The research presented no risk to harm
participants. Parents were required to return signed consent
forms in which they agreed to their child’s participation in the
study. The informed consent included information about the
study and the task; the form was distributed to make an effort
to enable children to understand, to the degree they are capable,
what their participation in the research would involve. All parents
consented to both participation and possible future publishing of
photos taken during the experimental session.

3.1.2. Equipment
The experiment was run at the Multimodal Interaction and
Performance Laboratory (PMIL), dedicated to experiments
involving motion capture and spatial audio, at KTH Royal
Institute of Technology, Stockholm, Sweden. The experimental
setup consisted of several different software and hardware
systems that together formed a chain, starting with the motion
capture system and ending with the generation and spatialization
of the sound. The motion capture system used was an Optitrack
Prime 412 setup using 17 IR cameras tracking passive reflective
markers. The frequency of acquisition was 180 frames per
seconds (resolution 4.1 MP, latency 5.5 ms). The cameras
were placed on a circle, at a height of 2.44 m, following the
perimeter of the room (the room measured 5.30 × 6.20 m). The
trackable area in which the children were instructed to move
was a rectangular area measuring 4.66 × 5.40 m, marked using
tape on the floor. The system was controlled by the Optitrack
Motive3 software. While tracking and recording, the Motive
software also streamed data over a local network to a second
computer, using the NatNet4 streaming protocol. A custom
piece of software, written in C++, was running on the second
computer that received the incoming NatNet data stream. Data
was visualized and some additional calculations were performed
on this second computer, whereafter original data was packaged
with the calculated secondary data and send forward using the
Open Sound Control (OSC) format5.

The final part of the chain was a third computer that took
care of logging, sound generation and spatialization. The logging
application, also a custom C++ solution, took every incoming
OSC-message, added a local time stamp and wrote it to disk. The
rationale for the double logging was to ensure that any issues
caused by network transmission problems could be identified
by comparing the recorded motion capture data in the head of
the processing chain with the resulting data that actually arrived
at the sound-producing computer. For the audio, a Max/MSP6

patch was used to both generate and spatialize the audio, as well
as automatically run through the set of sound models for each
session in the experiment. The Max/MSP patch also reported
every change of state in the experiment with an OSC message
to the logging application, meaning that the switching between

1For the management of participants’ personal data, we followed rules according

the KTH Royal Institute of Technologys Ethics Officer (Personuppgiftsombud).
2Optitrack Prime 41: https://www.optitrack.com/products/prime-41/
3Optitrack Motive: https://www.optitrack.com/products/motive/
4NatNet SDK: https://www.optitrack.com/products/natnet-sdk/
5Open Sound Control: http://opensoundcontrol.org
6Max/MSP: https://cycling74.com/products/max/

sound models was recorded together with the movement data. A
regular digital video camera was used to record all experiment
sessions. The camera was mounted on a tripod in a corner of the
lab and was kept recording for the entire duration of the sessions.

After the experiment, motion capture data was pre-
processed and segmented whereafter each segmented file was
streamed via OSC to EyesWeb for feature extraction. The
EyesWeb XMI platform7 is a development and prototyping
software environment for both research purposes and interactive
applications which provides a set of software modules for
analysis of human movements and behavior (Camurri et al.,
2003). In the present study we used EyesWeb libraries for
analysis of 2Dmovement trajectories to extract expressivemotion
feature describing human movements both at a local temporal
granularity (Energy Index), and at the level of entire movement
unit (Smoothness- and Directness Index). A movement unit can
be for example a single movement or a whole phrase. In this
particular study, a movement unit is defined as a time window
with a specific duration.

3.1.3. Stimuli
Each participant group was presented with five different auditory
conditions. These conditions consisted of the three different
soundmodels S1–S3 (sonificationmodels) and excerpts from two
pieces of music M1 and M2 (M1: “Piano Trio No. 1 in D Minor,
Op. 49: II. Andante con moto tranquillo” by Felix Mendelssohn,
and M2: “Le Carneval des Animaux: Final” by Camille Saint-
Saëns). The conditions S1, S2, and S3 were interactive in the sense
that the children’s movement affected the generated sound. The
musical conditions M1 and M2 were not interactive; children’s
movement was not mapped to the sound.

The musical pieces for conditions M1 and M2 were chosen
since they in previous studies had been found to elicit certain
emotions (Västfjäll, 2002; Camurri et al., 2006). M1 has been
found to communicate tenderness and we therefore decided that
this piece would be appropriate for the introductory part of the
experiment. The purpose of including the M1 condition was to
let the children get acquainted with the task and start moving
to sound. M1 could however also have been used as a control
condition, for comparative purposes. M2 has been found to elicit
happiness and was therefore included in order to reward the
children after successfully completing the experimental task.

For the sonification conditions S1–S3, we opted for sound
models based on filtered noise. This decision was based on
previous studies indicating that sounds with rich spectral content
have been found to bemore appealing to children with disabilities
than other sounds (Hansen et al., 2012) and that the sound
of speed and acceleration can be ecologically represented using
simplified sound models reminding of the sound of wind, as
for example in the sonification of rowing actions (Dubus and
Bresin, 2015). Three sound models based on filtered white noise
were defined: one producing smooth, wind-like sounds (S1); one
model producing somewhat less smooth sounds characterized
by more abruptly interrupted amplitude envelopes (S2); and one

7EyesWeb XMI platform http://www.infomus.org/eyesweb_ita.php
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producing very choppy and clicking sounds due to a high-level of
interruptions in the amplitude envelope (S3).

For each soundmodel S1–S3, low-level movement parameters
(velocity, and x- and y-position of the participant in the
horizontal plane) weremapped to acoustic parameters. Mappings
were chosen among the most frequently used ones in previous
research; for example location to spatialization, velocity to pitch
and energy to loudness (see Dubus and Bresin, 2013, for a
complete review ofmappings). During the experiment, each child
represented a sound source. Spatialization was done in such a
manner that each child could hear the sound source follow his
or her movement in the room. Therefore, there were up to four
sounds generated simultaneously, representing the movements
of four children. This was achieved through the use of a VBap
1.0.3 object (Pulkki, 1997) by mapping distance from the
center point in the room to spread of the virtual sound source
and by mapping the participant’s angle from the center point to
the azimuth angle.

Sound model 1 (S1) was achieved by filtering white noise
using the MaxMSP resonance filter biquad∼ object with mode
“resonant”. Velocity magnitude of participant’s movement in the
2D-plane was mapped to center frequency of the filter (50 to 1100
Hz) and to Q-factor (1.8 to 4.0). Amplitude modulation of the
filtered signal was carried out using the rand∼ object, with input
parameter 3 Hz. Finally, velocity magnitude was logarithmically
scaled to amplitude of the signal, so that no sound was heard
when the participant did not move. Sound model 2 (S2) was
implemented in a similar manner as S1, with the difference that
the resonance filter’s center frequency was set to 100–900 Hz and
Q-factor range was set to 0.1–0.3. Amplitudemodulation was also
increased to 18 Hz. The final sound model (S3) was also based
on filtering white noise, but was implemented using a band-
pass filter (object biquad∼). Just like for the other two sound
models, velocity magnitude was mapped to the center frequency
(100–3000 Hz) and Q-factor (0.01–0.6). Amplitude modulation
was achieved by triggering peaks using the curve∼ object8

which produced a non-linear ramp of length 250 ms, triggered
every 50 to 800 ms, depending on velocity. See Figure 1 for the
spectral content of 2 min of sound models S1, S2, and S3.

3.1.4. Experimental Procedure
Groups of 3–4 children were studied in each recording session.
The participants were wearing hats with attached rigid body
markers; trajectories could thus be defined as collections of
consecutive points corresponding to the positions of the tracked
head while performing a locomotor movement. We assume
that head movements carry enough information about the
children’s expressiveness based on previous findings by Dahl and
Friberg (2007) suggesting that expressive movements produced
by musicians’ head movements are as informative as whole body
movements. Each experiment began with a brief introduction
by the test leader, explaining to the participants that they were
allowed to move freely in the motion capture area of the
room (something that the younger participant group failed to
do, thereby causing irregular data and problems with loss of

8connected to the following message box: “0.85, 0.0 50 0.5 0.0 200−0.5”

FIGURE 1 | Spectral content of 20 s of sound models (A) S1, (B) S2, and

(C) S3.

tracking), and that their movements would produce sounds.
Instructions were read from a pre-written manuscript. The
instructions were followed by the music condition M1, in which
the participants were allowed to move freely to music, but did
not trigger any sounds themselves. After M1, a counterbalanced
order of the sound models S1–S3 was presented to the
participants. For these sound model conditions, participant’s
rigid body markers were mapped so that movement triggered
sounds. Each sound model was presented six times. The entire
experiment ended with another music model, namely M2,
which was not either mapped to movement of the participants.
The music conditions were 60 s long; the sound model
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conditions S1–S3 were 36 s long. Each experimental session lasted
approximately 13.5 min. Since each group participated in two
sessions of the experiment, each sound model was presented 12
times in total, resulting in 12 observations per sound model and
participant, respectively.

3.1.5. Analysis of Movement Features
The longitudinal data collected for the three level repeated
measures experiment resulted in a data set in which repeated
measurements (level 1) were nested within in our unit of analysis,
i.e., participants (level 2), which were in turn nested within
experiment groups (level 3). We used R (R Core Team, 2014) and
the lme4 package (Bates et al., 2015) to perform a linear mixed
model (LMM) analysis of the relationship between movement
features and sound model. Linear mixed-effects models are an
extension of linear regression models for data that is collected
in groups. Numerous studies have demonstrated the advantages
of mixed effect models over traditional random-effects ANOVAs
(e.g., Baayen et al., 2008; Quené and van den Bergh, 2008). A
mixed-effect model consists of fixed (FE) and random effects
(RE), where FE are the predictors and RE are associated with
experimental units on an individual level, drawn at random from
a population.

The standard form of a linear mixed-effect model is defined
in Equation (7), where y is the known response variable,
X is a fixed-effects design matrix, β is an unknown fixed-
effect vector containing the regression coefficients, Z is a
random-effects design matrix, b is an unknown random-
effects vector and ǫ is the unknown observation error
vector.

y = Xβ + Zb+ ǫ (7)

Our main goal was to determine which predictors that were
statistically significant and how changes in the predictors relate to
changes in the response variable, not to build a model that could
exactly emulate the effect of sonification on participant behavior.
Since our research interest is centered around understanding why
mean values of the dependent variable vary, we focused mainly
on defining random intercept models. We defined a random
intercept model for each feature index (FI) according to Equation
(9) in which feature magnitude was as function of the fixed
effect of sound model. A time variable (observation number 1–
12) and session factor (recording before or after lunch) was also
added as fixed effects when these were found to be significant,
see Equation (9). The model resolved for non-independence
by assuming different random intercepts for each participant
and group, respectively. More complicated designs were also
investigated, however, no random slope models converged. We
described model fit by using the marginal and conditional R2

for mixed-effects models, obtained using the r.squaredGLMM
function in version 1.10.0 of the MuMIn package in R (Nakagawa
and Schielzeth, 2013; Johnson, 2014; Barto, 2016). The marginal
R2 describes the proportion of variation explained by fixed effects
and the conditional R2 describes the proportion of variation in
the data explained by both fixed and random effects (Nakagawa

and Schielzeth, 2013).

FI ∼ sound model+ (1|group)+ (1|participant)+ ǫ (8)

FI ∼ sound model+ session+ observation

+(1|group)+ (1|participant)+ ǫ (9)

3.2. Results
Examples of trajectories performed by a group of children for the
three sound models are seen in Figure 2. Initial inspection of the
data indicated considerable inter-participant variability. Issues
with crossover effects (i.e., that one marker was accidentally
mistaken for another marker number so that a swap of
trajectories occurred for specific participants) and occlusion
effects (resulting in gaps in the data) were identified in the initial
stage of the data analysis. Since our analysis approach was based
on computing higher order derivatives, we decided to remove all
observations where crossover effects occurred, so as to reduce the
risk of undesired peaks in the computed features. Observations in
which tracking was insufficient due to occlusion or contained too
few data points (due to the fact that participants moved outside
of the trackable area) were also removed.

The recorded movement data was trimmed to 25 s long
excerpts per observation, removing the first and last 6 s (original
observations were 36 s long + 1 s fade between sound models).
Trimming was done in order to include only the middle part of
each observation. This was done to ensure that the transitions
that contained fading between sound models were not included
in the analysis. Moreover, trimming was done to ensure that
children had stabilized their movement pattern for the sound
model that was currently presented and had been active for at
least a time interval of 6 s. One observation was thus defined
as a recording segment of 25 s, for one specific participant
and sound model. Two-dimensional tracked movement data
was thereafter used to calculate the following features for all
25-s excerpts: Energy Index (EI), Smoothness Index (SI) and
Directness Index (DI).

Mean values were computed for all recording segments,
resulting in 12 observations per participant and sound model
(six observations from the experimental session taking place
before lunch and six observations from the experimental
session after lunch). Data was then normalized to the range
of 0 to 1. After removal of observations with erroneous
tracking, we obtained a total of 302 observations (total
number before removal was 396). A summary of the computed
metrics per sound model and participant can be seen in
Figure 3.

3.2.1. Energy Index
Descriptive statistics per sound model is seen in Table 1 (results
obtained when collapsing all observations). A LMM analysis of
the relationship between sound model and Energy Index EI was
carried out according to the formula specified in Equation (9).
Visual inspection of residual plots did not reveal any obvious
deviations from normality. P-values were obtained by likelihood
ratio tests of the full model with the effect in question against
the null model without the effect in question. Sound model
significantly affected energy, χ2

(1)
= 7.593, p = 0.022. Recording
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FIGURE 2 | Heat maps. Example of the trajectories performed by the four children in a group, for the three different sound models S1–S3. Each color represents one

child, brighter colors corresponds to higher velocity. (A) Sound model S1. (B) Sound model S2. (C) Sound model S3.

FIGURE 3 | Mean metrics per participant for the three sound models (n = 12 observations for each model). P1–P4 belong to group 1, P5–P8 belong to

group 2, and P9–P11 belong to group 3.
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session and observation number also significantly affected EI;
χ
2
(2)

= 3.855, p = 0.050, lowering EI by 0.043 ± 0.023

by session, and χ
2
(3)

= 22.989, p = 1.630e − 06, lowering

EI by 0.009 ± 0.002 by observation number. Afternoon
sessions had generally lower EI values. EI also decreased for
an increasing number of observations. This could possibly be
explained by fatigue. Tukey’s method for multiple comparisons
of means indicated a significant difference between S2 and S3
(p = 0.033). Estimate for difference between S2 and S3 was
−0.059 ± 0.024. Although not significant (p = 0.163), estimate
for difference between S1 and S3 were −0.043 ± 0.023. Standard
deviation described by random effects for participants, groups
and residuals were 0.052, 0.054, and 0.168, respectively. The
high value for residual standard deviation could well indicate
that there might be effects that the model does not account
for. Using a simple intercept model as the one defined in
Equation (7) and computing pseudo-R-square including only

TABLE 1 | Descriptive statistics for Energy Index EI, Smoothness Index SI

and Directness Index DI.

Mean Median SD N SEM

Energy index

S1 0.279 0.235 0.191 99 0.019

S2 0.291 0.249 0.199 97 0.020

S3 0.231 0.189 0.188 106 0.018

Mean Median SD N SEM

Smoothness index

S1 0.426 0.402 0.171 99 0.017

S2 0.434 0.422 0.175 97 0.018

S3 0.374 0.368 0.185 106 0.018

Mean Median SD N SEM

Directness index

S1 0.711 0.717 0.161 99 0.0162

S2 0.724 0.759 0.184 97 0.0187

S3 0.662 0.696 0.201 106 0.0196

sound model as fixed factor, sonification could be said to
explain about 2.069% of the variabililty in EI. The entire model
defined in Equation (9) accounted for a total of 24.284% in
EI variability. A summary of predicted energy values, involving
both fixed and random effects for sound model, is seen in
Figure 4A.

3.2.2. Smoothness Index
Analysis of the relationship between sound model and
Smoothness Index SI was carried out according to the method
described for Energy Index EI. Sound model significantly
affected smoothness SI, χ2

(1)
= 10.714, p = 0.005. There was also

a significant effect of recording session, χ2
(2)

= 4.424, p = 0.035,

and for observation number, χ
2
(3)

= 16.819, p = 4.113e − 05.

Afternoon session had generally lower SI values; SI was predicted
to be lowered by 0.037 ± 0.017 between recording session 1 and
2. An increase in observation number decreased smoothness
by 0.007 ± 0.002. Tukey’s method for multiple comparisons
of means indicated a significant difference between S2 and S3
(p = 0.008). Estimate for difference between S2 and S3 was
−0.063 ± 0.021, i.e., lower smoothness for sound model S3.
Although not significant p = 0.050, estimate for difference
between S1 and S3 was −0.049 ± 0.021. Standard deviations
for the random effect of participant, group and residuals were
0.054, 0.068, and 0.149, respectively. Results obtained from
computation of pseudo-R-square indicated that 2.699% of the
total variability in smoothness could be described by the fixed
factor. If including both session and observation number as fixed
factors, as in Equation (9), the model accounts for 29.050% of the
total variability. A plot of the predicted values for each participant
and group, i.e., the sum of random and fixed effects coefficients
for the main explanatory variable “(sound model),” can be seen
in Figure 4B. Attempts to model higher level models involving
random slopes converged but were not significantly different
from the random intercept model defined in Equation (7).

3.2.3. Directness Index
Analysis of the relationship between soundmodel and Directness
Index DI was carried out according to the method described

FIGURE 4 | Fitted (points, boxplots) vs. predicted values (lines) for movement features. (A) Energy Index EI. (B) Smoothness Index SI. (C) Directness Index DI.
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for the other two indexes. Sound model significantly affected
directness, χ

2
(1)

= 7.418, p = 0.025. No significant effect of

observation number or session could be found, so these variables
were not included in the model. Tukey’s method for multiple
comparisons of means indicated a significant difference between
S2 and S3 (p = 0.026). Estimate for difference between S2 and
S3 was−0.0628± 0.024. Although not significant (p = 0.1061),
estimate for difference between S1 and S3 was−0.0489 ± 0.024.
Standard deviation described by random effects for participants,
groups and residuals were 0.0583, 0.026, and 0.172, respectively.
Sonification could be said to explain about 2.153% of the
variabililty in DI. The model in Equation (9) accounted for a
total of 13.983% in directness variability. A summarizing figure
of predicted directness values involving both fixed and random
effects for sound model can be seen in Figure 4C.

3.3. Discussion
Analysis of movement features indicate some significant
differences between sound models. However, due to large
inter-participant variability, the effect of sound model appears
to be rather small. Nevertheless, we can see tendencies toward
greater mean and median values for Smoothness Index SI for
model S1 and S2 than for model S3. The same tendency can be
found for both Energy Index EI and the Directness Index DI;
mean and median values are greater for S1 and S2, compared
to mean and median values for S3. Assuming that participants
were moving in a more continuous manner for S1 and S2, the
relatively low mean and median values for S3 might be explained
by many sudden interruptions in the trajectory path. As seen
in Figure 3, participants appear to show similar behavior within
groups (P1–P4 belong to group 1, P5–P8 belong to group 2,
P9–P11 belong to group 3).

Previous studies have proven evidence that interacting
individuals can coordinate their movements through detection
of visual movement information (Schmidt et al., 1990) and that
visually mediated interpersonal coordination is governed by an
entrainment process (Richardson et al., 2007). It is reasonable
to expect the movement behaviors of the children to spread
within the group, this being a result of either entrainment or
conscious and unconscious social interaction. Furthermore, non-
spontaneous movements were also introduced via rule-based
games or free play, especially during musical condition M2
that was a piece known by the children. None of the above
mentioned effects were explicitly measured in this experiment;
laying bare the layered subtleties of the children’s group play and
interpersonal coordination patterns was well beyond the scope of
this study.

4. STUDY 2: PERCEPTUAL RATING OF
AUDIO AND VIDEO

4.1. Method
The second study focused on investigating if sound models used
in Study 1 could communicate certain hypothesized movement
qualities. We therefore ran a perceptual test in which sound
generated by children in the previous experiment were rated by

listeners along six different perceptual scales. The test was run
during the Festival della Scienza in Genova, (October, 27th 2015).

4.1.1. Participants
Eight participants took part in the experiment, but only seven of
them (5 women) completed the experiment and could therefore
be included in the final analysis. The average age of these seven
participants was 27.6 years (SD 11.8).

The research presented no risk to harm subjects and involved
no procedures for which written consent is normally required
outside of the research context. Each subject voluntarily decided
to participate in the experiment and the collected data could
not be coupled to the specific participant; there was no risk for
potential harm resulting from a breach of confidentiality.

4.1.2. Stimuli
Recorded movements and sounds from Study 1 were used to
produce the stimuli. Stimuli were presented in random order to
the participants and were of three conditions: videos with audio
(audio-video), videos without audio (video-only), and audio
only (audio-only). The sounds used corresponded to excerpts
of sounds generated using S1, S2, S3, and M2. The audio-video
stimuli9 presented movements in the horizontal plane generated
by children when moving to a specific sound model and the
corresponding generated sound; each participant produced a
trajectory corresponding to the changing position of the head
as seen in a two-dimensional plane, parallel to the floor. Videos
showed dots of different colors moving on a black background,
each dot representing the movements of the head of each child
in a group. For the video-only stimuli the audio track was muted,
and for the audio-only stimuli the video was removed. In order to
provide an idea of the movements showed by the dots, heat maps
of the trajectories for each of the three different sound models
S1–S3 as performed by the four children in a group are presented
in Figure 2.

For each of the three conditions (audio-video, video-only,
audio-only) there were 12 stimuli, corresponding to 4 sound
models × 3 variations. Participants were thus presented with a
total of 36 stimuli. Each stimulus was 20 s long. All excerpts
were taken from the first group of participants (4 children) from
the morning session in Study 1, in which each sound model
was presented six times. We chose to include the recordings
corresponding to the first three of these variations in the
current Study.

4.1.3. Equipment
Stimuli were presented using an online platform10 and evaluated
using portable tablets. All participants wore headphones11.

4.1.4. Experimental Procedure
The participants were presented with the following instructions
on the screen of the tablet:

9Examples of stimuli can be found here: https://kth.box.com/s/

818vbkb6m6nlkgk4vb4wvt0zt52y5uqy
10SurveyGizmo: http://surveygizmo.com
11The test can be found at: http://www.surveygizmo.com/s3/2396910/Evaluation-

of-sound-and-video-qualities
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In this test you will watch videos and listen to sounds. You will be

asked to rate different properties of each of them by using sliders on

the screen. Take all the necessary time, but try to answer as quickly

as possible and to use the entire scale of the sliders. There is not right

or wrong answer. You can repeat the playback of videos and sounds

as many times as you need.

Participants were asked to rate the stimuli along six continuous
semantic differential scales describing movement quality (Fluid,
Energetic, Impulsive, Fast, Expressive, and Rigid) ranging from
Not at all to Very much as minimum and maximum values,
respectively (e.g., not at all fast, very fast)12. The slider’s
start position was always placed in the middle of the scale,
corresponding to value 50. Numerical values of the sliders were
not visible to participants.

The six semantic scales were identified in previous research
in which they were used in body motion analysis (for Fluid,
Energetic, Impulsive, Fast, and Rigid; see Camurri et al., 2016)
and for rating expressiveness in music performance resembling
biological motion (for Expressive; see Juslin et al., 2002).

4.2. Results
The duration of the experiment was 44 min, on average
(SD = 10). The participants’ mean ratings were analyzed
using a three-way repeated measures ANOVA, with the factors
sound model (4 levels), sound model variation (3 levels), and
condition (3 levels). The analysis was done separately for
each of the six semantic differential scales. Before running the
three-way ANOVA, a Mauchly test was run to verify if the
assumption of sphericity had been met for the factors sound
model, sound model variation, and condition. When needed, we
report corrected degrees of freedom (using Greenhousee-Geisser
estimates of sphericity). The analysis for the sound model factor
is summarized below and in Table 2:

12Depending if the stimulus was a video or a sound only, the question to

experiment participants was “The sound reminds of a movement that is:” or “The

movements of the dots are:”, respectively. Each scale was varying between 1 and 100.

Energetic: There was a significant main effect of condition,
F(2, 12) = 13.609, p = 0.001. Stimuli presented in the audio-
only condition were in general rated as more energetic than
stimuli with video, i.e., stimuli in both audio-video and video-
only conditions. A Bonferroni post hoc comparison showed that
the mean Energetic rating for the audio-only condition was
significantly different (higher) from that of the two other stimuli
categories (p < 0.037). It can also be observed that stimuli with
sounds S1 and M2 were rated as more energetic than the other
stimuli.

Expressive: A significant main effect of sound model was
observed [F(3, 18) = 11.913, p < 0.0001]; stimuli produced
using sound model S1 and M2 were rated as the most expressive
ones. M2 was rated as more expressive than S1. Sound models
S2 and S3 received a mean rating below 50. Sound S3 was
rated significantly different from sounds S1 and M2 (Bonferroni
post hoc comparison, p < 0.025). A significant interaction
between condition and sound was also observed [F(6,36) =

5.941, p < 0.0001]; stimuli using sound model S1 were rated
as more expressive than stimuli produced with S2 and S3 for
all conditions; stimuli produced using S3 were rated as the least
expressive ones for all conditions. Stimuli generated using M2
were rated as the most expressive ones for the audio-only and
audio-video condition.

Fast: No statistically significant effects were found.
Nevertheless, stimuli in the condition audio-only were on
average rated as more than 60% faster than stimuli in other
conditions. Stimuli corresponding to sound S1 were perceived as
the slowest, while those corresponding to sound model S2 were
rated as the fastest ones (about 20% faster than the other sounds).

Fluid: For this scale a significant effect of factor sound model
was found [F(1.606,9.638) = 9.277, p = 0.007, with corrected
degrees of freedom and p-value]. Stimuli corresponding to S1
and M2 were rated as about 30% more fluid than stimuli from
S2 and S3. Stimuli from all conditions corresponding to sound
model S3 were rated as significantly less fluid than other stimuli.
Pairwise comparisons between all sounds showed that there was
a significant mean difference between ratings for sound model
S1 compared to sound models S2 and S3, as well as between

TABLE 2 | Mean ratings and effect of sound model for the six different semantical scales used in Study 2.

S1 S2 S3 M2

Mean SE Mean SE Mean SE Mean SE

Energetic 55.063 6.177 46.810 6.599 36.841 5.873 63.952 3.630

Expressive 55.063a** 6.717 46.810 6.599 36.841a**,b* 5.873 63.952b* 3.630

Fast 46.905 4.209 59.952 5.325 52.175 6.258 48.921 4.836

Fluid 56.302c*,d* 6.197 47.937c* 4.262 31.222d*,e** 3.981 55.222e** 2.217

Impulsive 56.683 3.210 52.254 3.095 56.508 5.791 44.905 4.879

Rigid 33.048 3.435 35.413 4.851 55.952 7.438 33.905 4.028

Significance levels: *p ≤ 0.05, **p ≤ 0.01.
asignificant difference in means between S1 and S3.
bsignificant difference in means between S3 and M2.
csignificant difference in means between S1 and S2.
dsignificant difference in means between S1 and S3.
esignificant difference in means between S3 and M2.
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sound models S3 and M2 (Bonferroni post hoc comparison,
p < 0.05). A significant interaction between factors condition
and sound model was also found [F(1.606,9.638) = 9.277, p =

0.007, with corrected degrees of freedom and p-value]. Audio-
only stimuli corresponding to S2 and M2 were rated about 3
times more fluid than the other stimuli; for the video condition
this difference was not present for model S2, while stimuli
corresponding to sound S3 were rated as the least fluid ones in all
conditions.

Impulsive: A significant effect of condition was found
[F(2, 12) = 6.152, p = 0.014]. Stimuli in the audio-only condition
were in general rated as more impulsive than stimuli in the
audio-video condition (Bonferroni post hoc comparison, p <

0.028). A significant interaction between factors sound and sound
variation was also found [F(3,36) = 3.805, p = 0.005]. Sounds
S2 and S3 were rated as the more impulsive ones in the audio-
only condition. Stimuli of sound M2 were rated as the least
impulsive ones.

Rigid: No statistically significant effect of main factors was
found. However, it was observed that sound S3 was rated as the
most rigid one, about 60% more rigid than the other sounds.
A significant interaction between condition and sound model
was also observed [F(6,36) = 10.42, p < 0.0001]. S3 was
rated as the most rigid in all categories. Stimuli presented with
sound S2 were rated as more rigid when presented without
video, and less rigid when presented in other conditions.
Stimuli including S1 and M2 received low mean ratings for all
conditions and could thereby be considered to be perceived as
non-rigid.

4.3. Discussion
To summarize, a significant main effect of sound model was
observed for the scales Expressive and Fluid, in which sound
models S1 and M2 were rated as more expressive and fluid
than the other sound models. Sound model S3 was rated as
more rigid and fast than other sound models, although this
difference was not significant. A significant effect of condition
was observed for scales Energetic and Impulsive. The interaction
effect between condition and sound model was also observed
to be significant for scales Expressive, Fluid and Rigid. These
results confirm our initial hypothesis that sound model S1 would
communicate the sensation of being more fluid, smoother (and
possibly also slower and less rigid) while sound model S3 would
be perceived as less fluid (and possibly also faster and more
rigid).

5. STUDY 3: PERCEPTUAL RATING OF
SOUND VISUALIZATIONS

5.1. Method
We hypothesize that the properties of the body motion used by
the children for generating sounds S1–S3 can be found also in
abstract representations of sound, i.e., sound visualizations in the
form of drawings.More specifically, our hypothesis is that there is
a consistent mapping of bodymotion qualities from onemodality
(sound) to another one (sound visualizations). To investigate
this, we ran a three alternative forced-choice experiment (3AFC)

designed to see if participants could correctly match recordings
of one sound model to an abstract visual representation (i.e., a
drawing) of the same sound model.

5.1.1. Participants
146 students (68 women) from the Media Technology
programme at KTH took part in the experiment. Their
average age was 22.4 years (SD = 2.7).

As for the previous online experiment (Study 2), the research
presented no risk to harm subjects and involved no procedures
for which written consent is normally required outside of the
research context. Each subject voluntarily decided to participate
in the online study and there was no risk for potential harm
resulting from a breach of confidentiality.

5.1.2. Stimuli
The 11 children who had participated in Study 1 (see Section
3 and 3.1.1 for ethics considerations) took part in a follow-
up study that was set up as a drawing exercise. The children
listened to excerpts of the two classical music stimuli (M1–M2)
and the sonification sounds (S1–S3) that they had produced
in the motion capture experiment. The excerpts were 2 min
long. The children were asked to freely draw whatever they
wanted while listening to each of the 2-min long five audio
stimuli (S1–S3 and M1–M2). We consider these drawings to be
abstract representations of the presented sounds. The idea of
using drawings to depict sounds was inspired by previous work
by Merer and colleagues (2008; 2013).

A selection of sound visualizations in the form of drawings
from the drawing exercise described above was used as
stimuli in the 3AFC experiment. We selected drawings
that included abstract representations of the sounds from 4
children. This selection was done in order to avoid symbolic
representations of the sounds (such as e.g., plants, birds or
people), which could bias the perceptual ratings. Three drawings
per child were used as stimuli in the 3AFC experiment:
each drawing corresponded to each of sound models S1,
S2, and S313. Each drawing was presented with the same
recorded sounds that had been presented in the drawing
exercise. The drawings were processed to be black and white
to enable the participants to focus simply on the patterns
and trajectories in the drawings, not on color properties (see
Figure 5).

5.1.3. Equipment
Stimuli were presented using the same online platform as in
Study 214. A link to the experiment 15 was sent via email to the
participants, who could use their preferred device (computer or
portable device) to participate in the experiment.

13Drawings of the classical sounds were not included as stimuli in the experiment,

since the research hypothesis of Study 3 only addressed aspects of the sonification

models, and not music stimuli in general.
14SurveyGizmo: http://surveygizmo.com
15The test can be found and performed at the following link: http://www.

surveygizmo.com/s3/2607938/e9087ebd3a82
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FIGURE 5 | Drawings by one 6-year girl (child A, top row) and by a 6-year boy (child B, bottom row) used in the experiment in Study 3; left to right

drawings made while listening to sounds produced using model S1, S2, and S3, respectively.

5.2. Experimental Procedure
The following instructions were given to the participants:

In this test you will be asked to connect sounds to drawings.
Take all the necessary time, but try to answer as quickly as possible.
There is not right or wrong answer. You can repeat the playback of
sounds as many times as you need. You are allowed to answer to
the questions while the sound is still playing.

The total number of stimuli consisted 4 sets of drawings (from
4 different participants) × 3 sound models, giving a total of 12
stimuli. Stimuli were presented in a randomized order per set
of drawings. Participants were asked to make a three-alternative
forced choice (3AFC) between three drawings and the presented
sound.

5.3. Results
Based on findings from Study 1 in which it was concluded that
results from the youngest children should be excluded from
the analysis since these participants did not follow instructions
correctly and also not fully understood the experimental task (see
Section 3.1.1), drawings produced by the youngest children were
excluded from the analysis. This decision was done in order to
follow the samemethodology as the one used in Study 1. Analysis
of the obtained results were thus done on the answers obtained
for the 2 drawings that had been produced by the oldest children

(one girl and one boy; referred to as child A and child B in
Figure 5).

We ran a chi-square test to analyze the association
between the two variables sound model (S1–S3) and drawing
[χ2

(df=10,N=876)
= 436.514, p = 0.000]. The results indicated

a significant association between the two variables (expected
counts were greater than 5), thus implying that certain sound
models were associated to certain drawings. In particular, sound
model S1 was clearly associated to drawings of S1, while S2 and
S3 were mostly associated to drawings of either one of these two
sound models (see Figure 5 for more details).

Analysis of response frequency when collapsing all results per
drawing class (i.e., which sound model the drawing was actually
depicting) showed that 64% of the participants associated sound
model S1 to the corresponding visual representation of sound
model S1. Only 8% of the participants associated sound model
S1 to drawings depicting sound model S2 or S3 (see Figure 6).

5.4. Discussion
As mentioned by Glette et al. (2010), participants associations to
sounds are very subjective and tracings of sound can therefore
vary a lot between participants. Nevertheless, results from the
sound visualization experiment indicated that participants rather
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FIGURE 6 | Association between sounds produced using S1, S2 and

S3, and drawings (see Figure 5).

easily identified drawings portraying sound model S1. Drawings
of sound model S2 and S3 did also match to the correct sound
model for child A. For child B we can see an opposite behavior in
which drawing of sound model S2 was matched to sound model
S3, and vice versa. These results confirmed our hypothesis that
qualities of movement present in the sound recordings could be
transferred into sound visualizations produced by children and
that listeners could subsequently recognize these qualities.

6. GENERAL DISCUSSION

Analysis of movement features in Study 1 indicated significant
effect of sound model. However, due to large inter-participant
variability, the effect of sound model appeared to be rather small.
In general, the effect of group belonging appears to also be
important in this context, as well as aspects of fatigue (observed
in terms of significant effect of observation number and session
number). The children showed different behavior throughout the
experimental sessions and moved in a manner that was not very
consistent; their movement patterns appeared to be more guided
by the social interaction with other children than the overall
features of the sounds. Nevertheless, we can see some tendencies
toward greater mean and median values of smoothness and
directness for the sound models S1 and S2 than for sound
model S3. This might indicate that there are aspects related to
sound model which would be interesting to explore further in
the context of spontaneous movement induced by interactive
sonification. Considering the open structure of the experiment
(the children were allowed to move freely and interact with each
other in groups), it is likely that a more controlled experiment
would provide clearer results with higher statistical power. The
fact that the children were very young and behaved accordingly
was of course an aspect that affected the results (as previously
mentioned, some of the data had to be excluded from the
analysis). We propose follow-up studies in which the same
sonification models are evaluated in a more controlled setting
to fully be able to evaluate the effects of sonification model on
induced movement.

Findings from the perceptual rating experiment (Study 2)
indicate a significant effect of sound model on the perception
of expressiveness and fluidity. More precisely, sound model S1
was found to communicate the sensation of being more fluid
when compared to sound model S3. Although not significant, S3

was rated as 60% more rigid and fast than other sound models.
One could suggest that certain properties of sound model S1
results in the fact that sounds produced using this model are
perceived as more fluid and slow than sounds produced using
sound model S3. Interestingly, we could also detect significant
interactions between sound model and condition (audio-only,
video-only or audio-video) for the expressiveness-, fluidity- and
rigidity scales. These results support the hypothesis that different
sound models can, by themselves, be perceived differently,
but also that perception of movement qualities is indeed a
multimodal phenomenon. Interestingly, the effect of condition
was significant for energy- and impulsivity scales: when stimuli
were only auditory it was perceived as more energetic and more
impulsive than when stimuli also included a video visualization
counterpart. This confirms the ability of sound to communicate
high-level qualities of movement.

Although the experimental methodology of Study 3 could
have been simplified, for example by using simple sound
visualizations containing caricatures similar to the ones in
the Bouba-Kiki experiments by Kohler (1929, 1947) instead
of drawings, the ability to communicate high-level qualitative
features of movement using only sound as a medium could be
confirmed in the study. The qualities of a movement present
in audio recordings were recognized in sound visualizations
produced by children. Drawings portraying soundmodel S1 were
rather easily identified as being a portrayal of the actual sound
model S1. This supports our hypothesis that certain qualities of
movement present in sound recordings can actually be translated
into sound visualizations (and that these sound visualizations
subsequently can be recognized by another independent group
of listeners). Similarly to what Merer et al. (2013) suggested, i.e.,
that drawings are a relevant means of describing motion in an
intuitive way, we can conclude that drawings can be successfully
used as a tool for describing movement features which are
present in a sound throughmeaningful sonification of movement
properties.

To conclude, the three studies presented in this paper suggest
that sound models can be designed and controlled so that: (1)
sound might have an effect on bodily movement characteristics;
(2) different sounds can be associated with different levels of
motion qualities (e.g., fluid and expressive); (3) sound-only
stimuli can evoke stronger perceived properties of movement
(e.g., energetic, impulsive) compared to video stimuli; (4) sounds
generated by bodymotion can be represented and associated with
sound visualizations (drawings) in a meaningful way. The results
obtained support the existence of a cross-modal mapping of
body motion qualities from bodily movement to sounds and the
potential of using interactive sonification to communicate high-
level features of human movement data. Sound can be translated
and understood from bodily motion, conveyed through sound
visualizations in the form of drawings, and translated back from
sound visualizations to sound.
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In the domain of sports and motor rehabilitation, it is of major importance to regulate

and control physiological processes and physical motion in most optimal ways. For

that purpose, real-time auditory feedback of physiological and physical information

based on sound signals, often termed “sonification,” has been proven particularly useful.

However, the use of music in biofeedback systems has been much less explored. In

the current article, we assert that the use of music, and musical principles, can have

a major added value, on top of mere sound signals, to the benefit of psychological

and physical optimization of sports and motor rehabilitation tasks. In this article, we

present the 3Mo model to describe three main functions of music that contribute to

these benefits. These functions relate the power of music to Motivate, and to Monitor

and Modify physiological and physical processes. The model brings together concepts

and theories related to human sensorimotor interaction with music, and specifies the

underlying psychological and physiological principles. This 3Mo model is intended to

provide a conceptual framework that guides future research on musical biofeedback

systems in the domain of sports and motor rehabilitation.

Keywords: sonification, auditory biofeedback, music interaction, reinforcement learning, predictive processing

INTRODUCTION

In this article, we consider the potential of music as feedback system to support and influence the
psychological and physical demands inherent to sports and motor rehabilitation tasks. Musical
biofeedback may be considered a particular case of auditory biofeedback, or “sonification,”
Sonification is commonly defined as the transfer of data, and data relationships, into non-speech
audio for the purpose of communication and interpretation (Kramer et al., 1999; Hermann et al.,
2011). Starting in the 1970s (Zaichkowsky, 1982), the use of sonification, or auditory feedback,
in the domain of sports and motor rehabilitation has substantially progressed over the past 20
years (Huang et al., 2006; Dubus and Bresin, 2013; Giggins et al., 2013; Sigrist et al., 2013; Kos
et al., 2015). Typically, sonification is used to enhance self-awareness of physiological processes and
physical motion in order to regulate and control these in most optimal ways. Thereby, auditory
biofeedback systems commonly map physiological and physical quantities to psychoacoustic
(sound) parameters, such as loudness, pitch, timbre, and rhythm (Hermann andHunt, 2005; Dubus
and Bresin, 2013). Studies that explicitly use music as auditory biofeedback however are relatively
scarce (Bergstrom et al., 2014; Moens et al., 2014; Van Dyck et al., 2015).

In the current article, we put forward the hypothesis that music is highly convenient as real-
time feedback of physiological processes (cardiovascular, respiratory, electro-dermal, etc.), motor
kinematic and kinetic processes, and performance parameter output (speed, force, height, etc.).
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Used as biofeedback system, we assert that music can have
a major added value, on top of mere sound, to the benefit
of psychological and physical support and optimization of
sports and motor rehabilitation tasks. The sports and motor
rehabilitation tasks relate mainly to motor exercise, learning,
relearning, and actual performance (including warming-up and
cooling down). Argumentation in support of our hypothesis
is structured according to three main functions of music and
musical biofeedback: the power of music to motivate physical
activity (i.e., motivation), the ability of musical biofeedback to
monitor physiological and motor processes (i.e., monitoring),
and the potential to use music to modify (i.e., optimize)
these processes (i.e., modification). These three core functions—
motivation, monitoring, and modification—outline the three
pillars of our model, hence the name “3Mo model” of which a
schematic overview is presented in Figure 1.

The first function concerns the “power” of music to motivate
people; music stimulates people to get physically active, it
induces emotions and moods, and it modulates attention
and feelings of pain and exertion through “deep listening”
(“trancing”). A second function is a more common one in
the field of sonification research and relates to monitoring.
The real-time monitoring of physiological processes, motor
processes, and performance output parameters may sharpen
self-awareness and drive self-regulation. In this section, we
demonstrate that music is particularly relevant for providing

FIGURE 1 | Schematical overview of the 3Mo model (MOtivation, MOnitoring, MOdification) delineated in the article.

real-time biofeedback of multiple, concurrent (i.e., multilayered)
physiological and physical processes. A third function pertains
to the possibility of music to reliably modify physiological
processes and motor behavior toward specific goals through
reinforcement learning. This function relies on principles
related to brainstem responses and sensorimotor predictive
processing.

In support of each function, we collect concepts, theories,
and empirical evidence. In that respect, the article introduces
a novel model that brings together already existing theories.
On top of that, some novel ideas are included that have
received only limited evidence so far in the context of musical
sonification for sports and motor rehabilitation purposes.
This relates to ideas of multilayered musical biofeedback
(see Monitoring by Musical Biofeedback: “Monitoring”) and
the use of prediction and musical reward principles to
endow motivational qualities (see Motivation by Musical
Biofeedback: “Motivation”) and modify physiological and
motor processes (see Modification by Musical Biofeedback:
“Modification”).

Our approach is based on the idea that interaction with
music is empowering (Leman, 2016). It gives music a central
role in the development of expressive interactive machines
that work with biofeedback. The concepts and theories used
have strong links with musicological research, touching upon
music performance, music emotions, music analysis, and
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even ethnomusicology. However, they are rooted in evidence
coming from broader academic disciplines—including cognitive
science, (neuro)physiology, and motor control—to provide
an explanation of underlying psychological and physiological
principles. These concepts and theories are brought together into
a general model to make a strong case for the role of music
in biofeedback systems. This model is intended to provide a
conceptual framework that guides future research and practice.
However, the model is still preliminary and needs further testing
to proof its validity.

MOTIVATION BY MUSICAL BIOFEEDBACK

In the context of sports and motor rehabilitation, situations
of high endurance, pain, fatigue, and “repetition-to-boredom”
are ubiquitous. Motivation—or, the will to act—is therefore
an indispensable aspect to persevere in these situations. We
argue that the use of music and sounds coupled to motor
behaviors—i.e., sonification—is particularly powerful as it may
take advantage of the strong motivational qualities inherent to
people’s interactions with music. In the following, we show how
music may stimulate active behavior, elicit strong emotions, elicit
feelings of reward, and induce altered states of consciousness
(trance), contributing to motivation.

Music and Motion
A prominent characteristic of music is that it motivates people
to get physically active. Almost everyone has experienced the
compelling drive to tap the feet, nod the head, sway arms
and hips, or dance along with music. Gesturing along with
music is very common and bodily renderings of musical and
sonic features may be quite elaborate, encompassing musical
beat, melody, dynamics, phrasing, etc. In this paragraph, we
outline two neurophysiological mechanisms that contribute to
these phenomena. A first one is an arousal mechanism within
the central nervous system, a second one a motor resonance
mechanism.

Arousal has been attributed to the functioning of the
brainstem, more in particular the reticular formation (Pfaff,
2006; Juslin and Västfjäll, 2008; Pfaff et al., 2012). It is
demonstrated that increased arousal occurs in response to salient,
unexpected sensory events and promote increased sensory
alertness, emotional reactivity, and instinctive or learned motor
activity.

On the other hand, bodily renderings of musical and sonic
features may rely on a motor resonance mechanism. Apart
from overt movement responses to music, there is ample
neurophysiological evidence that passive listening to music
automatically co-activates motor regions within the brain (for
examples, see Maes et al., 2014). A particular interesting musical
feature shown to elicit body movements and motor cortex
excitability in listeners is musical groove (Janata et al., 2012).
These phenomena are considered motor resonance or ideomotor
effects (related to theories on mirror neurons), referring to
the process whereby perceptual (here, auditory) events trigger
automatic muscular reactions based on previously established

action-perception relationships (for more details, we refer to
Maes et al., 2014). In addition to this effect of becoming physically
active, motor resonance may create the illusion of having control
over the actual skillful production of music and sounds (cf. sense
of agency).

Although arousal and motor resonance mechanisms are
presented here as different mechanisms, they link in that they
rely both on prediction processes in the brain. We argue that it
is exactly because of the dynamics of predictability and surprise
(and, tension and release) inherent to most music that arousal
and motor resonance mechanisms are “set into action,” become
relevant in explaining music-induced body movement, and
eventually can be deployed for sports and motor rehabilitation
purposes.

Other than affecting the timing of people’s movements,
music has also been shown to affect the amount of vigor in
people’s movements. A walking experiment, where people were
instructed to synchronize their steps to the beat of songs at
130 BPM, revealed a significant effect of the type of music on
step size and thus on walking velocity (Leman et al., 2013). It
seemed that even though all songs were at the same tempo,
some music had a relaxing effect, decreasing the step size, and
other music had an activating effect, actually increasing the
step size compared to the average step size of walking to a
metronome.

This effect of music was also found in a self-paced walking
experiment were people were not instructed to synchronize with
tempo-matched music (Buhmann et al., 2016). Analysis of the
musical features attributing to the velocity effect of the music,
showed that music with a recurring pattern every four beats had
an activating effect on kinematic responses, resulting in bigger
stride lengths compared to walking without music. On the other
hand, music with recurring patterns every three or six beats,
had a relaxing effect on the kinematic responses, resulting in
smaller stride lengths compared to walking without music. Such
emphasis on ternary aspects of the meter could either be due
to a 3/4 meter in songs, or it could be the result of syncopating
melodies. In both cases this ternary recurring pattern in themusic
seems to counteract the regular flow of a binary walking pattern.
Results indicate, that although musical groove elicits body
movements, these movements may not always contribute to the
forward movement in walking or running. The expressiveness in
high-groove music is often represented by non-binary recurring
patterns in the rhythm or melody of the music. In order to boost
performance in cyclic, binary movements, such as walking or
running, caution is needed to select the most suitable kind of
music.

Another outcome of the study by Buhmann et al. (2016)
emphasizes the motivational aspects of music-movement
interaction. Subjects were asked to rate different motivational
aspects of all the songs they heard during their walk. This was
done with a BMRI-2 test (Karageorghis et al., 2006). Songs that
increased walking velocity were rated significantly higher with
respect to motivation, thus revealing a close link between the
effect of music on walking velocity and the power of music to
motivate.
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Music and Emotion
Next to motion stimulation, music is well-known for eliciting
emotions. More even, emotional expression and regulation is
often heard as prime motivation for people’s engagement with
music. There is ample research evidence showing that listening
to music can have an effect on activity in the limbic system,
considered to be the brain’s emotional core (Blood and Zatorre,
2001; Koelsch, 2010; Peretz et al., 2013), and might lead to
that “spreading gooseflesh, hair-on-end feeling” better known
as “chills” (Panksepp, 1995). Used as a biofeedback system,
it has been shown that music may modulate physiological
arousal (Bergstrom et al., 2014). It is important to acknowledge
that emotional responses to music and sound are tied to
individuals’ personal traits, preferences familiarity, and music-
related autobiographic memories (Kreutz et al., 2007; Barrett
et al., 2010). Therefore, it is recommended to take these aspects
into account in sonification designs for sports and motor
rehabilitation. However, research also delineated surface features
in music and sound, such as consonance, tempo, mode, and
texture, that affect musical responses more universally, or at
least cultural-wide (Webster and Weir, 2005; Fritz et al., 2009;
Weninger et al., 2013). An interesting phenomenon is the
unpleasant sounding of dissonance, in contrast to consonance.
Low-level, sensory dissonance is based on the sensation of
“beating” and “roughness” of interacting partials of (musical)
sounds. Although it is still an ongoing debate whether a dislike
of dissonance is a truly innate or rather learned phenomenon,
Juslin and Västfjäll (2008) attribute this phenomenon along with
our responses to other basic acoustic qualities, such as fast, loud,
noisy, and very low- or high-frequenced sound—to brainstem
reflexes. These researchers consider these reflexes innate and
automatic causing emotions, which may further act as positive
or negative reinforcement of behavior. This aspect of automatic
behavioral reinforcement mediated by emotional responses is
highly relevant for sonification purposes in the context of sports
and rehabilitation (see Modification by Musical Biofeedback).
As motor behavior is attracted toward pleasant sounding
qualities, one may link these qualities to desired motor behavior
(positive reinforcement), while unwanted motor behavior is
then matched to unpleasant sounding qualities (negative
reinforcement).

Reward
In the context of sports performance and motor rehabilitation,
people need to be motivated to learn in order to develop new
behaviors and solve problems in order to reach specific goals.
In this context, the just-mentioned concept of reinforcement in
relation to music and musical emotion may be highly relevant.
The aspect of reinforcement in relation to learning of new motor
skills is closely tied to the concept of “reward.” In reinforcement
learning, people are not told exactly what to, but it is assumed
that people will act and behave so as to maximize their received
reward. In other words, reward is considered a prime motivator,
“reinforce,” or “attractor” of actions and motor behavior by
inducing feelings of pleasure and happiness. Hence, learning
environments are setup in a way that wanted behavior yields
maximal reward and people are stimulated to discover this

by themselves. Reward and punishment are thus considered
constraints guiding motor behavior toward specific goals. This
principle of reinforcement learning will make out the core of the
third component of our model, namely motor modification. In
the corresponding section, we will go into more detail on the
physiological principles of reward, and on the musical features
and principles that can exert a strong rewarding force in people’s
engagement with music.

Trancing
Complementary to emotions and mood induced by music
listening are aspects relating to absorption, dissociation, and
trance (Becker, 2004; Herbert, 2011; Schäfer et al., 2013;
Clarke, 2014). These aspects point to changes of awareness and
consciousness that occur when people are “deeply” engaged with
music, either by listening or performing. In a seminal work
by Herbert (2011), the concepts of absorption and dissociation
are thoroughly defined. They are determined subjective qualities
subsumed within the experience of altered consciousness, or
trance experience. Absorption refers to the experience of
being completely occupied with the musical stimulus, without
requiring any mental effort. Dissociation involves mentally
cutting off from surroundings and extraneous thoughts. The
benefits of using these subjective qualities in sonification designs
in the context of sports andmotor rehabilitation are ample. Being
detached from internal and external “concerns” may lead to a
calming, pleasant, and effortless experience, in which a focus
could be maintained on the physical or mental task at hand. At
the same time, as Herbert emphasizes, trance experience helps
focusing on music that, via both emotional and formal qualities,
may interact with the physical or mental task at hand. More
specifically, Becker refers to DeNora’s (2000) concept of music
(or read, sonification) as a prosthetic technology of the body
that provides organizing properties to which a range of bodily
and mental processes can be entrained. Also, highly relevant
in the context of sports and rehabilitation, is the link made
between trance experience and the insensitivity to pain and
fatigue, and high physical endurance. Becker (2007) provided an
explanation of altered pain responses in trance experiences based
on theories of the biology and neurophysiology of consciousness
(e.g., Damasio, 1999). According to Damasio, the term “emotion”
designates a specific autonomic physiological response—i.e., not
under conscious control. Becker (2007) believes that persons
engaged in a trance experience take voluntarily control over
the physiology of emotional arousal, leading to a reduction
of normal pain response and fatigue, and high physical
endurance.

In the field of sports, a range of studies on music and
locomotion has revealed positive effects of music in general, and
synchronous music in particular, similar to the effects of a trance
experience. With respect to psychophysical outcomes, significant
increases in time-to-exhaustion (TTE) were uncovered when
running to both motivational and neutral music, compared
to running without music (Terry et al., 2012). In addition,
significant effects of music on ratings of perceived exertion (RPE)
were found when running at sub-maximal intensities (Bood
et al., 2013). Typically, there are two common explanations
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given to account for these findings. A first one is based on an
informational processing model claiming that proprioception
information (effort sense) and affective information (emotional
quality of music) is preprocessed in parallel (Rejeski, 1985;
Boutcher and Trenske, 1990). As only a certain portion of
information can be processed at once, music may distract from
focusing attention on the internal sense of effort in vigorous
activities. A second explanation is based on the concept of agency.
As shown by Fritz et al. (2013), musical agency, defined as the
performance of bodily movement with the intention to modulate
expressive features of the musical feedback (timbre, loudness),
may have effects on perceived exertion during a physically
strenuous task.

Concerning physiological outcomes, lower oxygen
consumption has been reported for athletes running with
music compared to running without acoustic stimuli (Terry
et al., 2012). The use of music is associated with better running
economy althoughmore evidence is needed to support this claim.
Another effect on physiology has been revealed on heart rate:
treadmill running with music at (near-) maximal RPE resulted in
increased heart rates (Bood et al., 2013). This implies that music
helps runners to perform at higher intensities. Furthermore,
a study on the psychophysiological effects of synchronous vs.
asynchronous music during cycling reported positive effects of
synchronous music over asynchronous music (Lim et al., 2014).
Although synchronizing movement to rhythmic stimuli did not
reduce metabolic cost, it did lower limb discomfort and had
a stronger effect on arousal than compared to asynchronous
music.

MONITORING BY MUSICAL
BIOFEEDBACK

According to its definition, sonification pertains to “the use
of non-speech audio to convey information,” whereby data
relations are transformed into “perceived relations in an
acoustical signal for the purpose of facilitating communication
or interpretation” (Kramer et al., 1999). In the present article,
we approach sonification in relation to physical activities
in the domain of sports and rehabilitation. In this context,
one often speaks about auditory biofeedback instead of
sonification. Thereby, sound and music is considered an
auditory information channel that may—through real-time
feedback—sharpen the awareness of physiological processes
(cardiovascular, respiratory, electro-dermal, etc.), motor kinetic
and kinematic processes, performance parameter output (speed,
force, height, etc.), and their relationships. New technologies
enablemeasuring these processes and parameters, and translating
them into auditory information streams. Accordingly, attention
might be directed to previously non-conscious operations
of the body (“body schema”) and it becomes possible to
affect these operations (Metzinger, 2003). This is particularly
interesting, as physiological processes, motor processes, and
performance output parameters tend to efface itself from
conscious experience in most behavior. Augmenting the natural
monitoring mechanism with technologies that sonify these

processes and parameters may assist self-regulation leading to
optimal performance quality and efficiency in the domain of
sports and rehabilitation.

An early experiment, illustrating the potential of sound to
make people aware of muscle activation was conducted by
Basmajian (1963). Slight contractions of skeletal muscles often
recruit only a few motor units that may not be apparent through
normal “proprioceptive” feedback. In Basmajian’s experiment,
gentle contractions of a hand muscle (abductor pollicis brevis)
were made apparent to the subjects through combined auditory-
visual feedback. Basmajin found that, over time, subjects
obtained fine voluntary control of individual motor units, so as
to be able to perform various “tricks,” such as the production of
rhythms, doublets, and roll effects. Interestingly, aural feedback
provedmore useful than visual feedback in learning and retaining
these skills. In sports, biofeedback was introduced in the 1970s
for the purpose of stress regulation, motor retraining, and motor
performance optimization (Zaichkowsky, 1982). In these early
experiments, measurement tools were used to monitor a wide
range of physiological functions (e.g., heart rate, blood pressure,
and muscle tension) in order for subjects to learn to voluntarily
control these functions most optimally, leading to lower anxiety
levels and/or improved motor performance. Most of the auditory
biofeedback systems that have been used in previous research
and practice are limited to providing auditory feedback of one
specific process or parameter. However, in the following, we
pinpoint the relevance in sports and motor rehabilitation to be
able to coordinate multiple biological and/or motor processes
simultaneously. We argue that the use of sound and music is
particularly suited to assist in this task, through multilayered
auditory feedback strategies.

Multilayered Musical and Auditory
Biofeedback Strategies
Basically, music hits our eardrum as a highly complex mixture
of air vibrations coming from different sound sources and
sound layers, and affected by the acoustic environment (e.g.,
reflections). In the following, we describe into more detail how
the human auditory processing system deals with this complex
mixture of sounds and consequently, how sonification strategies
may capitalize on these principles for the benefits of sports and
rehabilitation research and practice.

Auditory Stream Segregation and Integration
Auditory stream segregation and integration concerns the fusion
and fission of sound streams. The human auditory apparatus is
particularly well accustomed to decompose a complex mixture
of sounds into separate units (cf. auditory perceptual objects),
through a psychoacoustic process called “auditory stream
segregation,” “fission,” or “auditory scene analysis” (Bregman,
1990). Auditory streams thereby appear as emergent patterns:
they result both from the acoustical configuration from sound
and from the auditory-brain disposition to process those patterns
and generate percepts. In speech perception, this process relates
to the “cocktail party problem,” denoting human’s ability to
focus on a single voice within an auditory noisy environment
(McDermott, 2009). In the context of music, auditory streaming
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segregation enables for instance to discern different instrumental
sections in a symphonic work, a rock song, or electronic dance
music. Earlier experimental research has pinpointed specific
physical properties that support the separation of music into
different distinct sources, such as pitch, timbre, loudness, tempo,
and rhythm (Miller and Heise, 1950; van Noorden, 1975;
McAdams and Bregman, 1979). A simple example is a sequence
(ABABAB) of subsequent low (A) and high (B) pitches, which
segregates as separate streams of A A A and B B B depending on
duration and pitch interval. New insights into auditory anatomy
and physiological processes have deepened our understanding
of auditory stream segregation (Snyder and Alain, 2007; Bizley
and Cohen, 2013), with an important role attributed to predictive
information processing (Grossberg, 1999; Winkler and Schröger,
2015).

Pitch-Harmony-Tonality-Based Emergence
Pitch, chord harmony and tonality are based on the fusion
of acoustical harmonic components. Consequently, they can
be considered as outcomes of an emergent process based on
acoustical configurations and auditory disposition. The main
effect is that different auditory perceptual objects may blend
together into a single auditory perceptual object; cf. harmonicity-
based fusion principle (McAdams et al., 2004). Exemplary for
this principle are the tones produced by musical instruments.
Typical for vibrating strings (cf. string instruments) and air
columns (cf. wind and brass instruments) is that they create
multiple, harmonically related frequency components (partials)
that combine together into complex tones. More in particular,
such components contribute to the perception of pitch (based
on the lowest harmonic fundamental if present, or based on the
harmonic residue if absent)—and a series of overtone frequencies
or harmonics whose amplitudes determine perceptual timbre.
Another example is a major chord, which is composed of three
instrumental tones (e.g., piano, guitar, etc.) being a root tone (e.g.,
C4), with on top a major third (E4), and perfect fifth (G4). These
tones fuse because the harmonic patterns of these tones fuse into
a harmonic residue that supports a bass note (C2) as root of the
chord.

Rhythm-Periodicity-Based Emergence
Rhythm, or periodicity in general, has similar emergent
characteristics as harmonicity, but they occur in the temporal
domain (cf. Stockhausen, 1957/1959). Music contains
overlapping, periodically repeated acoustic-perceptible patterns,
such as beats, measures, and phrases that define overall
hierarchical temporal structures. Typically, the periodicities of
these patterns are related, in the sense that they are proportional
to integer multiples (Butler, 2006). Pulses or beats, groups of
two or three beats that define a measure, and even sequences of
irregular meter (containing beats in successive patterns of 2, 3,
and 3 beats) are quite common in music. What emerges at this
temporal level is again based on the acoustical configuration
and the auditory-brain disposition. Making an abstraction of the
actual musical content, it is possible to consider the manifold
of periodic acoustic-perceptible patterns as a series of phase-
locked oscillators, with an integer relationship of frequency.

Although these different layers may be distinguished in terms
of source and timbre, their temporal integration contributes to
the perceptual grouping and fusion of the stream of auditory
events.

Research demonstrated that musical patterns characterized
by integer-related temporal periods (i.e., metrical layers) are
manifested in spontaneousmovement or dance tomusic (Naveda
and Leman, 2009, 2010; Leman and Naveda, 2010; Toiviainen
et al., 2010). In their studies, Naveda and Leman investigated
the relationship between Samba music and dance. Using the
method of Periodicity Transforms (PT), they decomposed Samba
dance movement into its constituting periodicities, matching
the metrical layers within the music. Samba movements
were found to have their energy level mainly concentrated
within 2-beat periods. Based on these “fundamental” periods,
repetitive spatial movement trajectories (i.e., “basic gestures”)
could be extracted for each body part. Based on this,
the authors proposed a sonification of the resultant basic
gestures, which led to an auditory reproduction of traditional
rhythmic structures of Samba music (Naveda and Leman,
2008).

Relevance for Sonification Purposes
Based on the above-described emergent principles that are typical
for music—respectively, auditory stream segregation, Pitch-
Harmony-Tonality-based emergence, and Rhythm-Periodicity-
based emergence—we outline three strategies for the purpose of
multilayer sonification of physiological and/or motor processes.

A first strategy is based on the human ability to process
different auditory layers on top of each other. By assigning
different layers of auditory feedback simultaneously to different
physiological processes, motor processes, and performance
parameters, one may achieve to raise awareness of how these
processes work together in relation to performed output and
feeling. Coordinated behavior can thus be sonified by means of
different interacting layers (Naveda and Leman, 2008).

Muscle synergy, or ensemble muscular activation, describes
the complex integration of muscle groups and nerves that
underlie the most common motor behaviors. Current research
gained insights into how muscle synergies are encoded into
the nervous system (Bizzi and Cheung, 2013). The topic
of muscle synergy is of major importance for sports and
motor rehabilitation (Barroso et al., 2015; Ting et al., 2015).
Imbalances in multi-muscle coordination may lead to impaired
performance and even injuries. We claim here that the
“orchestration” of muscle synergies may be realized through
a coupled, well-balanced auditory “symphony” (i.e., multilayer
auditory biofeedback). Sonification may enhance awareness of
the relationship between the different muscles, and may hint
for changes in motor behavior to perform optimally and avoid
muscle congestion and injury.

This first strategy focuses on making different
physiological/motor processes and performance parameters
explicit in corresponding auditory biofeedback streams, thereby
relying on human auditory stream segregation skills.

In a second strategy, we rely on before-mentioned fusion
effects, in which different auditory layers blend together into
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a single auditory perceptual object. Here the focus is on the
“end-product” (i.e., the outcome) of processes working together,
instead of on the explicit contribution of each process.

An example of a pleasant sounding outcome is the
combination of three pure tones that are harmonically related,
e.g., 440, 880, and 1320Hz. Another example is a musical major
chord composed of a root note, major third, and perfect fifth. In
the fourth section, we go into more details about musical and
psychoacoustic principles that relate to reward. This approach is
representative for the reinforcement learning method mentioned
before. The idea is that optimal coordination of processes lead
to a pleasing auditory outcome (cf. reward), while less optimal
coordination of processes lead to gradual degrading of this
pleasing auditory outcome (cf. “punishment”). This idea may
also be applied to the sonification of the performance outcome
of different persons, for example when they are engaged in
a synchronized activity. The degree of synchronization may
be rewarded by sonification (Varni et al., 2010; Demey et al.,
2013).

A third strategy relates specifically to temporal periodicity-
based fusion. We mentioned earlier that music often contains
repeated patterns of which periodicities are proportional to
integer multiples. Hence, we proposed to represent musical
content as a series of phase-locked oscillators. This idea of
phase-locked oscillators is interesting in light of the various
physiological and motor processes engaged in sports practice.
Many physiological processes (such as breathing and heart beat)
and motor processes in sports are characterized by periodic
patterns, and may well be considered as oscillatory systems and
biological oscillators. Interestingly, research indicates that some
of these biological oscillators tend to synchronize to each other
at different period proportions; e.g., cardiovascular-respiratory
(Schäfer et al., 1999), cardiovascular-motor (Niizeki and Saitoh,
2014), and respiratory-motor (McConnell, 2011). McConnell
(2011) pinpointed the importance of coordinating breathing and
motor rhythms to maximize comfort and (metabolism) efficiency
in running, cycling, and rowing performances (Hoffmann et al.,
2012). The fact that both music and biological processes within
an individual may be conceived as a multilayered oscillatory
system is interesting. It suggests that music may assist in
simultaneously synchronizing multiple biological oscillators
at different periods. Note however that the proportions of
the periodicities of biological oscillators change depending
on exercise intensities. For instance, The breathing-pedal
cadence ratio of competitive cyclists shifts from 1:3 to 1:2
as exercise intensity or duration increases (McConnell, 2011).
This entails that, for synchronization purposes, proportions
of acoustic-perceptible periodicities within the music should
change accordingly in order to match corresponding biological
periodicities.

Although different periodicity layers in a song might be
used to sonify different physiological and motor processes in
movement, these periodicity layers might all somehow be related
(integer multiples) and impact each other. Depending on the sort
of relation, they either enhance one another or not. Evidence
for this effect was given in the studies by Leman et al. (2013)
and Buhmann et al. (2016), where musical layers with certain

multiples of the beat tempo had an increasing effect on velocity
(e.g., a periodicity of once every four beats), whereas other
multiples had a decreasing effect on velocity (e.g., periodicities
of once every three or six beats). In regard of using music
to manipulate specific physiological or motor processes, we
therefore need to consider that different multi-layer tempi can
enhance or diminish the amount of strength a subject applies in
the movement or breathing that is being monitored by the music.

MODIFICATION BY MUSICAL
BIOFEEDBACK

The monitoring of ongoing motor behavior by means of
music and sound information refers merely to the direct
transfer of behavioral data (basically physiological, movement,
and performance output data) into auditory form for the
purpose of increasing self-awareness of one’s own behavior.
However, monitoring may often become an assistive component
of biofeedback systems that target the modification of motor
behavior. Basically, two approaches can be distinguished here.

The first approach requires that the learner has an explicit
representation of the target behavior (i.e., goal) to which ongoing
behavior can be compared. Both the target behavior and the
actual, ongoing behavior can be represented through music
or sound patterns to allow such comparison. Learning and
adaptation then consists in reducing the error between ongoing
and target behavior; a form of goal-driven learning (Ram
and Leake, 1995). As Ram and Leake (1995, p.1) point out,
the process of goal-driven learning is guided by reasoning,
in order to make good decisions about when and what to
learn, to select appropriate strategies for achieving the desired
learning, and to guide the application of the chosen strategies.
In this regard, monitoring—i.e., sharpening self-awareness—
becomes an essential precondition for people to modify their
behavior. And therefore, the process of modification cannot
be disconnected from the ability to monitor oneself. This
is the typical approach in motor learning and rehabilitation
research.

In the following, we propose and focus on an alternative
approach to behavior modification that does not rely on self-
monitoring; in other words it does not require that the learner
has an explicit representation neither of the own behavior nor
of the target behavior. In that regard, modification becomes
disconnected from a direct transfer of behavior parameters
(physiology, movement, and performance output) into audible
form. Instead of relying on such explicit representations, learning
and adaptation is reward-based, using reinforcement principles.
In reinforcement learning, people are not told exactly what to do
(i.e., the goal), but it is assumed that people will act and behave so
as to maximize their received reward. The human reward system
is understood as a collection of neural structures that contain
dopamine-secreting neurons in the midbrain with pathways to
other brain structures, such as the striatum, the hippocampus,
and the prefrontal cortex (Schultz, 1999; Wise, 2004). Music is a
particularly relevant phenomenon in this context as it is a potent
source of pleasure and reward for most people (Dubé and Le Bel,
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2003). Previous studies have demonstrated that music listening
can activate the human reward system (Blood and Zatorre, 2001;
Menon and Levitin, 2005; Alluri et al., 2015). In line with the
core idea of reinforcement learning, we argue that pleasant
and rewarding states promoted by music may function as an
attractive force (“attractor”) of motor behavior. In the following,
we delineate two principles regulating musical reward that can be
exploited in strategies for modification of motor behavior. One
is based on auditory brainstem responses (“brainstem-driven
reward”), the other on predictive processing (“prediction-driven
reward”).

Brainstem-Driven Reward
The human brainstem is an evolutionary old part of the
nervous system. Automatic brainstem responses occur very early
in the brain’s processing of auditory information. They are
typically responses to auditory events that signal alert to the
presence of a potential threat. These auditory events involve
sounds that are sudden, loud, dissonant, noisy, very low-
or high-frequenced, or feature fast temporal patterns (Juslin
and Västfjäll, 2008). Mediated by brainstem activation, these
sounds have effects on attention and physiological arousal and
eventually, on human behavior (e.g., fight-or-flight response).
According to Juslin and Västfjäll (2008), if arousal is too high,
listeners will experience the sounds and music as unpleasant
and reject them. Hence, listeners will be attracted to music
that induces an “optimum” level of physiological arousal.
Interestingly, this mechanism may be used as a sonification
strategy to influence behavior toward specific goals. Central
in this strategy is to associate wanted behavior to pleasant
auditory states and processes (cf. reward), while undesired
behavior would then prompt unpleasant auditory states and
processes (cf. “punishment”). We assume then that motor
behavior is spontaneously attracted toward these rewarding
(pleasant) states and processes, without explicit knowledge
of the target behavior being required (cf. reinforcement
learning).

Predictive Processing-Driven Reward
Within cognitive science, it becomes common to think of
the brain as a prediction machine that draws upon learned
statistical regularities about the world (Friston and Kiebel, 2009;
Clark, 2013). In perceiving, acting, and taking decisions in
our daily environment, we are constantly in the process of
making predictions of ensuing sensory events, of the probable
causes of these sensory events, and of the consequences of
actions taken. Theories of music cognition (Huron, 2006) and
musical expression (Leman, 2016) draw heavily upon prediction.
Importantly, in music research, the ability to anticipate and
predict musical events has been acknowledged a potent source of
pleasure and reward (Huron, 2006; Gebauer et al., 2012; Zatorre
and Salimpoor, 2013). In the following, we consider prediction
in relation to auditory-motor synchronization and association
learning. We demonstrate, based on empirical evidence, how
sonification strategies can be developed based on these principles
for the purpose of motor modification.

Auditory-Motor Synchronization
We define synchronization or temporal rhythmic entrainment
as the process of adjustment of a motor rhythm (e.g., moving,
breathing, etc.) to an external periodic force typically the musical
beat. Synchronization to a musical stimulus requires the ability
to predict the time at which a musical beat is about to occur.
Successful prediction may lead to strong feelings of pleasure
and control, such as in dance. Presumably because of that,
people often exhibit a spontaneous tendency to synchronize
motor rhythms to the musical beat. In that sense, musical beat
may function as an attractor of temporal coordinated behavior
of humans, such as human locomotion. Sonification through
manipulating the timing of the beats can therefore “attract” and
influence movement behavior.

In the context of movement rehabilitation, rhythmic auditory-
motor entrainment is often referred to as “auditory rhythmic
cuing.” There is extensive evidence showing that rhythmic
cuing may support timing of upper-limb movement control
and gait in persons with motor disorders (Schaefer, 2014;
Thaut et al., 2014; Yoo and Kim, 2016). More than temporal
control, research points out that rhythmic cuing may lead to
adaptation and optimization of spatio-dynamic parameters of
motor control, such as smoothing of velocity and acceleration
profiles of cyclical movement. Thaut et al. (1999) have provided
an explanation of these effects rooted in period synchronization,
rather than in phase synchronization. By aligning a repetitive
movement pattern to a fixed (and thus, anticipated) rhythmic
interval, one obtains accurate and consistent time information
throughout the complete movement cycle. In other words,
period synchronization allows time to be calibrated against
a repeated motor pattern (cf. Maes et al., 2015 discussed
further in this article). Correspondingly, the brain may use this
time information to optimize spatio-dynamic motor control.
Seen from this perspective, beneficial effects of rhythmic cuing
becomes evident for the purpose of sports and rehabilitative
training (Schaefer, 2014; Thaut et al., 2014).

The fact that musical beat exerts an attractor force on
rhythmical motor behavior may also be exploited differently for
the purpose of movement monitoring, and eventually movement
adaptation and optimization. To exemplify this point, we refer to
a music application, called the D-Jogger, that uses sonification of
gait tempo for manipulating entrainment (Moens et al., 2014).
The D-Jogger system enables a real-time transfer of walking
or running cadence data into a corresponding musical tempo.
More in particular, the D-Jogger extracts discrete cues in runners’
motor behavior—namely, footfalls—to which discrete cues in the
music—namely, musical beats—are aligned, both in period and
phase. Through continuously adapting the tempo and phase of
the music to the footfalls of a runner, D-Jogger monitors the
running behavior and creates an audio image of the movement.
This monitoring can be done with different alignment strategies
that can set a range of coupling strengths between music and
movement. In all strategies the initial tempo of a song would be
aligned such that it equals the walking or running cadence. In a
first strategy, the music is not started in phase. Over the course of
the song, music tempo is continuously adjusted to the movement
period. In a second strategy, the music does not start in phase as
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well, but during the song, themusic tempo remains stable and the
subject entrains to the phase of the song. In a third strategy, the
music starts in phase with the movement of the exerciser. During
the song, the phase remains fixed, and the subject entrains to the
phase of the song, while the music tempo continuously adapts
to the period of the movement. In a fourth and last strategy,
the music starts in phase and over the course of the song, both
music tempo and phase are adapted continuously according to
the exerciser’s cadence, as such ensuring perfect synchronization
between these two rhythms.

Experiments with these different D-Jogger alignment
strategies reveal evidence for clear distinctions between different
stages of synchronization (Moens et al., 2014). The first stage
consists of recognizing the beat and the beat tempo, which has
been shown to be the most problematic part of entrainment.
The second stage consists of imitating or synchronizing with
the beat tempo, a more straightforward component, since
a temporal scheme has been established. In the final stage
of being in phase, entrainment is no longer needed to stay
synchronized with the musical beat. That’s why strategies that
directly phase-lock the exerciser’s movement with the music are
preferred: they allow one to accurately predict the beat from
the start. In contrast, strategies that require an exerciser to find
the beat by him- or her-self are more demanding since they
are more prone to erroneous beat prediction: phase-correction
adjustments may require some effort and possibly take time to be
accurate.

In addition to monitoring, the D-Jogger system can also
be used to modify movement. Recently, an experiment was
conducted to investigate whether runners could be sped up or
slowed down by spontaneous auditory-motor synchronization
(Van Dyck et al., 2015). Recreational runners were asked to run
four laps of 200 m, a task that was repeated 11 times with a short
break in between each running sequence. During each first lap,
participants ran at their own preferred tempo without musical
accompaniment. The average running tempo during the first lap
was measured and served as a reference for the tempo-matched
music—realized by the D-Jogger system—that was played during
the second lap. In the last two laps, the music tempo was either
increased or decreased by 3.00, 2.50, 2.00, 1.50, or 1.00 percent
or was kept stable. In general, findings of this study showed that
recreational runners are able to adapt their running cadence to
tempo changes in music without being instructed to do so and
even without being aware of this attunement. Evidence for an
entrainment basin was discovered: the degree of entrainment
with the tempo of the music dropped significantly as soon as
tempo increases of 2.50 percent were introduced, and also when
tempo decreases of 3.00 percent were introduced.

The study by Van Dyck et al. (2015) is based on the
concept of deliberately introducing small errors in a runner’s beat
prediction, by slightly deviating the tempo of the music from
the subject’s running cadence. The human innate tendency to
minimize beat prediction errors causes the subject to entrain
the movement with the new musical tempo. Introducing beat-
prediction errors was hereby managed through time stretching;
compressing or stretching the time between the beats, resulting
in faster or slower music, respectively. Another method for

introducing beat-prediction errors is shifting the audio signal in
such a way that the upcoming beat no longer coincides with the
next predicted footfall. This concept is based onmanipulating the
phase angle between the moment of the beat and the footfall.
Currently, studies are being conducted to assess the effects of
these manipulations on human locomotion, running, and other
types of rhythmical physical activity.

A crucial assumption underlying the use of the principle of
rhythmic entrainment as attractor of rhythmic motor behavior
is that people exhibit a spontaneous tendency to synchronize
rhythmic movement to external rhythmical sound patterns.
However, studies show that people may have weak beat
perception (Leow et al., 2014), and may not always exhibit the
spontaneous tendency to phase-synchronize to a musical beat
(Buhmann et al., 2016).

The D-Jogger method described above relies on a two-
step process; a musical rhythm becomes first automatically
aligned to an individual’s motor rhythm (cf. sonification) while
successively, period and/or phase manipulations are applied to
the musical rhythm. In this second step, the music becomes an
external stimulus, and one relies on the principle of spontaneous
entrainment to guide people’s motor rhythms. However, it would
be of interest to further study how an additional sonification of
motor rhythms during tempo/phase manipulations of external
music may contribute to spontaneous entrainment to this music.
This additional sonification, which would stay aligned to motor
rhythms, makes the discrepancy between the external musical
rhythm and internal motor rhythms more evident, which in
turn may reinforce motor adaptation in order to resolve this
discrepancy. On top of that, a well-considered sonification
design could instigate the feeling of actually participating in the
musical outcome, as in a music performance. This feeling of
control relates to the concept of “agency,” which refers to the
subjective sense of having voluntarily control over actions and
their outcome.

Auditory-Motor Association Learning
Interaction with a biofeedback system can exploit auditory-
motor association schemes. These schemes, or “internal models,”
can be conceived as predictions of auditory consequences of
actions (Maes et al., 2014). Based on a learning process, one
can reliably predict the auditory outcome of performed actions,
allowing the intentional production of certain sounds. This
ability of prediction and control may lead to intense feelings
of pleasure and reward, as in (social) music performance. Now,
when a mismatch occurs between the expected and the actual
auditory outcome of performed actions (i.e., a prediction error),
one has the spontaneous tendency to adapt one’s actions to
minimize prediction errors and realize the intended outcome
(cf. reward) (Lalazar and Vaadia, 2008; Krakauer and Mazzoni,
2011; Van Der Steen and Keller, 2013). In that sense, learned
auditory-motor associations may function as “attractors” of
coordinated behavior of humans. Based on this principle, we
propose a sonification strategy that is implemented into two
distinct steps. In a first step, actions become coupled to perceptual
(i.e., auditory) outcomes through an associative learning process.
In a second step, the auditory outcomes become altered, which
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is assumed to lead to spontaneous motor adaptation in a well-
specified manner.

To test this idea, we conducted an experiment using a
finger-tapping paradigm (Maes et al., 2015). Participants were
instructed to perform on a typical synchronization-continuation
task. Each finger-tap triggered a piano tone of which the
amplitude’s decay curve exponentially decreased in a way the
tone exactly fitted the target interval (i.e., 1100 ms). Thus,
the duration of the target interval was represented/sonified
by this piano tone. In the synchronization phase, participants
learned to associate this relationship between the interval that
needed to be tapped out (action), and the auditory tone
(perception). In the continuation phase, we assumed that
participants could rely on the tone’s decay curve to time their
actions; namely that they would tap at the moment that the
previous tone ceased (cf. “sensorimotor timing strategy”). Now,
if people would actually deploy this sensorimotor timing strategy,
this entailed that a gradual alteration of the tones’ duration
(shorter/longer) throughout the continuation phase, would lead
to corresponding changes in interval production rate. Namely, a
gradual shortening of the tones’ duration would entail a speeding
up, while a lengthening would entail a slowing down. The
results of the experiment provided evidence for the former, and
were interpreted based on error-correction and corresponding
motor adaptation mechanisms. This study outlines important
mechanisms underlying temporal sensorimotor coordination,
which are of interest for further implementation in sonification
strategies in the domain of sports and rehabilitation.

The Role of Novelty and Surprise
Although the ability to anticipate and control auditory events
is a potent source of reward, music that is too repetitive,
simple and conventional will not sustain reward responses.
Current learning theories suggest that learning processes are
grounded in occurring discrepancies (errors) between what
is expected/predicted and what actually happens (Schultz,
1998, 2007; Waelti et al., 2001; Hazy et al., 2010). In these
studies, it is shown that dopamine neurons encode reward
learning prediction errors; a positive response of dopamine
neurons occurs when a reward is given unexpectedly, while this
response gradually decreases as that reward becomes increasingly
predictable. In line with this finding, Fiorillo et al. (2003) found
that dopamine response is maximal when the uncertainty of a
given reward outcome is highest, and decreases when reward
outcome becomes more predictable. These findings advocate the
importance of tension and uncertainty in musical compositions
in order for them to be experienced interesting and pleasant
(Gebauer et al., 2012). In the context of musical biofeedback
systems for sports and motor rehabilitation, these findings stress
the necessity to include aspects of surprise and novelty into
sonification designs and strategies in order to support learning,
self-regulation, and motivation processes.

The Role of Expression
Leman (2016) defines music as emergent patterns endowed with
expression. Expressive cues in music have a relationship with
sound-encoded human gestures and have a special appeal as
biosocial signal that promotes the formation of an interaction

pattern between partners involved (often called sender and
receiver). Expression in music works as an affordance, that is, an
opportunity for expressive responding. The assumption is that
musical patterns with expressive cues have a higher affordance
for expressive responses than musical patterns without these
expressive cues. A good example is the difference between
deadpan piano music (e.g., a MIDI score played on aMIDI grand
piano) and the same piano music onto which expressive cues are
added (Flossmann et al., 2012). Listeners tend to respond more
to the expressive music than to non-expressive music. Leman
et al. (2013) and Buhmann et al. (2016) provide clear evidence
that musical expression (activating vs. relaxing expression) can
affect the velocity of walking, with a maximum effect size of about
plus or minus 10% velocity increase or decrease in task-related
settings and 3% velocity increase or decrease in spontaneous
settings. Whether this effect is obtained by means of arousal-
mediation, or by means of cross-model audio-motor overlapping
brain regions is a topic of future research. The main observation
is that expression seems to function as a facilitator for establishing
a human-music interaction using the principles described above.

CONCLUSION

Auditory feedback of physiological processes, motor processes,
and performance parameters has been proven particularly useful
in the domain of sports and motor rehabilitation, for the
purpose of stress regulation, motor retraining, and motor
performance optimization. Also, research has demonstrated
effects of (background) music on physiological, psychological,
and motor aspects. However, the use of music in biofeedback
systems has been much less explored. In the current article, we
asserted that the use of music in biofeedback systems might have
a major added value to the benefit of psychological and physical
optimization of sports and motor rehabilitation tasks. Therefore,
we presented the 3Mo model to describe three main functions
of music that contribute to these benefits; namely Motivation,
Monitoring, and Modification. The main idea was to delineate
important components and principles to take into account
and exploit in sonification designs. These components and
principles are explicitly oriented toward music, and fundamental
knowledge on human’s sensorimotor interaction with music, and
on the underlying physiological and psychological processes.

Although the model delineates important concepts and
principles, many challenges lie ahead in order to fully realize the
potential of musical biofeedback. For instance, further research
is required to define the musical and acoustic parameters giving
music motivational or relaxing qualities. Also, new methods
need to be developed to (automatically) analyze multilayered
periodicity patterns in music. In addition, there is a need
to test and further develop strategies for modification of
physical movement behavior. These strategies should incorporate
temporal aspects, as well as spatial and spatiotemporal aspects.
Another important challenge is the further integration of
physiological and physical processes. Finally, progress needs
to be made in the domain of hardware and software in
order to provide reliable signals to be sonified. The 3Mo
model indicates that the use of sonification in the field of
sports and motor rehabilitation requires close collaboration
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with other fields of research, including musicology, psychology,
neuroscience, physiology, engineering, and art. It is only through
actual collaborative research that the full potential of musical
biofeedback will be discovered and put into practice.
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et al. (2014). Encouraging spontaneous synchronisation with D-Jogger, an

adaptive music player that aligns movement and music. PLoS ONE 9:e114234.

doi: 10.1371/journal.pone.0114234

Naveda, L., and Leman, M. (2008). “Sonification of samba dance using periodic

pattern analysis,” in Paper presented at the 4th International Conference on

Digital Arts (ARTECH 2008) (Porto).

Naveda, L., and Leman, M. (2009). A cross-modal heuristic for periodic

pattern analysis of samba music and dance. J. New Music Res. 38, 255–283.

doi: 10.1080/09298210903105432

Naveda, L., and Leman, M. (2010). The spatiotemporal representation of dance

and music gestures using topological gesture analysis (TGA). Music Percept.

28, 93–111. doi: 10.1525/mp.2010.28.1.93

Niizeki, K., and Saitoh, T. (2014). Cardiolocomotor phase synchronization during

rhythmic exercise. J. Phys. Fitness Sports Med. 3, 11–20. doi: 10.7600/jpfsm.3.11

Panksepp, J. (1995). The emotional sources of “chills” induced by music. Music

Percept. 13, 171–207. doi: 10.2307/40285693

Peretz, I., Aubé,W., and Armony, J. L. (2013). “Towards a neurobiology of musical

emotions,” in The Evolution of Emotional Communication: From Sounds in

Nonhuman Mammals to Speech and Music in Man, eds E. Atenmüller, S.

Schmidt and E. Zimmerman (Oxford: Oxford University Press), 277–299.

Pfaff, D. W. (2006). Brain Arousal and Information Theory. Cambridge, MA:

Harvard University Press.

Pfaff, D. W., Martin, E. M., and Faber, D. (2012). Origins of arousal:

roles for medullary reticular neurons. Trends Neurosci. 35, 468–476.

doi: 10.1016/j.tins.2012.04.008

Ram, A., and Leake, D. B. (1995). “Learning, goals, and learning goals,” in

Goal-Driven Learning, eds A. Ram and D. B. Leake (Cambridge, MA: MIT

Press), 1–38.

Rejeski, W. J. (1985). Perceived exertion: an active or passive process. J. Sport

Psychol. 7, 371–378. doi: 10.1123/jsp.7.4.371

Schaefer, R. S. (2014). Auditory rhythmic cueing in movement rehabilitation:

findings and possible mechanisms. Philos. Trans. R. Soc. B Biol. Sci.

369:20130402. doi: 10.1098/rstb.2013.0402

Schäfer, C., Rosenblum, M. G., Abel, H.-H., and Kurths, J. (1999). Synchronization

in the human cardiorespiratory system. Phys. Rev. E Stat. Phys. Plasmas Fluids

Relat. Interdiscip. Topics 60, 857–870. doi: 10.1103/PhysRevE.60.857

Schäfer, T., Fachner, J., and Smukalla, M. (2013). Changes in the representation

of space and time while listening to music. Front. Psychol. 4:508.

doi: 10.3389/fpsyg.2013.00508

Schultz, W. (1998). Predictive reward signal of dopamine neurons. J. Neurophysiol.

80, 1–27.

Schultz, W. (1999). The reward signal of midbrain dopamine neurons. News

Physiol. Sci. 14, 249–255.

Schultz, W. (2007). Behavioral dopamine signals. Trends Neurosci. 30, 203–210.

doi: 10.1016/j.tins.2007.03.007

Sigrist, R., Rauter, G., Riener, R., and Wolf, P. (2013). Augmented visual, auditory,

haptic, and multimodal feedback in motor learning: a review. Psychon. Bull.

Rev. 20, 21–53. doi: 10.3758/s13423-012-0333-8

Snyder, J. S., and Alain, C. (2007). Toward a neurophysiological

theory of auditory stream segregation. Psychol. Bull. 133, 780–799.

doi: 10.1037/0033-2909.133.5.780

Stockhausen, K. (1957/1959). How time passes by. Die Reihe, 3, 10–41.

Terry, P. C., Karageorghis, C. I., Saha, A. M., and D’Auria, S. (2012). Effects of

synchronous music on treadmill running among elite triathletes. J. Sci. Med.

Sport 15, 52–57. doi: 10.1016/j.jsams.2011.06.003

Thaut, M. H., Kenyon, G. P., Schauer, M. L., and McIntosh, G. C. (1999). The

connection between rhythmicity and brain function. IEEE Eng. Med. Biol. Mag.

18, 101–108. doi: 10.1109/51.752991

Thaut, M. H., McIntosh, G. C., and Hoemberg, V. (2014). Neurobiological

foundations of neurologic music therapy: rhythmic entrainment and the motor

system. Front. Psychol. 5:1185. doi: 10.3389/fpsyg.2014.01185

Ting, L. H., Chiel, H. J., Trumbower, R. D., Allen, J. L., McKay, J. L., Hackney,

M. E., et al. (2015). Neuromechanical principles underlying movement

modularity and their implications for rehabilitation. Neuron 86, 38–54.

doi: 10.1016/j.neuron.2015.02.042

Toiviainen, P., Luck, G., and Thompson, M. R. (2010). Embodied meter:

hierarchical eigenmodes in music-induced movement. Music Percep.

Interdiscip. J. 28, 59–70. doi: 10.1525/mp.2010.28.1.59

Frontiers in Neuroscience | www.frontiersin.org 12 December 2016 | Volume 10 | Article 54889

https://doi.org/10.1017/S0140525X08005293
https://doi.org/10.1080/02640410500298107
https://doi.org/10.1016/j.tics.2010.01.002
https://doi.org/10.1016/j.conb.2011.06.012
https://doi.org/10.1177/0305735607082623
https://doi.org/10.1016/j.conb.2008.11.003
https://doi.org/10.1371/journal.pone.0067932
https://doi.org/10.1525/mp.2010.28.1.71
https://doi.org/10.3389/fnhum.2014.00811
https://doi.org/10.1249/MSS.0b013e3182a6378c
https://doi.org/10.1037/xhp0000085
https://doi.org/10.3389/fpsyg.2013.01008
https://doi.org/10.1016/j.cub.2009.09.005
https://doi.org/10.1016/j.neuroimage.2005.05.053
https://doi.org/10.1023/B:PHEN.0000007366.42918.eb
https://doi.org/10.1121/1.1906663
https://doi.org/10.1371/journal.pone.0114234
https://doi.org/10.1080/09298210903105432
https://doi.org/10.1525/mp.2010.28.1.93
https://doi.org/10.7600/jpfsm.3.11
https://doi.org/10.2307/40285693
https://doi.org/10.1016/j.tins.2012.04.008
https://doi.org/10.1123/jsp.7.4.371
https://doi.org/10.1098/rstb.2013.0402
https://doi.org/10.1103/PhysRevE.60.857
https://doi.org/10.3389/fpsyg.2013.00508
https://doi.org/10.1016/j.tins.2007.03.007
https://doi.org/10.3758/s13423-012-0333-8
https://doi.org/10.1037/0033-2909.133.5.780
https://doi.org/10.1016/j.jsams.2011.06.003
https://doi.org/10.1109/51.752991
https://doi.org/10.3389/fpsyg.2014.01185
https://doi.org/10.1016/j.neuron.2015.02.042
https://doi.org/10.1525/mp.2010.28.1.59
http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Neuroscience/archive


Maes et al. 3Mo Sonification Model

Van Der Steen, M. C., and Keller, P. E. (2013). The ADaptation and Anticipation

Model (ADAM) of sensorimotor synchronization. Front. Hum. Neurosci. 7:253.

doi: 10.3389/fnhum.2013.00253

Van Dyck, E., Moens, B., Buhmann, J., Demey, M., Coorevits, E., Dalla Bella, S.,

et al. (2015). Spontaneous entrainment of running cadence to music tempo.

Sports Med. Open 1:15. doi: 10.1186/s40798-015-0025-9

van Noorden, L. (1975). Temporal Coherence in the Perception of Tone Sequences.

Ph.D. dissertation, Institute for Perception Research, Eindhoven.

Varni, G., Volpe, G., and Camurri, A. (2010). A system for real-time multimodal

analysis of nonverbal affective social interaction in user-centric media. IEEE

Trans. Multimedia 12, 576–590. doi: 10.1109/TMM.2010.2052592

Waelti, P., Dickinson, A., and Schultz, W. (2001). Dopamine responses comply

with basic assumptions of formal learning theory. Nature 412, 43–48.

doi: 10.1038/35083500

Webster, G. D., and Weir, C. G. (2005). Emotional responses to music:

interactive effects of mode, texture, and tempo. Motiv. Emot. 29, 19–39.

doi: 10.1007/s11031-005-4414-0

Weninger, F., Eyben, F., Schuller, B. W., Mortillaro, M., and Scherer, K. R. (2013).

On the acoustics of emotion in audio: what speech, music, and sound have in

common. Front. Psychol. 4:292. doi: 10.3389/fpsyg.2013.00292

Winkler, I., and Schröger, E. (2015). Auditory perceptual objects as generative

models: setting the stage for communication by sound. Brain Lang. 148, 1–22.

doi: 10.1016/j.bandl.2015.05.003

Wise, R. A. (2004). Dopamine, learning and motivation. Nat. Rev. Neurosci. 5,

483–494. doi: 10.1038/nrn1406

Yoo, G. E., and Kim, S. J. (2016). Rhythmic auditory cueing in motor rehabilitation

for stroke patients: systematic review and meta-analysis. J. Music Ther. 53,

149–177. doi: 10.1093/jmt/thw003

Zaichkowsky, L. D. (1982). “Biofeedback for self-regulation of competitive stress,”

in Stress Management for Sport, eds L. D. Zaichkowsky andW. E. Sime (Reston,

VA: American Alliance for Health, Physical Education, Recreation and Dance),

55–64.

Zatorre, R. J., and Salimpoor, V. N. (2013). From perception to pleasure: music and

its neural substrates. Proc. Natl. Acad. Sci. U.S.A. 110(Suppl. 2), 10430–10437.

doi: 10.1073/pnas.1301228110

Conflict of Interest Statement: The authors declare that the research was

conducted in the absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Copyright © 2016 Maes, Buhmann and Leman. This is an open-access article

distributed under the terms of the Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other forums is permitted, provided the

original author(s) or licensor are credited and that the original publication in this

journal is cited, in accordance with accepted academic practice. No use, distribution

or reproduction is permitted which does not comply with these terms.

Frontiers in Neuroscience | www.frontiersin.org 13 December 2016 | Volume 10 | Article 54890

https://doi.org/10.3389/fnhum.2013.00253
https://doi.org/10.1186/s40798-015-0025-9
https://doi.org/10.1109/TMM.2010.2052592
https://doi.org/10.1038/35083500
https://doi.org/10.1007/s11031-005-4414-0
https://doi.org/10.3389/fpsyg.2013.00292
https://doi.org/10.1016/j.bandl.2015.05.003
https://doi.org/10.1038/nrn1406
https://doi.org/10.1093/jmt/thw003
https://doi.org/10.1073/pnas.1301228110
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Neuroscience/archive


GENERAL COMMENTARY
published: 01 February 2017

doi: 10.3389/fnins.2017.00036

Frontiers in Neuroscience | www.frontiersin.org 1 February 2017 | Volume 11 | Article 36

Edited by:

Diego Minciacchi,

University of Florence, Italy

Reviewed by:

Angelica Perez Fornos,

University of Geneva, Switzerland

*Correspondence:

Nicholas Altieri

altinich@isu.edu

Specialty section:

This article was submitted to

Neuroprosthetics,

a section of the journal

Frontiers in Neuroscience

Received: 01 November 2016

Accepted: 18 January 2017

Published: 01 February 2017

Citation:

Altieri N (2017) Commentary:

Environmental Sound Training in

Cochlear Implant Users.

Front. Neurosci. 11:36.

doi: 10.3389/fnins.2017.00036

Commentary: Environmental Sound
Training in Cochlear Implant Users
Nicholas Altieri *

Communication Sciences and Disorders, ISU Multimodal Language Processing Lab, Idaho State University, Pocatello, ID,

USA

Keywords: cochlear implants, multimodal perception, environmental sound training, individual differences,

generalization

A commentary on

Environmental Sound Training in Cochlear Implant Users

by Shafiro, V., Sheft, S., Kuvadia, S., and Gygi, B. (2015). J. Speech Hear. Lang. Res, 58, 509–519.
doi: 10.1044/2015_JSLHR-H-14-0312

INTRODUCTION

Cochlear implants (CIs) are prosthetic devices developed for listeners with profound bilateral
hearing loss. Despite considerable advances in CI hearing technology allowing for improved
speech and language recognition, several studies have reported that the identification of common
environmental sounds—even years after implantation plus high speech perception scores—prove
difficult for most listeners (e.g., Loebach and Pisoni, 2008; Shafiro et al., 2011, 2015). The literature
suggests explanations for environmental sound identification difficulty in CI users: The chief
difficulty is that CI signals are highly degraded compared to the frequency-rich neural signal in
normal-hearing (NH) listeners. CIs typically include 4 to 22 electrodes; this electrode array, while
constituting a drastic improvement from early CIs containing 1 to 4 electrodes, still represents less
than 1% of hair cells in a healthy cochlea contributing to sound-frequency information (Wilson,
2004). Besides the degraded signal provided by even state-of-the-art CIs, Shafiro et al. (2015)
described other factors complicating environmental sound identification, namely, the likelihood
of degraded representations of memory for environmental sounds caused by years of hearing loss.

To help address these concerns, I propose a modification of the environmental sound training
procedure initially developed by Shafiro et al. (2015). The aim is to utilize multisensory cues,
sounds presented in noise to enhance ecological validity, and a same-different discrimination phase
prior to closed-set identification. This modified procedure should enhance neural plasticity, and
consequently reconstruct auditory representations that have become degraded after years of CI
use.

TRAINING PROGRAM OVERVIEW

Shafiro et al. (2015) reviewed studies utilizing training programs involving presenting
post-lingually deafened CI users with environmental sounds (e.g., Inverso and Limb, 2010; Looi
and Arnephy, 2010), or alternatively, presenting NH listeners with either 4 or 8-channel simulated
CI signals (Loebach and Pisoni, 2008; Shafiro et al., 2012). Results consistently showed evidence for
significant improvement in listeners’ ability to identify environmental sounds subsequent to closed-
set training. Interestingly, evidence for generalization to other categories was reported, including
improved scores in speech recognition by Loebach and Pisoni (2008) and Shafiro et al. (2012) (who
examined simulated sounds in NH listeners).
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TABLE 1 | Comparison of proposed training procedures.

Shafiro’s training program Proposed modification

Include Multiple Tokens of

Sounds

Include Multiple Tokens of Sounds

Closed-Set Identification Phase 1: Same-Different Discrimination

Stimuli presented in quiet Stimuli presented in noise to improve ecological

validity

Feedback for incorrect

responses:

Repeat stimulus three times

Feedback for incorrect responses:

Step 1—present sound with video

Step 2—present sound in quiet

Step 3—present sound in noise

Only one phase Phase 2: Closed-Set Identification

Stimuli presented in noise to improve ecological

validity

Feedback for incorrect responses:

Step 1—present sound with video

Step 2—present sound in quiet

Step 3—present sound in noise

In light of this research showing evidence for improved sound
identification, Shafiro et al. (2015) developed a program to
train post-lingually deafened CI users on a large closed-set of
common sounds, and provide of a short 1-week computerized
training program. The procedure consisted of two Pre-Test
sessions separated by a week, another week of Training,
and two Post-Test sessions each separated by 1 week. Each
of these four sessions included two speech recognition tests
(the CNC word recognition test; Peterson and Lehiste, 1962,
and speech-in-noise SPIN-R; Elliott, 1995). Additionally, the
Familiar Environmental Sound Test (FEST) was administered
(Shafiro, 2008); FEST includes closed-set identification of 60
familiar sounds (160 words total; four tokens each) across five
categories.

Sound-training involved training listeners on a subset of
sounds obtained from FEST. On each training trial, a sound was
presented and the listener was required to make a closed-set
identification response. Feedback was critical to training: When a
listener responded incorrectly, the program repeated the correct
response three times before advancing to the next trial.

Shafiro et al.’s (2015) results indicated improved performance.
Trained items showed the largest degree of improvement.
Generalization was reported for untrained items, although
performance on untrained items was substantially lower.
Generalization, however, failed to occur for word or sentence
recognition. Significant individual variability in environmental
sound recognition skills was reported subsequent to training.

Unfortunately, the authors observed that neither CI brand, length
of implantation, nor age accounted for the variability. Variability
was also observed across stimuli, with five items receiving
particularly low identification scores even after training (e.g.,
“brushing teeth,” “blowing nose,” “zipper,” and “airplane flying”).
Such sounds are “inharmonic,” possessing unique envelope cues
that prove difficult for CI users to access.

OPTIMIZING ENVIRONMENTAL
SOUND-TRAINING

To remedy these concerns, I propose a modified multimodal
training procedure designed to improve sound-cue acquisition
in CI users. Importantly, Shafiro et al. (2015) training
utilized feedback. Incorrect responses were repeated three times
before continuing. The first proposed modification will involve
hierarchically structuring feedback: Each time a listener responds
incorrectly, the first cue reinforcement will be to present the
(without noise) with a video clip of the sound source. Next, the
video will be removed and the same sound (or another token of
the same sound) will be presented (again, without noise). The
third cue will simply be a presentation of the sound at the same
level of background noise used in testing. Studies on a wide
variety of topics, from stroke patients with aphasia to traumatic
brain injury patient with cognitive deficits support the efficacy of
hierarchical cueing (Constantinidou et al., 2008; Abel et al., 2015).
In an fMRI study examining the influence of hierarchical cueing
therapy on brain reorganization in aphasia patients, Abel et al.
(2015) reported that therapy gains appeared were associated with
a decrease in brain activation. The observed activation decrease
in the experimental group suggests that therapy gains facilitated
efficient brain reorganization; efficient in the sense that less brain
activation was required to perform the task.

Next, I suggest modifying the procedure by including a
same-different detection phase (Phase 1) to reinforce and help
encode representations (using two tokens on same trials)—this
is especially important for difficult sounds such as “zippers.”
Distinguishing “same” vs. “different” requires a lower-level
cognitive decision; the ability to distinguish “same” vs. “different”
is necessary although not sufficient for identification. Phase
2 will include the identification phase used by Shafiro albeit
with the modified cueing procedure (Table 1). In controlled
studies, these modifications will hypothetically reinforce auditory
representations, improve generalization scores, and reduce
variability among listeners and stimulus items.
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The aim of this study was to evaluate the compensatory effects of real-time auditory

feedback on two proprioceptively deafferented subjects. The real-time auditory feedback

was based on a movement sonification approach, consisting of translating some

movement variables into synthetic sounds to make them audible. The two deafferented

subjects and 16 age-matched control participants were asked to learn four new

characters. The characters were learned under two different conditions, one without

sonification and one with sonification, respecting a within-subject protocol. The results

revealed that characters learned with sonification were reproduced more quickly and

more fluently than characters learned without and that the effects of sonification were

larger in deafferented than in control subjects. Secondly, whereas control subjects were

able to learn the characters without sounds the deafferented subjects were able to learn

them only when they were trained with sonification. Thirdly, although the improvement

was still present in controls, the performance of deafferented subjects came back

to the pre-test level 2 h after the training with sounds. Finally, the two deafferented

subjects performed differently from each other, highlighting the importance of studying

at least two subjects to better understand the loss of proprioception and its impact on

motor control and learning. To conclude, movement sonification may compensate for a

lack of proprioception, supporting the auditory-proprioception substitution hypothesis.

However, sonification would act as a “sensory prosthesis” helping deafferented subjects

to better feel their movements, without permanently modifying their motor performance

once the prosthesis is removed. Potential clinical applications for motor rehabilitation are

numerous: people with a limb prosthesis, with a stroke, or with some peripheral nerve

injury may potentially be interested.

Keywords: sonification, real-time auditory feedback, proprioception, compensation, motor control, handwriting

INTRODUCTION

When someone is suffering from a loss of a given sensory modality, another preserved
modality is generally used to supply equivalent sensory signals (for a review, see Bach-y-
Rita and Kercel, 2003). The main trans-sensory systems were developed for blind persons,
via tactile-vision substitution (e.g., Bach-y-Rita et al., 1998) or auditory-vision substitution
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(e.g., Renier et al., 2005). However, using the auditory modality
to compensate for proprioception loss, i.e., the auditory-
proprioception substitution, remains an unexplored question. To
address this issue, this study proposed to assess the effects of
supplementary auditory feedback in subjects having a loss of
proprioception.

The proprioceptive system includes sensory signals arising
from several different receptors located in different body tissues
(i.e., skin, joint capsule, tendon, muscle, ligamentous, and
connective tissue). The proprioceptive function is to inform
about static-position and the movement of body parts. The
consequences of proprioceptive loss and the question of how
far vision may supplement it, has been extensively studied
in sensorimotor control or adaptation in deafferented subjects
(Lajoie et al., 1992; Ghez et al., 1995; Sainburg et al., 1995;
Nougier et al., 1996; Krakauer et al., 1999; Scheidt et al.,
2005; Pipereit et al., 2006; Sarlegna et al., 2006, 2010). Without
proprioception, subjects are very reliant on vision, and can show
near normal performance in visual tasks such as visual reaching.
In a mirror-drawing task, whereas healthy participants pay
attention to controlling the incongruent information provided
by visual and proprioceptive feedback, deafferented subjects have
less difficulty adapting their movement because the sensory
conflict does not exist for them (Lajoie et al., 1992). However,
their performance is very much affected in tasks performed
without continuous visual information (Fourneret et al., 2002)
or in tasks requiring adaptation in musculoskeletal dynamics for
which proprioceptive feedback is critical (Sainburg et al., 1995;
Krakauer et al., 1999).

Interestingly, the impact of proprioceptive loss on motor
learning has mainly been studied in adaptation tasks but, to the
best of our knowledge, never during the motor learning of a new
pattern under normal, non-biased, perceptual conditions. When
a new pattern is learned, the task-relevant sensory information,
provided from both the environment and the body, are integrated
to allow the fluent execution of the pattern and its memorization
as an internal model (for a review, Wolpert et al., 2011). At the
beginning, the learners do not have a kinesthetic reference for the
movement and hence they should control it more visually. In arm
control for example, hand trajectories would initially be planned
in spatial coordinates without taking account of the joint motions
(Morasso, 1981).

Until now, theories on motor control and learning have
mainly focused on the role of vision and proprioception,
considering the movements as silent. Yet, human actions often
generate sounds whose variations directly inform about the
movements made. When these sounds are systematically present
during motor learning, strong audio-motor associations are
created in such a way that, after learning, the sounds alone
will evoke the movement, and reciprocally the silent movement
will recall its associated sound (Kohler et al., 2002; Zatorre
et al., 2007). Consequently, when movements are naturally
silent, adding auditory information during motor execution
may improve their control and thus facilitate memorization
(e.g., Effenberg et al., 2016). The method, so-called movement
sonification, consists of translating, in real-time, somemovement
parameters into synthetic sounds. The multimodal (visual,

auditory, and proprioceptive) integration of sonified movements
has been shown to be effective in motor control and learning
(see Sigrist et al., 2013 for a review). Applications are various,
from sports practice (e.g., Effenberg, 2005), clinical rehabilitation
(e.g., Scholz et al., 2014), to school education (e.g., Danna et al.,
2014).

Handwriting is particularly relevant for evaluating auditory-
proprioception substitution. Despite the faint scratching of the
pen, handwriting is considered as a silent activity, mainly
controlled by vision and proprioception (for a review, see Danna
and Velay, 2015). Handwriting is possible without proprioceptive
feedback. Provided vision was available, the quality of the written
trace of a deafferented subject was comparable to that of control
subjects (Teasdale et al., 1993). Nevertheless, when comparing
a deafferented subject (one of the two subjects) and control
subjects, though the words written by the former remained
legible, the kinematics of her handwriting movement were
deeply affected (Hepp-Reymond et al., 2009). To conclude, vision
and proprioception are complementary in handwriting control:
spatial information about the static trace is mainly provided
by vision and movement information is mainly provided by
proprioception (Danna and Velay, 2015).

For these reasons, we decided to sonify handwriting
for auditory-proprioception substitution. Providing spatial
information by the means of sounds is not a relevant strategy,
because spatial information is already well supplied by vision.
The purpose was rather to translate information about the
movement, usually provided by proprioception, into auditory
information. In particular, velocity signals, mainly provided
by muscle spindles (Cordo et al., 2011), play a crucial role
in movement perception and control when precise and fluid
movement is required. So the question was, how to sonify
handwriting velocity? Actually, when listening carefully to
the sound produced during handwriting, a friction sound
generated by the pen-paper interaction can be heard (Thoret
et al., 2014) compared this real friction sound to a synthetic
friction sound whose timbre was related to the pen velocity
and they observed that this velocity sonification adequately
informed about the pen displacement. They concluded that
velocity sonification enters into a natural mapping between the
sound and the action in order to contribute to the building of a
multimodal sensorimotor representation of handwriting (Thoret
et al., 2014). Based on this assumption, a similar sonification
strategy was tested and validated for handwriting assessment
(Danna et al., 2015a), handwriting learning (Danna et al.,
2015b), and the rehabilitation of dysgraphia (Danna et al.,
2014).

The auditory-proprioception substitution hypothesis was
proposed as a strategy for stroke rehabilitation (Scholz et al.,
2014) but we have yet to see the experimental validation of
this hypothesis (Ghez et al., 2000) made an encouraging pilot
study but without actual control experiments. The purpose
of the present experiment was thus to assess the auditory-
proprioception substitution in both two deafferented subjects
and 16 control participants who all had to learn new characters
with and without associated sonification.

Four predictions could be made before the experiment:
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(A) Because the present strategy consists in translating velocity
information into sounds, we predict that training with
sonification will improve handwriting kinematics and not
spatial accuracy of the written trace (as already observed by
Danna et al., 2015b).

(B) The loss of proprioception is known to affect handwriting
kinematics (Hepp-Reymond et al., 2009), therefore training
with sonification will have a larger effect in deafferented than
in control participants.

(C) If the supplementary auditory signals only help to control
the movement during training, but are not integrated
within an internal multisensory model of the character,
then applying sonification during training will only have a
short-term effect.

(D) Conversely, if the auditory signals are actually incorporated
into the internal model of the character, then they will
improve the kinematics of character production at longer
term.

METHODS

Participants
Two deafferented subjects, GL (right-handed female, 65 years)
and IW (left-handed male, 61 years), participated in the
experiment. The Edinburgh Inventory (10-item version, Oldfield,
1971) conducted by Lefumat et al. (2016) revealed a Laterality
Quotient of +77% for GL and −100% for IW. Both suffer from
a complete loss of touch, vibration, pressure and kinesthetic
senses below the neck in IW and below the nose in GL (Cooke
et al., 1985; Cole and Sedgwick, 1992). The sural nerve biopsy
conducted by Cooke et al. (1985) on GL revealed that fibers
larger than 6.5 µm represented only 1.6% of the total number
of fibers. However, both subjects have perceptions of pain and
temperature, indicating a selective impairment of the large
diameter peripheral sensory myelinated fibers. Motor fibers are
not affected as shown by motor nerve conduction velocities and
needle electromyography investigation of the arm muscles. H-
reflexes are absent, no sensory nerve action potentials can be
registered in the arms, and no cortical response can be evoked by
electrical stimulation of the peripheral nerves of either arm. GL
has been suffering from a permanent and specific loss of the large
peripheral myelinated sensory fibers since she was 31 (for more
details about her history and disease characteristics, see Cole and
Paillard, 1995). IW experienced a permanent and specific loss of
the large peripheralmyelinated sensory fibers when hewas 19 (for
more details about his history and disease characteristics, Cole
and Sedgwick, 1992; Cole and Paillard, 1995).

Sixteen healthy, age-matched control subjects (8 right-handed
women and 8 men, between 58 and 68 years) volunteered for
the experiment. Two of the controls were left-handed. None of
the controls reported any relevant medical history. This study
received a prior approval from the Ethics Committee of Aix-
Marseille University and the CNRS (N◦ RCB 2010-A00155-34).
All participants signed a written informed consent before starting
the experiment, in accordance with the ethical standards set out
in the Declaration of Helsinki.

Task
The task consisted of learning to write four new characters
(Figure 1A) on a sheet of paper (A4 format: 21.0 × 29.7
cm) affixed to a graphic tablet (Wacom, Intuos3 A4, sampling
frequency 200 Hz) using an ink pen. The characters were
extracted from the Tamil script. Character 4 was slightly modified
in order to be drawn without lifting the pen. Each character was
presented at the top of the sheet. A gray point has been added to
indicate the starting point on the characters. A square (4.0 × 4.0
cm) was drawn for each repetition in order to produce a character
of comparable size.

Procedure
The experiment began with a short familiarization during
which participants were asked to draw some simple geometric
shapes with the auditory feedback in order to become informed
about the meanings of the sonification. For the sake of clarity,
the term “sonification” will be used rather than auditory
feedback. The actual experimental design included a pre-test, a
training session, and two post-tests. The first post-test (POST
ST) was performed just after the training session of each
character, and the second about 2 h later (POST LT). The
pre-test and the two post-tests were exactly the same: The
participants wrote each of the four characters once without
sonification.

We used a classical within-subject ABBA protocol consisting
of two different sessions (A and B) repeated in a different order.
More precisely, the four characters were learned by pairs in
two modes of training, one without sonification (session N) and
one with sonification (session S), respecting the NSSN protocol.
During the training sessions, the participants wrote each of the
two characters 16 times. Two characters (characters 1 & 2) were
learned first without, then with, sonification (order NS) and the
other two (characters 3 & 4) were learned first with, then without,
sonification (order SN; see Figure 1B). The order of characters
written with sonification was counterbalanced between the two
deafferented subjects and between controls in such a way that
half of participants began the training sessions with characters
1–2 and the other half began with characters 3–4. Participants
were asked to draw the characters in a single movement, without
lifting the pen from the gray starting point to the end of the
character.

Sonification Strategy
We applied the same sonification strategy already used in a
previous study (Danna et al., 2015b), with the exception of
impact sounds which were not present here. Sonification was
generated in real time with Max software (http://cycling74.com).
An example of sonified handwriting is available online in the
Supplementary Material (Supplementary Video File 1).

A rubbing sound was associated to a correct handwriting
velocity. This synthetic soundwas close to the sound generated by
writing with chalk on a blackboard. Technically, the synthesis was
based on a source-resonator model which simulates the physical
sound source as the result of successive impacts of a pencil on the
asperities of a given surface. The surface roughness is modeled
by a noise reflecting the height of the surface asperities while the
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FIGURE 1 | (A) Illustration of the four learned characters. (B) Description of the experimental design and analyses. Each character was trained without sonification (S)

and with sonification (N). The presentation order of characters was counterbalanced between participants (see text).

velocity profile of the pencil is modeled by low-pass filtering the
noise with a time varying cutoff frequency that creates timbre
variations according to the velocity profile (for more details,
Conan et al., 2014).

When handwriting was too slow, the rubbing sound
changed into squeaking sound. These squeaking sounds were
based on non-linear (stick–slip) friction behavior (for more
details, Thoret et al., 2013). This strategy is drawn from
the metaphor of the squeaking of a door which naturally
leads the writers to increase their movement speed in
order to avoid this unpleasant noise. The synthesis model
enabled sudden transitions between squeaking sounds and
rubbing sounds. Transitions from the friction sound to
the squeaking sound occurred when the instantaneous
tangential velocity dropped below 1.5 cm s−1 (Danna et al.,
2015b).

Finally, the pen pressure on the paper sheet, a measure directly
provided by the tablet, was linearly associated to the sound
volume, so that the greater the pen pressure the higher the
volume.

Data Analysis
Four variables, three kinematic and one spatial, were computed
from the (x,y) position of the pen on the tablet. The kinematic
analyses were illustrated in Figure 2.

The movement velocity was the mean translational velocity
from the starting point until the final lift, when the character was
completed.

The number of abnormal velocity peaks was determined by
the Signal-to-Noise velocity peaks difference (SNvpd). SNvpd
is the difference between the number of velocity peaks after
filtering the tangential velocity with a frequency cutoff (fc)
of 10 Hz and the number of velocity peaks after filtering
the tangential velocity with an fc of 5 Hz (Danna et al.,
2013). Accordingly, the number of abnormal velocity peaks is
an index of movement fluency: the less fluid the movement,
the greater the number of abnormal velocity peaks and vice
versa.

The number of stops was determined by counting the
moments when the pen stopped during the drawing of the
character. Note that stops are distinct from lifts of the pen: the
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FIGURE 2 | (A) Illustration of a character written by GL. (B) Velocity profile from a portion of the written character (in black). The three kinematic variables are

illustrated: The dotted line corresponds to the mean velocity. The three black stars correspond to the abnormal velocity peaks which are present only when filtering the

velocity with a cutoff frequency at 10 Hz (black line) but not when filtering the velocity with a cutoff frequency at 5 Hz (dotted curve). Finally, the white rectangle

corresponds to a stop (white dot in A) determined by a null (raw) velocity longer than 35 ms.

former occurred even though the pen was still in contact with
the paper. Stops shorter than 35 ms were considered as normal
stops (Paz-Villagrán et al., 2014). Therefore, here we only took
into account those longer than 35 ms. Because the task consisted
of writing the characters without lifting the pen, we assume that
more stops were produced at the beginning, when participants
had not yet memorized the characters and had to look at the
model.

The spatial accuracy was determined by the Dynamic Time
Warping (DTW) distance. DTW distance is the measurement of
the spatial error between the character written by participants
and a character prototype considered as a reference. More
precisely, it corresponds to a point-to-point comparison between
the two characters for which both spatial and temporal
information is available. The DTW distance is computed as the
average Euclidean distance between all pairs of matching points
(for more details about criteria used for matching, see Niels et al.,

2007). The character prototypes were realized by a proficient
adult who practiced writing each character with the aid of a
model until the perfect shape was achieved. The series of (x,y)
coordinates corresponding to the shape of each character were
then filtered with a 4th order low-pass Butterworth filter with
a fc of 5 Hz. These four characters were considered as “ideal”
characters and the greater the disparity between them and the
character drawn by a subject, the greater the DTW distance. For
the sake of clarity, we took the inverse of DTW distance as an
index of spatial accuracy: The better the character matched with
the reference, the higher the score.

Statistics
Statistical analyses were conducted in two steps.

(1) Learning effect. As can be seen in Figure 1B (right), the
effect of practice was assessed for the control group by computing
the mean performance for the four characters written in the
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pre-test (PRE), those written just after the training session with
sonification (POST ST—after S), those written just after the
training without sonification (POST ST—after N), and those
written about 2 h afterwards (POST LT). These data were
submitted to an analysis of variance (ANOVA) with the four
Learning conditions as repeated measures and Bonferroni’s post
hoc tests when necessary. To compare GL’s & IW’s data to those
of controls, we used t-test comparisons of a single value to a
population sample (Nougier et al., 1996; Sarlegna et al., 2010)
for the four learning conditions. The significance threshold was
corrected to 0.0125 for the four t-test comparisons (Bonferroni’s
correction).

(2) Order effect. Within-subject ABBA protocol induces an
order effect because some characters learned without sonification
were learned after some characters learned with sonification.
To evaluate the order effect, we averaged the performance in
the same pairs of characters under the four conditions N, S, S,
and N in the short term post-tests (Figure 1B—left). Then, we
computed the difference of performance between the post-test
of characters learned first with then without sonification, taking
into account the presentation order, namely SN (without then
with sonification) versus NS (with then without sonification).
A difference significantly above or below zero revealed an
effect of sonification and the order effect appeared if the
difference in performance was observed in the NS order only.
For that, we used t-test comparisons of a single value (0) to the
controls’ performance with Bonferroni’s correction for the two
presentation orders (significant threshold at 0.025). In order to
assess whether sonification had a greater effect in deafferented
subjects than in the controls, we also used t-tests comparisons of a
single value to a population sample (with Bonferroni’s correction)
to compare the differences in performance of the controls to
those of the deafferented subjects.

RESULTS

The effects of learning and sonification are presented in turn on
each of the four variables analyzed.

Learning Effect
The performance of control and deafferented participants in
the four learning tests without sonification are presented
in Figure 3. Illustrations of the characters produced by
GL and IW are supplied in the Supplementary Material
(Supplementary Figure 1). Finally, the performance of control
and deafferented subjects during the training phases with and
without sonification are presented in Figure 4.

Movement velocity
The control group exhibited a main effect of learning, F(3, 45) =
15.24, p< 0.001, η2

p = 0.50 (see Figure 3A). Bonferroni’s post-hoc
tests confirmed that the mean velocity in the three post-tests was
higher than in the pre-test (p < 0.001). The comparison between
the three post-tests was not significant.

The comparison between GL, IW, and controls revealed that
GL was always slower than the controls (p < 0.001 for the four
comparisons) whereas IW’s velocity was comparable to that of

FIGURE 3 | Mean performance of the control group, GL and IW in the

pre-test (PRE), the post-test following the learning sessions without

sonification (POST ST—after N), the post-test following the learning

sessions with sonification (POST ST—after S), and the post-test at T0

+ 2 h (POST LT). Error bars correspond to between-participants SD of the

control group. **p < 0.01; ***p < 0.001. The performance was assessed with

the mean velocity (A), the abnormal velocity peaks (B), the number of stops

(C), and the spatial accuracy (D).

the controls except in the pre-test where it was even higher
(p < 0.001). Moreover, contrary to the controls, both GL’s and
IW’s velocities in the POST ST—after N and in the POST LT
were not different from their initial velocity in the PRE (see
Figure 3A).
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FIGURE 4 | Evolution of performance of the control group, GL and IW

throughout the 16 trials during the training sessions N without

sonification (left) and the training sessions S with sonification (right).

Trend lines correspond to simple linear regressions. The performance was

assessed with the mean velocity (A), the abnormal velocity peaks (B), the

number of stops (C), and the spatial accuracy (D).

Figure 4A shows the evolution of velocity across the 16
repetitions within the training sessions (without and with
sonification). When comparing the evolution of the velocity
(trend lines), two observations can be made: (1) comparing
the Y-intercept between sessions N and S gives an idea of the
initial effect of sonification at the first trial, before learning. (2)
comparing the slopes between sessions N and S informs about the
sonification effect on learning progress over the 16 repetitions. In
control participants, adding sounds during training (session S)

gave rise to a slight increase in writing speed (Y-intercept) but
did not change the learning progression (identical slopes). GL
was globally slower than the controls, but she benefited more
than them from the presence of sonification at the first trial (Y-
intercept). However, her learning slope was not modified by the
sonification (null slope/non-significant regression in the session
S). IW was quite similar to the controls without sonification
(session N), however with the sonification (session S) both
his initial speed and learning progression were greater than in
control condition.

Number of Abnormal Velocity Peaks
The control group exhibited a main effect of learning, F(3, 45) =
11.35, p < 0.001, η2

p = 0.43. Bonferroni’s post-hoc tests confirmed
that the number of abnormal velocity peaks in the three post-
tests was lower than in the pre-test (p < 0.01, see Figure 3B). The
two short-term post-tests were not different in the control group
whatever the order of the training sessions they had followed.

As can be seen in Figure 3B, GL produced more abnormal
velocity peaks than the control group in the PRE, the POST ST—
after N, and the POST LT (p < 0.01 for the three comparisons),
but not for the POST ST—after S. In other words, GL generally
wrote the characters less fluently than the control participants,
except when she had just learned the characters with sonification.
The sonification effect on GL’s movement fluency was larger than
that on control participants.

IW wrote the characters with less abnormal velocity peaks
than the control participants in the PRE and when he learned
to write the characters with sonification (p < 0.01 for the two
comparisons) but neither in the POST ST—after N nor in the
POST LT.

Contrary to the control group, the movement fluency of GL
and IW in the post-test of characters learned without sonification
and in the post-test at T0 + 2 h were almost identical to their
initial performance in the pre-test.

When comparing the evolution of the abnormal velocity
peaks during the two modes of training in the control group
(Figure 4B), a slight initial effect of sonification at the first trial
(Y-intercept) was noted but no impact on learning progression
(identical slopes) can be observed. Regarding GL, whereas she
wrote the characters less fluently than the controls without
sonification (with a great variability across repetitions), she
performed close to the controls with sonification. However,
due to her variable performance, the regression analysis did
not reveal a significant evolution. Finally, IW was more fluent
from the very beginning than the controls (lower Y-intercept)
but he experienced no improvement across the 16 trials. With
sonification, a positive effect at the first trial (Y-intercept) was
noted, as well on his learning progression.

Number of Stops
The control group exhibited a main effect of learning, F(3, 45)
= 8.51, p < 0.001, η

2
p = 0.36. The Bonferroni’s post-hoc tests

confirmed that the number of stops in the three post-tests was
lower than in the pre-test (p < 0.01, see Figure 3C). The results
of the comparison between the two short-term post-tests were
not significantly different.
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The deafferented subjects and the control groups all produced
different results. GL had a significantly greater number of stops
than the controls for the POST ST—after N and for the POST LT
only (p < 0.001 for both comparisons, Figure 3C). During the
PRE and the POST ST—after S, her stops number was comparable
to controls. In other words, as formovement velocity and fluency,
her stops numbers in the post-test of characters learned without
sonification and in the POST LT were almost identical to her
initial performance. This was not the case for the control group.
Concerning the comparison of stops number between IW and
the control group, the difference was significant for all tests. Even
before learning, IW had seldom stopped during his movements,
likely because he was using a different control strategy.

Regarding the evolution of the number of stops across the
repetitions within the two modes of training (Figure 4C), the
same observations as for abnormal velocity peaks can be made in
the controls. Concerning GL, sonification allowed her to perform
the task with a mean number of stops comparable to that of the
controls but no learning progression was observed, whatever the
training mode (N or S). IW produced very few stops (between 0
and 2, except at the first trial in the training session N), suggesting
a feedforward control strategy.

Spatial Accuracy
In the control group, the spatial accuracy did not evolve from
the pre-test to the long-term post-test, F(3, 45) = 1.07, NS (see
Figure 3D). GL drew the characters with a lower accuracy,
except the characters which had been learned with sonification.
Contrary to GL, IW displayed a spatial accuracy close to that
of the control participants in the pre-test only. In all the post-
tests, whatever the training mode, he showed a lower spatial
accuracy than the control group, irrespective of the presence of
sonification (see Figure 3D).

Comparing the evolution of spatial accuracy between the two
training sessions indicates a slight effect of sonification on the
performance variability in the control group (Figure 4D). In both
GL and IW, 1- their spatial accuracy was lower than that of the
controls, and 2- sonification had a slight negative effect on spatial
accuracy (observed by a low Y-intercept in sessions S) but no
effect on learning (null slope/non-significant regression in the
sessions N and S).

Order Effect
As explained, our within-subject NSSN protocol induces an order
effect. Differences of performance between the two POST ST
(after S and after N) were thus computed in each order (NS vs.
SN) and reported in Table 1.

Movement Velocity
In the control group, comparing the characters learned with
versus without sonification (S-N) revealed that the velocity
difference was significant in NS order (p < 0.001) but not in SN
order (p= 0.13, see Table 1). As expected, this marked difference
between the training orders suggests that when two characters
were first learned with sonification, the gain in velocity was
maintained afterwards when two new characters were trained
without sonification.

TABLE 1 | Mean difference of performance (between-participants SD)

between the post-test when characters were learned with sonification

and the post-test when characters were learned without sonification

(S-N) according to the order of presentation (NS: first without then with

sonification vs. SN: first with then without sonification) for the control

group, GL and IW.

NS order: first

without then with

sonification

SN order: first with

then without

sonification

Difference in

velocity

GL 8 −0.4

IW 19.3 4.7

controls 6.7 (±6.2) −2.9 (±7.2)

Difference in

velocity peaks

GL −8.5 −3.5

IW −11 1

controls −3.2 (±3.5) −0.8 (±6.6)

Difference in stops

number

GL −2.5 −5.5

IW −1.5 1.5

controls −0.4 (±2.5) 0.7 (±3.75)

Difference in

spatial accuracy

GL 6.9 −3.7

IW −2.5 1.6

controls −1.3 (±3.3) −1.1 (±3.7)

In bold: significant difference revealed by comparing the control group to zero (analysis

3). In bold and italic: significant difference revealed by comparing the control group to GL

and to IW (analysis 4).

Does sonification have a greater effect on deafferented subjects
than on the control group? Results revealed that, irrespective of
the order (NS vs. SN), the difference of velocity between the post-
test of characters learned with versus without sonification (S-N)
was greater for IW than for the controls (see Table 1). Note that
this was not the case for GL whose spontaneous velocity was
much lower than that of IW and the control group.

Number of Abnormal Velocity Peaks
In the control group, comparing the fluency difference when
characters were learned with vs. without sonification (S-N)
revealed that the difference was significant in NS order (p< 0.01)
but not in SN order (p= 0.63, see Table 1).

Does sonification have a greater effect on deafferented subjects
than on the control group? Results showed that in NS order, i.e.,
when the characters were learned first without and then with
sonification, the difference in abnormal velocity peaks between
the two training sessions was larger in the deafferented subjects
than in the control participants (see Table 1). In the reverse
SN order, the difference of fluency was not significantly greater
than in the control participants. This marked difference between
the two orders of training suggests that, both in control and
deafferented participants, the fluency increased following the
training with sonification and stayed high, even though the
subsequent characters were trained without sonification.

Number of Stops
In the control group, comparing the fluency of the characters
learned with versus without sonification (S-N) revealed that,
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irrespective of the order, the difference was not significant (p
= 0.49 for NS order and p = 0.47 for SN order, see Table 1).
Therefore, the number of stops was not influenced by sonification
in the control group.

Whatever the order (NS vs. SN), the difference in the number
of stops was greater for GL than for the control group. This was
not true for IW who made few stops, whatever the learning task
or the sonification condition.

Spatial Accuracy
In the control group, comparing the characters learned with
versus without sonification (S-N) revealed that, irrespective of
the order, the difference in spatial accuracy was not significant
(p = 0.13 for NS order and p = 0.24 for SN order, see Table 1).
These results confirmed that spatial accuracy was not influenced
by sonification in the control group.

The increase in spatial accuracy was significantly greater in GL
than in the control participants in the NS order only. IW’s spatial
accuracy was slightly greater than in the control participants in
the reverse SN order (see Table 1).

DISCUSSION

The goal of this study was to evaluate auditory-proprioception
substitution in two persons lacking proprioception. The effects
of real-time auditory feedback were assessed during the motor
learning of new graphic patterns. The results of this experiment
can be summarized as follows:

In Control Participants
Overall, control participants were able to learn the new characters
without sounds, but the sonification improved their learning:
characters learned with sonification were reproduced more
quickly and more fluently than those learned without. In other
words, adding auditory kinematic signals during training lead
to an improvement of kinematic variables when the characters
were subsequently drawn without the sounds. These results are in
agreement with those of a previous study where participants had
to learn new characters with their non-dominant hand (Danna
et al., 2015b). The improvement was present in the short term,
but it was also observed in the longer term, 2 h after the end
of the training sessions. However, this motor improvement was
not accompanied by better spatial accuracy in the characters
(prediction A). Note that the task consisted of reproducing
graphic patterns with the dominant hand and in the presence
of the model. We suppose that displaying the model allowed
the participants to reproduce it accurately from the very first
trial. Consequently, the learning consistedmore of improving the
kinematics than of improving the spatial accuracy, as children
do when they learn how to write and free themselves from the
models of the characters (Chartrel and Vinter, 2008).

The positive effects of sonification were present when the
characters were first learned without then with sonification
but not in the reverse order. This order effect, previously
observed (Danna et al., 2015b), can be interpreted in the light
of the theory of Event Coding (Prinz, 1997; Hommel et al.,
2001): When characters have first been learned with sounds, a

multimodal (visual, proprioceptive and auditory) representation
of the graphic pattern, including the internalized sounds, would
have been created. Then, this multimodal representation would
be reactivated even if the sounds associated with the movement
are no longer supplied.

In Deafferented Subjects
Contrary to the control participants who performed better in all
post-tests, whatever the sonification condition, the deafferented
subjects were unable to learn the characters when training was
attempted without sonification. In other words, they were unable
to learn new kinematic properties leading to producing fluent
graphic patterns whereas the controls were able to do so. This
finding strongly suggests that without proprioceptive feedback,
motor learning would be either longer or even impossible.
This is consistent with the observation that handwriting
automaticity in a deafferented patient (GL) was impaired and
that proprioception would be a prerequisite to maintain a learned
and automated complex motor behavior such as handwriting
(Hepp-Reymond et al., 2009). More generally, it has been shown
that proprioception plays an important role in the updating of
an internal model of limb dynamics used to program motor
commands (Sainburg et al., 1995; Krakauer et al., 1999; Pipereit
et al., 2006), even if dynamic information may be inferred solely
on the basis of vision (Fleury et al., 1995; Sarlegna et al., 2010).

Interestingly, movement sonification seems to be more
efficient in deafferented persons than in control participants.
In the short-term, the effects of sonification were larger in
deafferented, than in control subjects for all kinematical variables
(prediction B). More precisely, sonification gave rise to a
larger improvement in movement fluency in both deafferented
subjects, a larger improvement in velocity for IW than for
the controls, and a larger decrease in stops for GL than
for the controls. These findings support the hypothesis that
translating kinematic information into auditory information
substitutes for proprioceptive input. Hearing their sonified
movement allowed the deafferented subjects to become informed
about the kinematics of their movements that they can no
longer feel through proprioception. As GL expressed after the
experiment, they “feel their movement by hearing it.” Another,
more speculative, hypothesis to explain why deafferented
subjects benefited more from the sonification could be that
they process auditory information better than controls. It is
known that sensory deprivation leads to significant cross-
modal brain reorganization which is paralleled by enhanced
perceptual abilities. For example, (Bavelier et al., 2006) showed
enhancements in visual cognition in deaf subjects due to a
reorganization of multisensory areas, highlighting cross-modal
interactions as a fundamental feature of brain organization and
cognitive processing. The symmetrical effect was observed by
(Lessard et al., 1998) who showed that early-blind subjects
were able to localize sound sources better than sighted
subjects. However, sight and hearing both capture environmental
information. Cross-modal enhancements between these two
exteroceptive senses when one of them is missing is more
likely than enhancements of auditory sensitivity in deafferented
subjects although the reverse, enhancement of kinesthetic
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sensitivity in deaf subjects, has been observed (Levänen and
Hamdorf, 2001).

Although the sonification helped the deafferented subjects
to learn the new characters in the short term, about 2 h after
the training sessions, their performances were similar to those
in the pre-test, contrary to the controls who maintained a
higher performance. A first hypothesis is that applying auditory
information only facilitates the control of ongoing movement
in deafferented subjects but does not permit to learn a new
motor pattern (prediction C). In other words, in the post-test
following the learning sessions with sonification, they wrote
better because they kept in short-term memory the movement
they had performed just before, but not necessarily because
they learned the motor pattern. This hypothesis is supported by
their performance during the training sessions: Both deafferented
subjects exhibited a fast effect of sonification, from the very
first trials, but did not improve over the following repetitions.
If this explanation holds, sonification would serve as “sensory
prosthesis” helping the deafferented subjects to “feel” (by ear)
their movement and to better produce it when the sounds are
present, but would not able them to permanently change their
motor performance without the prosthesis. Another hypothesis
is that producing sonified movement during the training did lead
the deafferented subjects to create a multimodal representation
which was not maintained over the time in the present
experiment because the training period was too short.

Between Deafferented Subjects
The initial performance differed between the two deafferented
subjects who used opposite strategies. In the pre-test, GL was
slower and less fluent than IW, confirming previous observations
according to which GL would generally tend to use on-line visual
feedback to guide her movement whereas IW would rely on
forward motor planning (Cole and Paillard, 1995). These authors
reported that both deafferented subjects can write, but their
techniques for maintaining accuracy with their eyes shut differed:
On the one hand, GLwas very slow and, when drawing the letters,
she tended to place them in the wrong area of the paper. On
the other hand, IW moved fast across the page in an attempt to
preserve both shape and correct framing of his writing space, at
the cost of accuracy in the shape of the letters. If GL was slower
than IW because of a greater reliance on visual control, why was
she finally less accurate than him? It is likely that she tended to
discretize her movements into many sub-movements (strokes)
separated by stops (Ghez et al., 1990) have shown that the spatial
accuracy of deafferented subjects was particularly affected at the
endpoint of the movement, even under close visual control. We
thus suppose that the stops made by GL in order to visually
control her movement led her to be in fine less accurate.

Consequently, training and sonification had different effects
in GL and IW. In GL, the learning curve is comparable to
that of the controls (with more variability in her performance),
with a greater effect on her. Usually, the poor performance
of people beginning to learn to write is the consequence of
a close visual control. This visual control gradually decreases
with training, paving the way for a more automatic control
(Danna and Velay, 2015). It is worth noting that audition is

available for the provision of supplementary information during
the execution of silent movements, especially in deafferented
subjects that use their vision for controlling and adapting
their movements. Furthermore, according to the modality
appropriateness hypothesis (Welch and Warren, 1980), audition
would be more accurate than vision for the treatment of
spatiotemporal information about the ongoing movements.
Consequently, we hypothesize that training with sonification
helped GL to decrease her visual control, leading her to write
more fluently thanks to a shift from a product-oriented (the
written trace) to a process-oriented (the movement that generates
the trace) control. The initial performance of IW suggest a
process-oriented control from the beginning of the learning task.
Consequently, sonification during training would not change
his initial feedforward strategy but led him to program faster
movements to the detriment of spatial accuracy, suggesting a
change in speed-accuracy tradeoff. In any case, the opposite
results in GL and IW highlight the importance of studying two
deafferented subjects to understand the impact of proprioception
deprivation on motor control and learning.

Conclusion and Perspectives
This study confirms the potential of movement sonification for
motor control and learning. Of course, sonifying the handwriting
of people with total proprioceptive loss might appear anecdotal,
but it demonstrates that auditory signals may act in substitution
of proprioceptive deficit. Clinical applications may be numerous:
people with a limb prosthesis, with a stroke, with some peripheral
nerve injury, or parkinsonian patients with proprioceptive
integration deficits (Schneider et al., 1987; e.g., Klockgether et al.,
1995) may potentially be interested. Applied to other human
movements, such as walking for example, sonification could be
a new “prothestic” device accessible at a much lower cost to
millions of people. At a more fundamental level, neuroimaging
and EEG studies must be conducted in order to determine the
neural basis of auditory-proprioception substitution.
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INTRODUCTION, GOAL, AND SCOPE

Real-time sonification of human movement (conversion of motion signals into sound) can be
used as augmented feedback for motor skill learning. With sonification, motor skills can, in
some instances, be learned more quickly and successfully (Sigrist et al., 2013a). The goal of
such sonification systems is a permanent (or at least, lasting) improvement in performance at a
physical task or skill, which persists in the absence of augmented feedback. Many experimental
investigations of feedback, however, show that when performance is tested without feedback,
a decline occurs (Park et al., 2000; Maslovat et al., 2009). This finding has become known as
the “guidance effect” (Buchanan and Wang, 2012). It has been suggested that this effect is a
consequence of learner overreliance on the “guidance” provided by augmented feedback, at the
expense of task-intrinsic sensory feedback. For effective learning, this is clearly not desirable.

In this paper, we advocate a perception-action approach to sonification when used as feedback
for skill learning, which may lead researchers and trainers to design more effective prototypes. We
highlight three main issues: 1. The learner’s task should be conceived as perception-action based
and sonification designed accordingly, 2. Sonification should provide Ecological information for
perception rather than propositional knowledge-of-performance, and 3. Ecologically meaningful
sound morphologies should be harnessed effectively.

PERFORMANCE

Successful coordination requires the pickup and use of event-structured information through
perception and action (Gibson, 1972). Perceptual information available to a moving agent can be
said to specify the state of the agent-environment system (i.e., the task); this enables the skilled agent
to control movement and perceive its outcome “directly” (Warren, 2006; for a formal explanation
of the relation between Ecological information and task dynamics, see Turvey et al., 1981). Through
repeated interactions with a task, novices can become selectively sensitive to informational variables
which best serve task goals, and become more adept at bringing these variables into use for
coordination—a process described by Eleanor Gibson as “education of attention” (Gibson, 1969;
Jacobs and Michaels, 2007). Motor skill learning is therefore characterized by the “tuning in” of
perception and action—a progression toward the active pickup of better-specifying andmore useful
informational variables (Huys et al., 2009; Gray, 2010; Wilson et al., 2010a). Stoffregen and Bardy
(2001) propose that action is controlled via the pickup of multisensory informational variables,
which better specify the state of the perception-action system than can unimodal variables.
Sonification can therefore provide higher-order information—available via interaction and specific
to that interaction—which enables better perception and control of movement. With sonification,
novices can practice with an enhanced, more responsive perceptual-motor workspace (defined as
the emergent resources and constraints of organism and environment in the context of a task, which
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are perceptually available through dynamic interaction: see
Newell et al., 1991), which employs sound as a helpful constraint
on action.

A model of the informational variables available and useful
for the learner in a task can be guided by existing literature, or
refined by pilot testing. However, the most useful informational
variable(s) for the perceiving learner may not necessarily
correspond to the motor variable being tracked by the researcher
as a measure of performance. In other words, measurement
and experience are not isomorphic. As an example, consider
research on sonified reaching and target tracking (Oscari et al.,
2012; Schmitz and Bock, 2014; Boyer et al., 2016). The task
as instantiated here is to track or reach for a target, while
using whatever information is provided by the system to guide
one’s effector/pointer. The variable of interest for measurement
in this task (and others) is the absolute positional difference
between hand/pointer position and target position (error). This
variable is frequently sonified, by mapping error to a sonic
variable such as pitch, amplitude or inter-aural panning, with
mixed results (Konttinen et al., 2004; Rosati et al., 2012; Sigrist
et al., 2013b). It is not certain that instantaneous positional
error is a relevant variable for a moving individual in an
everyday context. Everyday pointing for example, is primarily
a visuomotor task with a criterion for success often defined in
social terms (Kennedy, 1985). It makes sense from the detached
perspective of an experimenter to measure positional error as
an objective performance index, but perhaps another, possibly
higher-order variable might be more useful for the learner as a
perceiver (Runeson, 1977). The choice of what to sonify may have
additional implications for the guidance effect, as the next section
will detail.

LEARNING AND THE GUIDANCE EFFECT

An analysis of the task can enable identification of the perception-
action resources used by a skilled performer in an everyday
context, including important informational variables and control
parameters (Wilson and Golonka, 2013; Bruineberg and Rietveld,
2014). Sonification systems can then be designed to highlight
these same useful variables/parameters, rather than to create
new parameters—control of which might be independent of how
the task would be performed without feedback. The value of
highlighting task-intrinsic information lies in the possibility to
avoid the guidance effect of augmented feedback. As an example,
Ronsse et al. (2011) provided direct sonification of changes in
hand-movement direction with a set of two tones. Participants
were required to learn a 90◦ out-of-phase bimanual wrist
coordination task in which a two-tone isochronous galloping
rhythmwas produced by perfect performance.When sonification
was withdrawn, participant performance remained stable. In
contrast, a second group of participants who had practiced
with movement-coupled graphical feedback showed a decline
in performance following withdrawal. In this task, sonification
preserved the spatio-temporal structure of relevant task-
intrinsic events in the perceptual-motor workspace, therefore the
information required to control movement was perceivable with

or without feedback. Sonification had acted as a guide for its
pickup. Conversely, graphical feedback provided information for
the direct control of bimanual phase-relationship; its removal
meant that coordination was no longer possible as the required
information was absent (see Wilson et al., 2010b). If learning is
seen as education of attention (Jacobs and Michaels, 2007), the
need to sonify task-intrinsic events to avoid the guidance effect is
clear (for similar findings, see Dyer et al., 2017).

KNOWLEDGE AND INFORMATION

Current understanding of augmented feedback and its role
in performance enhancement has its foundations in classic
studies on knowledge-of-results and knowledge-of-performance
(KR/KP) feedback (Adams, 1971). Today, sonification in
Psychology is still widely discussed using these terms (Konttinen
et al., 2004; Dyer et al., 2015; Sors et al., 2015; Fujii et al., 2016).
However, this continuity belies a subtle shift in what these terms
have come to mean over time as technology has improved to the
point where real-time sonification as KP is possible. In the late
twentieth Century, both KP and KRmeant explicit, propositional
knowledge—typically verbal (or verbalisable) knowledge about
movement outcome (KR) or performance (KP). Older reviews
of KP/KR research (Adams, 1971; Salmoni et al., 1984) show
that motor skill learning was explicitly conceptualized as a
knowledge and memory-based, problem-solving task, soluble by
the application of explicit knowledge and rules (typically, coach-
provided guidance, or scores/graphs of performance and error).
The goal was to improve performance by delivering instructions,
which could be applied to programming of motor output
“intellectually,” i.e., independently of perception and action.
Thomas and Thomas (1994) have argued that the traditional
knowledge-based approach to motor skill learning underplays
the role of selective sensitivity to perceptual information in skilled
performance, catering mostly to the earliest “cognitive stage” of
learning (Fitts and Posner, 1967).

Today, augmented feedback (including sonification) is often
delivered concurrently with movement (Sigrist et al., 2013a),
and could be considered something more like augmented
information for online, perceptual control of action. However,
the older style of thinking about feedback as explicit knowledge
is evident in many modern implementations. This thinking
manifests in the design of mappings intended to transmit a
signal to the learner, which can be said to contain knowledge—
in a description of current performance relative to an ideal
(often a sonified error score). This signal must be parsed by
the learner with the application of a remembered mapping
rule, and the decoded knowledge applied to update ongoing
movement. This bears directly on sonified feedback given the
requirement for learner interpretation associated with such rule-
based mappings. Time required to interpret the knowledge
contained in an auditory error signal puts an intellectual barrier
between perception and action, which may not be conducive
to fluid, skilful performance. The perception-action approach
contends that “knowledge” related to skill is primarily enacted
via perception-action engagement with the dynamics of a
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task—rather than through the rote application of schemas and
rules (for this argument, see Ingold, 2000, 2001; van Dijk et al.,
2015). Effenberg and colleagues (Vinken et al., 2013; Effenberg
et al., 2016) argue similarly that a “direct” approach to mapping
in which sound quality perceptually correlates with the dynamics
of ongoing movement is most appropriate for motor skill
learning. Learners can learn to use sonic information to perceive
movement directly, with no need for cognitive elaboration,
as the control of movement is directly related to the sensory
consequences of movement (for a related example, see Stienstra
et al., 2011). This approach preserves the immediacy of Ecological
perception, and “knowledge” emerges from two-way interaction
rather than being translated from an incoming coded signal.

ECOLOGICALLY-MEANINGFUL SOUND

A theme in this article has been that sonification researchers
interested in motor skill learning should understand that learners
are primarily perceivers, with pre-existing skills. Perception of
something meaningful, or action-relevant in a sonic experience
can be conceptualized as an active listening skill which is related
to the sociocultural context of its development (Steenson and
Rodger, 2015). It follows then that listeners might already know
how to listen and interact with certain sound morphologies,
in certain contexts/tasks. The use of sounds which cater to
existing bodily skills, such as physical modeling of metallic
scraping in a writing task (Danna et al., 2015) constrain the
learner’s relation to the task and guide perception and action
more effectively than might be possible with more basic pitch
mapping (see also Roddy and Furlong, 2014). However, Dubus
and Bresin (2013) show that pitch mapping (of a pure tone
or the center frequency of filtered noise) remains a common
strategy in sonification generally, but also in sonification ofmotor
tasks. Most individuals have little experience using a pure tone
for movement coordination, therefore such a mapping may be
challenging and require extensive training before it can be used.
The use of already-familiar sound morphologies (e.g., melodies,
rhythms, sounds of real-life noisy interactions) may produce
more “intuitive” feedback systems. What we advocate here is

not a distinction which is sometimes made, between “ecological”
sounds of the natural world on the one hand and “artificial,”
synthetic sounds on the other. “Meaningfulness,” in an Ecological
sense, is defined relative to a perceiver’s experience using the
information which a sound source provides.

CONCLUSION

In this paper, we have argued for a perception-action approach
to motor skill learning as the basis for understanding the
utility of sonification as augmented feedback. If information
supports performance, then sonification should highlight task-
intrinsic information to counter the guidance effect. A clearer
definition of what “information” is can help guide the design of
sonified feedback whereby knowledge is a product of interaction
rather than transmission (e.g., see Wilson and Golonka, 2013).
Lastly, learners have abundant socioculturally-situated listening
experience already; it is therefore undershooting the potential
of sonification as feedback to rely only on unfamiliar or
esoteric sound morphologies like pure tones. To speculate,
the common root of these three issues for design may be
related to the existence of different frames of reference for
the experimenter/designer and the learner. It is more helpful
to see the learner as a situated agent with a repertoire of
existing perception-action skills than an engine that must
apply propositional knowledge to enact a desired change in
state.
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Alzheimer’s disease is the most common neurodegenerative form of dementia that 
steadily worsens and eventually leads to death. Its set of symptoms include loss of 
cognitive function and memory decline. Structural and functional imaging methods such 
as CT, MRI, and PET scans play an essential role in the diagnosis process, being able to 
identify specific areas of cerebral damages. While the accuracy of these imaging tech-
niques increases over time, the severity assessment of dementia remains challenging 
and susceptible to cognitive and perceptual errors due to intra-reader variability among 
physicians. Doctors have not agreed upon standardized measurement of cell loss 
used to specifically diagnose dementia among individuals. These limitations have led 
researchers to look for supportive diagnosis tools to enhance the spectrum of diseases 
characteristics and peculiarities. Here is presented a supportive auditory tool to aid in 
diagnosing patients with different levels of Alzheimer’s. This tool introduces an audible 
parameter mapped upon three different brain’s lobes. The motivating force behind this 
supportive auditory technique arise from the fact that AD is distinguished by a decrease 
of the metabolic activity (hypometabolism) in the parietal and temporal lobes of the brain. 
The diagnosis is then performed by comparing metabolic activity of the affected lobes 
to the metabolic activity of other lobes that are not generally affected by AD (i.e., sen-
sorimotor cortex). Results from the diagnosis process compared with the ground truth 
show that physicians were able to categorize different levels of AD using the sonification 
generated in this study with higher accuracy than using a standard diagnosis procedure, 
based on the visualization alone.

Keywords: sonification, medical imaging, PeT scan, alzheimer’s dementia, computer-aided diagnosis

1. inTrODUcTiOn

The word dementia indicates a collective group of neurodegenerative disorders characterized by 
impairment of cognitive and functional abilities together with behavioral symptoms (1). It is also 
characterized by loss of neurons and synapses, atrophy of brain regions (particularly in the temporal 
and parietal lobes), and metabolic dysfunction of brain activity. Among different forms of dementia, 
Alzheimer’s disease is a progressive neurodegenerative disease that accounts for around 80% of 
dementia cases (2), and it is characterized by difficulties with thinking and, in more severe cases, 
loss of self-awareness. This is reflected in a decreased metabolic activity (hypometabolism) in the 
parietal and temporal lobes of the brain (3), while more severe cases also present hypometabolism 
in the frontal lobe of the brain (4).
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FigUre 1 | Illustration of an orthogonal PET/CT brain scan obtained with the MIM (19) Inc. to highlight the different levels of activity for a brain not affected (a) and 
for a brain severely affected (B) by Alzheimer’s disease.
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The diagnosis of AD (2) can definitely be diagnosed after 
death, with a histopathologic confirmation, but it can be assessed 
using neuroimaging techniques. Alzheimer’s is also diagnosed 
based on the person’s medical history, laboratory assessments, 
and behavioral observations. In particular, medical neuroimag-
ing refers to several different techniques that are used to produce 
different visualizations of human bodies, tissues, and organs.  
A standard AD procedure to exclude other cerebral pathology 
or subtypes of dementia often includes functional and structural 
imaging techniques as magnetic resonance imaging (MRI) and 
computed tomography (CT), but such techniques are not able to 
detect the stages of the disease, especially due to volume loss is 
not apparent early in the course of the disease (5). In addition to 
structural imaging, molecular imaging techniques as positron 
emission tomography (PET) helps in differentiating dementia 
syndromes for their peculiarity of reflecting cerebral metabolic 
rates of the brain. Figure 1 shows an orthogonal PET/CT brain 
scan with a brain not affected and a brain affected by AD. In 
addition hybrid nuclear/structural imaging analysis, as PET-
MRI and PET-CT, have shown the potential to further improve 
image registration and reduced radiation exposure (6). The 
advantages of these hybrid techniques are the high resolution 
and sensitivity, and the simultaneous acquisition of different 
brain areas (7).

These methods are reliable and advanced during the diagnosis 
process, but there is still large inconsistency in the diagnosis pro-
cess among physicians upon different visual inspections provided 
by these medical imaging (8). The main problem is that the 
diagnosis is highly dependent on subjective judgment (9) and cli-
nicians continue to have difficulties when the visual analysis leads 
to imperceptible differences between health and disease (8).

These problems have led physicians and scientists to investi-
gate for assistive diagnosis procedures that together with standard 
visualizations from imaging techniques can convey information 
in a supportive way that can aid the diagnosis process (10). 

Several studies have explored the possibility of aided diagnosis 
using auditory feedback in medical domains.

The technique that involves non-verbal information that can 
be transformed into audio feedback and used to facilitate data 
communication and/or interpretation is called sonification (11). A 
broad variety of sonification designs have been explored in the past 
two decades; work such as Walker and Kramer (12) and Walker 
and Mauney (13), have been successfully employed for esthetic 
representations, while for Polli (14, 15) have used sonification to 
describe atmospherically/geographical data. Particularly, expres-
sion of medical data into audio domains as supplementary tool 
has been largely explored, i.e., to inspect multivariate medical data 
as EEG data (16), or as a supporting method for medical imag-
ing in the diagnosis process. Starting from the assumption that 
radiologists have to cost their efforts to investigate these medical 
images (17) used a large amount of MR images providing pieces 
of evidence that sonification helps in attention rousing and fatigue 
reduction during medical imaging diagnosis.

In spite of the success in applying auditory information to the 
previous mentioned datasets, no work has been conducted on 
the use of sonification to facilitate AD diagnosis process using 
PET/CT scan. In light of the challenges in diagnosis at assessing 
Alzheimer’s diagnosis in living patients, we explore a novel sonifi-
cation tool that enhances the diagnosis of dementia using a PET/
CT scan. In this study, we present a sonification tool that improves 
diagnosis accuracy. We investigate the diagnosis of different stages 
of AD using a PET/CT scan and how the use of a sonification 
method added upon the visual inspection can increase accuracy 
in distinguish between brains of different levels of AD.

2. MaTerials anD MeThODs

The sonification technique to enhance the diagnosis of dementia 
used a hybrid PET/CT scan for the acquisition process of the medi-
cal dataset. Once acquired, the medical dataset was pre-processed 
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FigUre 2 | Different brains visualization using the MIM (19) software with a typical Advanced visualization (a) and its 3D projection (B) extracted.
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by medical physicians to standardize the output to be analyzed. 
After the pre-processing session, the dataset was analyzed using a 
tool that allowed the sonification of the medical dataset.

The sonification technique implemented in this tool is called 
Triple-Tone Sonification (TTS). It aims to enhance explicitness 
in the diagnosis process taking advantages from the fact that 
the human ear, as investigated in Ref. (18) article, has a distinct 
advantage in hearing two close frequencies beating against each 
other in a phenomenon known as frequency beating. Following 
the TTS technique, the metabolic activity of the segmented lobes 
was mapped to the frequency that creates the tone. Particularly, 
brain lobes detected with a PET/CT scan was segmented, using 
the MIM (19), into three key areas: frontal lobe, parietal lobes, 
which are highly affected by AD (4), and sensorimotor cortex 
(SMC), that usually remains unaffected (2). Each region was then 
mapped to a different audible frequency and the interaction of 
these tones’ frequencies resulted in beating patterns. From the 
acquisition to the sonification, the pre-processing to the analysis, 
the entire methodology of the PET/CT scan for the 32 de-
identified human brains is explained in the following subsections.

2.1. Dataset and PeT/cT Pre-processing
The dataset used to evaluate the performances of the TTS was 
obtained from the radiology department of the New York University 
Langone Medical Center. It consisted of 32 de-identified PET/CT 
scans of human brains that were diagnosed with different stages of 
Alzheimer’s dementia. The entire dataset was acquired using the 
vendor-neural (19) medical software that allows the visualizations 
of general nuclear medicine imaging. The collection of 32 brain 
scans was distributed as of eight brain scans in each of four dif-
ferent categories of AD. These categories included eight subjects’ 
brain not influenced by dementia, eight subjects mildly affected 
by Alzheimer’s, eight brains with moderate level of AD, and eight 
subjects’ brain severely affected by Alzheimer’s dementia.

Given the nature of the image-based diagnosis process, as 
common particle in biomedical investigation, the gold standard 
(such as the presence of AD and the eventual level of severity) 
was provided by the nuclear medicine section chief of the NYU 
Langone Medical Center Dr. Kent P. Friedman, based on his 
medical and professional experience. The assessment of presence 
of AD and eventual stage of severity for each subject was made 
after at minimum of 6 months investigation for each patient in the 

dataset. Dr. Friedman, utilizing the visualization obtained with 
the MIM (19) software from the PET/CT scan, together with the 
medical history, such as age, sex, previous analysis, and blood 
test, for the panel of the 32 patients, was capable of providing the 
ground truth for each subject utilized in the entire study.

As standard medical procedure, using the MIM (19) software, 
all the datasets were spatially warped to a standard brain model so 
that all the 32 brain scans used in the testing were spatially consist-
ent (20). The size of each dataset was 86 × 100 × 86 voxels, with each 
voxel corresponding to a physical size 2 mm × 2 mm × 2 mm. 
These adaptations made also possible to sonify the same two-
dimensional subset of data points within each three-dimensional 
dataset by simply choosing the same lateral slice each time for 
sonification. Hence, for this study the entire dataset was not 
utilized, but one slice per brain with its 3D projection was pulled 
out to be sonified. The preferable sliced chosen for the sonification 
was the 30th slice (from the top) that passes through representa-
tive regions of the frontal lobe, parietal lobe, and sensorimotor 
cortex. Consequently, for each patient, the 30th slice was selected 
to be the lateral slice utilized to be sonified for the purpose for 
this study. This corresponds to a lateral slice through the brain 
between 58 and 60 mm from the top edge of the dataset with size 
of 86 × 100 voxels. The second subset chosen for the study was 
a 3D projection view of the brain generated using the MIM (19) 
software, as illustrated in Figure 2A and in Figure 2B.

In a standard medical diagnosis physicians inspect the view 
of the brain generated with the MIM (19) to assess the overall 
picture regarding the diagnosis of a brain. Since does not allow 
to export the 3D projection view in the DICOM (Digital Imaging 
and Communication in Medicine) file format, screen captures of 
a gray scale representation of the 3D projection view, as shown in 
Figure 2B, were brought into play as base datasets for the soni-
fication. As the 3D projection datasets are screen captures, they 
contain extraneous elements, such as axes, labels, and unneces-
sary white space. All extraneous elements were removed before 
being saved as a dataset, this made possible to use our sonification 
approach on this dataset.

Boundary coordinates selected using the MIM (19) are shown 
Figure  6 and are used for lobe segmentation performed using 
the TTS. The visualization medical software performs its own 
automatic lobe segmentation of the spatially normalized brain 
datasets and provides segmentation information to the user in 
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FigUre 4 | Flowchart illustration of the implementation of Soniscan++. The flowchart shows the entire process of sonification from DICOM data to the final audio.

FigUre 3 | Lobe segmentation in the Triple-Tone Sonification tool of a lateral 2D slice of the brain (a) and of a 3D view (B).
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the form of the DICOM standard RTSTRUCT files. Once these 
coordinates are known, the datasets in output from the MIM (19), 
such as DICOM standard RTSTRUCT file format, goes in input 
into the data analysis TTS tool that performed the frontal, pari-
etal, and SMC lobes segmentation. In the TTS tool, at this stage, 
the contours were approximated to straight lines and the results 
for lateral slices and 3D projections are shown in Figure 3A,B.

In both the lateral slice and 3D projection view remained some 
irrelevant data points. In PET/CT scans, data points can be irrel-
evant for multiple reasons, as outlined by Piper (20) and Marcus 
et al. (21). Some data points in the lateral slice can lie outside the 
actual brain area, while some other irrelevant data points consist 
of those that lie within the brain, but are medically irrelevant 
(20). The brain can for the most part be divided into white matter 
and gray matter (1, 22). The relevant metabolic activity for the 
diagnosis of AD is that of the gray matter of the brain (8). Hence, 
the white matter content is medically irrelevant and should not 
be included as part of the sonification. Therefore, all voxels whose 
intensity fell below a certain threshold were masked from being 
sonified. This threshold was set to 45% of the maximum allow-
able intensity, considering the bit-depth of the dataset. Hence, for 
datasets with a bit-depth of 15 bits, the masking threshold is set to 
14,745.15 out of a maximum allowable value of 32,767.

In this data preparation, as usual procedure in diagnosis, phy-
sicians using the MIM (19), selected the two-dimensional subset 

of data to be sonified and the boundary coordinates for the lobes 
segmentation. Also as standard research medical operating rou-
tine, during this first phase of prepossessing, the multi-paradigm 
numerical computing environment (23) was also utilized to read 
the DICOM datasets in output for the MIM software through its 
Image Processing Toolbox and to translate and store them into 
arrays. All of brain scans were stored in the standard .mat format 
together with a text file format. The boundary coordinates for 
the lobes segmentation were stored in a separate text file. After 
the pre-processing, the following section will discuss the data 
analysis tool developed in this study.

2.2. soniscan++
Once the medical dataset was pre-processed, it was then ana-
lyzed using a tool developed at the NYU Music Technology for 
the purpose of this research, named Soniscan++. This tool was 
introduced to translate raw medical images, stored as text files, 
into sound in a standardized manner that allowed reproducibility 
and rigor into the analysis process. The data analysis tool was 
developed using the object oriented programming language 
C++, given real-time sound synthesis speed and versatility of 
this programming language. The main purpose of this tool was to 
sonify the spatially normalized medical dataset utilizing the TTS.

The complete workflow of the process that translates 
brain scans into sound is summarized in Figure  4. As shown, 
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FigUre 5 | Screenshot of SuperCollider interface for sonification playback and recording.
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SoniScan++ consists of two major blocks: the Data Control block 
and Sonification Engine block. Soniscan++ also output files in 
a.scd format so they could be easily played by a graphical user 
interface developed using Supercollider (24) shown in Figure 5.

The Data Control block is responsible for reading the dataset 
in text file format as three-dimensional array, performing mask-
ing of the data, and extracting the 30th slice to be sonified. As 
output from the medical device the text file consists of several 
lines of text. As illustrated in Figure 6, each line of text refers to 
a single voxel, corresponding to the voxel’s x-location, y-location, 
z-location, and value.

Once the slice and its coordinates are extracted, the Sonification 
Engine block is responsible of segmenting the lobes into the three 
regions to be sonified, based on the given boundary coordinate 
points. It then removes of all irrelevant data points from the 
sub-datasets, using the TTS to map the difference in metabolic 
activity between the lobes of interest (frontal and parietal) and the 
reference lobe (SMC) to an easily perceivable auditory parameter. 
Finally, it outputs the frequencies’ differences for each slice and 

writes all the output into an audible format. During this stage, the 
Sonification Engine is also responsible for extracting randomly 
from the dataset the 30th slice for one participant in each category 
for the training session of the evaluation and avoiding that the 
randomly selected slices is then used for the testing phase in the 
evaluation process, that will be following mentioned.

The TTS technique, implemented in Sonification Engine 
block, assigns an oscillator to each of the three brain lobes of the 
lateral slices selected. As illustrated in Figure 7, the TTS assigns, 
for each slice selected, a triangular wave oscillator to the frontal 
lobe, parietal lobe, and sensorimotor cortex. The frequencies of 
these oscillators are mapped to the average metabolic activity of 
these regions. Specifically, to the sensorimotor cortex is given a 
base frequency of 440 Hz (A above middle C), and the other two 
lobes are deviations from that frequency. These deviation values 
are determined by how far the metabolic regional activity deviates 
from the sensorimotor cortex. Hence, differences in metabolic 
activity, reflecting the progress of the AD in between lobes, result 
in different frequencies for the oscillators. The more pronounced 
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FigUre 7 | Illustration of a 30th brain slice segmented to frontal, parietal, and sensorimotor cortex to which is assigned a triangular wave oscillator to each of the 
three lobes.

FigUre 6 | Excerpt of text format file from the pre-processing step 
containing x, y, and z voxels’ location, and value for the selected slice.
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the difference in metabolic activity between lobes, the higher the 
level of AD. Thus, the more pronounced the difference between 
the three frequencies, the faster and more complex the beating 
pattern. The goal is to find different levels of beatings to indicate 
varying degrees of AD.

To control the range of frequencies’ deviations given the range 
of voxels’ deviation, a scale factor named detune factor was used 
for different level of AD. The frequencies corresponding to the 

lobes under inspection are detuned from the default frequency 
according to the SD of the voxels’ average intensities of frontal 
and parietal from the voxels’ average intensity of the reference 
lobe (sensorimotor cortex). To ensure that the audible parameter 
would not collapse to two separate beating tones when there are 
anomalies of equal deviation in frontal and parietal, from the 
default frequency, the frequency of the frontal lobe is forced to 
a positive deviation while the frequency of the parietal lobe is 
forced to a negative deviation. This difference in tones between 
lobes creates a beating pattern, which would be perceptible for the 
listener to be heard. The values for the detune factor are shown 
in Table 1.

Therefore, given the detune factor, the frequency of the frontal 
(fFL) and parietal (fPL) lobes were determined as follows:

 
f f DF

av av
av

f DFFL default
FL SMC

SMC
default= ∗ + = ∗ + ∗ | ∆1 ∗

−







 1 FFL |( )

 

 
f f DF av av

av
f DFPL default

PL SMC

SMC
default= ∗ + ∗

−







 = ∗ + ∗ | ∆1 1 PPL |( ).

 

In the equations above, the relative deviation of average 
intensity (avFL and avPL) with respect to the average intensity 
of the sensorimotor cortex (avSMC) are linearly mapped to the 
relative deviation of the oscillator frequency with respect to the 
oscillator’s base frequency (fdefault) through the detune factor (DF) 
coefficient.

In conclusion, these differences in oscillation between the 
three oscillators result in beating patterns that will be heard from 
the two controlled group during the evaluation process. [You can 
listen to the four sonified sound samples for a subject not affected 
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TaBle 1 | List of detune factor values for normal brain, mild AD, moderate AD, 
and severe AD.

Brain type Detune factor 

Normal brain 0.05
Mild AD 0.10
Moderate AD 0.15
Severe AD 0.20
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2-dimensional (basic) and 3-dimensional (advanced) visualiza-
tions were utilized one after the other for the selected slices in 
each of the four AD categories. Only this time, the order at which 
these slices were presented, with respect to the AD level of disor-
der, was randomized in order to test the sonification tool added 
to the basic and advanced visualizations. All the sonifications 
were forerun by a standard visualization without sonification 
added. This was done to mimic a diagnosis scenario. Overall, the 
order at which was presented the dataset to the two groups of 
listeners was divided into four steps. During the first round, it 
was presented the two visualizations, basic followed by advanced, 
without any sonification. During the second round for each of 
the two visualizations was added a sonification related to the 
particular visualization selected. In the following subsection, the 
two rounds are presented one after the other, as it was during  
the evaluation procedure.

3.1. Testing: round One
During this round, testing occurred over four sessions, including 
basic and advanced visualizations with and without sonification. 
Here, the evaluation was performed into two sections, namely 
“coarse categorization” and “fine categorization.” For the “coarse 
categorization,” four classes, numbered from one to four, were 
chosen to correspond to the diagnosis of four different levels of 
AD (normal, mild, moderate, severe). In the “fine categorization,” 
participants were instead asked to classify each sonification into a 
seven step categorization, numbered 1, 1.5, 2, 2.5, 3, 3.5, and 4. In 
this second case, subjects were instructed to rate both cases that 
aligned with the training cases to the integer-valued categories  
(1, 2, 3, and 4), corresponding to AD levels, and cases that may be 
interpreted as lying between training cases as the fractional-value 
categories (1.5, 2.5, and 3.5). Each subject during each section had 
to categorize the presented sonification into one of the four coarse 
numbers as well as into one of seven fine categories. This was done 
to investigate whether the TTS provided a finer gradation that 
improved diagnosis accuracy in distinguishing more accurate or 
consistent results.

First, a basic visualization of the 30th orthogonal slice of the 
brain was presented, randomly selected from the dataset. Then, 
for the same subject, the Sonification Engine implemented in the 
Soniscan++ selected the relative 3-dimensional visualization. 
These two sessions were initially shown for the entire dataset 
without any sonification added and it was asked to the testers to 
indicate a category one of the four coarse numbers as well as into 
one of seven fine categories for the entire dataset. After 10 min, they 
completed the first session, the second section, in which the soni-
fication was added for basic and advanced visual was added. The 
Sonification Engine randomly presented the same subjects and the 
same visualizations, only this time 30-s sonification played along 
with basic and advanced visuals for all the subjects in the dataset.

This subjective listening test was presented to five testers, all 
graduate students, and faculty members of the Music Technology 
program at the NYU Steinhardt. This group was chosen to first 
evaluate the performances of the TTS technique because of their 
musically trained ears, providing a technical validation before 
proceeding with the evaluation of radiologists during the second 
round of testing. Results are reported in the following section.

by AD (Audio S1 in Supplementary Material), for a patient mildly 
affected by AD (Audio S2 in Supplementary Material), for a 
subject moderately affected by AD (Audio S3 in Supplementary 
Material), and for a subject severely affected by AD (Audio S4 in 
Supplementary Material).]

3. eValUaTiOn

The implementation features of TTS developed in the Soniscan++ 
tool were analyzed in the previous section. The TSS produced dif-
ferences in oscillators resulting in hearable beating patterns that 
can tackle differences across the four levels of AD cases presented 
in this study. The technique was validated among two groups of 
listeners against the ground truth provided by Dr. Friedman 
and evaluated on how effectively it allowed those listeners to 
distinguish between brains of different levels of AD with higher 
accuracy that using the visualizations only.

The first round of testing was presented to trained musical ears 
of audio professionals, while the second round of testing to physi-
cians in the field of radiology. The purpose of the first round was 
to validate the effectiveness of the TTS in accurate categorizations 
of the beating pattern. The main goal of the second round testing 
was to determine the accuracy and intra-reader consistency in the 
diagnosis process. Both testing groups forerun by a training ses-
sion. The purpose of this warming up session was to let listeners 
familiarize with the sonification tool before the actual analysis.

During the training session were randomly selected four sub-
jects for each of the four categories of AD from the dataset. These 
four slices, one for each of the subject selected, were extracted 
from the Sonification Engine implemented in the Soniscan++ 
and not used in the testing process. For each subject, it was used 
the orthogonal 2-dimensional view (basic visual) of the 30th slice 
and the related 3-dimensional view (advanced visual), and basic 
and advanced visualizations were played always one after the 
other for the selected slice. The selected training samples, for basic 
and advanced visuals, were played for each of the four categories 
including normal, mild, moderate, and severe. These sonifications 
were played for 30 s each, with approximately 1 min break one 
after the other, while participants were looking at the lateral and 
advanced visualizations related to that particular sonification. 
The order at which they were presented was always structured 
with the basic visualization first and the advanced visualization 
following the basic for each of the four AD level, presented from 
normal to severe. This training session was performed to intro-
duce them the sound related to each of the four AD categories.

Following the training session, a testing session was pre-
sented to the two groups of listeners. Also during this session, 
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TaBle 5 | Physician questionnaire after the training and testing to evaluate the 
performances of the “Triple-tone” sonification technique.

Questions Phys. high exp. Phys. low exp.

The sonification was tiring to listen to and 
induced fatigue

2 1

The sonification was pleasant 2 2

The sonification provided additional 
information that the visual display did not

3 5

The sonification was helpful in discerning 
between

– –

 (a) normal and mild cases 5 4
 (c) mild and moderate cases 5 4
 (e) mild and severe cases 4 4

The sonification made me more certain 
about my diagnosis

4 4

TaBle 4 | Comparison of participants’ accuracy in discriminating different level 
of dementia using coarse and fine categorizations.

Participant coarse categ. (%) Fine categ. (%)

P1 89 86
P2 78 89
P3 94 100
P4 92 95
P5 83 92

TaBle 2 | Accuracy of participants in differentiating using the “coarse 
categorization” across four categories of Alzheimer’s dementia.

Participants cat.1 (%) cat.2 (%) cat.3 (%) cat.4 (%)

P1 100 88 81 88
P2 88 94 38 94
P3 94 100 81 100
P4 100 94 75 100
P5 94 94 44 100

TaBle 3 | Accuracy of participants in differentiating using the “fine 
categorization” across four categories of Alzheimer’s dementia.

Participants cat.1 (%) cat.2 (%) cat.3 (%) cat.4 (%)

P1 88 88 81 88
P2 100 100 56 100
P3 100 100 100 100
P4 94 100 88 100
P5 100 100 69 100
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3.2. Testing: round Two
As for the first round, also the second round testing took place 
over two sessions. During these sessions, the Sonification Engine 
randomly selected a two-dimensional lateral slice and the related 
three-dimensional projection of the same brain, for each of the 
32 de-identified brains in the dataset. In the first session, basic 
and advanced visualizations were presented without sonifica-
tion; while in the second session, the sonification was added 
for both visualizations and played along for each subject in the 
dataset. Here, the evaluation was divided into four clusters that 
corresponded to the four different levels of brain in the dataset, 
including normal, mild, moderate, and severe. All the sessions 
were set up to mimic the diagnosis process that the radiologist 
would normally undertake. Therefore, each radiologist during 
each of the two sessions performed the diagnosis looking at the 
left hemispheres and right hemispheres of the frontal and the 
parietal lobes assessing a level of disease with respect to brain 
presented.

This second round of testing was performed by two radi-
ologists from the NYU Langone Medical Center, one highly 
experienced radiologist and one less experienced radiologist. 
The physicians were given no information about the test case, the 
patient’s gender, the age, or the medical history. The first session 
included the standard visualization of the entire dataset without 
any sonification. After 10 min from the first session, the second 
stage tested the TTS performance in enhancing distinguishability 
among different level of AD. Each session included diagnoses of 
the same 32 de-identified PET scan cases. The order of presenting 
the sonification was randomized across diagnoses. Results are 
shown and discussed in the following session.

4. resUlTs

4.1. results: round One
This first group of participants consisting of trained ears of 
musical professionals aimed to classify the results in “coarse 
categorization” and “fine categorization” for each of the four 
categories of AD level, including normal, mild, moderate, and 
severe. The accuracy of response in the “coarse categorization” 
responses were matched against the ground truth, while for the 
“fine categorization” responses were either matched against the 
ground truth or lied at a distance of 0.5 from it.

Results from Table  2 present the percentage of accuracies 
for each participant in discriminating between cases using the 
“coarse categorization,” and results in Table 3 illustrate the same 
accuracy in distinguishing between different AD levels using the 
“fine categorization.” In the case of coarse categorization, the 
responses to a pair of duplicate test cases are said to be consistent 
if both cases were given the same response by the participant. 
In the case of fine consistency, the responses to a pair of test 
cases are said to be consistent if both cases were given responses 
that differ by no more than 0.5. A side-by-side comparison of 
participant accuracies is given in Table  4 for coarse and fine 
sections. In the case of coarse categorization, mimicking the 
diagnosis procedure of AD, participant displayed an overall 
accuracy of 87%.

4.2. results: round Two
The previous round validated the technique providing its capa-
bility to yield accurate categorizations of the beating patterns. 
However, that testing round was done on the trained musical 
ears of audio professionals. The goal of the second round was to 
determine the validity of the technique on radiologists.

At the end of the final testing session, physicians were given a 
survey with questions. The purpose of the survey was to investigate 
if they found the sonification helpful in the diagnoses process. 
The questionnaire is shown in Table  5 and their answers were 
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TaBle 6 | Pearson’s correlation for association with the ground truth, 
***significant at p < 0.001, ** significant at p < 0.005, * significant at p < 0.5, for 
Physician 1 (high experienced).

sess. lF lP rF rP W

Physician 1 (high experienced)

0 Basic Visual 0.64*** 0.84*** 0.56** 0.8*** 0.88***
1 Adv. Visual 0.39* 0.76*** 0.37* 0.74*** 0.81***
2 Basic Visual + Sonif. 0.69*** 0.94*** 0.66*** 0.94*** 0.98***
3 Adv. Visual + Sonif. 0.68*** 0.79*** 0.67*** 0.81*** 0.86***

Physician 2 (low experienced)

0 Basic Visual 0.58*** 0.70*** 0.54** 0.64*** 0.87***
1 Adv. Visual −0.15 0.00 −0.01 0.12 0.03
2 Basic Visual + Sonif. 0.61*** 0.89*** 0.51** 0.83*** 0.93***
3 Adv. Visual + Sonif. 0.58** 0.85*** 0.48* 0.79** 0.95***

FigUre 8 | Basic visual with and without sonification for the two physicians in association with the ground truth and with the worst scores.
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given on a scale from 1 to 5, where 1 = strongly disagree, 2 = dis-
agree, 3 = somewhere in the middle, 4 = agree, and 5 = strongly 
agree. As shown in Table 5, the radiologists found the sonification 
technique although not pleasant, helpful in the diagnosis process 
especially when it came to discerning between different levels of 
AD in solidifying the validity of the overall process.

Then radiologists underwent to four distinct sessions includ-
ing basic and advanced visualization with and without the 
sonification for the 32 de-identified brains. Since AD can be 
asymmetrical and the aim of this session was to mimic a standard 
diagnosis procedure, it was necessary to dissect these regions by 
hemispheres, analyzing the lefts and the rights. So for each one of 
the 32 unidentified brain scans of patients, physicians analyzed 
four parts of the brain: left frontal (LF), left parietal (LP), right 
frontal (RF), and right parietal (RP). The results were then com-
pared to the ground truth provided by Dr. Friedman.

As shown in Table 6 for each combination of two physicians 
and four sessions, there was a significant positive correlation 
between the ground and the frontal, parietal and worst regions. 
Comparing basic and advanced inspections with and without 
sonification, a significant increase of the correlation is shown in 
Table 6 and also illustrated in Figure 8.

Since the highest significant correlation was always between 
the ground truth and the worst scores, accuracy was assessed in 
terms of concordance between the truth and worst results and 
the correlation for the association of the regional scores with 
worst cores is presented in Table 7. In Table 7, all correlations 
were significant (p < 0.01). The worst scores were most highly 
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TaBle 7 | Pearson’s correlation for association with worst scores.

sess. lF lP rF rP

Physician 1 (high experienced)

Basic Visual 0.68 0.86 0.64 0.84
Advanced Visual 0.57 0.97 0.55 0.91
Basic Visual + Sonification 0.74 0.99 0.71 0.96
Advanced Visual + Sonification 0.87 0.96 0.85 0.92

Physician 2 (low experienced)

Basic Visual 0.64 0.86 0.59 0.75
Advanced Visual 0.57 0.97 0.55 0.91
Basic Visual + Sonification 0.61 0.96 0.48 0.84
Advanced Visual + Sonification 0.52 0.85 0.44 0.77
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correlated with the scores from left parietal region, highlighted 
in bold. The result from these tables for basic visuals is shown in 
Figure 8.

5. DiscUssiOn anD cOnclUsiOn

Effort has been made in the recent years to explore alternative 
representation methods to improve the accuracy and consistency 
in the diagnosis process. Several studies have explored the pos-
sibility of aided diagnosis tools using auditory feedbacks. In this 
work, we present a novel Triple-Tone Sonification technique to 
analyze PET scans of brains with different levels of Alzheimer’s 
dementia. The model, presented and evaluated using subjective 
listening test, provides a supportive tool in the diagnosis of 
Alzheimer’s when the metabolic activity is under inspection. 
Participants involved in this study were professional musician 
with trained musical ears and physicians in the field of radiology.

Results of the evaluation of the sonification method among 
the first subjective listening group indicate that participants with 
musically trained ears were able to categorize the sonifications 
with an average accuracy of 87% using “coarse categorization.” 
The overall accuracy in diagnostic categorization improved from 
87.19 to 92.5% when a finer gradation of categorization was 
utilized. This indicates that there exist sonifications generated by 
this technique that place a brain scan “in between” two categories 
when evaluated by a listener. In the case of “coarse categoriza-
tion,” the in-between scans were perceptually quantized into one 
of the coarse categories by the participant. In the case of “fine 
categorization,” the participant was able to successfully categorize 
the sonification as an in-between case.

From the second subjective listening testing, as illustrated in 
Tables  6 and 7 and Figure  8, results have shown that there is 
a significant positive correlation between the ground truth and 
the frontal, parietal, and worst regions. During the basic visual 
testing, one physician achieved an accuracy of 56–88% while the 
other performed at an average of 50–55%. Comparing basic and 
advanced inspections with and without sonification, a significant 
increase is shown in Figure 8. For each session, from an average 
improvement of about 10%, for the more severe cases, physicians 
results improved in accuracy up to about 30% with the sonification 

added. These results show that, using the TTS method, medical 
researchers can utilize an additional way of interpreting data that 
can help detecting something that may be missed with traditional 
visual inspection.

Additional ways of interpreting and representing data 
have been largely explored, with a particular attention in the 
auditory feedback in works, such as Hermann (25), Hermann 
and Hunt (26), and Hunt and Hermann (27). Sonification 
provides new tools for recognizing patterns and analyzing 
data, extending the process of discovery in a number of diverse 
fields. In this work, a new sonification technique to meliorate 
the diagnosis of Alzheimer’s dementia has been presented. The 
TTS technique implemented in this study has been evaluated 
on trained and untrained ears. The promising results acquired 
in this analysis and discussed in the previous section highlight 
more possibilities in helping identifying different stages of AD 
in the diagnosis process. Under the first evaluation of accuracy 
and consistency, the TTS technique validates its capabilities in 
allowing a finer gradation of providing accurate diagnosis. In 
this scenario, intra-reader consistency of categorization with 
sonification is superior to that of visualization tools alone. 
During the second round inspection, it was extended the 
influence of the sonification in the diagnosis of brain scans 
among two physicians. Here, intra- and inter-reader vari-
ability in accurate distinguishability of different levels of AD 
increased with the sonification added for both experienced and 
inexperienced physicians. To evaluate this technique, the cor-
relation between each evaluation method has been proposed 
in this study. The correct diagnosis based on the ground truth 
has been computed to measure if sonification helped improve 
accuracy in the diagnosis.

A possible future scenario for the technique would be work-
ing with 3D audio and enhancing the analysis and/or experience 
of diagnosing AD. This sonification technique can be also used 
to augment existing visualization imaging techniques, such as 
MRI, in order to bring considerable improvements to medical 
diagnosis area. Furthermore the detune factor is currently manu-
ally changed according to the ground truth of the case. This is 
acceptable as a validation of the sonification technique, but 
not for an objective data-driven sonification model. For future 
investigations, this detune factor will have to be mapped to an 
appropriate feature of the data. This would ensure that the soni-
fication is purely data-driven and remains completely objective, 
while still allowing for a variable detune factor to increase the 
severity of sonification with severity of disease.

The validation of the efficacy of the TTS tool proposed in this 
article provides evidence through higher accuracy in diagnosis 
among the two subjective listening groups when this sonification 
is used. The technique, successfully validated, with future inves-
tigations, can become an integral part of a physician’s diagnostic 
toolkit and may open up in helping with AD diagnosis.
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The p-value is the probability that it is found the current 
result if the correlation coefficient is zero (null hypothesis). If 
this probability is lower than the conventional 5% (p < 0.05), the 
correlation coefficient is called statistically significant.

Alzheimer’s dementia can affect patients’ brains in dissimilar 
and asymmetrical forms. In some cases, the decrease in metabolic 
activity manifests itself uniformly across lobes, while in others the 
same decrease is more concentrated in certain regions of the lobes 
(28). To take into account this asymmetry, the datasets after being 
segmented into lobes are segmented into left and right halves. 
Diagnosis of the stage of Alzheimer’s is performed according to 
the worst affected area of the brain (29). In this manner, in case 
of asymmetries, left and right halves of the brain can be rendered 
to two separate sonifications, thereby allowing the physician to 
identify the “worse half ” and make a diagnosis that accurately 
represents the stage of AD. A quantitative estimation is also 
performed to automatically identify the worse half, as follows:
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action Observation Plus Sonification. 
a novel Therapeutic Protocol for 
Parkinson’s Patient with Freezing  
of Gait
Susanna Mezzarobba1,2,3*, Michele Grassi1, Lorella Pellegrini2,3, Mauro Catalan2,  
Bjorn Kruger4, Giovanni Furlanis2, Paolo Manganotti 2,3 and Paolo Bernardis1

1 Department of Life Sciences, University of Trieste, Trieste, Italy, 2 Azienda Sanitaria Universitaria Integrata di Trieste, Trieste, 
Italy, 3 Department of Medical, Surgical and Health Sciences, University of Trieste, Trieste, Italy, 4 Gokhale Method Institute, 
Palo Alto, CA, United States

Freezing of gait (FoG) is a disabling symptom associated with falls, with little or no 
responsiveness to pharmacological treatment. Current protocols used for rehabilitation 
are based on the use of external sensory cues. However, cued strategies might generate 
an important dependence on the environment. Teaching motor strategies without cues 
[i.e., action observation (AO) plus Sonification] could represent an alternative/innovative 
approach to rehabilitation that matters most on appropriate allocation of attention and 
lightening cognitive load. We aimed to test the effects of a novel experimental protocol to 
treat patients with Parkinson’s disease (PD) and FoG, using functional, and clinical scales. 
The experimental protocol was based on AO plus Sonification. 12 patients were treated 
with 8 motor gestures. They watched eight videos showing an actor performing the same 
eight gestures, and then tried to repeat each gesture. Each video was composed by 
images and sounds of the gestures. By means of the Sonification technique, the sounds 
of gestures were obtained by transforming kinematic data (velocity) recorded during 
gesture execution, into pitch variations. The same 8 motor gestures were also used in 
a second group of 10 patients; which were treated with a standard protocol based on 
a common sensory stimulation method. All patients were tested with functional and 
clinical scales before, after, at 1 month, and 3 months after the treatment. Data showed 
that the experimental protocol have positive effects on functional and clinical tests. In 
comparison with the baseline evaluations, significant performance improvements were 
seen in the NFOG questionnaire, and the UPDRS (parts II and III). Importantly, all these 
improvements were consistently observed at the end, 1  month, and 3  months after 
treatment. No improvement effects were found in the group of patients treated with the 
standard protocol. These data suggest that a multisensory approach based on AO plus 
Sonification, with the two stimuli semantically related, could help PD patients with FoG 
to relearn gait movements, to reduce freezing episodes, and that these effects could be 
prolonged over time.

Keywords: freezing of gait, action observation, Sonification, Parkinson’s disease, cueing
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inTrODUCTiOn

For decades, motor and gait difficulties have been identified 
as the main symptoms of Parkinson’s disease (PD), and drug 
therapy—based on dopamine and its agonists—was considered 
the only feasible solution to ameliorate symptoms. Amid these 
motor symptoms and gait abnormalities, freezing of gait (FoG) is 
the most debilitating; a sudden episodic inability to generate an 
effective stepping, which commonly, leads to falls.

However, PD is a complex neurological disease that comprises 
also severe psychiatric and cognitive symptoms. Today, the 
benchmark to treat PD symptoms, especially when they worsen, 
is the use of specific rehabilitation protocols together with medi-
cation and/or surgical therapy.

Drug therapy in PD is a symptomatic therapy, primarily aimed 
at restoring dopaminergic function in the striatum. Although 
irreplaceable in the treatment of PD symptoms, several data dem-
onstrate also negative effects, produced by dopamine on certain 
movements, and cognitive functions. Indeed, while dopaminergic 
medication clearly enhances certain motor functions, at the same 
time might negatively affect the learning of movement sequences 
(1, 2), as well as specific cognitive functions (3, 4). Moreover, the 
absent or controversial pharmacological responsiveness of FoG 
has led to an increasing interest in rehabilitation interventions 
aimed at functional recovery and autonomy, by relearning a 
physiological gait pattern.

Currently, protocols employed for rehabilitation of PD—with 
and without FoG—are based on the use of external sensory cues—
mainly visual, but also auditory and tactile—because it allows 
the switch from automatic movement (habitual)—controlled by 
frontostriatal pathways, that PD patients have compromised—to 
voluntary controlled movement [goal directed (5)]. Specifically, 
Vandenbossche et al. (6) showed that PD patients with FoG exhibit 
a specific impairment in the acquisition of automaticity—cor-
related with the working memory functions—and suggested that 
therapies should focus on training that reduce working memory 
load, as the cued strategies.

During exposure to visual and auditory cues, patients with 
FoG, as those without, improve gait kinematics and reduce freez-
ing. Interestingly, visual cues have more powerful effects than 
auditory cues for reducing FoG (7); proving that the inability to 
maintain effective scaling of step amplitude could be an impor-
tant FOG-related deficit. Conversely, auditory cues (metronome) 
seem to be less effective in the regularization of altered cadence, 
and disordered coordination of inter-limb movement in patients 
with FoG. Unfortunately, it has been shown that cueing might 
generate an important dependence on the environment, particu-
larly the visual ones, considering how important is the explora-
tion of the whole visual field in intentional walk (8).

In the last years, several researchers try to use cues differently. 
Young et al. (9) asked Parkinson’s patients with and without FoG 
to listen to different auditory cues (i.e., a metronome or ecologi-
cal footsteps sounds recorded on gravel), and to step in place to 
each cue, synchronizing their own stepping in time to the sound. 
Results in patients with FoG showed remarkable improvements 
in temporal regularity. The authors claim that in PD patients 
with FoG, the mechanism “action imitation enhances the motor 

performance” is supported by their results with action-relevant 
cues (i.e., footsteps recorded on gravel).

Teaching motor strategies, without cues to overcome or avoid 
freezing episodes can be an alternative/innovative approach 
to rehabilitation, that matters most on appropriate allocation 
of attention (10), and lightening cognitive load. One of these 
strategies—action observation (AO)—is based on the activa-
tion/sharing of a common neural substrate, the mirror system 
(11). The priming effect of AO on subsequent motor execution 
of the observed gesture is well known in neurorehabilitation, 
although few evidences are available for treatment of patients 
of PD (12).

Furthermore, one way to reduce cognitive load in the recovery/
learning of motor gestures is the use of multisensory approaches 
that enhance perceptual processes (13), which are known to be 
reduced in PD patients with FoG (14). The use of multisensory 
stimuli improves the learning process (13, 15) thanks to a reduced 
cognitive load, and to an easier storage in short-term memory 
(16, 17). But, to exert the most efficient facilitatory effect, pairs 
of stimuli composing the multisensory stimulus should be 
congruent, and not simply concomitant in space and/or time  
(18, 19). These findings have stimulated interest toward the use of 
audiovisual stimuli to facilitate relearning of movements also in 
the field of neurological rehabilitation.

Evidence on the efficacy of action-related sonified sounds 
(synthetized sounds obtained with a Sonification procedure, 
see the next paragraph) to improve motor performance is well 
documented [for a review, see Ref. (20)], although in PD patients 
is still limited. Indeed, Rodger et al. (21) used two different types 
of sounds (ecological and synthetized) to help guide and improve 
walking actions of PD patients. One of these techniques was based 
on Sonification of the ground reaction forces. Both methods 
showed that PD patients could use rich auditory representa-
tions of action to guide and improve the quality of walking, and 
reducing the risk of falls and injury. Moreover, Schmitz et al. (17) 
demonstrated that the Sonification of movements enhance the 
activity in the human AO system including subcortical structures 
of the motor loop; and therefore, may be an important method to 
enhance therapy effects in neurological rehabilitation.

The most natural way to use audio–video stimuli is to pre-
sent images together with ecological sounds (i.e., a walker and 
the sound of his/her feet). Instead of utilizing the real sounds 
produced during gait, we employed synthetized sounds obtained 
with the Sonification technique (22). Specifically, in our audio-
visual stimuli, the auditory component is obtained by transform-
ing kinematic data of relevant body part movements—visible 
in the video—into sounds. This process is called Sonification. 
We choose to use sonified sounds—in place of real sounds (i.e., 
footsteps sound)—because in this way we can convey additional 
information, important for the understanding and reproduction 
of a correct movement (i.e., differences in the velocity of the hips 
rotation during gait), that otherwise will be ignored. This final 
stimulus is a sort of augmented audio–video stimulus. The pro-
cessing of auditory and visual information together facilitates the 
recognition of the movement in its spatial and temporal aspects, 
and the relearning process of the correct pattern of movements. 
These stimuli could be of particular importance for PD patients 
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with FoG in which these components are altered, and in which, 
probably, visuo-perceptive modifications may be present (14).

We hypothesized that AO can be used to facilitate recovery 
of defective motor control, and given that PD patients with FoG 
may have major shortages of attention resources, a multisensory 
approach (i.e., audiovisual stimuli) would help to further reduce 
the attention load, facilitating learning processes.

The aim of this study was to test the efficacy of a novel protocol 
based on AO technique and Sonification, and to compare the 
effect with a standard protocol based on external sensory cues. 
With this purpose, we designed and realized an experimental 
study to test the effectiveness of these two protocols in two groups 
of PD patients with FoG. We hypothesized that gait improvement 
of the AO plus Sonification protocol would be better than those 
obtained with the standard protocol, both in the short term and 
the long term (3-month follow-up).

MaTErialS anD METHODS

Design
The whole pilot RCT was carried out from April 2015 to December 
2016. Post-intervention measures were collected at the end, 
1 month, and 3 months after the end of the treatment. Patients 
were randomly assigned to two different training group (experi-
mental and control groups). An investigator, neither involved 
in the treatment protocol nor in the selection and evaluation 
of patients, created the computerized randomization procedure 
(blocked randomization). The same investigator concealed treat-
ment allocation by using small opaque envelopes. Three trained 
physical therapists with a solid experience in the treatment of PD 
were involved in the evaluation—one of them—and in the treat-
ment of patients—the other two. Outcome measures were vide-
otaped and also evaluated by a second independent rater blind to 
the whole experimental study. In case of discrepancies between 
the two, a third blind rater was used to resolve the evaluation.

Patients were advised to have their medical treatment contin-
ued unchanged throughout the study. This study was carried out 
in accordance with the recommendations of the “Comitato Etico 
Regionale Unico” guidelines, with written informed consent from 
all subjects. All subjects gave written informed consent in accord-
ance with the Declaration of Helsinki. The protocol was approved 
by the Institutional Ethics Committee (Comitato Etico Regionale 
Unico—Friuli Venezia Giulia. Protocol no. 4456—05.02.2015). 
Patients who agreed to participate always signed a written 
informed consent and they were able to leave the experiment at 
any moment, with no additional explanations. The study has been 
registered at http://Clinicaltrials.gov, NCT03249155.

Participants
Thirty-seven patients with idiopathic PD (see Figure 1), accord-
ing UK Brain Bank (23) were assessed by a neurologist expert 
in movement disorders, from the outpatient Neurological Clinic, 
Cattinara Hospital. Eligibility criteria were occurrence of FoG 
(24) based on patient’s verbal account of his/her freezing experi-
ence (or recognition of their typical FoG experience when this 
symptom was described to him/her by a physician); stages 1–3 

on the Hoehn and Yahr scale (25); stable medication regimen 
for at least 8 weeks; no major depressive symptoms as defined by 
a Beck Depression Inventory score ≤16 [BDI (26)]; no signs of 
dementia as defined by a Mini-Mental Status Examination score 
>24 [MMSE (27)]. The exclusion criteria were evidence of any 
adjunctive orthopedic comorbidities that make it impossible to 
use physical activities and an independent locomotion; others 
neurological and psychiatric disease; presence of any implanted 
stimulating or pacing device in central nervous system. Prior 
power analysis estimated a sample size group of 10 participants. 
After the first assessment, we enrolled a total of 24 patients (see 
Figure  1). Two subjects dropped out due to concurrent, unre-
lated medical events: thus, 22 patients completed the study (see 
Table 1).

Experimental Procedures
All participants underwent to a 1  h of rehabilitation training 
during their ON condition (approximately 1 h after the antipar-
kinsonian medication intake), twice a week, for 8 consecutive 
weeks, and a total of 16 training sessions.

Experimental Group
The protocol was based on the AO method plus Sonification 
(AOS). During each training session, eight videos, showing an 
actor performing eight different motor gestures, were presented 
to the patient that then tried to repeat, according to the Modeling 
principles (28). Each video, lasting 1.5  min, was composed by 
images (from fronto-lateral perspectives) and sounds (obtained 
with Sonification) of eight specific motor gestures. These gait 
related gestures were useful for ameliorating weight shifting, 
step scaling, and bilateral coordination of stepping, known as 
locomotion features related to FoG. In each session, all videos 
were presented, from simple to complex motor actions. The con-
tents of the eight videos are reported in Appendix. Each session 
started with the observation of the audio–video projected on a 
large sized screen (2.5 m × 2 m) located in front of the patient at a 
distance of 2 m. During AO, to increase the accuracy of imitation, 
patients were asked to attend to the peculiar characteristics of the 
observed action, and no movements were allowed. At the begin-
ning, after video observation, patients had to practice repetitively 
the observed actions for the same time (1.5 min). Then, patients 
performed on line the same motor gesture while they were watch-
ing the videos. With the aim to facilitate the modeling process, 
an expert physiotherapist in AO treatment, encouraged and cor-
rected patient’s motor execution. Each video was repeated twice.

Control Group
The same eight motor gestures were performed also in the Cue 
control group with the same order and amount of time, by using 
attentional strategies. During each training session, patients were 
asked to practice the motor gesture by means of visual (stripes on 
the floor) or auditory (metronome) cues, to facilitate the learn-
ing of temporal and spatial parameters. As for the experimental 
group, the expert physiotherapist encouraged and corrected each 
patient’s motor execution to facilitate correct motor learning pro-
cess. Following physical therapist’s instructions, patients progres-
sively learned to perform the eight motor gestures without cues.
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Participants of both groups were instructed to not practice 
further rehabilitation/physiotherapy treatments during the dura-
tion of the study. The two therapists involved in the treatments 
were not dedicated to one group, but equally assigned to both 
of them.

Clinical Outcomes
The patients who met inclusion/exclusion criteria underwent to 
a clinical and motor functional evaluation before the treatment 
(BT), after the treatment (AT), 1 month (1MFU), and 3 months 
AT (3MFU). The neuropsychological evaluations were only done 
at the baseline and 1  month (1MFU) AT, since the minimum 
interval for test administration is 3 months. All clinical evalua-
tions were performed by an experienced neurologist, and a physi-
otherapist blinded to participants’ allocation.

As primary outcome, FOG duration and severity were 
assessed by using New Freezing of Gait Questionnaire (NFOGQ). 

Particularly, we calculate an index of improvement obtained at 
AT, 1MFU, and 3MFU evaluations, respect to the BT evaluation 
(see Data Analysis).

A priori power analyses based on a previous experiment that 
compared the two treatment protocols in individuals with PD 
and FoG (29), suggested 10 participants per group to achieve a 
medium effect size (f = 0.45, alpha p = 0.05, power = 0.95, critical 
F = 4.41). We recruited 12 participants for each group to account 
for possible attenuation.

As for the secondary outcomes, disease severity was tested with 
the Unified Parkinson’s Disease Rating Scale (UPDRS II–III), the 
Hoehn and Yahr scale (25), and quality of life with the 39-item 
PD Questionnaire (30). Motor functional performance evaluation 
included Modified Parkinson’s Activity Scale (31), Timed Up and 
Go (32), and 6-min walking test (33). Berg Balance Scale (34) was 
used to assess static and dynamic balance capabilities. Also for the 
secondary outcome measures, we calculated an improvement index.
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TablE 1 | Demographic and clinical characteristics of patients with Parkinson’s 
disease at baseline.

aOS group (n = 12) Cue group (n = 10)

Patients’ characteristics
Gender female/male (% female) 5/7 (42%) 3/7 (30%)
Age (years) 74.67 ± 5.93 72 ± 5.87
Disease duration (years) 10.75 ± 3.44 9.4 ± 4.86
Mini-Mental State Exam 27.46 ± 1.81 26.58 ± 1.1
Beck Depression Inventory 8 ± 5.98 6.4 ± 5.93
Hoehn and Yahr stage 2.33 ± 0.49 2.3 ± 0.67
Levodopa equivalent 972.5 ± 253.17 983.22 ± 379.58

Primary outcome measure
NFOGQ 18.17 ± 4.61 16.6 ± 7.86

Secondary outcome measures
UPDRS II Total 16.42 ± 5.99 17.1 ± 6.47
UPDRS III Total 32.92 ± 8.69 33.2 ± 13.99
MPAS 53.75 ± 6.27 50.2 ± 9.22
BBS 47.75 ± 4.16 47.8 ± 3.46
6MWT (s) 280.75 ± 93.34 296.75 ± 48.32
TUG (ms) 1,299.75 ± 376.74 1,271.3 ± 615.86
PDQ39 mobility 49.38 ± 22.54 35.5 ± 25.87
PDQ39 activities of daily living 33.4 ± 21.99 28.75 ± 17.84
PDQ39 emotional well-being 23.82 ± 21.84 33.33 ± 20.13
PDQ39 stigma 21.04 ± 22.94 18.75 ± 20.41
PDQ39 social support 2.78 ± 6.49 15.83 ± 22.03
PDQ39 cognitions 23.23 ± 15.52 31.88 ± 19.64
PDQ39 communication 24.31 ± 20.86 29.17 ± 21.25
PDQ39 bodily discomfort 31.67 ± 21.92 27.5 ± 19.27
PDQ39 Total 51.67 ± 26.9 50.8 ± 29.43

Data are mean ± SD or as otherwise indicated.
n, number of patients; NFOGQ, New Freezing of Gait Questionnaire; UPDRS, Unified 
Parkinson’s Disease Rating Scale II and III; PDQ39, Parkinson’s disease questionnaire 
39; MPAS, Modified Parkinson’s Activity Scale; BBS, Berg Balance Scale; 6MWT, 
6-min walking test; TUG, Time-Up-and-Go; PDQ39, 39-item PD Questionnaire.

TablE 2 | Cognitive profile of patients with Parkinson’s disease at baseline and at 1-month follow-up (1MFU).

Cognitive domain Test aOS group at baseline Cue group at baseline aOS group at 1MFU Cue group at 1MFU

Mean ± SD Mean ± SD Mean ± SD Mean ± SD

Short-term memory Digit Span Backward 4.84 ± 1.27 4.84 ± 1.14 4.59 ± 1.14 4.58 ± 1.02
Corsi Test 4.85 ± 0.84 4.34 ± 0.84 4.50 ± 0.83 5.01 ± 1.44

Long-term memory Babcock Story Recall Test
Immediate recall 5.78 ± 1.51 4.52 ± 2.48 5.27 ± 1.62 3.83 ± 2.50
Delayed recall 5.8 ± 1.4 4.41 ± 3.07 5.16 ± 1.88 3.41 ± 3.27

Attention Attentive Matrices 40.94 ± 8.35 32.46 ± 12.86 36.91 ± 11.27 31.56 ± 13.51
Trail Making Test:
Part A (s) 30.35 ± 21.59 68.51 ± 46.78 52.44 ± 45.98 55.27 ± 38.02
Part B (s) 147.34 ± 116.51 190.58 ± 130.99 148.35 ± 199.33 166.68 ± 117.38
Stroop Test
Time (s) 28.78 ± 19.19 52.73 ± 42.05 42.59 ± 26.17 47.72 ± 29.42
Errors 3.01 ± 3.55 1.83 ± 1.76 3.64 ± 2.47 3.36 ± 3.39

Executive functions Frontal Assessment Battery 16.7 ± 1.22 16.19 ± 1.71 16.55 ± 1.78 16.11 ± 1.80
Tower of London Test 17.99 ± 1.4 19.56 ± 6.38 18.61 ± 0.29 18.22 ± 1.41

Reasoning Raven’s progressive matrices 29.71 ± 6.18 27.28 ± 5.17 28.85 ± 6.16 27.70 ± 5.31

Data are mean ± SD or as otherwise indicated.
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profile of the patients of each group was changed after the end 
of the treatments. This was important to exclude that different 
levels of efficacy were due to differences in the cognitive profile 
of the two groups of patients. Global cognitive functioning was 
tested with the Montreal Cognitive Assessment (35); short-term 
and long-term memory functions with Digit Span backward 
(36), Corsi Test (37), Babcock Story Recall Test (38); attention 
with the Attentive Matrices (39), the Stroop Test (40), and Trail 
Making Test: parts A and B (41). Executive functions were 
evaluated with the Frontal Assessment Battery (42) and Tower 
of London Test (43). Abstract reasoning by Raven matrices (44). 
All neuropsychological tests scores were corrected on age, sex, 
and education using normative values. Moreover, patients were 
always tested in “ON” condition during their optimal antiparkin-
sonian medication.

audiovisual Stimuli
The short video used in the experimental group showed two 
healthy actors’ (one male and one female) performing the 8 motor 
gestures from a lateral and frontal perspective, for a total of 32 dif-
ferent videos (2 gender × 8 gestures × 2 perspectives). Moreover, 
prior rehabilitation treatment, and to be comfortable with the 
procedures, each participant practiced the tasks using other 
videos showing three movements test. The sounds of each video 
were obtained with the Sonification technique, by transforming 
kinematic data (i.e., velocity) recorded during the execution of 
the eight gestures, into audio pitch variations. Actors performed 
all tasks barefoot, walking along a 10-m walkway surrounded by a 
seven-camera motion-capture Qualisys System (120 Hz). During 
the execution of each motor gestures, kinematic data were col-
lected recording four retroflective markers placed on the left and 
right anterior superior iliac spine to calculate pelvis movement 
velocity, and on the left and right lateral malleoli to calculate 
inferior limbs velocity. All data were recorded and preprocessed 
by a dedicated software Qualisys Track Manager, and frame 
by frame instantaneous speed was obtained, and transformed 

Neuropsychological Evaluation
We assessed patients’ most important cognitive functions, useful 
for learning new motor ability: executive functions, attention, 
and memory capabilities (Table 2), to exclude that the cognitive 
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TablE 3 | Split plot ANOVA results.

SS Mean sq F Pr(>F) η2G (%)

Main effect of treatment (Group)

Primary outcome measure
NFOGQ 2.741 2.741 24.28 0.000 50

Secondary outcome measures
PDQ39 mobility 12.630 12.633 14.91 0.001 38
UPDRSIII 4.962 4.962 13.36 0.002 33
PDQ39 bodily discomfort 4.962 4.962 13.36 0.002 33
PDQ39 Total 2.031 2.031 9.73 0.006 27
UPDRSII 1.427 1.427 11.14 0.003 24
BBS 0.121 0.121 6.42 0.020 24
6MWT 0.470 0.470 4.11 ns 15
TUG 1.070 1.071 3.95 ns 14
MPAS 0.021 0.021 0.56 ns 2
PDQ39 cognitions 0.471 0.471 0.47 ns 2

Main effect Time (within subjects)

Primary outcome measure
NFOGQ 0.091 0.046 3.11 ns 3

Secondary outcome measures
PDQ39 mobility 0.151 0.075 0.60 ns 1
UPDRSIII 0.334 0.167 2.14 ns 3
PDQ39 bodily discomfort 0.334 0.167 2.14 ns 3
PDQ39 Total 0.158 0.079 2.05 ns 3
UPDRSII 0.049 0.025 0.48 ns 1
BBS 0.005 0.003 3.01 ns 1
6MWT 0.061 0.031 2.91 ns 2
TUG 0.222 0.111 3.66 0.035 3
MPAS 0.009 0.005 0.69 ns 1
PDQ39 cognitions 1.546 0.773 4.17 0.023 6

interaction effect (Time × Group)

Primary outcome measure
NFOGQ 0.002 0.001 0.07 ns 0

Secondary outcome measures
PDQ39 mobility 0.386 0.193 1.54 ns 2
UPDRSIII 0.197 0.098 1.26 ns 2
PDQ39 bodily discomfort 0.197 0.098 1.26 ns 2
PDQ39 Total 0.261 0.131 3.41 0.043 5
UPDRSII 0.047 0.023 0.46 ns 1
BBS 0.002 0.001 0.90 ns 0
6MWT 0.022 0.011 1.03 ns 1
TUG 0.034 0.017 0.56 ns 1
MPAS 0.014 0.007 1.02 ns 1
PDQ39 cognitions 0.451 0.225 1.22 ns 2

ns, not significant; NFOGQ, New Freezing of Gait Questionnaire; UPDRS, Unified 
Parkinson’s Disease Rating Scale II and III; PDQ39: Parkinson’s disease questionnaire 
39; MPAS, Modified Parkinson’s Activity Scale; BBS, Berg Balance Scale; 6MWT, 
6-min walking test; TUG, Time-Up-and-Go; PDQ39, 39-item PD Questionnaire; SS, 
sum of squares.
UPDRSIII, TUG, PDQ39 mobility, and PDQ39 bodily discomfort were log transformed 
for normality. Index η2G is the generalized eta-squared statistics calculated following 
the guidelines by Olejnik and Algina (48) and Bakeman (49). For the two main effects 
and interaction tested we used the formulas SSA/(SSA + SSs/A + SSPs/A), SSP/
(SSP + SSs/A + SSPs/A) and SSPA/(SSPA + SSs/A + SSPs/A), where A and P refer 
to our variables Group and Time, respectively, and s represents the subject factor. 
Errors related SS are not shown in this table.
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into pitch audio by the open source framework Pd (45) using 
modules developed by Henkelmann and colleagues (46, 47). The 
Sonification itself is done in the following steps: first, median filter 
with a window size of three frames is applied to the kinematic data 
to suppress sensor noise from the kinematic data. Second, the 
data stream is linearly scaled to an interval from 0 to 1. Third, the  
pitch sound itself is generated. Forth, the sound is mapped to  
the left or right audio channel. The PD module we used to gener-
ate our stimuli can be found in the supplemental materials for 
this publication. 32 audio track were gained (2 actors gender × 8 
different gestures × 2 perspectives) for each motor gestures, and 2 
audio tracks for each movement test. Videos were edited by using 
Final Cut Pro X software, with a dubbing procedure to merge 
the sounds with the video part of each gesture. The kinematic–
acoustic recording was provided with a visual auditory stimulus 
congruence.

Data analysis
Preliminary, applying the Kolmogorov–Smirnov (KS) test we 
verified the sustainability of a normal distribution for the primary 
and secondary clinical outcomes. Highly skewed and kurtotic 
variables were log transformed and then KS tested for the effec-
tiveness of the correction. Outcomes that failed this second test 
where excluded from the analysis.

For each clinical outcome, the improvement (gain) from pre-
training to posttraining (AT, 1MFU, and 3MFU) was computed 
for each participant by subtracting each person’s pretraining score 
from his/her posttraining score and dividing the difference for 
the pretraining performance. Formally:

 
gain post-training pre-training

pre-training
=

− .
 

Systematic differences in pretraining scores between the two 
groups of patients were preliminary excluded with t-tests on both 
primary and secondary outcomes measures. As for the cognitive 
profile, we verified for potential differences in the pretraining 
(BT) and modification after 3 months (1MFU) with a 2 × 2 mixed 
factors ANOVA (Group and Time of evaluation). The results are 
reported in Table 3.

The hypothesis of differences in improvement (gain) between 
the experimental and control groups was tested by a mixed design 
ANOVA on the gain scores using Group (AOS vs. Cue) as a between 
subjects factor, and Time of evaluation as within-subject factor. 
Besides main effects, we also considered the interaction terms 
Group × Time to assess the stability of the effect across evalua-
tion. Post hoc Bonferroni’s test was employed to assess gain score 
differences between groups at each time. The significant change 
threshold was set at p  ≤  0.05. We interpreted the meaningful-
ness of the significant changes using the generalized eta-squared 
(η2G) statistics calculated following the guidelines by Olejnik and 
Algina (48) and Bakeman (49).

Linear Discriminant Analysis (LDA)
Besides these statistical criteria, to examine the clinical impact 
of the AOS and Cue training on outcomes scores, we used also 
an automated classification rates criterion. This method is com-
monly used as a technique for pattern classification. In our case, 

we used this method to compare or classify the clinical profiles of 
the patients in the two groups, and at the different stages of the 
experimental study. Automated classification problems involve 
continuous input variables (i.e., our clinical scales), and categori-
cal outcomes (i.e., the rehabilitation protocol or the stage of the 
study). The algorithm has to learn to predict the category from 
the input data. We used an LDA algorithm in two differ ways, 
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FiGUrE 2 | Improvement (gain) of the two groups in the primary outcome 
measure [New Freezing of Gait Questionnaire (NFOGQ)], at the three 
evaluation times. Error bars are 1 SE.
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to discriminate between groups and within subjects. Finally, we 
choose to complement standard analysis of variance with this LDA 
because of recommendations on using simulative approaches to 
data analysis with small samples (50).

First, the algorithm learned between-groups’ discriminative 
criterion on a fraction of 70% of the data set, then for testing 
we applied the criterion on the remaining fraction of 30% (see 
Supplementary Material), measuring the classification accuracy 
in terms of sensitivity index (51). Average sensitivities were based 
on a complete random design, simulating all possible combina-
tion of 70–30% of the participants (50). Particularly, we trained 
and tested the LDA four times, over each evaluation time (BT, AT, 
1MFU, and 3MFU), and considering the rehabilitation protocol 
attended by participants as the categorical outcome to predict.

Second, to evaluate stability over time, as in the case of interac-
tion term in the ANOVA, we considered within-subject evalua-
tions, using the LDA algorithm on a subset composed by 70% of 
pre- and posttraining individual’s outcomes, and testing it on the 
remaining 30% of pre- and posttraining individual’s outcomes.

In both cases, we expect that the more effective is the training 
in transforming the participants clinical profile, the more accurate 
is the LDA algorithm in (learn to) classify the participants within 
the training actually practiced. In the first LDA implementation, 
we expect that the LDA classification would fail only in the com-
parison between the two groups at the BT time window.

All the analyses were programmed using R statistical lan-
guage (52).

rESUlTS

At the baseline, there were no significant differences between 
groups with respect to demographics and clinical records, as shown 
in Table 1. Also for the cognitive profile, as reported in Table 2, 
there was no differences except for the interaction Group × Time 
in the Corsi test [F(1,20) = 5.975, p = 0.024, η2 = 0.225], but when 
we compared the two groups in the two moments with a t-test, 
the difference was not significant [t(20)  =  1.449, p  =  0.163; 
t(20) = −0.480, p = 0.636].

Primary Outcome Measure
Action observation plus Sonification treatment had a significant 
positive effect in reducing the primary outcome measure, partici-
pant’s ratings of FoG severity and duration, as shown at the end 
of the treatment, and most important, at the second follow-up 
(Figure  2, NFOGQ). Noteworthy, on our sample the standard 
Cue protocol did not show any relevant gain effect from the 
baseline evaluation.

Secondary Outcome Measures
Secondary outcome measures that improved in AOS (Figure 3) 
were as follows: severity of motor impairment (UPDRS III); 
motor problems, and bodily discomfort in activity of daily life 
(the mobility and bodily discomfort subscales of the PDQ39 
questionnaire). For this pool of outcome measures, the positive 
effect of AOS treatment over Cue training has a great effect size 
(η2G > 0.30) and is stable until the last follow-up (see post hoc 
comparisons reported in Table 4). Even in these measures, the 

standard Cue protocol did not show any relevant gain effect. 
Figures 2 and 3 show the gain scores of the main effects.

Table 3 reports F-tests for main effects and interaction sepa-
rately, for all outcomes considered, whereas Table 4 reports direct 
comparisons at each evaluation time, between groups.

At first glance, for nearly all secondary outcomes, the group 
factor (the main effect of rehabilitation protocol) had the greater 
effect size (η2G). These effects are stable over time since interac-
tion terms are not significant and/or with negligible amounts of 
variance explained.

The problems in activity of daily living (PDQ39 total score, 
UPDRS II) were significantly reduced by AOS training, with 
stable results also after 3 months. Moreover, AOS training deter-
mined also a small improvement on average gain scores of motor 
balance (BBS, see Tables 3 and 4).

linear Discriminant analysis
We trained an LDA algorithm to learn to discriminate between 
rehabilitation protocols attended by participants, using as input 
variables significant outcomes identified by ANOVA. Particularly, 
inclusion criteria were the following: (a) significant main effect 
on group factor and great effect size (>0.30), (b) stable result 
over evaluation time (no interaction in Table 1 and significant 
post hoc comparisons in Table 3). Input variables were the raw 
data, not transformed into gain scores. Figure 4A shows average 
discrimination accuracy, expressed in terms of sensitivity—i.e., 
SDs from chance (51). At the baseline, the algorithm could not 
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FiGUrE 3 | Improvement (gain) of the two groups in five secondary outcome measures [Unified Parkinson’s Disease Rating Scale: parts II and III (UPDRS) and 
Parkinson’s disease questionnaire 39 (PDQ39): mobility, bodily discomfort, and the total score], at the three evaluation times. Error bars are 1 SE.
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learn a reliable criterion to recognize “AOS” or “Cue” participants 
since their clinical profiles are homogeneous (Table 2) and hence 
its performance stops to a chance level. Immediately AT, at 
1 month, and after 3 months, experimental protocol differentiates 
participant’s outcomes from the baseline levels and the algorithm 
can learn a criterion that move the performance (nearly) 1 SD 
from the chance. Importantly, the effect is far more evident con-
sidering the mobility outcome (NFOGQ and UPDRS III), over 
the improvement in ability of daily activities (PDQ39 mobility 
and bodily discomfort).

Furthermore, using the same input variables, we trained an 
LDA algorithm to discriminate each participant’s pre- and post-
training conditions, within each group; Figure 4B shows average 
sensitivity index, separately for the AOS and Cue conditions. 
Participants trained with experimental AOS protocol were dis-
criminable with respect to their baseline condition to an extent 
of 2 SD from chance, using clinical motor profile, and this result 
is quite stable over time. The ability of the algorithm to learn 

systematically a criterion over the chance was not proven, within 
participant’s undergoing rehabilitation with Cue.

DiSCUSSiOn

Sonification and AO are used together for the first time with the 
aim to treat motor diseases in PD patients with FoG. The main 
finding of our study is that this multisensory treatment reduces 
FoG (number of episodes and duration), and provided positive 
effects on gait pattern in short- and long-term period.

These results are in agreement with those obtained in two 
previous studies with the use of AO: Pelosin et al. (29) and Agosta 
et al. (53). In both these studies, freezing improvements (assessed 
with FOGQ and NFOGQ, respectively) were evaluated only up 
to 1 month after the end of the treatment—instead of three—and 
with mixed and weak results—Pelosin’s data showed a significant 
improvement at the 1-month follow-up, but not at the end of the 
treatment, and the reverse pattern in the Agosta’s. Our data with 
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FiGUrE 4 | Average discrimination accuracy expressed in terms of sensitivity 
(d′) of the linear discriminant analysis (LDA) algorithm. (a) Results of testing 
between-groups’ discrimination. Dark gray bars represent LDA results from 
the New Freezing of Gait Questionnaire (NFOGQ) and UPDRS III scales. Light 
gray bars represent LDA results from the PDQ39 mobility and bodily 
discomfort scales. (b) Results of testing within-subject discrimination. Dark 
and light red bars represent LDA results from the NFOGQ and UPDRS III 
scales for the Action Observation plus Sonification experimental group. Dark 
and light blue bars represent LDA results from the PDQ39 mobility and bodily 
discomfort scales, for the Cue control group.

TablE 4 | Bonferroni post hoc comparisons AOS group vs. cue group.

after treatment 1st Follow-up 2nd Follow-up

Primary outcome measure
NFOGQ p ≤ 0.001 p ≤ 0.001 p ≤ 0.001

Secondary outcome measures
PDQ39 mobility p ≤ 0.05 p ≤ 0.001 p ≤ 0.001
UPDRSIII p ≤ 0.001 p ≤ 0.05 p ≤ 0.05
PDQ39 bodily 
discomfort

p ≤ 0.001 p ≤ 0.05 p ≤ 0.05

PDQ39 Total ns p ≤ 0.01 p ≤ 0.01
UPDRSII ns p ≤ 0.05 p ≤ 0.01
BBS ns p ≤ 0.05 ns
6MWT ns ns p ≤ 0.05
TUG ns ns ns
MPAS ns ns ns
PDQ39 cognitions ns ns ns

Data are p-levels of the direct comparisons at each evaluation time, between groups, 
after the Bonferroni correction.
NFOGQ, New Freezing of Gait Questionnaire; UPDRS, Unified Parkinson’s Disease 
Rating Scale II and III; PDQ39, Parkinson’s disease questionnaire 39; MPAS, Modified 
Parkinson’s Activity Scale; BBS, Berg Balance Scale; 6MWT, 6-min walking test; TUG, 
Time-Up-and-Go; ns, not significant.
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AO plus Sonification showed consistent and significant effects in 
several of the secondary outcome measures: on motor impair-
ment (UPDRS III), and quality of life (PDQ39 mobility scale), 
during the entire 3-month period of evaluation; while balance 
(BBS), gait parameters (6MWT), only at the first and second 
follow-up, respectively. Overall, our data confirmed the thera-
peutic potential of a protocol based on AO plus Sonification in 
treating gait disorders and FoG. In AOS group, patients improved 
their mobility, acquiring new motor strategies to overcome FoG, 
and these effects are prolonged over time and generalized to FoG 
in daily life.

In Cue control group, no enhancements were found for all 
mobility indices, throughout the three testing times. Only data in 
PDQ39 questionnaire subitem mobility and activities daily living 
show trend values toward an improvement, that with a larger 
sample, could lead to significance. A possible explanation is a 
residual cue dependence effect, which may have not triggered an 
effective learning process (54), and pointing out that evidences on 
the effectiveness of cue trainings in the alleviation of FoG symp-
toms is still a hot topic. Another potential factor could be the 
age of our sample. Although the two groups were not statistically 
different in age and stage of the disease, overall our patients were 
quite old (73 years). Probably, older patients may require a more 
specific training to engage a motor consolidation process when a 
standard protocol based on external sensory cues is used. Indeed, 
it should be emphasized the lower mean age of participants with 
PD and FoG in previous studies [66  years—Agosta et  al. (53); 
66 years—Lu et al. (55); 62 years—Young et al. (9)], when com-
pared with the ones of our research. This age difference could 
have produced an additional decline in motor learning (56). In 
a crossover design with old patients with PD and FoG (mean 
age, 74 years), Bunting-Perry et al. (57)—using a laser beam on 
a rolling walker as a visual cue—showed no significant effects in 
diminishing FoG and improving walking.

The peculiar feature and novelty of our approach is the inclu-
sion of a sonified audio track—representing kinematic features 
of a movement—to the video of the same movement. In other 
words, we used the Sonification to highlight task-intrinsic (spatial 
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and temporal) information, otherwise difficult to access. This aug-
mented stimulus is very different from those typically employed 
in AO treatments, since usually the sound part is absent (29), or 
not related in meaning to the content of the video [not congruent 
multisensory stimulus as in Ref. (53)]. When a patient attends to 
a stimulus with a sound cue (i.e., metronome) presented together 
with a video of an action, the amount of cognitive resources 
necessary to integrate the information of the two stimuli—not 
related in meaning—increase [for a review, see Ref. (58)]. In our 
protocol, the videos are congruent multisensory stimuli, in the 
sense that sounds and images are related in meaning, and prob-
ably bound together at the perceptual level. This conclusion is 
based on patients’ personal reports; they all reported to perceive 
stimuli as being highly consistent, and treated them as a single 
audiovisual event [the unity assumption—for a recent review, see 
Ref. (59)]. In fact, during the training, we did not need to use 
any particular type of instruction—except that the sound simply 
derived from the velocity of the movement—to let patient under-
stand the meaning of sonified sounds, and the relation between 
the two sources of information (sound and image). After the 
presentation of the examples, the meaning of the stimuli became 
clear to almost all patients, and for those with some doubts, the 
presentation of the first stimulus was sufficient to understand.

The observation of action activates in humans the mirror neu-
ron system (MNS) within the premotor cortex, inferior frontal 
gyrus, and inferior parietal lobule, that maps sensory signal onto 
the same neural circuits involved in motor planning and execu-
tion of the observed motor gesture. Congruent Sonification may 
have improved AO priming effect on movement. Indeed, during 
congruent audiovisual stimuli observation, Schmitz et al. (17) 
demonstrated an amplified activation of some of the major MNS 
areas, particularly frontal operculum, inferior parietal lobule 
and the superior temporal areas. Thanks to an enhanced per-
ceptual analysis of the movement, congruent Sonification could 
lead to an improved neural representation of the observed motor 
action, and to an easier learning process thanks to a lightened 
cognitive load.

Motor learning involves the interaction of several compo-
nents (60): extraction and processing of task-relevant sensory 
information, making decision aimed to define which movements 
to perform (and in which order), activating control processes, 
and finally a reactive and biomechanical control. A multisensory 
AO plus Sonification protocol might have aided the first phase 
of motor learning, facilitating the extraction and integration of 
visual and coherent auditory inputs, for a better understanding 
of spatial and temporal features of motor action.

Moreover, we hypothesize that our multisensory protocol—
based on congruent and unitary stimuli—could have produced 
positive effects on memory, and specifically working memory 
processes. In fact, Lehmann and Murray (15) showed that 
semantically congruent multisensory stimuli can enhance subse-
quent processing and memory performance, and more recently 
Brunetti et al. (61) demonstrated that crossmodal correspondence  
(i.e., audiovisual congruent stimuli) produced faster reaction times 
and higher accuracy in a classical working memory task (n-back 
task). Given these findings, and given that PD patients are known be 
impaired in working memory processes [see, for example, Ref. (62)],  

the use of multisensory stimuli could have facilitated the pro-
cessing and consequently the production of more effective gait 
patterns.

Sonification, as alternative, can be used in a rehabilitation 
program for patient with PD by generating additional real-time 
movement information, being suitable for integration with visual 
and proprioceptive perceptual feedback, while the patient is 
performing physical exercises. With ongoing training activity, 
synchronously processed auditory information should be initially 
integrated into the emerging internal models, enhancing the 
efficacy of motor learning. This is achieved by a direct mapping of 
kinematic and dynamic motion parameters to electronic sounds, 
resulting in continuous auditory and convergent audiovisual or 
audio-proprioceptive stimulus arrays.

A critical analysis of protocols’ features emphasize that learning 
strategies used in the two groups could be also partially different 
in terms of learning mechanisms. Indeed, they are more related to 
a modeling process—with movement-related analogic represen-
tations—in the experimental group, while in the control group 
followed a cueing approach—with abstract and propositional 
representations. Agosta et  al. (53) used a similar experimental 
design with a control group that underwent to a motor learning 
process by instructions and an experimental group that improved 
motor action by AO. In our control group, we used visual and 
auditory cue whose effectiveness had already been stressed by 
several studies in PD patients with FoG, and these results could 
be also considered as a further confirmation of the effectiveness 
of the AO therapy.

The combination in our AO plus Sonification protocol of a 
multisensory and analogic approach instead of a unisensory and 
abstract approach, produced promising positive effects, although 
we cannot evaluate nor the relative impact of each component, 
neither the effect of their interaction. However, this matter 
remains to be fully address.

Finally, as for the long-lasting effects, our protocol was a not 
intensive 8-week training program, which is not a long rehabilita-
tive period from a motor learning and physical exercise perspec-
tive. Nevertheless, given that our results showed both immediate 
(upon the end of treatment), and long-term retention (3 months 
following cessation of treatment) of gait improvement, we may 
suppose that these benefits can be explained with a neuroplas-
ticity process induced by goal-based exercises (63). As reported 
in previous studies (63, 64), goal-based exercise can promote 
neuroplasticity effects, which have been demonstrated in several 
neurological conditions, and also in PD, through changes in 
cortical excitability and cortical representation. Recently, using 
fMRI, Agosta et al. (53) demonstrated AO-related performance 
enhancement in patients with PD and FoG was possible with an 
intensive 4-week training program (12 sessions) and was associ-
ated with an increased activation of motor cortical areas and 
fronto parietal regions of the MNS.

ETHiCS STaTEMEnT

This study was carried out in accordance with the recommenda-
tions of the “Comitato Etico Regionale Unico” guidelines, with 
written informed consent from all subjects. All subjects gave 
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written informed consent in accordance with the Declaration of 
Helsinki. The protocol was approved by the Institutional Ethics 
Committee (Comitato Etico Regionale Unico—Friuli Venezia 
Giulia. Protocol no. 4456—05.02.2015). Patients who agreed 
to participate always signed a written informed consent and 
they were able to leave the experiment at any moment, with no 
additional explanations. The study has been registered at http://
Clinicaltrials.gov, NCT03249155.
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aPPEnDiX

Exercise 1
Shifting the body weight in the frontal plane and taking a step—
Actor stands straight up, with both feet on the floor, shifting the 
body weight to the right (or to the left), to the left (or to the right), 
and then raise and move forward the right (or the left) leg and the 
body to take the first step.

Exercise 2
Shifting the body weight in the sagittal plane and taking a step—
Actor stands straight up with both feet on the floor. One foot 
placed in front of the other, with the heel ahead of the other foot’s 
toes. The actor shifts weight from one foot to the other, always 
keeping the feet on the floor; afterwards he takes a step forward.

Exercise 3
Gait initiation—Actor starts to walk with the preferred leg.

Exercise 4
Turning around—Actor walks two steps with a straight trajectory, 
and then made a 180° turn in a narrow quarter (U-turn).

Exercise 5
Stepping over an obstacle—Actor walks three steps with a straight 
trajectory, and then steps over the obstacle (obstacle’s height: 10% 
of patient’s height).

Exercise 6
Sit-to-walk—Actor is seated on a backless and armless stool (knee 
angle 100°), and then raises and walks three steps forward.

Exercise 7
Walking straight with long steps—Actor walks about 10 long 
steps with a straight trajectory trying to maintain a steady pace 
and to take long steps.

Exercise 8
Walking through a doorway—Actor walks three steps with a 
straight trajectory, moves through a real doorway without stop-
ping and then continue to walk two more steps.
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Sonification is an open-ended design task to construct sound informing a listener of data.

Understanding application context is critical for shaping design requirements for data

translation into sound. Sonification requiresmethodology tomaintain reproducibility when

data sources exhibit non-linear properties of self-organization and emergent behavior.

This research formalizes interactive sonification in an extensible model to support

reproducibility when data exhibits emergent behavior. In the absence of sonification

theory, extensibility demonstrates relevant methods across case studies. The interactive

sonification framework foregrounds three factors: reproducible system implementation

for generating sonification; interactive mechanisms enhancing a listener’s multisensory

observations; and reproducible data from models that characterize emergent behavior.

Supramodal attention research suggests interactive exploration with auditory feedback

can generate context for recognizing irregular patterns and transient dynamics. The

sonification framework provides circular causality as a signal pathway for modeling a

listener interacting with emergent behavior. The extensible sonification model adopts

a data acquisition pathway to formalize functional symmetry across three subsystems:

Experimental Data Source, Sound Generation, and Guided Exploration. To differentiate

time criticality and dimensionality of emerging dynamics, tuning functions are applied

between subsystems to maintain scale and symmetry of concurrent processes and

temporal dynamics. Tuning functions accommodate sonification design strategies that

yield order parameter values to render emerging patterns discoverable as well as

rehearsable, to reproduce desired instances for clinical listeners. Case studies are

implemented with two computational models, Chua’s circuit and Swarm Chemistry

social agent simulation, generating data in real-time that exhibits emergent behavior.

Heuristic Listening is introduced as an informal model of a listener’s clinical attention

to data sonification through multisensory interaction in a context of structured inquiry.

Three methods are introduced to assess the proposed sonification framework: Listening

Scenario classification, data flow Attunement, and Sonification Design Patterns to

classify sound control. Case study implementations are assessed against these

methods comparing levels of abstraction between experimental data and sound

generation. Outcomes demonstrate the framework performance as a reference model

135

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2018.00197
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2018.00197&domain=pdf&date_stamp=2018-04-27
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles
https://creativecommons.org/licenses/by/4.0/
mailto:insook@insookchoi.com
https://doi.org/10.3389/fnins.2018.00197
https://www.frontiersin.org/articles/10.3389/fnins.2018.00197/full
http://loop.frontiersin.org/people/284212/overview


Choi Interactive Sonification Exploring Emergent Behavior

for representing experimental implementations, also for identifying common sonification

structures having different experimental implementations, identifying common functions

implemented in different subsystems, and comparing impact of affordances across

multiple implementations of listening scenarios.

Keywords: sonification, listening, emergent behavior, interaction design, cognitive cycle, supramodal attention,

biological information, media psychology

INTRODUCTION: WHAT DO WE LISTEN TO
WHEN WE LISTEN TO DATA?

Sonification is an open-ended design task. Methods differ based
on applications. Understanding the application context is critical
for shaping listening scenarios and design requirements and
subsequent choice of data translation strategies and sound
production. In cases where the experimental data source is
predictable in terms of well-defined data dimensions and
boundaries, the relationship between system parameters and
sound parameters can be relatively linear. However, when
the experimental data source is unpredictable and the data
exhibits emergent behavior, sonification requires a methodology
to establish reliable rendition of the dynamics.

In the absence of established sonification theory, the field is

challenged by ad-hoc variance in instruments, implementations

and interpretations, limiting the scalability of case study results.

This research examines the rationale and feasibility to formalize

an extensible model for interactive sonification, applied to

data that exhibits emergent behavior. An extensible model is

proposed as an interactive sonification framework foregrouding

three factors: reproducible system implementation for generating
sonification, reproducible data from models that characterize
emergent behavior, and interactive mechanisms enhancing a
listener’s multisensory observations. Using auditory sensation
to seek biological information dates back to ancient Greek
times when physicians monitored pulses for a clinical diagnosis
(Kaniusas, 2012). The importance of engaging all senses—to see,
feel, and hear—was emphasized in order to recognize patterns
and put them to use (Castiglioni, 1947). Diagnoses by listening,
termed auscultation from the nineteenth century (Laennec and
Forbes, 1835), is limited to natural signals exhibiting amplitude
and frequency accessible to human hearing. Patients are observed
through multisensory interaction including touch and visual
inspection (see Appendix 1 in Supplementary Material). The
work presented here maintains a multisensory and multimodal
approach in configuring sound to convey signatures of non-
linear behavior that are characteristic of biological information.
Today the auditorymonitoring of physiological states is extended
with modern equipment and digital signal processing inevitably
introducing layers of artifacts. The very focus, or rather the
intent of the motivation to listen to biological information when
working with extended instrumentation and digital abstraction,
is what this presentation aims to be in service of.

Experimental observation uses various methodologies to
obtain information from a data source external to the observing
system. To make sense of information the observing system

performs measurements in order to gain insights about the
states of the observed data source. Perceptualization implies
transformation of data to yield observable information. To
interpret data it is necessary to understand the transformations
that bring the data into an observable form. “The algorithms
that transform data are at the heart of data visualization.”
(Hansen and Johnson, 2005, p. 1). Observers acquire the ability
to interpret data by becoming familiar with the instruments that
transform data, for example a doctor performs auscultation by
understanding the functional attributes of the stethoscope, which
informs interpretation of the transmitted sounds. Figure 1A

illustrates the auscultation functional pathway. Sonification
applies transformations requiring digital signal processing of
machine-readable information, a functional pathway illustrated
in Figure 1B, generalizing and digitizing the auscultation
pathway. Since no pathway from information to data and back to
information is immune to idiosyncratic complexity, the simplest
definition is: Sonification is a construction of sound that informs
a listener of data. In concept, sonification informed by biological
data returns sounds that carry information about that biological
system.

The present research aims to develop and extend sonification
methods for data that exhibits emergent behaviors, addressing
cases where reproducibility of covariance is quasi-deterministic
for sounds and a corresponding data source. The research
examines the viability of using models of emergent behavior to
develop sonification methods that may be applied to multiple
cases of biological information. Results presented here provide an
example of using data models to formalize a sonification method
to enable application with more than one type of data and more
than one type of sound production. Following are assumptions
based on sonification methods adopted in this research.

1. Sounds are audible because acoustic energy changes over time.

Sound energy varies in multiple audible attributes, described

in terms such as pitch, loudness, tone quality, duration,
silence, repetition, and pattern. Depending upon the type
of sound production, the number of audible attributes may
be different than the number of sound control parameters
required for those attributes.

2. Sonification aims for variance in sound to correspond to
variance in the data represented by the sound. To sonify
variance of data values requires a coherent model for
covariance of sound control parameters. The goal is to enable
a listener to identify salient features in sounds and relate these
to salient features in the data.

3. The coupling of data to sound production requires four
multidimensional component signals: the sound, having m
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FIGURE 1 | (A) Auscultation functional pathway including physician interaction with patient to induce physiological changes that generate audible differences.

(B) Interactive sonification functional pathway comprised of requisite system components. The illustration shows parallel structure to auscultation (A).

audible attributes; the sound control signal, having n control
parameters; the data to be sonified, having p dimensions; and
the control signal applied to the data source, having q control
parameters. These component signals have independent
numbers of dimensions determined by the types of data,
sound production, and observer interaction.

To establish a method for extensibility of results the coupling
of sonification component signals is defined as a sonification
model comprised of a series of functions that meet the following
requirements:

• the sonification model is functional for multiple data sources,
types of sound production, and modes of observer interaction;

• the model maintains its structure while the dimensionality of
the component signals may change;

• the model is extensible to many applications as a sonification
framework.

The present research applies a candidate framework to sonify two
models of data sources that exhibit emergent behavior, Chua’s
circuit and Swarm Chemistry.

Biological systems are complex dynamical systems that may
exhibit emergent behavior. Emergent behavior produces salient
features in data that can vary independently of the control state of
the data source. When applying sonification to a data source that
exhibits emergent behavior, the aggregate coupling of sonification
components may produce inconsistent correspondence of data
features and sound features. To develop robust correspondence
of sound to data, this research adopts data sources comprised
of models that exhibit emergent behavior. Two sonification
methods are presented here, one using stable regions in the
data source to generate bounding reference sounds for unstable
emergent regions, the other using automated feature recognition.

The use of models of emergent behavior for sonification test
cases is adopted from research practices for measuring biological
signals. When biological information is acquired experimentally,
computational models are often used to ensure the relevance of
the data and provide quality assurance for unstable and transient
experimental conditions (James and Hesse, 2005). Simulations
aid discernment and interpretation of transduced data, providing
stable reference measurements for developing models of

experimental physiological states. Interpreting neurological
impulse patterns, Faure and Korn report, “The methods used
in each of these studies have almost invariably combined the
analysis of experimental data with simulations using formal
models.” (Faure and Korn, 2003, p. 787). Biosignals can
be modeled in terms of signature dynamic properties, for
example simulation of spiking and bursting of cortical neurons
(Izhikevich, 2003). Liljenström applies simulation of non-linear
circuit oscillations to reproduce non-linear dynamics measured
in brain signals, demonstrating chaotic oscillations as highly
efficient for neural information processing. Simulations can be
measured to demonstrate high sensitivity to input stimulus and
rapid convergence on stable oscillations that may represent
learned patterns (Liljenström, 2010, 2012).

In line with the use of computational models in experimental

observation, the work reported here was performed with

simulations recognized as paradigms for modeling biological

signals. The rationale for selecting test cases is to identify models

with properties that represent a broad range of applications.
Emergent behaviors create non-deterministic conditions

for sonification covariance with data pattern formation.
Unpredictability limits the reliability of salient features’

correspondence in data and sound. To address this the research

applies models of data sources that exhibit emergent pattern
formation. Wiener characterizes a pattern as an arrangement of

elements, where the distinctness of the pattern is characterized
by the order among the elements rather than the intrinsic

qualities of individual elements (Wiener, 1954). This relationship

can be quantitatively expressed as a set of higher-level order

parameters, the concept introduced by Haken, which describes

enslaving the behaviors of ensembles of elements by which

patterns are formed (Haken, 1983). Biological systems in diverse
areas of study have been observed to exhibit such ensembles’

emergent properties. Examples are interaction patterns of groups

of neurons expressed in the patterns of bursting (Wang and
Rinzel, 1998), voltage oscillations in muscle fibers (Morris and
Lecar, 1981), the patterns of clusters of autonomous agents at
multicellular level such as behaviors demonstrated in Globally
Coupled Maps (Kaneko, 2015) and multi-organism levels
such as swarming and flocking behaviors of insects and birds
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(Charbonneau et al., 2013). These classes of examples suggest
two paradigmatic models: oscillation and agents. These two
levels of abstraction cover a wide range of cases for sonification
of emergent behavior. The case of Chua’s circuit is selected to
demonstrate the oscillationmodel. Chua’s circuit is a well-studied
paradigm of non-linear dynamics (Chua, 2005), as it exhibits
signal properties from periodic to chaotic as observed in many
organisms including the brains of vertebrates and humans.
The case of Swarm Chemistry is selected to demonstrate the
agent model. Swarm Chemistry is an interactive evolutionary
computing (IEC) framework for studying collective behaviors of
self-organizational agents implemented as heterogeneous swarm
simulation (Sayama, 2007). Chua’s circuit and Swarm Chemistry
exhibit dominant multi-paradigms of non-linear behaviors
and yield emergent characteristics representative of biological
information. In neurosciences, “Overall, both theoretical and
experimental works in the field seem to demonstrate that the
advanced tools of non-linear analysis can much more accurately
describe and represent the complexity of brain dynamics than
traditional mathematical and computational methods based
on linear and deterministic analysis (Mattei, 2014, p. 1).”
Incorporating the breadth of these paradigms, an adaptable
sonification framework can be assessed for capacity to generate
sounds that represent non-deterministic properties such as
emergent features and patterns.

Perceptualization of data requires assumptions about
observers that may be formalized as a model of an observer.
Listener interaction with the data source provides a context for
an informal model of an observer in a sonification framework.
Interaction provides a frame of reference for a listener to identify
emergent behavior by comparing changes in the state of the data
source and behaviors exhibited in the data. A listener interacting
with a data source can determine whether observed behaviors are
emergent properties or are controllable by direct manipulation
of the data source. Emergent behavior is more difficult to
disambiguate if a listener is not interacting with the data source
during observation. Models of observer interaction are required
to support extensible outcomes of user assessment of sonification
test cases. The hypothesized sonification framework includes
a normalized representation of observer interaction assessed
across multiple applications.

MATERIALS AND MODELS FOR
INTERACTIVE SONIFICATION OF
EMERGENT BEHAVIOR

This research applies an experimental configuration for
user interaction and models implemented as computational
simulations. Section Two Dynamical Systems Models:
Commonalities and Differences introduces Chua’s circuit
and Swarm Chemistry, two computational models implemented
as real-time applications with interactive control, to generate
sample data that exhibits emergent behavior. A model of a data
acquisition pathway is introduced in section Data Acquisition
Model for Sonification Signal Processing, and applied in section
Extended Model for a Sonification Framework for testing

the hypothesis of extensible sonification modeling. In section
Heuristic Listening and the LIDA Model the LIDA model
is consulted to develop criteria accounting for a listener’s
disposition toward interactive sonification.

Physical materials required for this research include an
instrument configuration for use case trials. The experimental
configuration provides sound synthesis, two-channel stereo
audio display, interface devices including computer mouse
and large-format touch screen, computer graphic display of
graphical user interfaces, and large-format display of data
visualization. Case studies apply real-time interactive simulations
in multisensory configurations. Sonification and visualization are
synchronized with user generated interactive signals.

Sonification components are implemented as three
subsystems for concurrent asynchronous processing: a data
source to be rendered in sound, a sound production subsystem,
and an observer interface for interactive exploration. Data
transmission occurs at 10–20Hz for user generated interactive
signals and system control signals; visual display is refreshed at
24Hz and sound is generated at 44.1 kHz per stereo channel.
A scheduler ensures concurrent real-time responses across
asynchronous processes.

Two Dynamical Systems Models:
Commonalities and Differences
A dynamical system is iterative based on a numerical model
that defines state, initial conditions and system control
parameters. The simulation outputs data as a time series signal
exhibiting dynamical system behavior defined as trajectories in
a multidimensional phase space. The phase space represents
all possible signal states. Control parameters define all possible
states in control space. Control parameter values determine
system conditions but may not directly determine system
outputs. Complex dynamical systems exhibit self-organizing and
emergent behaviors that are not predictable from previous states
or from control parameter values (Silva, 1993).

Webber and Zbilut state that physiological systems can be
best characterized as complex dynamical processes (Webber and
Zbilut, 1994). They apply the lessons learned from complex
systems theory that simple structure from a low dimensional
network may generate a wide range of patterns with little
experimental preparation. Chua’s circuit and Swarm Chemistry
exhibit this property. Chua’s circuit has seven control parameters
and Swarm Chemistry has six behavioral parameters. Both
models exhibit emergent properties at multiple time scales.
Salient features recur at periodic and aperiodic intervals, with
short patterns sometimes embedded in long patterns. The Chua’s
circuit is a non-linear oscillator that generates a continuous-
time signal from seven circuit components. Swarm Chemistry
animates movements of hundreds of self-propelled agents along
individual paths, defined in a bounded plane. For sound
production Chua’s circuit signal can be scaled to a human
audible range whereas the Swarm Chemistry data comprises
points in space that cannot directly produce sound. This contrast
differentiates requirements for two approaches to sonification
and offers insights to establishing a common framework. In both

Frontiers in Neuroscience | www.frontiersin.org 4 April 2018 | Volume 12 | Article 197138

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Choi Interactive Sonification Exploring Emergent Behavior

cases the sonification couples simulation dynamics with sound
generation for listeners’ exploratory interaction. Section Results:
Applying the Proposed Sonification Framework to Multiple
Experimental Systems presents differences in sonification design
corresponding to structural differences of the simulations.

Data Acquisition Model for Sonification
Signal Processing
To test the hypothesis of extensible sonification modeling, a
common model of data acquisition pathway is adopted for
all sonfication component signals and applied to all use cases
tested. The model is based on established practice and given
rigorous uniform application to test the hypothesis that a model
can identify symmetry of functional requirements to represent all
sonification components. The data acquisition model, illustrated
in Figure 2 provides five processes that connect control data
to a signal generator and then to sample data, and perform
data stream conversion from control rate iteration, to signal
frequency, to sample rate iteration. The model in Figure 2

provides a basic and extensible organization.

• At the center of the data acquisition model a signal generator
provides a source of sample data.

• Control data enters the model through a multidimensional
transfer function TFinput and is applied to a set of parameters
that control the signal generator.

• The resulting signal is sampled to acquire data that
characterizes the signal, and this data is passed to a
multidimensional transfer function TFoutput .

This design exposes and formalizes the functional requirements
for managing differences in data dimensions and in temporal
definition, which may occur between control signals and
sampling processes. Frequency differences may result in serial
oversampling or undersampling between processes, requiring
adjustment to eliminate aliasing. Collectively these frequencies
determine the overall frequency required for input data to affect
output data in an implementation of the model. Sonification
modeling formalizes over- and under-sampling differences
among its temporal dynamics. Formal definition and systematic
management of data dimensions and temporal differences are
required to establish extensibility of sonification models to
multiple application domains.

Extended Model for a Sonification
Framework
A key research hypothesis is to establish an extensible sonification
model. To implement this hypothesis the data acquisition model
introduced above is adopted threefold to formalize each of
three sonification subsystems: data source, sound production,
and observer interface for interactive exploration. The model
represents concurrent processes within a subsystem and by
extension concurrent processes across the full sonfication
implementation. The three subsystems are referred to as
Experimental Data Source, Sound Generation, and Guided
Exploration. In the proposed sonification model the subsystems
are arranged in series with the output of one applied to the input

of the next: output of Experimental Data Source is input to Sound
Generation, the output of which is input to Guided Exploration,
the output of which is input to control the Experimental Data
Source. The iterative and concurrent nature of all processes can
be represented as circularity of inputs and outputs, illustrated in
Figure 3. Using the data acquisition reference model, a transfer
function TFn applies to each subsystem input and output. In
circularity, each subsystem output TFn performs a duplicate
transfer function as the input of the next subsystem in the
series.

Figures 4A–C apply the data acquisition model to the
particulars of each subsystem. In the Experimental Data Source
subsystem (Figure 4A) data entering from TF3 is applied to
the control space of Chua’s circuit or Swarm Chemistry. The
phase space exhibits stable states, transition states and emergent
behaviors, which are sampled to acquire relevant features. The
sample space is output to TF1. In the Sound Generation
subsystem (Figure 4B) data entering from TF1 is applied to the
sound control space, generating digital audio signals that are
sampled to generate audible information output to TF2. In the
Guided Exploration subsystem (Figure 4C) a listener acquires
sound represented at TF2, and responds by manipulating an
interface to explore the system through listening. The exploration
signal is sampled and output to TF3, to be applied to the control
space of the Experimental Data Source (Figure 4A).

To include a listener model, TF2 represents heuristic analysis
rather than a formal computational model of listening. A listener
performs heuristic analysis of audible signals received at TF2
to identify expected features that represent known data states,
transformations and deviations. The term heuristic listening
is introduced to describe a cognitive process that connects a
listener’s auditory percept to expectations and action planning
(section Heuristic Listening and the LIDAModel).

To summarize the extended sonification model: circular
causality is provided through three component subsystems
that collectively form a round trip of data elicitation, audible
interpretation, and listener response (Figure 3) Each subsystem
is defined as a data acquisition pathway consisting of control
space, phase space, and sample space. The data acquisition
reference model recognizes functional tripartite symmetry of
the subsystems. The data types passing through each subsystem
are different but their data pathways share common functional
relationships for generating, acquiring and interpreting data.
This extended model is proposed as an Interactive Sonification
Framework.

Heuristic Listening and the LIDA Model
A model of listeners’ engagement with sound provides essential
context in the production of sound to represent data. The
model considered here addresses both preattentional and
attentional hearing as well as multisensory affects upon listening.
Neurophysiological study of auditory attention identifies
mechanisms underlying interactive listening experiences,
including attentive and pre-attentive processing, and top-
down vs. bottom-up interplay of attentional mechanisms
(Fritz et al., 2007). Study of neuronal signals indicates that
auditory processing is influenced by conscious focus of attention
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FIGURE 2 | Data-elicitation pathway applied as a model to formalize the functions of subsystems required for sonification. Each component in the pathway is

dynamic, receives input data, and generates output data. The data of each component may be represented by a unique number of dimensions. Each component is

dynamic with a periodic iteration at one of three frequencies: a control rate, a signal frequency and a sample rate. TFinput receives data in input dimensions and

generates c-dimensional data required for the control signal. Control space defines c dimensions for system control with minimum and maximum bounding values on

each dimension, defining all possible states of control for signal generation. Phase space is multidimensional with p dimensions for system variables specifying the

instantaneous state of the system output. Phase space encompasses all possible states of the output signal. Sample space represents a parameterized multivariate

stream of digital data that discretizes the phase space signal. Sample space represents the signal in discrete time steps with a set of s values at each step; the

sampling method and data format vary with each subsystem. TFoutput receives the sample data in s dimensions and generates output dimensional data required

downstream. Control space, phase space, and sample space define periodic iterations, indicated as control rate CR, signal frequency SF, and sample rate SR.

Frequencies of these three periods may vary independently and are concurrent within the model. For example Chua’s circuit has a control rate of 15–20Hz, signal

frequency rate of 20 kHz, and data sample rate of 44.1 kHz, while Swarm Chemistry has a control rate of 10Hz, signal frequency rate of 20Hz, and data sample rate

of 12–15Hz.

and expectation (Brechmann and Scheich, 2005; Voisin et al.,
2006; Sussman et al., 2007). Expectation is a temporal process
that may be largely supramodal (Nagarajan et al., 1998; Ivry
and Spencer, 2004), meaning attention is mutually reinforced
across vision, sound and touch. Multisensory context enhances a
listener’s attention to and discernment of sounds (Pastor et al.,
2006; Best et al., 2007) including visual modulation of the audio
cortex (Kayser et al., 2007). Teng et al. (2016) and Holcombe
(2009) that visual cognition seems to have a timescale similar to
audio for dynamic event perception. A listener’s attention and
expectation can influence physiological changes in the brain’s
plasticity of neuronal dispositions and responsiveness (Hillyard
et al., 1973; Woldorff and Hillyard, 1991; Fritz et al., 2005).
The resulting modifications in neural signal processing improve
temporal performance and acuity of conscious recognition
and identification of sounds (Spitzer et al., 1988; Cusack et al.,
2004; Alain et al., 2007). Fritz et al. (2005) describes MMN, a
supramodal neural mechanism for “oddball sensing” that detects
unusual changes in surroundings. MMN indicates a listener’s
capacity for maintaining an heuristic focus on the transition
from pre-attentional to new or recognized sounds.

It is important recall that Sonification does not interpret

itself; it requires informed skill and learning how to listen.

Heuristic Listening is introduced as an informalmodel describing

multisensory cycles of action and observation that contribute
to a listener’s attentive process. Heuristic Listening defined
here as a clinically informed skill of multisensory enhanced
attention to sounds that may be meaningful in a context of
exploration and structured inquiry. This skilled listening practice
is similar to heightened everyday situations where a listener has
an expectation a sound will occur but is uncertain of when
the sound may occur. Heuristic Listening involves a listener’s
affective presence in an environment, with context awareness,
attention, prediction, possible responses to false cues, and a
response performed when an awaited sound occurs.

FIGURE 3 | Proposed framework for interactive sonification based on an

extended model of data acquisition. Three subsystems provide core functions

required for interactive sonification. Three transfer functions define a data

transmission pathway that enables circular causality. The extensibility of the

data acquisition model establishes structural symmetry of the three

subsystems.

A model of Heuristic Listening requires representation of an
on-going multi-temporal cognitive cycle, where sound events
are disambiguated and articulated by the listener’s actions,
and where the listener’s actions may also set expectations
for sound events. Recognition of sounds and events occurs
across a multisensory and supramodal cognitive cycle that
continuously integrates multiple time layers, where multiple
event recognition and observer actions overlap in multiple onsets
and terminations. The reference example for this research is
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FIGURE 4 | (A) Experimental Data Source subsystem represented using the data elicitation model. Data from a user interface enters through transfer function TF3
and is applied to the control parameters of a dynamic experimental system, which generates a stream of output data that exhibits emergent behavior. Characteristics

of the signal are sampled to acquire relevant features and the sample stream is output to TF1. (B) Sound Generation subsystem represented using the data elicitation

model. Data entering from TF1 is applied to the sound control parameters for sound generators. Associated sound design logic encodes procedures that generate

sonification. The resulting digital audio signals are sampled to generate audible information output to TF2. (C) Guided Exploration subsystem represented using the

data elicitation model. A listener positioned at a control interface attends to sonification input at TF2. The listener performs movements in response to the sonification,

by manipulating the interface. In sample space the interface states from listener’s actions are digitally acquired. At TF3 the interface samples are output to the control

space of the experimental data source (see panel A). This enables the listener to explore the relationship between actions and audible changes that may be generated.

the LIDA model (Madl et al., 2011) describing a cognitive
cycle comprised of Perception, Understanding, and Action
Selection. LIDA identifies a 260–390ms cognitive cycle of
200–280ms unconscious processing, subdivided into Perception
and Understanding, followed by 60–110ms conscious Action
Selection. These phases characterize the perception of audible

attributes that occur within corresponding time windows, such
as pitch, loudness, duration, and pulse.

Listening With Multisensory Interaction
Heuristic Listening describes enhanced time-sensitive
expectation as a context for developing interactive sonification.
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Previously this author has studied listening as a function of
physical interactions with emergent systems to generate sound,
and introduced a kinaesthetic framework based upon multi-
temporal cognitive cycles of multisensory attention and action
(Choi, 2017b). Interactive sonification is designed to engage
this dynamic temporal acuity as sound events are generated by
a listener’s actions. An action creates a time focus of attention
that may elevate or supress neuronal responses depending
on whether the sound is highly relevant or irrelevant to the
conscious listening task (Martikainen et al., 2005). (Lange and
Roder, 2006) reports that listeners who receive cues to aid
prediction of audible event timing will experience temporally
heightened neuronal attention. These findings suggest that
a listener can elevate her level of attention to sonification
by performing an active inquiry and having interaction with
the experimental system being observed. Further, timing
and intensity of a listener’s exploratory actions will elevate
expectations for corresponding changes in sounds. A listener’s
performance in terms of recognizing sounds may improve if
the system provides multisensory attentional engagements. The
present research provides three types of attentional engagements:
visual cues from dynamic visualization of the experimental
data, somatosensory cues from spatial orientation of physical
movements within an interface (Hotting et al., 2003), and
semantic cues representing users’ actions in graphical user
interfaces.

The neurophysiological basis of heuristic listening
contextualizes a listener’s experience of transition from
expectation to recognition, reflecting the temporal dynamics
of pre-attentive to attentive auditory cognition. A listener may
be thought of as having a pre-attentional streaming segregation
“buffer.” Incoming auditory signals accumulate in that buffer
for durations that may be as much as several seconds. During
the buffer period a listener’s expectation can impact the rate
of transition from pre-attentive to attentive state (Bregman,
1978; Molholm et al., 2005). A transition from pre-attention to
attention is a moment of critical phase transition; it indicates the
listener either recognizing a familiar sound pattern or learning
an unexpected sound pattern. This phase transition is the
attentive focus of heuristic listening; sounds may be unfamiliar
and still be recognized to represent states of an underlying order.
Identifying emergent properties in sounds engages heuristic
listening in exploring regions of an experimental system by
recognizing combinations of familiar and unfamiliar states in
sounds. Unfamiliar sounds may be unstable or may exhibit
unexpected transitions to new stable patterns. Listening memory
plays a temporal role in uncertainty and recognition, exhibiting
attributes of ensemble coding (Albrecht and Scholl, 2010), a
mechanism of temporal statistical summary of information
in a perceived scene. Ensemble coding is well-documented
in visual summary of complex scenic features, and has been
experimentally demonstrated in audible tone patterns (Piazza
et al., 2013). The model of ensemble coding provides a
foundation to account for a listener experiencing multi-temporal
dynamic layers of sounds unfolding in time. In this example
a listener simultaneously reflects on sounds previously heard,
acquires sounds newly heard, and anticipates sounds yet to

be heard (Ulanovsky et al., 2004). A moment of heuristic
listening collocates the anticipatory, immediate, and predictive
neurological processes of listening. Finally, heuristic listening
implies a skill requirement supported by everyday listening
experience, and a listener’s capacity to become more acute
by training and performing multisensory observation. These
models are considered in design of the research methods applied
in this work. Appendix 1 in Supplementary Material presents
clinical examples of heuristic listening.

RESEARCH METHODS APPLIED TO
INTERACTIVE SONIFICATION OF
EMERGENT BEHAVIOR

The goal of this research is to assess extensibility of a model
as an interactive sonification framework, and to demonstrate
its application for emergent behaviors. To perform assessment
three methods are combined: listening scenario classification,
attunement, and control classification using sonification design
patterns. The combined methods are applied to sonify the Chua’s
circuit and Swarm Chemistry, and the research compares each
application to show how these methods work together. The
study aims to demonstrate the extensibility of a framework for
interactive sonification by comparing variation and consistency
in each method across multiple applications.

Listening Scenario Classification
A sonification application includes a context whereby a listener
acquires sounds in relation to other modalities of observation.
This research introduces a sonification listening scenario as a
system design that prepares and enables listeners expectations
of how sound generation is coupled to an experimental system.
Coupling requires that transformations of sounds correspond to
salient emergent properties or state changes of the experimental
system. A properly engineered sonification listening scenario
yields an interactive learning pathway for listening skill
acquisition, supported by a listener’s understanding of the
experimental apparatus.

A listening scenario is a construct designed with multimodal
attributes that become part of a local listening environment;
the listening experience is not determined solely by the
audible sonfication output. Sounds are perceived in a highly
subjective environment often fused in multisensory percepts.
(Bregman, 1990) describes an auditory scene as a temporal
superposition of “component” sounds comprised of multiple
sources, some of which are not controllable, even in an isolated
listening environment such headphones or an anechoic chamber.
Environmental conditions generate component sounds that are
attended at different levels of awareness. Neurophysiological
pre-attentive mechanisms for audio stream segregation play an
important role for differentiating and keeping track of multiple
sounds from different sources in a complex auditory scene.
Some but not all audible sounds rise to conscious awareness,
a subset of audible sounds is noted as distinct events, a subset
of these may draw a listener’s attention. According to directed
attention hypothesis (Welch and Warren, 1980; Andersen et al.,
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TABLE 1 | Classification of sonification listening scenarios organized by type of affordance.

Affordance and means Indicative classes of user experience

1. Affordance: Sounds for a domain investigation

Means: Sound generation and sound design

• Identify sound qualities - what is heard

• Range of change exhibited by a sound

• The meaning of a sound in relation to experimental data; how a sound can be described with

respect to the state of the simulation

2. Affordance: Interfaces for a domain investigation

Means: Control paradigm

• Sensory properties of a user interface including appearance, function, orientation, and ease

of operation;

• Degrees of freedom provided in an interface

• Multidimensional control of an experimental system; the number of system control

parameters accessed

3. Affordance: Perceptually compatible temporality of events

Means: Scheduling of data

• Synchronization or latency between the introduction of changes in control space, and the

experimental system’s response in phase space

• Synchronization or latency between phase space output and corresponding transformations

of sounds

• Temporal resolution in a signal output from an experimental system and how this is reflected

in audible temporal resolution

4. Affordance: Multisensory information

Means: Engaging two or more modalities of an observer

• Visual cues provided by an experimental control interface while sound is generated

• Visualization of data alongside sonification

• Enactive control of the domain investigation while listening; physical responses of interface

5. Affordance: Complexification

Means: Generating and controlling levels of detail

• Varying the ratio of experimental data to sound control data, with the purpose of modifying

the level of detail of data mapped into sound

• Reduction of experimental data: Filtering the level of detail in data output from the domain

investigation

6. Affordance: Learning Provision

Means: Rehearsal for developing competence

• Access to example scenarios of experimental states and associated sonification outputs

• Access to practice scenario interaction with rehearsal time to become acquainted with the

domain investigation and sound generation

2004), multisensory percept plays a role in determining what
sounds in the auditory scene are identified or disregarded based
on what modality is dominant at any given moment. Both
multisensory fusion and modality dominance can contribute
to highly subjective listening. Supramodal auditory attention
hypothesis states that stimulus driven shifts of auditory attention
are controlled by a supramodal mechanism (Ward, 1994).
A sonification listening scenario enabled with a multimodal
interface engages multiple senses to inform the interpretation of
sounds.

The auscultation training examples surveyed in Appendix 1 in
Supplementary Material demonstrate how sounds representing
known experimental states may be learned through observation
of established cases. Classification of a sonification listening
scenario can be formalized as a guiding template with examples
of multimodal system norms and corresponding sound qualities.
Sounds that are talismans of unfamiliar states or properties
may thereafter be established through empirical observation.
Deviance detection is highly sensitive in auditory perception
(Fritz et al., 2007) and is coupled to neural responses in other
sensory regions (Downar et al., 2000; Huang et al., 2005). Once
a listener learns to recognize sounds that are a norm, exceptional
sound events can be recognized.

In this research the classification of listening scenario is
organized by classifying the affordances of the sonification system
design: (1) type of affordance, (2) means to realize the affordance,

and (3) indicative listener experiences related to the affordance.
Table 1 presents a classification using on six types of affordance:

• audible quality,
• user interface,
• temporality,
• multisensory qualities,
• complexification, and
• learning provision.

These attributes are device-agnostic and data source-agnostic.
Examples of indicative user experiences provided in Table 1

represent potential criteria for qualitative and quantitative
measurement. Appendix 2 in Supplementary Material presents a
test case of the listening scenario classification method applied
to independent published research involving personalized
sonification of EEG feedback.

Attunement of Explorable Space
Attunement is an a priori process for conditioning a playable
space for auditory display (Choi, 2014a). Themodeling of playable
space is introduced from other applications of model-based
interaction (Choi and Bargar, 2011; Choi, 2014b). Playable
space is not a user interface; it is an enabling design for
the development of interfaces. A model of a playable space
may be formalized as a set of canonical relationships that
enable the development of auditory interfaces for observing
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FIGURE 5 | (A) Attunement Step 1: Between two subsystems, Guided Exploration and Experimental Data Source, define an anchor point in the interface to control the

simulation. Process:(a) For Experimental Data Source: Initialize control parameter values of a known stable state. (b) For Guided Exploration: Select a central position

in the interface and assign the control parameter values from Step A. (c) For TF3 :
Encode the position assigned in Step B as the initial anchor point for attunement.

(This is a multidimensional mapping from the set of control values A to the interface state B). Requirement: The initial mapping and interface anchor position are

selected by human inference based on prior experience with the subsystems. (B) Attunement Step 2: Define generating points connecting the Experimental

Simulation and the Guided Exploration interface. Process: (a) For Experimental Data Source: Identify control parameter sets of further stable simulation states. (b) For

Guided Exploration: Select a set of new interface positions to correspond to each set of simulation state control parameter values from Step E. (Each set of control

values En requires a multidimensional mapping to an interface position Fn). For TF3 :
Encode each interface position assigned in Step B as a generating point, GPn.

Requirement: Interface positions for stable states are readily accessible and evenly positioned in the control interface. (C) Attunement Step 3: Establish a Scale of

Transformation between generating points. Process: (a) For Guided Exploration: Explore interface positions between the Generating Points. (b) For Experimental Data

Source: Observe changes in simulation Phase Space induced by intermediate positions in the exploration interface. (c) For TF3: Modify GP interface positions or GP

control values to optimize symmetry of the interface, in terms of state transitions actuated when the interface moves between GPs. Requirement: Relative degree of

change in the interface should correspond to relative degree of change in the simulation phase space. (D) Attunement Step 4: Between two subsystems,

Experimental Data Source and Sound Generation. Process: (a) For Experimental Data Source: For each previously selected control state, observe characteristics of

(Continued)
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FIGURE 5 | the data output. (b) For Sound Generation: Working with a selection of procedurally generated sounds, identify a set of sound control parameter values

corresponding to each Data Source control state. (c) For TF1 :
For each Data Source control state, encode a mapping from the experimental data output to a set of

sound control parameters. (d) Requirement: Initial sounds are selected based on knowledge of sound design and previous experience with the dynamic qualities of

the experimental data output. (E) Attunement Step 5: Across three subsystems, from Guided Exploration to Sound Generation. Process: (a) For Guided Exploration

interface: Select each GP then select interface positions between generating points. (b) For Experimental Data Source: At each GP verify the state of the simulation

phase space. Between GPs observe phase space transitions. (c) For Sound Generation: At each GP verify audible output. For interface positions between generating

points verify audible transformations. (d) For TF1: Modify sound control space mappings to optimize for audible transformations that have a range of discernable

differences corresponding to the dynamic range of the experimental data output. Requirement: Relative degree of audible change in sonfication should correspond to

relative degree of change in the interface—implying a relative degree of change in the simulation phase space. Establishing normalized degrees of interface action and

audible response, differences in audible transformations will indicate non-linear properties of the Experimental Data Source rather than artifacts of interface or sound

control.

dynamical systems (Choi, 2014a). The concept of space as a
working metaphor is common in scientific practices especially in
applications of simulation and modeling1. The space metaphor
is adopted to identify the formation of explorable regions of
system states as having definable structure and function. For
sonification applications the term explorable space is introduced
to describe the collective high dimensional parameter space
and circular causality of the extended sonification model
illustrated in Figures 3, 4A–C. Appendix 3 in Supplementary
Material summarizes functional explorable space comprising
the extensible sonification model. The system is calibrated
to ensure the sonification outputs and listeners’ actions are
meaningful with respect to the experimental system. Calibration
involves adjustment of many control parameters, within each
subsystem and between subsystems at each transfer function
TF1−3. Attunement is a calibration method that systematically
reduces the dimensionality of the parameter space in two stages,
first stabilizing the subsystems’ internal parameter values then
adjusting the transfer functions. TF1−3 are referred to as tuning
functionswhen the design of the transfer functions formalizes the
attunement of the sonification framework.

To perform attunement, the range of parameter values applied
at one TF may require adjustments at other TFs. Each TF
requires tuning to optimize for isochronous differences between
subsystems, adjusting oversampling and undersampling between
subsystems to minimize artifacts generated by aliasing.

Figures 5A–E describe the process of implementing
attunement. The process begins with the user interface by
defining a set of discrete interface states as generating points
(GPs). In Figure 5B the interface GPs are assigned to a selected
set of control states. To simplify the process of mapping M-
dimensional GPs to N-dimensional data control parameters,
a manifold interface technique is introduced (Choi, 2000a).
In Figure 5C the explorable interface space is calibrated
with control regions of the Experimental Data Source. In
Figure 5D sound control parameter data sets that determine

1The concept of space is implicit in musical instruments; for example

musicians’ finger positions varying the lengths of strings and tubes are spatial

manifestation of control structure for pitches. While varying in shapes and sizes,

musical instruments commonly offer contact points and constrained space for

performance navigation. The lesson to learn from this tradition is the optimization

of instruments have been engineered with spatial abstraction, the distances and

proportional relations for positioning physical elements; the optimization is highly

targeted to achieve not only aesthetically sounding tones also physiologically

coherent structure for the human body. System coherence is reflected in human

capacity to explore the instrument and its audible space with facility.

audible features are aligned with selected states and features
in the experimental data. In Figure 5E the listener associates
audible features with generating points at the user interface,
and audible transformations with explorable regions in the
user interface. The attunement process is applied in cycles of
iterative refinement while auditioning control input and sound
output. Regions of interest in the experimental data are brought
into correspondence with sound control data and audible
transformations. Discovery of regions of interest in experimental
data space may require iterative refinement. Adjustments to
parameter values are applied at tuning functions TF1 and
TF3. Tuning function TF2 is a representation of a listener’s
performance of heuristic listening.

Control Classification Using Sonification
Design Patterns
A sonification design pattern (SDP) is a control structure for
generating a data-driven audio stream. SDPs selectively control
audible features to optimize audibility of features exhibited in
experimental data. SDP structure is agnostic to audio content in
the sense that one structure may control many types of sound
generators. SDP are informed by Alexander’s concept of design
patterns (Alexander et al., 1977) developed for architecture, and
SDP may be considered members of the superset of design
patterns used in software engineering (Gamma et al., 1994),
as SDP define procedural audio using instruction sets for
sound generators. This author introduced the SDP method for
interactive sound generation using non-linear simulation data
(Choi and Bargar, 2014), and has applied SDP in multimodal
performance with evolutionary systems (Choi, 2017a). SDP
facilitate attunement by classifying control data features to align
with audible features. In the sonification framework SDP are
located in the SoundGeneration subsystem and receive data from
the output of TF1. SDP control parameters define the control
space of the Sound Generation subsystem (Figure 4B), where
SDP functions are modulated by the experimental data from TF1.
SDPmay be designed to control many different sound palettes. In
the Swarm Chemistry case studies two SDP examples are applied.

Duration is the first organizing attribute for all SDP. Control
parameters are defined for SDP depending upon the duration
range and the type of sound generator to be controlled, presented
in Table 2. Duration range of an SDP refers to signal processing
time required to generate an audible signal combined with
perceptual time required for a listener to register the audible
attribute or pattern. We identify five sets of SDP attributes
with characteristic duration ranges: SDP 1 controls pitch change
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TABLE 2 | Sonification design pattern classification by duration.

SDP timescale, micro to macro Audible attributes that generate features in SDP Duration range of audible SDP attributes

SDP1—micro Pitch change, loudness change 50–200ms

SDP2—micro Timbre, Resonance, Filtering 200–500ms

SDP3—meso Sound Source Location and Distance cues; Spatial cues 450 ms–2.0 s

SDP4—meso Sound Event (from onset to evolution to termination) 500ms up to seconds

SDP5—macro Patterns of Rhythm, Tempo, Spoken Words, Melody 1 s up to seconds

Multiple SDPs are combined to develop an audible palette. Audible features of SDP structure are dependent on the sound design and attributes of the sound generator. Features in

SDP classes can be controlled independently at a sound generator while the audio output may elicit auditory co-dependencies due to psychoacoustics of perception.

and loudness change; SDP 2 controls timbre, resonance and
filtering; SDP 3 controls sound source location and spatial cues;
SDP 4 controls distinct sound events; and SDP 5 controls
patterns made up of multiple sound events. A sound event must
have sufficient duration to be audibly reproducible—meaning a
pattern is recognizable because of its organization of elements
(see Wiener in section Introduction: What Do We Listen to
When We Listen to Data?). Up to a limit, a pattern is identifiable
independent of tempo (rate of change), frequency range, and
other attributes. Table 2 provides duration ranges of five SDP
classes. Appendix 4 in Supplementary Material reviews auditory
perception at multiple time scales, relevant to SDP duration
classification and the audibility of data.

RESULTS: APPLYING THE PROPOSED
SONIFICATION FRAMEWORK TO
MULTIPLE EXPERIMENTAL SYSTEMS

An extensible model of interactive sonification is introduced
in section Data Acquisition Model for Sonification Signal
Processing as a candidate sonification framework. The
extensibility of the framework is compared across three
sonification case studies using two experimental simulations
that generate emergent behaviors. One case is implemented for
Chua’s Circuit and two for Swarm Chemistry. The three cases are
each presented in terms of attunement method at TF1, listening
scenario design, and observed outcomes with interpretation.
Each implementation adopts a different level of abstraction
between the experimental data source and the sound generation.
The collective outcomes compare the framework performance
in representing the experimental implementations. Performance
measures include:

• Accuracy and relevance of the framework representation of an
experimental sonification implementation

◦ Accuracy of framework representation of an experimental
system in terms of functional components, their sequence
and their relationships

◦ Whether the framework lacks components required in
the experimental system, or the framework includes
components extraneous to the experimental system

• Using the framework to compare multiple experimental
sonification implementation

◦ Identify model components that have common roles in
two+ implementations

◦ Identify model components that have different roles in
two+ implementations

◦ Identify experimental components that have inconsistent
relationships with model components in two+
implementations

• Using the framework to compare solutions for emergent
behavior adopted in multiple sonification implementations

◦ Similarity and difference of challenges presented by
different types of emergent behavior

◦ Accuracy of the solution space representation in the
framework, compared to the application of the solution in
the experimental system.

Sonification Framework Applied to Chua’s
Circuit Simulation
Chua’s circuit is an experimental paradigm that satisfies the
working definition of a chaotic system. It is well-suited to
observe and analyze emerging behavior in physical systems,
being comprised of the minimum number of elements required
for a circuit to demonstrate chaotic behavior (Kennedy, 1993),
illustrated in Figure 6. Chua’s circuit has been implemented
as a physical device and as a digital simulation using
numerical models of the circuit elements2. This author has
applied interactive sonification to both physical and digital
implementations (Choi, 1994). Many classes of biosignals exhibit
oscillations with functional chaotic properties. Simulations are
used to study and classify these behaviors, and Chua’s circuit
exhibits a diverse repertoire of intermittency, quasi-periodic
patterns, and chaotic signals. (Kozma and Freeman, 2017)
describe intermittent series of synchronized metastable brain
states as essential to neocortex processing, with interimittency
enabling serial phase transitions that advance cognition from one
metastable pattern to the next, a model known as the cinematic

2To demonstrate the fidelity of the simulation to the experimental system, control

voltages of the physical circuit are measured and applied as control parameter

values in the simulation (Zhong et al., 1994). The digital signal output of the

simulation at a 44.1 kHz sample rate produces an audible signal virtually identical

to that of the physical experimental circuit tuned to an audible frequency range.

Extended sequences of voltage-control changes applied in parallel to the physical

and simulated circuits maintain the two systems in common regions of phase space

and produce audibly identical signals.
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FIGURE 6 | Chua’s circuit is comprised of seven elements: one locally active

resistor where energy is introduced, three energy storage elements—two

capacitors and a resistor, and one resistor programmed with a piecewise

non-linear transfer function that induces chaotic behavior.

theory of cognition. Haken (1983) associates intermittent
synchronization with information transfer between levels of
neurons. (Tsuda et al., 2016) identifies biological dynamics under
constraints such as embryonic development and differentiation
of cortical functions, as having dependencies on properties
of non-equilibrium systems such as bifurcation and attractor
formations such as those well-observed in Chua’s circuit, and
outlines a critical connection from chaotic dynamics to the
capacity for macroscopic self-organization in biological systems,
providing mathematical models. Although the Chua’s circuit
is a deterministic system, emergent oscillatory features cannot
be predicted by the states of the individual Chua oscillator
elements or from preceding states of the output signal. Figure 7
presents examples of emergent behaviors of the Chua’s circuit
oscillation. In addition Chua’s circuit exhibits hysteresis (Zhong
and Ayrom, 1985) where a given control state may generate
more than one oscillatory state, resulting in more than one set
of audible features for a set of control values. The sequence
and duration of control state changes and the corresponding
sequence of oscillation states influence hysteresis. This emergent
behavior presents significant challenges to generating reliable
sonification. Appendix 5 in Supplementary Material presents a
technique adapting attunement for sonification to compensate
for hysteresis.

Case Study 1: TF1 Attunement for Chua’s Circuit as a

Sound Generator
The signal output by Chua’s circuit oscillation exhibits properties
that may be human audible. The attunement is illustrated in
Figure 8 and Table 4 details functional components. The circuit
oscillation is located in the phase space of the Experimental Data
Source, with a seven-dimensional control space. Sonification is
implemented by enabling the listener to access an audible signal
from a direct data stream of the circuit’s state.

Attunement at TF1: The tuning function TF1 applies scaling
to the control voltages of circuit elements to establish oscillation
in a human-audible frequency range. TF1 also identifies a single

circuit element, capacitor C2 (Figure 6), where the oscillation
signal is extracted and routed to digital-to-analog conversion to
generate an audible signal.

Listening Scenario: Listening directly to the experimental data
in real time creates an affordance for highly interactive control of
Chua’s circuit, requiring covariance of seven circuit elements for
agile navigation of non-linear phase space. A manifold interface
technique was developed to facilitate interactive covariance for n-
dimensional control parameters (Choi, 2000a). To regulate sound
generation from emergent behaviors, fiducial points are a type
of generating point used for attunement (Figure 12). Appendix
5 in Supplementary Material introduces the manifold interface
technique for structured high dimensional control and discusses
the use of fiducial points to empirically tune the exploration
interface.

Observed Performance: The manifold interface tuned with
fiducial points enables a listener to control the Chua’s circuit
in real time. Using the interface to covary seven control
parameters, a listener can develop agility to manually guide
the circuit states through regions of interest. Guidance from
audible features improves the precision of navigating control
regions that generate emergent behavior. Emergent behaviors
are often exhibited in unstable regions that border unresponsive
regions such as fixed points—where oscillation ceases, and limit
cycles—where oscillation is fixed in a sine wave. Attunement
aids exploration by identifying fiducial points with audible
characteristics that indicate when the circuit is approaching
undesirable regions. By attentive listening and applying micro-
modifications to control parameters the listener can navigate
circuit states away from a transition region or nudge the circuit
state from one attractor region to another. This approach makes
use of the sensitivity of unstable regions, and very small changes
introduced at the manifold interface will influence the signal
trajectory at boundaries of phase transitions.

Interpretation: Fiducial points can be used to mark behavioral
trends in control space regions, and these points used to
guide listeners through unstable regions in phase space. An
interface providing stable control points bordering unstable
regions supports the practice of Heuristic Listening by enhancing
the reliability of free navigation in complex control space.
These methods are compatible with the use of signal analysis
and modeling to identify points in phase space that represent,
predict and influence behavioral trends in chaotic systems.
(Schiff et al., 1994) report a chaos control technique that
applies signal analysis to identify unstable fixed points for
learning the directions of signal approach and divergence.
A small perturbation in the signal is introduced in these
regions to prompt the signal to adopt preferred pathways.
Faure and Korn (2001) report the use of recurrences plots
in regions of phase space to characterize signal tendencies
in the region and to predict the evolution of dynamics in
the region, to a proximate future. These regions are sites for
influencing phase transitions and signal behavior by applying
weak perturbations to the control space. Attentive listeners
using a manifold interface can explore highly unstable boundary
conditions and influence the circuit to maintain quasi-stable
states.
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FIGURE 7 | Six examples of emergent behavior in Chua’s circuit oscillation. Each example presents, in the upper left a frequency domain energy distribution (spectral

envelope) of the current time step; in the lower left a frequency domain waterfall time series with amplitude heat map; in the lower right a 6 s time series of frequency

domain with amplitude heat map, the most recent time step at far right; and at upper right the user’s graphical interface for voltage control of 5 of the 7 circuit

components, showing the current values of control voltages. (A) Quasi-periodic attractor exhibiting intermittency. A periodic attractor producing a harmonic tone with

fundamental frequency near 200Hz and additional periods producing additional harmonic tones at integer multiples above the fundamental. The attractor exhibits

intermittent bursts of chaotic behavior creating an irregular rhythm of noise bursts interrupting the tone. Intermittency emerges in phase space at the boundary of a

stable attractor region and an unstable chaotic region. Voltage control change is applied serially to one circuit component at a time using individual linear

potentiometers. (B) Rapid transition from one quasi-periodic attraction to another. At the start of the time series a periodic attractor exhibiting intermittent bursts of

chaos produces a harmonic tone with fundamental frequency near 80Hz and additional periods producing harmonic tones at integer multiples above the

fundamental. Around 5 s in the time series a change of control parameter shifts the oscillation to a different periodic basin of attraction producing a harmonic tone with

fundamental frequency near 200Hz and additional harmonic tones at integer multiples above the fundamental. Note the third highest period in the original attractor

becomes the fundamental period in the second attractor. Voltage control change is applied serially to one circuit component at a time using individual linear

potentiometers. (C) Rapid transition to Upper Limit Cycle attractor. At the start of the time series a periodic attractor exhibiting intermittent bursts of chaos produces a

harmonic tone with fundamental frequency at 60Hz and additional periods producing harmonic tones at integer multiples above the fundamental. Around 5 s in the

(Continued)
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FIGURE 7 | time series a change of control parameter shifts the oscillation to an upper limit cycle attractor, which is nearly periodic at 500Hz producing a

fundamental harmonic tone and an ascending series of tones at integer multiples of 500Hz. Note in the lower two windows during the bursts of chaos the amplitude

heat maps show the frequency spectrum energy remains concentrated around the periods of the neighboring attractor. Voltage control change is applied in parallel to

five circuit components using the cursor in the plane on the right side of the GUI. This is the 2D control surface for the manifold interface, mapping each 2D position to

a 5D control signal. (D) Onset of Chaos. At the start of the time series a stable periodic attractor produces a harmonic tone with fundamental frequency at 60Hz with

additional periods producing harmonic tones at integer multiples above the fundamental. By introducing voltage control changes the system moves gradually out of

the basin of attraction and falls into a chaotic region. Note in the lower two windows during the onset of chaos the amplitude heat maps show the frequency spectrum

energy remains concentrated around the periods of the nearby attractor. Voltage control change is applied in parallel to five circuit components using the cursor in the

plane on the right side of the GUI. This is the 2D control surface for the manifold interface, mapping each 2D position to a 5D control signal. (E) Chaotic Oscillation. A

chaotic attractor produces oscillations constituting many rapid transitions between multiple periodic regions. The result is a noise-like signal with a faintly audible tone

center shifting across the frequency range between 50 and 100Hz. This persistent weak attractor region is visible in the spectral envelope of the upper left image and

in the amplitude heat maps of the two lower images. Voltage control change is applied in parallel to five circuit components using the cursor in the plane on the right

side of the GUI. This is the 2D control surface for the manifold interface, mapping each 2D position to a 5D control signal. (F) From Chaotic to Periodic Oscillation. At

the start of the time series a chaotic attractor produces oscillations constituting many rapid transitions between multiple periodic regions. The result is a noise-like

signal with a faintly audible tone center shifting across the frequency range between 50 and 100Hz. This persistent weak attractor region is visible in the amplitude heat

maps of the two lower images. During the time series example control voltage change is applied steadily and the oscillation exhibits intermittent stability then becomes

stable on a periodic attractor at 50Hz, with higher periods at integer ratios of the fundamental. Voltage control change is applied in parallel to five circuit components

using the cursor in the plane on the right side of the GUI. This is the 2D control surface for the manifold interface, mapping each 2D position to a 5D control signal.

FIGURE 8 | Attunement applied to Chua’s circuit using the sonification framework. The Experimental Data Source is Chua’s circuit controlled by voltages of seven

electronic components. The circuit oscillation range is tuned to a human-audible frequency range. The Sound Generation system is redundant with the circuit

simulation; the circuit oscillaton is sampled at a capacitor and converted into an audible signal. The listener acquires the audio signal while engaging a 2D interface,

which visualizes fiducial points of stable control regions and enables exploration of other control regions. The Manifold Interface enables the 2D GUI to represent a 7D

control space, continuously and differentially in a manifold subset of control space. Listener actions at the interface are converted to a 7D control signal and applied to

the control voltages of circuit components. This enables heuristic listening in response to changes induced in the phase space of the circuit oscillation. Table 4 details

the functional components in this figure.

Sonification Framework Applied to Swarm
Chemistry Simulation
Swarm Chemistry (Sayama, 2012) is based on Reynold’s “boids”
system (Reynolds, 1987). Sayama implements heterogeneous
agents, each agent having autonomous social tendencies
expressed as movement, and awareness of other agents sharing
the movement space with social tendencies. The simulation
specifies 100 to 300 agents, each agent initialized with movement

tendencies, perceptual radius, social responsiveness and a
random initial position and velocity. Each agent is visualized
as a low-polygon 2D graphical object animated in a bounded
plane. An agent moves autonomously with a defined probability
of random velocity until another agent enters its perceptual
radius. At each time step in the simulation every agent
responds to all other agents that are within its perceptual
field. Agents’ movement responses express these parameterized
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TABLE 3 | Swarm Chemistry behavior control parameters and social conditions.

Agent control parameter Agent’s behavioral tendency Social conditions

Alone With others

Straying Move randomly if no other agents are in perceptual range Required

Pace Keeping Approximate current speed to normal speed Optional Optional

Cohesion Move toward the average position of other agents in perceptual range Required

Alignment Accelerate toward the average velocity of other agents in perceptual range Required

Separation Avoid collisions with other agents Required

Whim Move randomly with a given probability Required

TABLE 4 | Sonification Framework implementation for Chua’s circuit.

Function Component

Experimental simulation Control space 7-dimensions: Control voltages for seven circuit components

Phase space Chua’s circuit oscillation across seven circuit components

Sample space Oscillation signal at capacitor C2—a single channel of continuous

frequency-amplitude oscillation

TF1 • Chua’s circuit fundamental frequency set at 50Hz

• Signal extracted from component capacitor C2 routed to DAC

Sound generator (redundant

with experimental simulation

subsystem)

Control space Co-variance of control voltages of seven circuit parameters in select control regions

defined in TF3 and inherited from the simulation control space

Phase space DAC of circuit signal at 44.1 kHz to an audible signal

Sample space Continuous audio signal of Chua’s circuit oscillation is routed to loudspeaker

TF2 Listener acquires sound output and engages Manifold interface to explore system properties in control regions, guided by audible features

Guided exploration Control space Fiducial Points for Manifold Interface based upon stable audible properties related to

control space of simulation

Phase space Listener navigating the continuous control plane of Manifold Interface

Sample space Listener’s cursor path in Manifold interface is output as a 2D time series data stream

of (x,y) positions

TF3 Bijective Mapping: continuous, differentiable and bi-directional mapping transforms 2D cursor positions into multidimensional time

series data of control values for seven Chua circuit components

Manifold Interface indicated in Guided Exploration is discussed in section Case Study 1: TF1 Attunement for Chua’s Circuit as a Sound Generator, and in Appendix 5 in Supplementary

Material.

tendencies: straying, cohesion, alignment, separation, whim, and
pace keeping, presented in Table 3. An agent’s tendencies are
quantified as strength of attraction to the average position and
average velocity of all perceived neighbors, an imperative to
avoid collision, a probability to move randomly, and strength
of tendency to approximate its own average normal speed.
Parameters for these attributes for each agent define the control
space of the simulation. The state of an agent includes its
attribute values, its current position in the movement plane,
and its movement history required to determine acceleration
and probability. At each simulation time step the movement
response of each agent is solved for its attributes with respect
to all other perceived agents, and the resulting positions of all
agents are collectively updated. Other than state required for
these calculations an agent has no memory of prior movement
or location, and agents have no top-down spatial view of the

movement area or of other agents’ formations or positions. A
system was implemented for human socialization with agents
enabling touch screen interventions in the simulation (Choi and
Bargar, 2013). With or without external intervention collective
patterns emerge across groups of agents. Figure 9 illustrates
examples of swarm agents’ emergent behavior, induced by
an observer using an interface to interact with agents’ social
tendencies.

Procedural Sound Generation for Swarm Chemistry

Sonification
Swarm Chemistry simulation data cannot be converted directly
into an audible signal. The Sound Generation subsystem for
Swarm Chemistry adopts procedural sound synthesis, enabling
a broad range of auditory representations including sonification
design patterns (section Control Classification using Sonification
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Design Patterns). For two cases studies, two methods of
sonification are implemented as alternative attunements of
transfer function TF1 in the sonification framework, illustrated in
Figures 10, 11. Case Study 2 (section Case 2: TF1 Attunement for
Parallel Data Streams of Many Agents) applies individual agents’
data to directly control an equivalent number of individual
sound sources. This method relies upon multiple sound source
aggregate interaction to generate emergent features analogous
to visual pattern emergence. Case Study 3 (section Case 3: TF1
Attunement Using Feature Recognition Data) applies statistical
measures to detect the emergence of salient features. This
method applies swarm data indirectly via pattern recognition
data to control sound synthesis. To maintain control for
comparative assessment, Case studies 2 and 3 adopt a common
attunement of transfer functions TF2 and TF3, including a
common Exploration Interface for the listener to interact with
the Swarm Chemistry simulation. Common attunement of TF2
and TF3 enables the comparison of two sonification methods
at TF1 applied to a common source of emergent behaviors. At
TF2 the Exploration Interface is implemented using a multi-
touch surface to display a graphic visualization of swarm
agents. The visualization becomes an interface by enabling the
user to interact directly with swarm agents by touching the
screen. Appendix 6 in Supplementary Material introduces the
super agent mechanism that enables listeners’ social interaction
with agents in simulation phase space. Adopting swarm data
visualization as an interactive interface requires sounds generated
in real-time presented synchronously with the visualization.
As an audible channel parallel to visual patterns, sonification
may provide either redundant or complementary information.
Dynamic patterns emerging from agents in aggregate pose a
challenge for fidelity of data representation in sound. Emergent
patterns are transient features and introduce uncertainty in
rendering these features in sound. Patterns that emerge visually
in the swarm data may not emerge in sound, depending upon the
relationship between the swarm data and the sound generator.
This difference is demonstrated in Case Studies 2 and 3.

Case 2: TF1 Attunement for Parallel Data Streams of

Many Agents
To sonify the data of individual agents the movement of
each agent is measured and transmitted as control data for a
corresponding sound source. Assigning a unique sound source
for each agent may be referred to as a “literal” method: n
agents generate n concurrent data streams applied to control n
individual sound sources. For swarms where n = 300 to 500
this data is high density and the sound computation is intensive
for real-time interaction with the swarms. Auditory perception
tends to limit recognition of concurrent sound sources; the
attunement of many parallel sound streams anticipates their
collective mixture. To generate sound for each agent a harmonic
tone with uniform frequency spectrum, frequency range, and
duration were applied to each agent’s data to normalize the
audibility of all agents. A high-density sound mix was anticipated
to mask sounds of individual agents so that collective attributes
will emerge. This attunement is illustrated in Figure 10 and
Table 5 details functional components.

Attunement at TF1: To preserve a literal association to the
visualization of agents, each (x,y) position was mapped to an
auditory range that varied over fundamental frequency (pitch)
and stereo position. To be highly literal in correspondence to
the visualization, each agent’s y-axis position was mapped a pitch
(low to high with the position of the agent) and each x-axis
position was mapped to stereo position (left to right with the
position of the agent). These associations were selected as the
most elementary with respect to simultaneous visual display of
agent positions. Phase space dimensions are scaled to 1024× 768
pixels; agent size is 4× 4 pixels and agents move stepwise by units
of 1 pixel.

Listening Scenario: The sonification design is hypothesized to
render only general correspondences perceivable. For example,
using a stereo field to represent lateral position of sound sources
provides a range of perhaps a dozen virtual source positions that
can be distinguished (Begault, 1994; Pedersen and Jorgensen,
2005), and then only when agents are in a relatively tight cluster.
For 300 agents the tuning anticipated that when at least 70%
(210 agents) are in a single cluster occupying no more than 15%
of the x-axis range (153 pixels), a dominant stereo position will
be audible. For pitch perception the frequency range of the y-
axis was scaled between 800 and 1,200Hz so that agents in close
proximity will generate a focused pitch center (the harmonic ratio
of 2:3 is a Perfect Fifth, a little more than half the perceptual
difference of an octave). This tuning anticipates, when at least
60% (180 agents) are in a single cluster occupying no more than
15% of the y-axis range (114 pixels), that on the y-axis a dominant
pitch center will be audible. This sonification design anticipates
widely dispersed agents to render a broad tone cluster with no
directional imaging of a sound source location. Evaluation aimed
to test whether a separation of agents into two discrete clusters
would be audible as two sound clusters separated by relative
differences in pitch center and perceived source position.

Observed Performance: The literal attunement did not convey
audible patterns that were easily recognized, compared to the
clarity of visual patterns from the same data. Audible features
weremuch less distinct than visible features of agent distributions
and clusters. Source position and pitch center overall were weak.
The dominant sound was a quiet broad pitch spectrum across
the frequency range and stereo field. Even the most highly
centralized clusters were weak in conveying pitch center and
source position compared to the background sound. Stray agents
in small percentage were sufficient to interfere with imaging. This
lack of distinction is likely a result in part of the limited sound
palette of the SDP. Many audible attributes were not included
in data-driven transformation, and a higher-order sound pattern
was not applied. The audible profile of the simple tones does
not provide strong coherence for rendering spatial relationships
among the agents.

Interpretation: The distributed sound source sonification is
ineffective, in particular when compared to visualization features.
Applying agent data to modulate multiple audio parameters
would likely improve audible imaging of source location and
pitch center. Interaction with the swarms improved recognition
of audible features but the sound alone could not be used to
perform accurate “blind” interpretations of swarm patterns.
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FIGURE 9 | Two examples of Swarm Chemistry emergent behavior induced by an observer’s interaction. Swarm agents are visualized on a touch screen interface.

Each touch point generates a SuperAgent in the swarm simulation control space. Agents’ autonomous responses are determined by their behavioral rules for social

interaction. Feature recognition is applied external to the simulation and is used to visualize agent clusters using color. (A,B) Two views of swarm agents gathered

around 10 touch points from observer’s interaction. In (B) five clusters are recognized by feature detection and visualized using color. Swarm clusters are an emergent

property formed by agents’ collective behavior. Individual agents are not aware of their membership in clusters. (C–F) A sequence illustrating induced bifurcation of

one agent cluster into two clusters. In (C,D) an observer applies touch to agents in one cluster and leads the agents in two separate directions. In (E) some agents’

collective movements break away from the original cluster and form a second cluster. Feature detection is applied external to the simulation and the two clusters are

visualized using two colors. In (F) the observer has removed the touch points and the two clusters exhibit symmetry through the agents’ social interaction.
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FIGURE 10 | Attunement applied to swarm agents’ simulation using a “literal” method, generating a separate sound for each agent, and mixing sounds in aggregate

to render emergent patterns from agent data into auditory information. The simulation defines agents in 6 dimensions (Table 3) and several dimensions are selected

from these data streams to provide control data for sound production for each agent. The sound is rendered as an aggregate mix for n agents; in the reported

research n = 200. The listener acquires the audio signal while engaging a 2D interface, which visualizes agents’ movement in a 2D plane. The listener may touch the

screen to influence agents’ behavior. At each touch point a SuperAgent is introduced in the simulation control space and the agents respond to touch points as if they

are regular agents. This enables the listener to apply social influence to modify agents’ collective behavior. Table 5 details the functional components in this figure.

Case 3: TF1 Attunement Using Feature Recognition

Data
As an alternative to direct sonification of each agent, sonification
may use data generated by pattern recognition techniques applied
to statistical analysis of agents’ collective behavior. Cluster
formation is a common emergent pattern, occurring when
agents separate from a large swarm or gather from dispersed
positions forming one or more cohesive subgroups. A swarm
may self-organize into a variable number of clusters and undergo
autonomous phase transitions where one cluster spontaneously
separates into two, or two clusters come into proximity and
merge into one. Symmetry and asymmetry of cluster shape

is another common emergent pattern, with clusters achieving
circular shapes at some times and other times dynamically
deforming along the x- or y-axis. Change of density is another
common emergent pattern, varying the number of agents in a
cluster with respect to the cluster’s geometric area (its visible
“size”). This attunement is illustrated in Figure 11 and Table 5

details functional components.
As swarm agents collectively generate patterns the individual

agents’ actions exhibit emerging aggregate social dynamics
across subsets of agents. Sonification can reflect different levels
of information, from individual agents’ details to emergent
collective patterns. Sonification design patterns used in Case
Study 3 expose multiple levels of detail in sound production and
enables design of a scalable relationship between level of detail in
data and level of detail in sound transformation. Adjusting the

relationship between data and SDP can modify level of detail that
is transforming sound.

Attunement at TF1: A pattern recognition process is located
in TF1 to detect and quantify swarm aggregate features
(Figure 11). Target patterns are identified in advance from a
selection of known emergent features. A recognition method
is used to dynamically detect pattern formation in agents’
positions. Data of all agents’ positions is routed to the
recognition process where the number and membership of
clusters is determined at each time step. Each cluster is
measured in area (visible size), density (number of agents/area),
and symmetry or asymmetry (circular or deformed shape).
The resulting pattern data is applied to control the SDP,
which are designed with affordance for multiple clusters.
Additional sonification is applied to phase transition events, for
example signaling the separation, merging, and deformation of
clusters.

Listening Scenario: The sonification design hypothesized
that sound sources could be used to represent clusters and
that listeners could understand audible features observed up
to a limit of four concurrent sound sources, representing
the largest four clusters. We further hypothesized that
sound transformations can mirror visual transformations
to enhance multimodal attention focus. SDP were designed
in relation to the target feature set. For each target pattern,
measurements used a single-value normalized scale [0,1]
to quantify recognition, and this data controls the sound
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FIGURE 11 | Attunement applied to swarm agents’ simulation using a pattern recognition method. Cluster formation among subgroups of agents is the primary

feature reported. Secondary statistical data about each cluster is also reported, such as average velocity. Several dimensions are selected from these data streams to

provide control data for sound production. The four largest clusters are selected as the sources of control data, and an independent sound source is generated to

sonify the data of each cluster, up to four clusters. The sounds are transformed in direct correspondence to feature data measured in each cluster. The listener

acquires the audio signal while engaging a 2D interface, which visualizes agents’ movement in a 2D plane. The listener may touch the screen to influence agents’

behavior. At each touch point a SuperAgent is introduced in the simulation control space and the agents respond to touch points as if they are regular agents. This

enables the listener to apply social influence to modify agents’ collective behavior. Table 5 details the functional components in this figure.

palette. Intermediate values between several target patterns
generate corresponding interpolations of SDP related to each
pattern.

Observed Performance: Applying feature detection data to
control sonification design patterns, the audible transformations
clearly corresponded to visible features that were measured
by pattern recognition. In addition the sounds’ qualitative
differences enhanced the visualization by enabling fine-grained
audible comparisons of relative size and dynamic properties of
clusters. Listeners did not report confusion from four sound
sources, in part because of coupling to visual cues. The range
and variety of sounds enhanced quantitative understanding
of the swarms without requiring a one-to-one relationship
between the number of agents and the number of sounds.
Sounds and their transformations were designed to represent
the range and variety of features that comprise the target
patterns.

Interpretation: Sonification design patterns modulated by
cluster feature recognition is effective, in particular in providing
sounds that correspond to visualization features. The number
of sound sources required may be independent of the number
of agents, and a modest number of sound sources can
sonify the features of large population swarms. A weakness
of this method is that swarm behaviors that are not part
of predetermined target patterns are not emphasized in the
sonification.

DISCUSSION

Perceptualization is concerned with an observer and her
disposition with respect to objects of study. Framing interactive
sonification includes models of listening as well as models
that exhibit emergent behavior. The aim is to demonstrate
feasibility of extensible modeling for interactive sonification and
feasibility of applying a sonficiation framework to biological
information. The proposed sonification framework provides
circular causality as a signal pathway for modeling a listener
interacting with an experimental system that generates emergent
behavior. A framework for interactive sonification is a step
toward community development of a theory of sonfication, which
is underdeveloped in a growing field. For example, the research
area of real time EEG sonification, has seen publication growth
more than 5 times (from 25 to 140) between 2002 and 2012
(Väljamäe et al., 2013).

Biological information is very likely to exhibit unpredictability
such as non-linear and chaotic behavior as well as experimental
system fluctuations and noise. To help disambiguate these
data conditions scientific observation methods often provide
numerical reference models and simulations. Adopting this
approach, the sonification framework provides methods
developed with models and simulations that exhibit well-known
behaviors of biological systems. Working with biologically
inspired simulations offers opportunity to exercise attunement
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FIGURE 12 | Schematic illustration of a manifold interface with a control path and four fiducial points. A manifold is a locally Euclidean topological space representing

linear ranges of n control parameters in n-dimensional Euclidean space, where each point in the space is an n-tuple of real numbers corresponding to a unique set of

control values of a parameterized system. An n-dimensional control path is illustrated on the left and the path on the right is generated by differentiable 2D projection

from a bounded sub-region of nD space. The 2D actuation space is differentiable and bi-directional with the nD sub-region. Fiducial points are indicated by the

endpoints of the four lines projected between spaces.

FIGURE 13 | Semiotic relationships of the sonification framework. In the first-order semiotic dyad, data-driven sounds signify experimental system states. In the

second-order semiotic triad, data-driven sounds signify the listener’s actions that bring about the system states. The listener’s actions are identified as a second-order

signified. In attunement the two semiotic layers are concurrent. Terms in italics originate from Peirce’s triadic semiotic model (Peirce, 1955). The vertices of the

semiotic triad align with the component subsystems of the sonification framework in Figure 3.

with an interactive architecture addressing the entire application
context including the listener’s mode of interaction in the loop.
This larger context accounts for observation as a secondary

information system coupled to the primary data source being
studied. Attunement articulates the coupling between models
of observation and models exhibiting unpredictable behavior,
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TABLE 5 | Sonification Framework implementation for Swarm Chemistry.

Function Component

Experimental simulation Control space Total number of agents is defined as a constant; 6 control dimensions initialize agents’ social behavior; heterogeneous

agent types may be initialized with different control values to increase control space dimensions by 6 x n agent types

Phase space Agents’ autonomous movements in a bounded 2D plane

Sample space Data of individual agents’ movements; Statistical analysis of agents’ behaviors; feature detection of phase transitions

such as emergent cluster formation

TF1 Agent data and swarm aggregate feature data are translated by multidimensional mapping to create sound generator control data

Sound generator Control space Sonification Design Patterns receive control data from swarm agent data and feature analysis data

Phase space Real-time sound synthesis with integration of recorded sound sources and digital signal processing

Sample space Sonification Design Patterns with transformations controlled by agent data

TF2 Listener acquires sound output and engages swarm visualization touch screen interface. Listener is attentive to explore agents’ behaviors

and agents’ responses to perturbations guided by auditory features

Guided exploration Control space Agents are visualized and displayed on a multi-touch screen. Listener’s touch points in the swarm introduce “super

agents” into the simulation

Phase space Listener observers agents’ autonomous movements and determines when, where, and how to perturb agents

Sample space Listeners’ actions applied to the multi-touch screen are transmitted to TF3 as 2D (x,y) positional data streams

TF3 Each touch position is added as a super agent to the simulation control space, with the super agent’s behavior determined by the listener,

not by simulation control parameters. Autonomous agents respond to a super agent as they respond to all other agents. TF3 enables a

listener to introduce perturbations into the simulation via engagement directly with simulation Phase space

TABLE 6 | Comparison of Attunement parameters for Chua’s circuit and Swarm Chemistry, based on the affordance Compatible Temporality of Events.

Affordance Type: Compatible Temporality of Events Data Type: Frequency

Measurement of Attunement configuration Chua Swarm

Control rate: Experimental Simulation Control Space 15–20Hz 10Hz

Frequency rate: Experimental Simulation Phase space 20 kHz 20Hz

Sample rate: Experimental Simulation Sample space 44.1 kHz 12–15Hz

Control rate: Sound Generation Control Space 15–20Hz 20Hz

Frequency rate of Interface update in Guided Exploration 24–30Hz 15–30Hz

Temporal Ratio in TF1: Experimental Simulation sample rate/Sound Generation control rate 1/1 1/2

Temporal Ratio in TF3: Guided Exploration sample rate/Experimental Simulation control rate 1.5/1–2/1 1.2/1–1.5/1

(See Table 1, Affordances of sonification listening scenarios).

to increase reliability in sonification applied to non-linear and
chaotic systems.

In a discussion of bioinformatics Biro introduces a distinction
between biological signal, data, and information (Biro, 2011).
A signal emitted by a biological system is initially “data
translocation” and becomes “information transmission” only
when biological receptors exhibit local state changes in response
to the signal. Data is transmitted throughout the system;
information is transmitted only at points of responsive reception.
The recipient mechanism determines what data is information.
Biro’s use of “information” suggests the etymology of “inform”
from the Latin informare meaning “to give form to.”3 In
sonification, data is formed into information when a listener
is attentive to the sound and can associate it to a data
source. Biro describes reception of information as a semiotic

3http://www.etymonline.com/

function of state change and system response. Semiotic principles
provide a perspective for understanding how listeners may
disambiguate sounds having representative meanings. Appendix
7 in Supplementary Material discusses related semiotic functions
in sonification.

Performance Assessment of the Proposed
Sonification Framework for Representing
Multiple Experimental Cases
To assess accuracy and relevance of the sonification framework,
Tables 4, 5 compare three case study implementations across
each of the subsystems’ functional components, showing
correspondence to the models illustrated in Figures 4A–C. The
Case study implementations also align with the sonification
framework subsystems illustrated in Figure 8, corresponding
to Table 4, and Figures 10, 11 corresponding to Table 5. The
framework provides a reference model for analyzing sonification
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TABLE 7 | Listening scenario comparison of two sonification implementations using classification by affordances.

Listening Scenario Comparison using Classification by Affordance

Indicative class of users experience Chua’s circuit Swarm chemistry

Affordance 1: Sound for a domain investigation

Means: Sound generation and sound design

What is heard A continuous electronic signal Sound samples and Synthesized sounds

Range of audible change Frequency range averages from tenor to soprano;

Tone quality range from pure pitch to pure noise

without pitch center; Rhythmic patterns both regular

and irregular are imposed upon the frequency and

tone

Sonification Design Patterns express data through

multidimensional transformations including audible primitives

such as frequency, duration, and timbre as well as sound

events and sequences

Relation to experimental data Sound represents oscillation dynamics and

emergent properties that are signatures of

non-linearity and chaos

SDP provide an aggregate audible summary of high level

features; SDP are transformed by data from individual agents

and groups of agents

Affordance 2: Interface for domain investigation

Means: Control paradigm

Interface presentation Graphical user interface with cursor. Capture of

cursor positions as control points. Linear

potentiometers to control individual parameter

values.

Graphical visualization of 2D agents autonomous movements

in real-time

Degrees of freedom 2DoF as cursor moves in bounded area 4DoF afforded by two hands each having 2DoF for

independent (x,y) position. Each hand position is extended by

multi-finger touch constrained by limits of wrist rotation

Multidimensional control Highly efficient Manifold interface—position of 2D

cursor in a control area determines values of seven

control parameters simultaneously

Touch interaction in agents’ phase space provides indirect

access to simulation control space. No direct modification of

swarm agent control parameters is enabled for exploratory

interaction

Affordance 3: Temporal relationship of events

Means: Scheduling of data

Latency from simulation control space to phase

space

Very low latency—Instantaneous response Agents’ movements are updated in real time instantaneously.

Emergent features evolve over extended durations of multiple

seconds.

Latency across TF1: Very low latency—Instantaneous response 400ms to 2 s. Audio response to agents requires statistical

analysis.

Ratio of temporal resolution of data to sound Nearly 1 to 1 M to N. Agents’ individual temporal dynamics are applied to

transform an independent number of sound sources

Affordance 4: Multisensory information

Means: Engaging two or more modalities of an observer

Visible interface GUI’s discrete spatial locations in control area

represent simulation control states; linear distances

represent relative change of control states; marked

points in control plane aid user memory of

surrounding regions

Visualization of agents movements

Data visualization None Visualization of agents movements

Responsive interface Audible change synchronizes with interface cursor

movement

Direct touch screen interaction with visualization of agents,

while listening to audible responses

Affordance 5: Complexification

Means: Increasing or reducing level of detail under user control

Ratio of simulation data to sound control data 1 to 1 1 to 1 in the first Swarm Chemistry case study. 300 to 4 in the

second Swarm Chemistry case study

Reduction/compression of experimental data Sample rate conversion of data to sound at

44.1 kHz; direct representation of data as sound

1 to 1 in the first Swarm Chemistry case study. Extensive

statistical analysis applied in the second case study, reporting

5 global measures for overall agents’ behavior and 4

measures for each agent cluster up to four clusters

(Continued)
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TABLE 7 | Continued

Listening Scenario Comparison using Classification by Affordance

Indicative class of users experience Chua’s circuit Swarm chemistry

Affordance 6: Learning Provision

Means: Rehearsal for developing competence

Access to example scenarios Yes, an initialized Manifold interface with generating

points is provided for exploration

Yes, an initialized Swarm Chemistry simulation with prepared

sounds was provided for exploration

Rehearsal time given Yes Yes

implementation. For example the framework may be applied
to disambiguate the model of Sound Generation for the Chua’s
circuit, which unlike the Swarm Chemistry sonification does not
apply a separate procedural sound generator nor sonification
design patterns. Instead audible sonification is generated by
D-to-A conversion of the Chua’s circuit oscillation. Experimental
data that is converted directly to sound have been regarded
as a special class of sonification, indicating the need for
a more inclusive model in order to perform comparative
assessment. By adopting the circuit signal as a direct sound
source, the relationship of data to sound may collapse into
a trivial—and ambiguous—representation. Presented in the
framework component model of a sonification design, the circuit
functions as a signal generator component in two subsystems,
Experimental Data Source and Sound Generator (Figure 8). The
circuit’s dual position resolves ambiguity by referring to an
underlying data acquisition model (Figure 2) that is shared in all
subsystems. The shared structure of signal generator allows for
two framework components to share an implementation of the
circuit simulation.

The framework also aids comparison of case studies to identify
common sonification structures having different experimental
implementations. Case Studies 2 and 3 use different models
of sound generation; one adopts a simple mapping of data
to sound, the other applies sonification design patterns. The
sonfication framework provides a structure at transfer function
TF1 for representing attunement between experimental data
and sound generation. Multiple alternative sound generator
implementations can be compared at TF1 (see Figures 10, 11),
in terms of measuring how the sound generator is tuned to
the control data and how the tuning satisfies requirements of a
listening scenario.

The sonfication framework provides a structure to interpret
and compare attunement for Chua’s Circuit and Swarm
Chemistry. Table 6 identifies sonification components to define
affordances based on temporality of events. At each of these
components the two simulations are compared in terms of
frequency measurement and frequency ratio. The degree of
similarity in frequency provides quantitative comparison of how
two listening scenarios are defined by temporal affordance. The
selection of attunement configuration parameters in Table 6

was determined by their relevance for measuring impact of
processing frequency across the two simulations.

Table 7 provides a comprehensive comparison of the
affordances that define listening scenarios for Chua’s Circuit

and Swarm Chemistry sonifications. Metrics and quantitative
measurements can be devised for many of the fields in Table 7,
including data that measures user interactions. The framework
enables the impact comparison of each affordance acrossmultiple
listening scenario implementations.

The framework also identifies how a common function may
be implemented in different subsystems. For example in both
Chua’s Circuit and Swarm Chemistry, attunement methods are
applied to increase the reliability of sonfiying emergent behavior.
In Chua’s Circuit emergent behavior is tuned at transfer function
TF3, using fiducial points located in the user interface. In Swarm
Chemistry emergent behavior is tuned using automated feature
recognition to control sonification design patterns, located at
transfer function TF1.

In summary, a sonfication framework identifies structural
requirements and functional components to support
comparisons of multiple implementations using measurement of
attributes and related affordances. An extensible framework that
can be used to establish symmetry for measuring and comparing
system implementations, can further be applied as a reference
model for measurement and comparison of user interactions
and user experiences with diverse sonification systems. Table 8
uses the sonification framework to summarize structures that
align and variations in component implementation across three
case studies. Structural symmetries identified in the framework
can be used in the future to define human performance metrics,
measuring and comparing user experience and productivity
outcomes across multiple sonfication system.

Sonifying Emergence With Attunement and
Interactive Exploration
Emergent behaviors in non-linear dynamical systems are only
partially predictable in best-case scenarios. A sonification
framework facing probabilistic behavior intends to provide an
affordance to observe all possible states of a system. The tension
between indeterminate behavior and reproducibility poses a
dilemma in terms of sonification objectives:

1. Reproduce experimental system behaviors as audible
signatures;

2. Render the salient features of emergent behaviors.

Restated as a methodology problem: Emergent features may
not provide a data model for linear coupling to predetermined
audible features. Addressing this problem, two approaches for
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mapping data to sound have been presented. One approach
is to preselect sound to represent known features and use
these audible signatures to define boundaries of unstable
regions, aiding reliable exploration by close association. This is
demonstrated in Case Study 1, the Chua’s circuit sonificaiton
using fiducial points to anchor the listener’s interface with stable
boundaries of unstable regions. Appendix 5 in Supplementary
Material presents a related technique using attunement to
compensate for hysteresis. The other approach is to render
sound to represent all data points and listen for patterns in the
aggregate, applying a design that aims to ensure emergent data
features will generate parallel emergent audible features. This is
demonstrated in Case Study 2, the Swarm Chemistry sonification
using a separate sound source to represent each of 200 swarm
agents. Neither approach offers a complete solution to the study
of emergence. Case Study 3 demonstrates the application of
sonification design patterns to provide strategies that aim to close
the gap between these two approaches.

Modes of interactive exploration expand the conditions for
interpreting sonfication by enhancing the listener’s measure of
temporal dynamics. As a listener explores a dynamical system,
behaviors and sounds co-evolve. Dynamic navigation across
control space provides a context to anchor sounds by association
to movement and transformation. Heuristic listening involves
attentive movement dynamics that complement the dynamics
of control states and system responses. Modeling a listener
provides criteria for measuring audible feature identification,
both to assess target acquisition in known states of experimental
systems, and to identify the salience of new features in emergent
behaviors. Interactive exploration optimizes for emergence, with
exploration supported by attunement.

Feasibility of Applying Sonification
Attunement to Data of Biological Signals
Future work will study feasibility of sonification attunement
applied to biological signals, anticipating a two-phase approach:
(1) apply the framework to sonification of a biological
reference model; (2) in the sonification framework replace
the reference model with a biological data source. The
relative instability of biological systems presents challenges.
Measurements of biological information can experience signal
fluctuations introduced from an experimental apparatus.
Noise may be introduced from data recording instrumentation
and the surrounding environment. A biological system’s
states during a data acquisition trial period are unlikely
to remain in a narrow mean that represents a constant
value. Experimentally recorded biological data often
requires disambiguation of information from noise. In line
with research practices that use models and simulations
as references for comparison of noisy data, sonification
attunement adopts models to generate audible reference
features for comparison to data that exhibits unstable system
behaviors.

Physical constraints of biological systems may require
specialized adaptation of the sonification framework. Feasibility
study of an experimental biological system is required prior

to direct application of interactive sonification. Working from
a simulation to an experimental system enables comparison
of workflows—of the model and the physical system—to
determine symmetry between the experimental design and the
simulated control configuration. Instrumentation determines
where and how attunement may be applied to extend an
experimental workflow. For biological experimental systems,
real-time attunement feedback from tuning functions TF2 to
TF3 may be challenged by physical limitations of interaction.
Response characteristics of experimental biological systems
may limit the capacity for real-time exploration. Time latency
required to actuate state changes in a biological system
may reduce the listener’s sense of interaction. Establishing a
parameterized exploration space for experimental acquisition of
biological information requires system precision for inducing
and measuring state changes. Attunement utilizes initial
system exploration to identify salient features and boundaries
of unstable regions. With biological information, the initial
exploration process is qualified by the control parameters of
the observing apparatus. Constraints in implementation of
experimental control space will qualify the initial exploration
of the system, which is required to identify salient features
of emergent behaviors. Detecting emergence will depend upon
the instrumentation and the ability to identify fiducial points
in experimental control space. Finally, significant latency
in experimental systems may impede interactive exploration
required for heuristic listening.

Summary of Sonfication Framework
Requirements
Sonification as data driven tone production requires interpretive
and representative techniques for perceptual relevance, therefore
generates design requirements. Equally, sonification requires
rigor to accurately interpret and represent data or systems with
reproducibility, therefore generates scientific requirements.

The sonification framework provides a reference model
to generate requirements for implementation of interactive
data processing coupled to sound generation. The framework
is designed as a canonical model of interactive sonification,
providing a small number of variables to represent the model, a
simple tripartite structure based on symmetry of data flow, and
a reusable template that can be applied to many systems. The
framework supports an attunement process to provide solutions
for sonification of unpredictable data of non-linear and chaotic
systems. The framework adopts a tripartite semiotic structure,
which constructs the position of a sonification listener analogous
to the position of a bioinformatician (Figure 13). The flexibility
of the canonical model is demonstrated with two models that
exhibit characteristics of biological systems, Chua’s circuit and
Swarm Chemistry.

To conclude, the sonification framework may be summarized
as a set of requirements for design, implementation, and
application of attunement.

Architecture Requirements:

1. A controllable experimental data source that exhibits
emergent behavior output as a digitized signal;
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2. A serial relationship of three subsystems: an active observer
controlling a dynamical system, the observed dynamical
system generating experimental data, and a sound generator
responding to the data to generate information acquired by
listening;

3. An interactive signal path that provides circular causality
across the three subsystems, defining an explorable space for
active listening;

Functional Requirements:

4. An interface to vary control parameters in real time for
inducing changes in the experimental data source;

5. A sound generating engine with data driven control
parameters;

6. Engineered distinction between data (elicited from a signal)
and information (interpretation of a received signal);

7. Three transfer functions (tuning functions) where conversion
between data and information is performed for routing
control signals from one subsystem to another;

Procedural Requirements:

8. For the dynamical system that is the experimental data
source, enable observers to induce changes in the system
states;

9. Measure the output signals of the experimental data source
to identify salient features and emergent behaviors, and
transmit this information across the framework;

10. Given salient features in an output signal, enable observers to
annotate the related system states by creating fiducial points
in the user interface;

11. Given unstable behavior in the experimental system, identify
control space boundaries of unstable regions and apply
fiducial points in the user interface to mark the boundaries;

12. Apply data output by the experimental system to provide
control of the sound generator, such that fiducial points have
recognizable associated sounds;

User Experience Requirements:

13. For exploring an experimental system, provide gestalt
orientation for listeners to learn system behaviors through
multimodal experiences;

14. For multimodal engagement, provide coupling through the
experimental data source, between affordances of sound
production and affordances of the user interface;

15. To generate a requisite variety of sounds, adopt
sound synthesis design to generate a range of audible
transformations of sounds with respect to a domain of
measured changes in the experimental data;

16. To connect outputs of data pattern recognition to a semiotic
function in sound, design audible signatures for known
salient features of emergent behaviors.

Attunement implemented with pattern recognition provides
a hybrid methodology to support reproducible observation,
identification and feature discernment across multiple
types of dynamic data sources using multiple types of
sonification. The framework provides an efficient and extensible
reference that integrates models of emergent behavior and
models of a listener’s attentive interaction with data. It may
be applied to compare diverse sonification systems and
applications, to identify common functions implemented
in different subsystems, and to compare the impact of
affordances across multiple implementations of listening
scenarios.
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The Use of Footstep Sounds as 
rhythmic auditory Stimulation for 
Gait rehabilitation in Parkinson’s 
Disease: a randomized Controlled 
Trial
Mauro Murgia1,2*, Roberta Pili3, Federica Corona4, Fabrizio Sors1, Tiziano A. Agostini1, 
Paolo Bernardis1, Carlo Casula3, Giovanni Cossu3, Marco Guicciardi2  
and Massimiliano Pau4

1 Department of Life Sciences, University of Trieste, Trieste, Italy, 2 Department of Pedagogy, Psychology, Philosophy, 
University of Cagliari, Cagliari, Italy, 3 AOB “G. Brotzu” General Hospital, Cagliari, Italy, 4 Department of Mechanical,  
Chemical and Materials Engineering, University of Cagliari, Cagliari, Italy

Background: The use of rhythmic auditory stimulation (RAS) has been proven useful in 
the management of gait disturbances associated with Parkinson’s disease (PD). Typically, 
the RAS consists of metronome or music-based sounds (artificial RAS), while ecological 
footstep sounds (ecological RAS) have never been used for rehabilitation programs.

Objective: The aim of this study was to compare the effects of a rehabilitation program 
integrated either with ecological or with artificial RAS.

Methods: An observer-blind, randomized controlled trial was conducted to investigate 
the effects of 5 weeks of supervised rehabilitation integrated with RAS. Thirty-eight indi-
viduals affected by PD were randomly assigned to one of the two conditions (ecological 
vs. artificial RAS); thirty-two of them (age 68.2 ± 10.5, Hoehn and Yahr 1.5–3) concluded 
all phases of the study. Spatio-temporal parameters of gait and clinical variables were 
assessed before the rehabilitation period, at its end, and after a 3-month follow-up.

results: Thirty-two participants were analyzed. The results revealed that both groups 
improved in the majority of biomechanical and clinical measures, independently of the 
type of sound. Moreover, exploratory analyses for separate groups were conducted, 
revealing improvements on spatio-temporal parameters only in the ecological RAS group.

Conclusion: Overall, our results suggest that ecological RAS is equally effective com-
pared to artificial RAS. Future studies should further investigate the role of ecological 
RAS, on the basis of information revealed by our exploratory analyses. Theoretical, 
methodological, and practical issues concerning the implementation of ecological 
sounds in the rehabilitation of PD patients are discussed.

Clinical Trial registration: www.ClinicalTrials.gov, identifier NCT03228888.

Keywords: rhythm, ecological sounds, auditory stimuli, rhythmic auditory stimulation, Parkinson disease, gait, 
spatio-temporal parameters, gait analysis
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inTrODUCTiOn

Individuals affected by Parkinson’s disease (PD) typically exhibit 
motor (e.g., tremor, rigidity, postural instability, gait disturbance) 
and non-motor symptoms, which progressively affect their qual-
ity of life. In order to cope with motor symptoms, patients are 
generally treated with pharmacological therapies (e.g., l-DOPA, 
dopamine agonists). However, the symptoms tend to become 
more severe with the progression of the disease and, at the same 
time, they become more resistant to medication (1), determin-
ing the gradual increase of doses and, consequently, the onset 
of serious side effects. To optimize the use of medication and 
cope with patients’ impairments, pharmacological therapies are 
usually accompanied by physical therapy, which is essential for 
effectively contrasting the motor symptoms and (at least partially) 
restoring the motor functions. Given that the loss of motor func-
tions increases the risk of falling and gradually affects patients’ 
independence, researchers have directed their attention to the 
methods enhancing the efficacy of physical therapy. One of them 
is the rhythmic auditory stimulation (RAS) developed by Thaut 
and colleagues (2) and widely studied in the past 20 years (3–6).

The RAS method consists in a gait training, in which patients’ 
gait is guided by an auditory rhythm. Typically, patients are 
provided with auditory rhythms (metronome or music), whose 
beats per minute (BPM) depends on patients’ cadence (steps 
per minute) at baseline. Usually the BPM is equal to one’s own 
cadence or slightly increased/decreased (e.g., ±5–10%), depend-
ing on the characteristics of the patients and on the methodo-
logical choices of the researchers (7–13). The logic of RAS can be 
understood by analyzing the source of gait disturbance in PD. The 
damages of basal ganglia, typical of PD, would compromise the 
functionality of patients’ internal clock, consequently affecting 
the coordination and the execution of movements (14, 15). Thus, 
the dysfunctions of the internal clock would be one of the causes 
of the scarce movement fluidity and of gait impairment. In order 
to reduce these symptoms, it is necessary to “guide” the internal 
clock and this can be done by using an external rhythm, that 
is, RAS. Hence, RAS would facilitate the activity of the internal 
clock and would help in regulating the fluidity of muscular activa-
tion, improving coordination, and facilitating the execution of 
automatic movements, such as walking. The neural mechanisms 
underpinning the effectiveness of RAS are not totally clear; 
it has been proposed that RAS would either rely on residual 
activity in cortico-striatal circuitry or facilitate compensation by 
bypassing the damaged areas and relying on alternative pathways  
(e.g., cerebello-thalamo-cortical circuitry) (16).

The first empirical evidence supporting the efficacy of RAS 
in the rehabilitation of PD patients was provided by Thaut and 
colleagues (2). In their study participants were randomly assigned 
to one of three conditions: RAS, self-paced training, and no train-
ing. In both RAS and self-paced training, participants performed 
daily walking and other exercises for 30 min, for 3 weeks. The 
only difference was that the RAS group did the exercises with the 
auditory stimulation, while the self-paced group had no external 
triggers. The results revealed that both training groups improved 
in terms of spatio-temporal parameters; however, the RAS group 
exhibited significantly better results than the other two groups in 

step cadence, gait speed, and stride length. Significant results were 
obtained also as concerns the EMG activity of the leg muscles.

In the subsequent years, the efficacy of RAS has been widely 
confirmed by many studies [for reviews see Ref. (3–6)]. For 
instance, it has been shown that during a RAS session there is 
a close synchronization between auditory rhythm and cadence 
in both PD and healthy participants, suggesting that rhythmic 
entrainment occurs even with damaged basal ganglia (17). Other 
studies investigated the immediate effects of RAS (18–29) and 
its role in training protocols (8, 9, 11–13, 30–32), manipulating 
important variables (e.g., number of weeks and sessions, duration 
of each session, tempo of the stimuli), and the majority of them 
consistently reported positive effects of RAS. The improvements 
of training protocols have been observed in different kinds 
of variables: (1) clinical measures, such as unified Parkinson’s 
Disease Rating Scale (UPDRS), freezing of gait questionnaire 
(FOGQ), Tinetti test, and timed up and go test (TUG) (10, 11); 
(2) spatio-temporal parameters of gait, in particular cadence and 
gait speed (9, 17); and (3) amplitude and timing of the muscular 
contraction, in particular with regards gastrocnemius, tibialis 
anterior, and vastus lateralis (2, 12). Recently, improvements have 
been observed also in terms of kinematics. Indeed, it has been 
shown that the typical gait of PD patients (33) would be modi-
fied by a rehabilitation program integrated with RAS, with the 
hip flexion–extension movement closer to the normality after 
rehabilitation (13).

Overall, the positive effects of RAS training based on metro-
nome or music (artificial RAS) are quite well-established in the 
PD literature. Given that the tempo of RAS is usually determined 
on the basis of patient’s own cadence, in a certain degree RAS 
represents the perceptualization of biological information associ-
ated with gait. However, from the perceptual point of view, the 
experience of artificial sounds like metronome or music is quite 
far from the auditory experience of walking. Indeed, artificial 
RAS only provide rhythmic information, while more ecological 
stimuli such as footstep sounds would provide both rhythmic 
information and other gait-related information (e.g., posture, 
force, gait cycle). Surprisingly, to the best of our knowledge, 
nobody has explored whether RAS based on ecological footstep 
sounds can be advantageous, compared to RAS based on artificial 
sounds (e.g., metronome), within a PD rehabilitation program.

The effects of ecological versus artificial sounds on motor 
processes have been explored in various domains, such as breath-
ing (34) and motor learning (35), with apparently contradictory 
results probably because of the different methods employed. In 
the domain of PD, the role of ecological sounds has been explored 
in laboratory experiments on walking, revealing interesting 
results. In one of these experiments, Rodger, Young, and Craig 
(36) found that the use of synthesized footstep sounds reduced 
the coefficient of variation of stride length and stride duration, 
compared to normal walk without sounds. In another study on 
PD patients (37), the same authors found that the variability of 
step length and step duration was lower when administering 
footstep sounds compared to metronome sounds, in a real-time 
imitation task. This evidence suggests that the complexity of 
ecological sounds can provide more information than simple 
beats and this pattern of information can be used as guidance for 
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walking. Recently, it has been argued that the information con-
veyed by footstep sounds may have important implications for 
the enhancement of gait in PD (4, 38), and it has been questioned 
whether a rehabilitation program based on ecological sounds 
may be more advantageous compared to a metronome-based 
program.

The rationale of the hypothesized greater effects of the ecologi-
cal sounds originates from both neurophysiological evidence and 
perceptual-motor theories. As regards the neurophysiological 
evidence, it is well-known that the neurons with mirror properties 
(39) are associated with imitation (40). Indeed, the main areas of 
the mirror system (i.e., inferior parietal lobule, precentral gyrus, 
inferior frontal gyrus) activate when humans see or perform an 
action, but even when they hear the same action (41–44). Based 
on this evidence, it seems reasonable to hypothesize that listen-
ing to footstep sounds would activate some of the brain regions 
involved in the control of walking, possibly triggering imitative 
behaviors.

As regards the perceptual-motor theories, it has been sug-
gested that the perceptual and the motor systems share a com-
mon representational organization, and continuously influence 
each other (45, 46). Thus, the footstep sounds would evoke a 
representation of walking in the common representational sys-
tem, which would reinforce a representation of the same gesture 
already stored in memory, due to previous perceptual-motor 
experience. The same representation would not be triggered by 
the metronome sounds, because they are not intrinsically related 
to walk and would not be able to adequately resemble a human 
walking representation. As a consequence, footstep sounds would 
activate a powerful representation of human walking in the 
common representational system (45, 46), which with a higher 
probability would influence the corresponding motor out-
comes (4, 34), namely, walking. In sum, while the artificial RAS  
(i.e., metronome) would provide patients with rhythmic cues 
only, the ecological RAS (i.e., footsteps) would provide patients 
with rhythmic cues, which are also meaningful and able to evoke 
a mental representation of walking.

In this study, we aim to investigate whether the hypothesized 
superiority of the ecological over artificial RAS has an actual 
impact in a PD rehabilitation program. In particular, we intend 
to better understand whether the type of sound (i.e., footsteps 
or metronome) is relevant in a typical rehabilitation protocol 
including a gait training with RAS. We hypothesize that patients 
treated with footstep sounds would improve more than those 
treated with metronome sounds. Indeed, we expect that both 
groups would benefit from the rhythmic information of the 
stimuli, but the former would also take advantage of the priming 
effect elicited by the ecological information of footstep sounds.

MaTErialS anD METHODS

Participants
Thirty-eight individuals affected by PD participated in this study 
and 32 of them (Mage = 68.2 years; SD = 10.5) completed it; see 
Figure 1 for participant flow diagram and Table 1 for baseline 
demographic and clinical characteristics of participants. Patients 

were enrolled by RP, CC, and GC between December 2014 and 
February 2015 at “G. Brotzu” General Hospital (Cagliari, Italy), 
where they were informed about the present study. The sample size 
was calculated by means of the G*Power software (parameters: 
alfa = 0.05; power = 0.80; effect size = 0.25), and the result was 28 
participants. All patients included in the study met the following 
criteria: diagnosis of PD according to the UK Brain Bank criteria 
(47) ability to walk independently; absence of relevant hearing 
impairments which could prevent the correct perception of the 
auditory cues (i.e., ability to have a regular conversation with 
medical doctors during interview without the use of hearing aids 
and without the doctor shouting); absence of significant cognitive 
impairment [i.e., mini-mental status examination (MMSE) >24; 
frontal assessment battery (FAB) >13]; absence of psychiatric or 
severe systemic illnesses; mild-to-moderate disability assessed 
by means of the modified Hoehn and Yahr (H&Y) staging 
scale (1.5  ≤  H&Y  ≤  3); and no engagement in any rehabilita-
tive program in the 3 months before the beginning of the study. 
When participants were recruited, all of them were treated with 
l-DOPA and five of them were also taking dopamine agonists. The 
experimental protocol was approved by local ethics committee 
(Prot. PG/2014/19654). Written informed consent was obtained 
by all participants.

Stimuli
Footsteps Recording
The recordings were carried out in a soundproof room with a 
parquet floor. Footstep sounds were recorded by means of a fixed-
cardioid, large-diaphragm condenser sE2200A microphone. The 
microphone was fixed on an elastic shock mount in order to 
isolate it from mechanically transmitted noise; the elastic shock, 
in turn, was fixed on a stick. The microphone was connected to a 
M-AUDIO Fast Track Ultra 8R external sound card, which was 
connected to a laptop running the Logic Pro X software.

A database of footstep sounds was created using the following 
procedure. Fourteen healthy young adults (7F, 7M) participated 
in the recording phase. These volunteers were recruited on the 
basis of their weight. Specifically, females’ weight ranged from 45 
to 75 kg with intervals of 5 kg, while males’ weight ranged from  
60 to 90  kg, always with 5  kg intervals. The volunteers were 
required to wear garments free of synthetic fabrics (to avoid 
poten tial side noises) and a pair of their own sneakers with a 
rubber sole. Each volunteer was required to take six steps of 
70 cm at the pace of 100 BPM. A set of strips were marked on 
the floor to provide the correct distance, while the pace was 
provided by means of earplugs conveying a metronome sound 
from a portable MP3 player. The recordings were carried out  
by an experimenter following the walk of the volunteer from a 
side, without walking, by using the microphone stick.

Stimuli Editing
Two kinds of RAS stimuli (i.e., ecological and artificial) were 
created. Ecological stimuli consisted of footstep recordings 
taken from the above-described database; artificial stimuli 
consisted of metronome sounds. Each patient was provided 
with one stimulus, either ecological or artificial (depending 

166

https://www.frontiersin.org/Neurology/
https://www.frontiersin.org
https://www.frontiersin.org/Neurology/archive


TaBlE 1 | Baseline demographic and clinical characteristics for each group.

Ecological rhythmic 
auditory stimulation 

(raS) group

artificial raS 
group

Age (years) 66.5 ± 10.9 69.9 ± 10.1
Parkinson’s disease (PD) duration 
(years)

6.9 ± 5.4 5.8 ± 6.2

Hoehn & Yahr (H&Y) 1.5 ≤ H&Y ≤ 2.5 1.5 ≤ H&Y ≤ 3
Unified PD rating scale (UPDRS III) 18.0 ± 9.1 20.2 ± 9.6
Mini-mental status examination 27.1 ± 1.6 27.9 ± 1.5
Frontal assessment battery 17.1 ± 1.5 16.5 ± 1.2

FiGUrE 1 | Participant flow diagram.
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on the assigned condition); the stimuli were personalized for 
each patient. In this regard, ecological stimuli were assigned 
to patients on the basis of their own gender and weight, thus 
providing patients with sounds similar to those produced by 
themselves. Moreover, for both ecological and artificial stimuli, 
the BPM of the soundtracks provided to patients were calculated 
considering one’s own cadence measured before the begin-
ning of the rehabilitation program (at T0, see “experimental 
design” paragraph), and the cadence of healthy individuals of 

the same age (48, 49). In particular, the BPM were calculated 
following the procedure of Pau and colleagues (13), namely: 
(a) if a patient’s cadence was below the normality, the BPM of 
the stimulus was set at a value of 10% higher than one’s own 
cadence; (b) if a patient’s cadence was below, but close to nor-
mality (less than 10% difference), the BPM of the stimulus was 
set at normality values; (c) if a patient’s cadence was above the 
normality, the BPM of the stimulus was set at a value equal to 
one’s own cadence. The interval between one beat/step and the 
subsequent one was constant, in both conditions. Prototypical 
examples of artificial and ecological sounds are illustrated in 
Figure 2 and attached in Supplementary Material.

assessment Protocol
Assessment was carried out when patients were in “ON” state 
60–90 min after intake of the usual morning l-DOPA dose. The 
assessment was carried out at the Laboratory of Biomechanics 
and Industrial Ergonomics of the Department of Mechanical, 
Chemical and Materials Engineering, University of Cagliari 
(Italy), lasted about 90–100 min and included both biomechani-
cal and clinical evaluations.
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FiGUrE 2 | Prototypical examples of the artificial (a) and ecological sounds (B) used in this study. The upper graphs describe the amplitude of the sounds; the 
lower graphs describe their frequencies.

5

Murgia et al. Footstep Sounds and Motor Rehabilitation in PD

Frontiers in Neurology | www.frontiersin.org May 2018 | Volume 9 | Article 348

Biomechanical Evaluation
We measured the spatio-temporal parameters of gait. The 
acquisition of these parameters was performed using a motion 
capture system composed of 8 infrared cameras (Smart-D sys-
tem, BTS Bioengineering, Italy) set at a frequency of 120 Hz. 
Before the tests, a number of anthropometric features (i.e., 
height, weight, anterior superior iliac spines distance, pelvis 
thickness, knee and ankle width, leg length) were collected. 
Then, 22 reflective passive markers (14  mm diameter) were 
placed on specific landmarks of individual’s lower limbs and 
trunk according to the protocol described by Davis et al. (50). 
Participants were asked to walk at a self-selected speed in the 
most natural manner possible on a 10 m walkway for at least 
six times, allowing suitable rest were needed in order to avoid 
fatiguing effects. The raw data were then processed using dedi-
cated software (Smart Analyzer, BTS Bioengineering, Italy) to 
calculate the following spatio-temporal parameters, which were 
the primary outcome measures of the present study: gait speed, 
step length and width, stride length, cadence, stance, swing, 
and double support phase duration (the latter three parameters 
expressed as percentage of the gait cycle duration).

Clinical Evaluation
A clinical evaluation of the patients was performed by a team of 
clinicians’ expert in PD. Clinical measures were the secondary 
outcome measures of the present study. The patients were evalu-
ated by using the following tests:

•	 Modified H&Y to assess the severity of symptoms of each 
patient on one of the seven levels of the scale (51, 52).

•	 Unified Parkinson’s disease rating scale (UPDRS) part 3 to 
specifically evaluate the motor symptoms (53).

•	 Functional independence measure (FIM) to measure the 
patients’ disability, revealed by their independence, by the 
amount of care needed and by their cognitive skills (54).

•	 Tinetti test to evaluate the static and dynamic balance (55).
•	 Short physical performance battery (SPPB) to evaluate 

the functionality of the lower limbs. This test is composed 
of three  sections: balance (assessed in three different 
 trials),  walking speed (4  m test), and sit to stand (STS) 
transfer (56).

•	 Geriatric depression scale (GDS)—short version (15 items), a 
self-report scale to assess depression in elderly (57).
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•	 Parkinson’s disease quality of life questionnaire (PDQ-8), a specific 
scale to evaluate the quality of life of patients affected by PD (58).

•	 Falls efficacy scale (FES) to evaluate the patients’ fear of falling (59).
•	 Activities specific balance confidence (ABC), a self-efficacy 

scale regarding activities which require specific balance con-
fidence (60).

•	 Freezing of gait questionnaire (FOGQ) to evaluate freezing 
episodes reported by patients during walking (61).

rehabilitation Protocol
Participants were engaged in a supervised rehabilitative treat-
ment which lasted 5  weeks; during this period patients were 
engaged in two sessions per week, whose duration was 45 min 
each. Patients were individually assisted in the training by  
a physical therapist, under the supervision of a physical medi-
cine specialist; the treatment sessions were held at “G. Brotzu” 
General Hospital.

The treatment sessions consisted of standard and personal-
ized exercises aimed at enhancing mobility, balance, and posture. 
Twenty minutes of each session were dedicated to specific gait 
training with RAS, with participants engaged in walking while  
listening to their own personalized soundtrack (either eco-
logical or artificial). Moreover, during the 5 weeks of treatment, 
participants were invited to train at least three times a week at 
their homes, performing a subset of the same exercises typically 
performed at the hospital and 30 min of gait training with RAS  
(they were provided with an MP3 player). Participants were 
asked to set the volume at a comfortable level and were allowed 
to modify it anytime.1 The rehabilitation protocol was similar to 
that used by Pau and colleagues (13); a detailed description of the 
exercises is reported in Appendix.

After the 5 weeks in which participants were engaged in the 
supervised treatment, they were invited to daily perform their 
home-exercises for the subsequent 12  weeks. The activities 
performed by patients during these 12 weeks were unsupervised, 
however, participants were asked to keep a log of their home-
exercises and such data were discussed with clinicians during 
regularly scheduled meetings.

Experimental Design
Participants were randomly assigned to the groups (ecological or 
artificial RAS) in a 1:1 fashion, using blocked randomization (62). 
Randomization was generated by MM, by means of an online 
sequence generator (www.random.org) inserting 1 and 38 as 
smallest and largest numbers and calculating random sequences 
in 2 columns of 19 numbers each. MM also assigned participants 
to interventions. Participants were evaluated in three moments: 
before the rehabilitative treatment (T0), at the end of the 5-week 
rehabilitative treatment (T5), and 3 months after the end of the 
treatment, namely 17 weeks after the first assessment (T17). Thus, 
in this study there were two independent variables: (1) RAS, 
between subjects, two levels (ecological RAS, artificial RAS); (2) 

1 It is noteworthy that participants were asked to use the auditory stimulation for 
30 min almost every day, thus it was important that they feel comfortable with it. 
Moreover, they needed to adapt the volume during home-training depending on 
the environmental noise.

Time, within subjects, three levels (T0, T5, T17). The dependent 
variables were all the biomechanical and clinical measurements 
described above. The researcher who assigned participants to the 
conditions was not involved in the enrollment and evaluation 
of patients, while the researchers involved in the evaluation of 
patients (MP, FC, RP, CC, GC) were not aware of the conditions 
under which the patients were treated (observer-blind trial). Data 
collection was concluded in April 2016.

Statistical analyses
As regards the biomechanical variables, a preliminary t-test was 
run to test for possible differences between the left and right limbs 
(when separate data were available). As no significant difference 
was revealed by the analyses, we used the mean of the two limbs 
for each parameter, for each participant, in the subsequent analy-
ses. We conducted a 3 × 2 mixed MANOVA, using all biome-
chanical variables as dependent measures. Post hoc comparisons  
were adjusted with LSD test; the alpha level was set at 0.05.

As regards the clinical variables, for each dependent variable, a 
3 × 2 mixed ANOVA (Time × RAS) was applied. Post hoc analy-
ses were calculated by using repeated measures ANOVAs and 
t-tests. The alpha level was set at 0.05 for the omnibus tests and 
was adjusted with the Bonferroni formula for post hoc analyses  
(p value = 0.05/n comparisons).

Moreover, independently of the outcomes of the previous 
analyses, we planned to conduct a set of additional exploratory 
analyses, to better examine the potential of the footstep sounds. 
To this purpose, we separately tested the two groups of partici-
pants, by conducting two repeated measures MANOVAs and a 
set of contrasts adjusted with LSD test on the primary outcome 
measures of this study (i.e., the biomechanical measures).

All the analyses were performed using the SPSS Statistics 
software.

rESUlTS

A preliminary set of analyses was run to compare the two groups 
at baseline for each variable, and no significant difference was 
found. The effects of the two treatments (rehabilitation with eco-
logical vs. artificial RAS) across time (T0, T5, T17) were observed 
using both biomechanical and clinical measures.

Biomechanical Measures
Overall, the analyses run on biomechanical measures (Table 2) 
did not reveal any significant result for the interaction Time x RAS 
and for the main effect of RAS. Although the results did not reveal 
a statistical significance for interaction—which was the primary 
interest of our investigation—the majority of the considered 
parameters indicated a significant effect of the variable Time 
[Wilk’s λ  =  0.098, F(16, 15)  =  8.652, p  <  0.001, ηp

2 = 0 0.9 2].  
In particular, this was found for cadence [F(2, 60) = 4.595; p = 0.01; 
ηp

2 0= .133], gait speed [F(2, 60) = 8.538; p < 0.001; ηp
2 0= .222],  

step width [F(2, 60)  =  12.647; p  <  0.001; ηp
2 0= .297], step 

length [F(2, 60) = 17.752; p < 0.001; ηp
2 0= .372], stride length  

[F(2, 60)  =  3.681; p  <  0.05; ηp
2 0 0= .1 9], percentage of double 

support phase [F(2, 60) = 4.911; p = 0.01; ηp
2 0= .141], and per-

centage of swing phase [F(2, 60) = 6.843; p < 0.005; ηp
2 0= .186]. 
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TaBlE 2 | Comparison between spatio-temporal parameters assessed before and after rehabilitation for each group.

Spatio-temporal parameters of gait

T0 T5 T17

Ecological RAS group Gait speed (m/s) 1.08 ± 0.24 1.21 ± 0.25 1.24 ± 0.22
Cadence (steps/min) 115.81 ± 11.71 123.40 ± 9.07 123.49 ± 11.98
Stride length (m) 1.16 ± 0.20 1.20 ± 0.19 1.21 ± 0.17
Step length (m) 0.52 ± 0.12 0.58 ± 0.10 0.60 ± 0.09
Step width (m) 0.18 ± 0.03 0.18 ± 0.04 0.20 ± 0.02
Stance phase (% of gait cycle) 60.48 ± 3.31 59.59 ± 1.74 59.98 ± 1.87
Swing phase (% of gait cycle) 38.68 ± 2.59 40.42 ± 1.74 39.98 ± 1.90
Double support (% of gait cycle) 11.34 ± 2.44 10.07 ± 2.44 9.96 ± 2.02

Artificial RAS group Gait speed (m/s) 1.05 ± 0.29 1.11 ± 0.24 1.15 ± 0.29
Cadence (steps/min) 113.43 ± 14.54 115.53 ± 11.34 116.50 ± 11.62
Stride length (m) 1.13 ± 0.20 1.16 ± 0.18 1.18 ± 0.21
Step length (m) 0.52 ± 0.12 0.56 ± 0.10 0.59 ± 0.11
Step width (m) 0.17 ± 0.03 0.17 ± 0.03 0.20 ± 0.02
Stance phase (% of gait cycle) 60.79 ± 2.92 60.32 ± 2.36 60.12 ± 2.20
Swing phase (% of gait cycle) 38.89 ± 2.57 39.63 ± 2.33 39.43 ± 2.62
Double support (% of gait cycle) 11.73 ± 2.78 10.69 ± 2.42 10.70 ± 2.55

Values are expressed as mean ± SD.
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Conversely, the effect of time on the percentage of stance phase 
was not significant.

Then, we investigated more deeply how these parameters 
changed across time. We found that the cadence significantly 
increased between T0 and T5 (p = 0.021) and between T0 and 
T17 (p = 0.029), while it remained constant between T5 and T17. 
Analogous results were revealed by the analysis on gait speed, 
indeed it significantly increased between T0 and T5 (p = 0.006) and 
between T0 and T17 (p = 0.001) and remained constant between 
T5 and T17. Similarly, the percentage of swing phase significantly 
increased between T0 and T5 (p = 0.001) and between T0 and 
T17 (p = 0.033), while it remained constant between T5 and T17. 
Consistently, the percentage of double support phase significantly 
decreased between T0 and T5 (p = 0.009) and between T0 and 
T17 (p = 0.013) and remained constant between T5 and T17. As 
concerns step length, we found an increase between T0 and T5 
(p = 0.004), between T0 and T17 (p < 0.001), and also between 
T5 and T17 (p = 0.01). Surprisingly, we did not find a difference 
between T0 and T5 regarding step width (p = 0.568), but the values 
observed in T17 were significantly higher than those observed in 
T0 (p < 0.001) and T5 (p < 0.001). Moreover, as concerns stride 
length, there was no difference between T0 and T5 (p = 0.108), 
while it significantly increased between T0 and T17 (p = 0.011); 
no difference was found between T5 and T17.

Clinical Measures
The analyses run on clinical measures (Table 3) did not reveal 
any significant result for the time  ×  RAS interaction and 
for the main effect of RAS. As regards time, similarly to the 
analyses on biomechanical measures, we found that the main 
effect was significant for almost all clinical measures. In par-
ticular, a significant main effect of time was observed for the 
UPDRS—part 3 [F(2, 52) = 32.749; p < 0.001; ηp

2 0= .557], ABC  
[F(2, 56) = 5.418; p < 0.01; ηp

2 0= .162], FES [F(2, 58) = 4.819; p < 0.05; 
ηp

2 0= .143], FOGQ [F(2, 60) = 3.926; p < 0.05; ηp
2 0= .116], GDS  

[F(2, 58) = 3.663; p < 0.05; ηp
2 0= .112], PDQ8 [F(2, 58) = 7.343; 

p < 0.001; ηp
2 0 0= .2 2], Tinetti test [F(2, 58) = 3.945; p < 0.05; 

ηp
2 0= .12], SPPB [F(2, 58) = 5.330; p < 0.01; ηp

2 0= .155] and its 
subcomponents STS [F(2, 42) = 15.390; p < 0.001; ηp

2 0= .423], 
and 4-m test [F(2, 40) = 7.382; p < 0.01; ηp

2 0 0= .27 ]. Conversely, 
no significant effect was found for the FIM scale.

On the basis of the ANOVAs results, we decided to further 
explore how the clinical measures changed across time. We found 
that the FES scores decreased between T0 and T5 [t(30) = 2.375; 
p < 0.05; d = 0.377] and between T0 and T17 [t(30) = 2.367; 
p < 0.05; d = 0.406], while they remained constant between T5 
and T17. Analogous results were observed for SPPB, with an 
increase between T0 and T5 [t(30) = 2.456; p = 0.01; d = 0.304] 
and between T0 and T17 [t(30) = 2.367; p < 0.05; d = 0.253], and 
no difference between T5 and T17. This trend was also observed 
in two of the subcomponents of SPPB, namely STS and 4-m 
test. There was a decrease of time necessary to complete the test 
between T0 and T5 for both the STS [t(22) = 4.082; p < 0.001; 
d = 1.016] and the 4-m test [t(22) = 2.331; p < 0.05; d = 0.647], 
and between T0 and T17 for both the STS [t(22)  =  4.651; 
p < 0.001; d = 1.061] and the 4-m test [t(22) = 2.666; p < 0.01; 
d  =  0.569]; in no case a difference between T5 and T17 was 
observed.

The FOGQ scores also decreased between T0 and T5 
[t(31) = 2.459; p = 0.01; d = 0.217], while the difference between 
T0 and T17 was no longer significant after the Bonferroni cor-
rection [t(31) = 1.797; p < 0.05; d = 0.173]; no difference was 
observed between T5 and T17. A similar trend was observed for 
the Tinetti test, with marginally significant increases between T0 
and T5 [t(30) = 2.129; p < 0.05; d = 0.376] and between T0 and 
T17 [t(30) = 2.037; p < 0.05; d = 0.438], which were no longer 
significant after the Bonferroni adjustment; again no difference 
was observed between T5 and T17.

The UPDRS—part 3 scores decreased between T0 and 
T5 [t(27) = 7.701; p < 0.001; d = 0.548], between T0 and T17 
[t(27) = 6.261; p < 0.001; d = 0.781], and also between T5 and T17 
[t(31) = 2.598; p < 0.01; d = 0.269]. Analogously, the ABC scores 
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TaBlE 3 | Comparison between clinical scores assessed before and after rehabilitation for each group.

Clinical scores

T0 T5 T17

Ecological rhythmic auditory stimulation (RAS) group UPDRS—part 3 16.93 ± 9.14 11.64 ± 7.00 10.54 ± 6.96
Functional independence measure (FIM) 123.47 ± 3.91 123.87 ± 3.27 123.87 ± 3.25
Tinetti test 27.19 ± 1.76 27.75 ± 0.45 27.62 ± 0.62
Short physical performance battery (SPPB) 11.33 ± 1.54 11.87 ± 0.35 11.87 ± 0.35
SPPB—4 m test (s) 2.56 ± 0.28 2.25 ± 0.22 2.42 ± 0.22
SPPB— sit to stand (STS) (s) 9.83 ± 1.80 8.47 ± 1.20 8.17 ± 1.34
Geriatric depression scale (GDS) 3.33 ± 2.26 3.33 ± 2.53 2.47 ± 2.20
Parkinson’s disease quality of life questionnaire (PDQ)-8 20.21 ± 13.46 20.00 ± 11.92 14.17 ± 11.56
Falls efficacy scale (FES) 4.73 ± 6.95 2.40 ± 3.22 2.27 ± 2.34
Activities specific balance confidence (ABC) 81.96 ± 13.21 85.23 ± 7.49 88.38 ± 8.75
Freezing of gait questionnaire (FOGQ) 4.00 ± 5.14 2.44 ± 3.76 2.62 ± 4.08

Artificial RAS group UPDRS—part 3 20.21 ± 9.59 15.36 ± 9.20 12.79 ± 6.78
FIM 117.94 ± 13.12 118.50 ± 10.91 119.00 ± 10.48
Tinetti test 26.93 ± 1.58 27.47 ± 0.74 27.67 ± 0.49
SPPB 10.94 ± 2.29 11.75 ± 0.77 11.69 ± 0.70
SPPB—4 m test (s) 2.72 ± 0.70 2.30 ± 0.36 2.34 ± 0.44
SPPB—STS (s) 10.00 ± 1.52 8.43 ± 1.21 8.47 ± 1.42
GDS 3.56 ± 2.85 2.75 ± 2.27 2.19 ± 2.23
PDQ-8 17.97 ± 10.86 16.21 ± 11.87 12.69 ± 10.67
FES 5.50 ± 5.49 3.62 ± 3.01 3.56 ± 3.60
ABC 79.37 ± 14.98 83.81 ± 8.73 87.12 ± 8.37
FOGQ 3.00 ± 4.27 2.56 ± 3.72 2.81 ± 4.00

Values are expressed as mean ± SD.
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increased between T0 and T5 [t(29) = 1.997; p < 0.05; d = 0.302], 
between T0 and T17 [t(29)  =  2.556; p  <  0.01; d  =  0.609] and 
between T5 and T17 [t(30) = 2.240; p < 0.05; d = 0.385], however, 
the first and the last comparisons were no longer significant after 
Bonferroni correction.

The PDQ8 revealed the best results at T17, with higher scores 
compared to both T0 [t(30) = 2.950; p < 0.01; d = 0.490] and 
T5 [t(31) = 2.966; p < 0.01; d = 0.285], while no difference was 
observed between T0 and T5. As concerns the GDS, a marginal 
decrease was observed between T0 and T17 [t(30)  =  2.171; 
p < 0.05; d = 0.476], which disappeared after the Bonferroni cor-
rection, while the other comparisons did not reach any significant 
value.

additional Exploratory analyses
We conducted a set of exploratory analyses by separately exam-
ining the two groups of participants on the primary outcome 
measures (i.e., biomechanical measures). The repeated measures 
MANOVAs revealed significant results for the ecological RAS 
group [Wilk’s λ = 0.23, F(16, 46) = 3.149, p = 0.001, ηp

2 0= .523], 
but not for the artificial RAS group. The MANOVA conducted on 
the ecological RAS group data revealed significant values for the  
following measures: cadence [F(2, 30) = 4.367; p < 0.05; ηp

2 0= .225],  
gait speed [F(2, 30)  =  5.914; p <  0.01; ηp

2 0= .283], percentage 
of swing phase [F(2, 30)  =  5.533; p  <  0.01; ηp

2 0= .269], step 
length [F(2, 30) = 10.23; p < 0.001; ηp

2 0 0= .4 5], and step width  
[F(2, 30) = 5.322; p < 0.05; ηp

2 0= .262 ]. In our opinion, of par-
ticular interest are the results concerning cadence and gait speed  
(see Figure  3), since these are the two measures more 
directly related to the auditory stimuli. The contrasts for these 

variables indicate that cadence significantly increased from T0 
to T5 (p = 0.011), but this advantage was not maintained at T17 
(p = 0.072), while gait speed increased from T0 to T5 (p = 0.017) 
and this advantage was maintained at T17 (p = 0.13).

DiSCUSSiOn

The aim of this study was to investigate whether a PD reha-
bilitation program integrated with ecological RAS (i.e., footstep 
sounds) can be more effective than the same program integrated 
with artificial RAS (i.e., metronome sounds). We hypothesized 
that both groups would benefit from the rhythmic information 
of the stimuli, but the group exposed to ecological RAS would 
also take advantage of the priming effect elicited by the ecologi-
cal information of footstep sounds. The results observed on the 
primary outcome measures (biomechanical measures) suggest 
that the treatments are equally effective as no significant interac-
tion was revealed by analyses. The same results were given by the 
secondary outcome measures (clinical measures).

As a whole, our results indicate that—independently of 
the type of sound— the rehabilitation programs integrated 
with RAS are effective. Indeed, comparing the biomechani-
cal and clinical data collected before and after the treatment, 
we observed noticeable improvements in the majority of the 
variables. This evidence is in line with previous literature, 
which clearly proved the efficacy of rehabilitation with RAS, in 
terms of both spatio-temporal parameters and clinical variables  
(2, 9–11, 17). Moreover, we observed that these improvements 
were largely maintained at the follow-up, 3  months after the 
end of the supervised period, which represents a longer term 
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compared to the majority of previous RAS studies. However, 
given that the RAS efficacy is well-documented in literature, our 
main aim was not to further confirm it, but to examine whether 
the type of sound (i.e., ecological or artificial) can actually influ-
ence the efficacy of rehabilitation.

The novelty of this study is that, for the first time, we used 
biological motion sounds as RAS in a rehabilitation program 
with PD patients. The same rehabilitation program was integrated 
either with footstep sounds (ecological RAS condition) or with 
metronome sounds (artificial RAS condition) and the overall 
results indicated that the effects of the two sounds—in a rehabili-
tation context—are equivalent. However, to better examine the 
potential of the footstep sounds and obtain additional informa-
tion that could be used as starting point for future investigations, 
we ran a set of exploratory analyses on biomechanical measures 

for each group, separately. These analyses revealed that only the 
patients assigned to the ecological RAS condition significantly 
improved. Among the various measures showing significant 
improvements, in our opinion a particular attention should be 
dedicated to cadence and gait speed, since these are the two 
parameters more directly linked to the auditory stimuli. However, 
we acknowledge that our exploratory analyses are only informa-
tive but not conclusive; indeed these analyses do not compare 
the two groups and cannot prove a superior effect of ecological 
sounds over artificial sounds. Future studies should better clarify 
the potential of footstep sounds in the rehabilitation context.

The effects of ecological and artificial sounds on motor tasks 
in PD patients were examined in previous research (37). In their 
study, Young and colleagues found that in some spatio-temporal 
parameters patients performed better in the ecological sound 
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aPPEnDiX: rEHaBiliTaTiOn PrOTOCOl
Targets Exercises

•	 Prevention of inactivity and fear of falling
•	 Prevention of falls
•	 Improving physical activity levels
•	 Recognizing the onset of fluctuations and adopting suitable movement 

strategies
•	 Learning simple motor exercises of increasing difficulty to be  

self-administered at home

•	 Segmental exercises of active or assisted mobilization (flexion–extension,  
prono-supination) to increase strength, mobility, and coordination of four limbs

•	 Stretching of anterior and posterior muscular kinetic chains
•	 Improvement of static balance: standing (uni- and bipedal), sitting, and 

quadrupedal posture
•	 Improvement of dynamic balance: ambulation on paths of increasing levels of 

difficulty (e.g., turns, obstacles, etc.)
•	 Postural changes: from sitting/quadrupedal to standing, from supine/prone to 

lateral
•	 Occupational therapy exercises
•	 Gait training with rhythmic auditory stimulation (for about 50% of the duration of 

each session)
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